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Preface

The Proceedings of AETA 2015, which you are holding in your hands, consist of
selected papers from 10 different but related areas of modern engineering. The
modern world is based on vitally important technologies that merge electronics,
cybernetics, computer science, telecommunications, and physics together. Since the
beginning of our technologies, we have been confronted with numerous techno-
logical challenges such as finding the optimal solution to various problems
including controlling technologies, power sources construction, robotics, etc.
Technological development of these and related areas has had and continues to have
a profound impact on our civilization and on our future lifestyle.

Therefore, this proceedings book containing articles of the international con-
ference AETA 2015, edited by Ivan Zelinka (Czech Republic), Vo Hoang Duy
(Vietnam), Tran Trong Dao (Vietnam), Hyeung-Sik Choi (Korea), and Mohammed
Chadli (France), is a timely volume to be welcomed by the community focused on
telecommunication, power control, and optimization as well as the computational
science community and beyond.

The book consists of 10 topic areas of selected papers such as telecommuni-
cation, power systems, robotics, control system, computer science, and more.
Readers can find interesting papers on different topics that reflect the modern
approach to interesting problems. All selected papers represent interesting ideas and
state-of-the-art overviews.

Participations were carefully selected and reviewed, hence this book certainly is
one of the few that discusses the benefits from intersection of those modern and
fruitful scientific fields of research. We hope that this book will be an instructional
material for senior undergraduates and entry-level graduates. The book can also be
a resource material for practitioners who want to apply the discussed topics to solve
real-life problems in their challenging applications. The important part of this book
is the participation of two keynote speakers from the Russian Federation and Korea.

The decision to organize the AETA conference and to create this book was based
on the fact that the technologies mentioned above, their use, and impact on life is an
interesting area that is under intensive research from many other branches of
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science today. The book contains simplified versions of experiments with the aim to
show how, in principle, problems of power systems can be solved.

It is obvious that this book does not encompass all aspects of the discussed
topics due to the limited space and time of the conference. Only the main ideas and
results of selected papers are reported here. The authors and editors hope that the
readers will be inspired to do their own experiments and simulations, based on the
information reported in this book, thereby moving beyond the scope of it. For these
reasons, we believe that this book will be useful for scientists and engineers
working in the above-mentioned fields of research and applications.

At the end we would like to thank Ton Duc Thang University (Ho Chi Minh
City, Vietnam), VSB—Technical University (Ostrava, Czech Republic), Korea
Maritime and Ocean University (Korea) and CIMEC Lab. (Korea) for their interest
and strong support in the AETA conference organization. Also, many thanks to
Springer publishing company for its highly professional, precise, and quick pro-
duction process. Without all of this, it would be impossible to organize a successful
conference with European and Asian participants.

This conference was supported by the Ton Duc Thang University (Ho Chi Minh
City, Vietnam) and VSB—Technical University (Ostrava, Czech Republic) and by
the research groups NAVY (http://navy.cs.vsb.cz/) and MERLIN (http://merlin.tdt.
edu.vn/) and CIMEC Lab.

Vietnam Vo Hoang Duy
Vietnam Tran Trong Dao
Czech Republic Ivan Zelinka
Korea Hyeung-Sik Choi
France Mohammed Chadli

September 2015
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SDN Based Wireless Heterogeneous
Network Management

Choong Seon Hong, S.M. Ahsan Kazmi, Seungil Moon
and Nguyen Van Mui

Abstract The proliferation of novel network access devices and demand for high
quality of service by the end users are proving to be insufficient for existing wireless
heterogeneous networks, due to their inflexible and expensive equipment as well as
complex and non-agile control plane. This article presents an architecture vision to
address the challenges placed on future heterogeneous networks. Software defined
networking is emerging as a solution for decoupling the control plane. Furthermore,
it enables network function virtualization and network programmability which is
very promising for meeting the high demands of end user. In this article, we present
an SDN based management framework for cognitive heterogeneous networks.
Moreover, we discuss the architectural changes, its control function and its inter-
action in detail. The proposed management framework enables optimal power
control, resource allocation, interference management and provides end to end
quality of service for its user.
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1 Introduction

The modern wireless communication has empowered us in optimizing our opera-
tions, economics, health and all the modern industries. Life without it is beyond
imagination due to our broad dependencies over the wireless networks. We gather,
analyze and share a huge amount of information among different entities to have a
productive life which was not possible before the advent of modern communication
networks. In the last two decades wireless communication has evolved at a very
rapid pace to keep up with the expectations and requirements of the users.

Cellular communication falls among the category which has received the most
popularity among the wireless networks. The first generation of cellular networks
started off with analog communication primarily for voice communication. The
second generation was dominated by digital voice and a small amount of data
communication while the third generation which was initially focused to increase
the number of users in the network but observed a tsunami of data communication
in the networks [1]. Today we have Third Generation Partnership Project (3GPP)
Long Term Evolution (LTE), state of the art fourth generation cellular network. Our
4G standard along with voice carrying capability enables richer and real time data
networks. Currently it is providing broadband services to 50 million users around
the globe and is expected to support two billion users by end of 2018 [2]. New
features are being analyzed and added in the latest release of LTE standard (release
13) to enhance the overall efficiency of the network [3]. This trend of data traffic in
cellular networks is hopeful to grow even more because of the bandwidth hungry
applications and proliferation of modern communication gadgets i.e. smart phones,
tablets, smart watches, e-health, Internet gaming and etc. The mobile traffic has
increased 66 times from 2009 to 2014 with an annual rate of increase of 131 % [4].
On the other hand, the data rates from third to fourth generation technology has
increased only by 55 % annually [5]. This shows us the need to further investigate
and develop new techniques to improve the current cellular networks.

One of the most recent and promising direction for enhancing the capacity of the
network is the installation of small cells under the coverage of existing cellular
network. This novel paradigm with different cell sizes is known as heterogeneous
networks (HetNets). Additionally, there has been a significant amount of work
claiming the effective and efficient use of installing a cognitive radio network
(CRN) under the existing cellular network in [6, 7]. Furthermore, academic and
industrial communities has started active research activities on the fifth generation
(5G) communication technologies to meet the goals for future wireless networks.
Various programs by different organizations are launched aimed at potential key
technologies of 5G namely SGNOW and METIS under European Telecommuni-
cations Standards Institute (ETSI) to meet the cellular requirements beyond 2020
[8]. The 5G standard keeping in view the trend of growth in traffic is investigating
and providing guidelines for future cellular network. 5G is expected to handle 1000
times more data volume per unit area, 10-100 times higher number of connected
devices, latency reduced to five times with guaranteed data rates up to multiple
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gigabit per second and battery life about 10 times longer than current state of the art
[9]. According to [10], legacy cellular networks are not designed to handle such
requirements so major changes are required to adopt the future cellular require-
ments. According to [11], one of the most promising aspect would be dense
installation of small cells forming multiple HetNets which would play a vital part in
fulfilling the requirements of future cellular networks.

Management of network in future HetNets will become one of the biggest and
crucial challenge for efficient performance of the network. This broadly includes
number of users per cell, small-cell placement, interference among cells, handover
during mobility, scalability of networks, heterogeneous technologies and their
interoperability issues and user association. If the future HetNet architecture can
handle these tasks efficiently, goals of 5G network can be achieved. We in this
article will consider the management of HetNets from Software defined networking
(SDN) point of view.

Coordination and cooperation will play a vital role in operations especially with
the dense small cells deployment as envisioned for 5G networks [12]. The existing
LTE system has been designed to run as a distributed system where each cell takes
all its decision. This distributed practice without taking into account neighbors
information will cause serious inefficiencies in terms of performance. Thus, coor-
dination of control plane is required to efficiently carry out network operations [4].
The concept of an SDN controller has revolutionized the network world especially
in wired domain which primarily decouples the control and data plane. This concept
looks very promising for the wireless and mobile communication domain and a
number of studies are being conducted to adopt the SDN paradigm in mobile
networks [12, 13]. Similarly, in [14], a central coordinator (standardized by 3GPP)
is used, namely femto management system (FMS) to cooperate femto-cells within
geographical proximity in order to allocate resources while protecting them from
interference. The biggest challenge in central coordination is the message passing
which consumes a significant amount of bandwidth in back-haul if a completely
centralized solution is used. However, small cells are typically low power cheap
devices and can be connected via broadband services through Internet to coordinate
and cooperate. This saves significant bandwidth which would be used for message
passing if back-haul is used. Furthermore, an analysis performed on a macro-cell
with 20 micro-cell with 50 clients holding 10 flows claims that only 500 Mbps
bandwidth was found suitable for layer 1 coordination and considering the
advances in the communication world this bandwidth is not very high especially in
fiber communication [15].

The rest of the article is organized as follows: Section 2 discusses the current and
future HetNet architecture. In Sect. 3, we provide the SDN based management
framework and its functions which will help in achieving the goals for the future
HetNet architecture. Section 4, finally concludes this article.
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2 Legacy and Future HetNet Architecture

The existing or the legacy HetNet typically consists of multiple small cells under
the coverage of a macrocell as shown in Fig. 1. These small cells can be categorized
in terms of their transmission power levels, cell range, access techniques, modu-
lation techniques, sensing capabilities and etc. Some typical examples include
micro, femto, pico, cognitive and WiFi transmitter as shown in Fig. 1. In the
existing HetNets, coordination among different cells is typically done at the bases
station in order for the network to operate efficiently. However in the existing
HetNets, the number of small cells in a network are very scarce so coordination
overhead among different cells is relatively less which will not be the case for the
future. This makes management of HetNets a very important aspect for future
wireless HetNets.

The main motivation for dense installation of small cells comes from the fact that
increasing the number of macrocells is costly and ineffective since around 50 % of
voice calls and 70 % of data usage currently takes place indoors where up to 20 dB
penetration loss reduces the outdoor to indoor signal strength [13]. Therefore,
installing indoor small cells increases the efficiency of the network if managed
properly. Additionally, the novel wireless technologies i.e., device to device
communication (D2D), massive multi input multi output (MIMO), cognitive radio
network (CRN), millimeter-wave band communication and etc. will also be a part
of future HetNets along with dense installation of small cells as shown in Fig. 1.
This makes management of HetNets very vital especially for interference, net-
working congestion and spectrum allocation problems. The use of different func-
tional network devices like switches, routers which is making the network
architecture much more complex and difficult to handle. Some recent studies
address dynamic infrastructure and flexible allocation of network resource on
demand which calls for a new management framework as the existing cellular
management framework was not designed for these HetNets.
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Fig. 1 Evolution of HetNet architecture
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3 SDN Based Management Framework

Software-defined Network (SDN) with OpenFlow protocol which provides a
dynamic and flexible network architecture to help todays static network evolve into
an extensible service delivery. SDN refers to a network infrastructure in which
control plane is separated from physical topology. The SDN enables us to develop a
centralized traffic engineering, power control and spectrum selection protocol that
needs to communicate among end-users, base-stations and SDN controller to
achieve higher data delivery throughput, higher reliability and energy efficiency
with excellent capability of spectrum utilization.

The SDN controller can have a number of functions depending upon the network
operator policy both as internal or as an external application (using an application
programmable interface (API) for external applications). The advantage of using
SDN in heterogeneous networks is that incumbent devices (BSs, CPEs, SUs, Mesh
routers, Mobile ad hoc Users) are re-designed to communicate with SDN controller
so that their network policies are updated on the fly, leading to maximization of
agency interoperability. Therefore, all networking devices have an agent installed in
it to coordinate and cooperate among cells. The communication between the SDN
controller and the agents can use the API concept as in [8]. However, the Open
Network Foundation (ONF) is working on the OpenFlow extension standardization
for wireless and mobile networks [13].

In this article, we would present an SDN based management framework
proposed specifically for heterogeneous cognitive networks as shown in Fig. 2.

nd Access
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Fig. 2 Overview of a SDN-based heterogeneous cognitive network
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The core functions and the working of the framework is discussed in detail. The
proposed framework will provide a network resource optimization framework and
efficient control mechanism based on SDN for such cognitive heterogeneous net-
works. It can provide centralized traffic engineering, power control and spectrum
selection protocol that needs to communicate among end-users, BSs and SDN
controller to achieve higher data delivery throughput, higher reliability and energy
efficiency with excellent capability of spectrum utilization. The design of
SDN-based cognitive heterogeneous networks necessitates substantial modification
in the Physical layer and MAC layer software modules and couples with Routing
Protocol. We do strongly claim that the framework would show high performance
in a large number of cognitive applications, particularly for those emergency
applications requiring high data rate, reliability, mobility and reduced end-to-end
delay but spectrum shortage and short coverage such as vehicular, battlefield
surveillance, disaster recovery, medical care, radioactive leakage detection, etc.
The framework separates control and data plane to obtain interoperability and
scalability and provide sufficient services to each different kinds of user. SDN
Controller can optimize the whole heterogeneous network by jointly considering:

1. Power Optimization Control and Interference mitigation: Based on information
from spectrum database and co-existence Manager, SDN Controller optimally
allocates transmission powers to each users and base station in the network to
mitigate interference. Moreover, both users and base stations in the network
adjusts its power in order to save energy and protects primary users.

2. Resource Allocation: Due to self-coexistence of multiple wireless radio access
networks, SDN controller must perform the resource allocation optimization to
maximize overall throughput. Each user/basestation can use a range of con-
tiguous channels (i.e. channel bonding) to increase its capacity.

3. End-to-End QoS: SDN controller dynamically monitors a connection and
allocate more channels or transmission power for related-users to ensure
end-to-end QoS.

3.1 Controller Plane Architecture and Functions

In this section we discuss about the control plane architecture and the core functions
which are build over the SDN controller as shown in Figs. 3 and 4. In Fig. 3, we can
see that base stations are attached to the SDN controller which include both the
licensed and unlicensed base station with heterogeneous capabilities. Furthermore,
we describe the functionalities in detail for the SDN controller.
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Fig. 4 SDN controller architecture for SDN-based heterogeneous CRN

3.1.1 Spectrum Management

1. Spectrum Scheduler (SS): It schedules spectrum hole usage in time, space to
deploy co-existence of multiple small cells i.e., femtocells for different network
operators.

2. Spectrum Policy Manager (SPM): It stores and updates meaningful data
and policy-related radio parameters including protected channel numbers,
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geo-location and contour of a base station, geo-location of cellular sites, terrain
curvatures of the service region, maximum EIRP on allowed cellular channels,
antenna height and gain, propagation models, interference scenarios, mobile
devices and their geo-locations, transmission power and operating channels.
SPM regularly updates information from broadcasters, regulators and service
providers. The database can be pulled by or pushed directly/in-directly via BS to
cognitive devices.

3. Spectrum Allocation Optimizer (SPO): It dynamically perform spectrum allo-
cation optimization based on geo-location of cognitive devices, demand for
bandwidth per each end-user, spectrum policies. SPO will adjust spectrum
prices and broadcast to end-users.

3.1.2 Power Controller Manager

1. Local Equipment Power Optimizer (LEPO): It is based on power policies and
strategies, LEPO optimally calculates transmission power ranges for end-users
per spectrum hole.

2. Local Equipment Power Policy Manager (LEPM): It stores and updates the
policy-related power parameters from broadcasters, regulators and cellular ser-
vice providers. LEPM will make power strategies for each secondary system
using spectrum holes for co-existence and incumbent protection.

3. Local Equipment Power Controller: It dynamically adjust transmission power
levels in each users power ranges to support mobility and increase energy
efficiency.

3.1.3 Coexistence Manager

1. Sensing Scheduler (SS): As multiple spectrum bands are available but due to the
limited number of network interface per user, SS must optimally schedule the
time and frequency to perform sensing at each end-user.

2. Interference Mitigator (IM): Based of analyzing the spectrum behavior and the
performance metric of user devices, IM makes access strategies on each band for
each user device to mitigate interference.

3. Route Manager (RM): Based on spectrum policies and power strategies, and
end-user demands, RM calculates the feasible routes with the different costs and
utilities for each user.

4. QoS Manager (QoSM): After establishing connection, QoSM will ensure
end-to-end QoS for that connection by requesting more bandwidth to SPO for
backhaul link. QoSM dynamically monitors the end to end user demands and
provide services.
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3.2 Scenario: Control Plane Interaction

This section describes a scenario of control plane interaction between a cognitive
user-device A connected to a femto base station 1 (FBS 1) and wants to communicate
to cognitive user-device B which is connected to FBS 2 as shown in Fig. 5. Initially,
user A sends request to its FBS 1 which is forwarded to the SDN controller for
evaluation and allocation of power and channel. The SDN controller after evaluation
send a route reply which consists of the route and the user’s control parameters to
concerned FBSs which installs the route in its table for future routing. Finally, FBS 1
transmits which initiates the actual exchange of data transmission as shown in Fig. 5.

4 Conclusion

The tremendous growth in wireless world due to the introduction of smart devices
and associated bandwidth-hungry applications is forcing the service providers to
enhance their existing network capabilities. The service providers need to support a
high-capacity, agile, low-cost solution to ensure both user satisfaction and their
profitability. This article introduces an SDN based framework for heterogeneous
networks with network control capabilities to allow optimal power control, resource
allocation, interference management and end to end quality of service.
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an attractor is called a self-excited attractor if its basin of attraction overlaps with
neighborhood of an equilibrium, otherwise it is called a hidden attractor. For
example, hidden attractors are attractors in systems with no equilibria or with only
one stable equilibrium (a special case of multistability and coexistence of attrac-
tors). While coexisting self-excited attractors can be found using the standard
computational procedure, there is no standard way of predicting the existence or
coexistence of hidden attractors in a system.In this plenary lecture the concept of
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1 Analytical-Numerical Study of Oscillations

An oscillation dynamical system can generally be easily numerically localized if the
initial data from its open neighborhood in the phase space (with the exception of a
minor set of points) lead to a long-term behavior that approaches the oscillation.
Such an oscillation (or a set of oscillations) is called an attractor, and its attracting
set is called the basin of attraction (i.e., a set of initial data for which the trajectories
tend to the attractor).

When the theories of dynamical systems, oscillations, and chaos were first
developed researchers mainly focused on analyzing equilibria stability, which can
be easily done numerically or analytically, and on the birth of periodic or chaotic
attractors from unstable equilibria. The structures of many physical dynamical
systems are such that it is almost obvious that attractors exist because the trajec-
tories can not tend to infinity and the oscillations are excited by an unstable
equilibrium (see, e.g., the Rayleigh [5], Duffing [6], van der Pol [7], Tricomi [8],
Beluosov-Zhabotinsky [9], and Lorenz [10] systems). This meant that scientists of
that time could compute such attractors by constructing a solution using initial data
from a small neighborhood of the equilibrium, observing how it is attracted and,
thus, visualizes the attractor. In this standard computational procedure, computa-
tional methods and the engineering notion of a transient process were combined to
study oscillations.

2 Self-excited and Hidden Afttractors

From a computational perspective, it is natural to suggest the following classifi-
cation of attractors, which is based on the connection of their basins of attraction
with equilibria in the phase space:

Definition 1 [2, 4, 11, 12] An attractor is called a self-excited attractor if its basin
of attraction intersects with any open neighborhood of a stationary state (an equi-
librium), otherwise it is called a hidden attractor.

The first well-known example of a visualization of chaotic attractor in a
dynamical system from the work of Lorenz [10] corresponds to the excitation of
chaotic attractor from unstable equilibria. For classical parameters the Lorenz
attractor is self-excited with respect to all three equilibria and could have been
found using the standard computational procedure (see Fig. 1). Note that the chaotic
attractor in the Lorenz system with other parameters may be self-excited with
respect to zero unstable equilibrium only, and the possible existence in the Lorenz
system of a hidden chaotic attractor is an open problem.

At the same time in the generalized Lorenz system x = —o(x —y) — ayz, y =
rx —y — xz, Z = —bz+ xy hidden chaotic attractors can be found [4, 13, 14] (see
Fig. 2). For negative a <0 the system corresponds to the Rabinovich system, which
describes the interaction of plasma waves and was considered in 1978 [15, 16]; for



Hidden Attractors in Fundamental Problems and Engineering ... 15

Fig. 1 Numerical visualization of the classical self-excited chaotic attractor in the Lorenz system
x=10(y — x), y = 28x — y — xz, z = —8/3z+ xy. The attractor is self-excited respect to all three
equilibria: it can be visualized by trajectories that start in small neighborhoods of any of unstable
equilibria Sy, ». Here the separation of trajectory into transition process (green) and approxi-
mation of attractor (blue) is rough

(a)
12

1000

0
x ° 1010 Y

Fig. 2 Numerical visualization of hidden attractor (green trajectory) in the generalized Lorenz
system. Outgoing separatrices of the zero saddle equilibrium are attracted to the stable
equilibriaS; » (blue trajectories). a r =68, a=-05, 0= ra, b=1,br="700,a=0.0052,
o= ra, b=1

positive a > 0 it corresponds to the Glukhovsky-Dolghansky system, which
describes convective fluid motion and was considered in 1980 [17]; also it describes
arigid body rotation in a resisting medium and the forced motion of a gyrostat (see
[18]).

The basin of attraction for a hidden attractor is not connected with any equi-
librium. For example, hidden attractors are attractors in systems with no equilibria
or with only one stable equilibrium (a special case of the multistability and coex-
istence of attractors). Note that multistability can be undesired in various practical
applications. At the same time the coexisting self-excited attractors in multistable
systems (see, e.g. various examples of multistable engineering systems in famous
book [19], and recent physical examples in [20]) can be found using the standard
computational procedure, whereas there is no standard way of predicting the
existence or coexistence of hidden attractors in a system.

For nonautonomous systems, depending on the physical problem statement, the
notion of self-excited and hidden attractors can be introduced with respect to the
stationary states of the system at the fixed initial time or the corresponding system
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without time-varying excitations. For example, one of the classical examples of
self-excited chaotic attractors was numerically found by Ueda in 1961 [21] in a
forced Duffing system X +0.05%+x* = 7.5cos(¢). To construct a self-excited
chaotic attractor in this system (Fig. 3) it was used a transient process from the zero
equilibrium of the unperturbed autonomous system (i.e., without cos(z)) to an
attractor in the forced system. If the discrete dynamics of system are considered on
a Poincare section, then we can also use stationary or periodic points on the section
that corresponds to a periodic orbit of the system (the consideration of periodic
orbits is also natural for discrete systems). Note that if the attracting domain is the
whole state space, then the attractor can be visualized by any trajectory and the only
difference between computations is the time of the transient process.

One of the first well-known problems of analyzing hidden periodic oscillations
arose in connection with the second part of Hilbert’s 16th problem (1900) [22] on
the number and mutual disposition of limit cycles in two-dimensional polynomial
systems (see, e.g. resent results [2, 23-25] on visualization of nested limit cycles in
quadratic systems: x = ox+ By +aix®> +bixy+diy*, y = ox+ By +axx® +
baxy +doy?).

Later, in the 1950s-1960s, the study of the well-known Aizerman’s and
Kalman’s conjectures on absolute stability led to the discovery of the possible
coexistence of a hidden periodic oscillation and a unique stable stationary point in
automatic control systems. In 1957 Kalman stated the following [26]: “If f(e) in
Fig. 1 [see Fig. 4] is replaced by constants K corresponding to all possible values
of f'(e), and it is found that the closed-loop system is stable for all such K, then it is
intuitively clear that the system must be monostable; i.e., all transient solutions will

r HS e

Fig. 4 Nonlinear control system. G(s) is a linear transfer function, f(e) is a single-valued,
continuous, and differentiable [26]
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converge to a unique, stable critical point.” Kalman’s conjecture is a strengthening
of Aizerman’s conjecture [27], which considers nonlinearities belonging to the
sector of linear stability. Note that these conjectures are valid from the standpoint of
simplified analysis such as the linearization, harmonic balance, and describing
function methods (DFM), what explains why these conjectures were put forward.
Nowadays various counterexamples to these conjectures (nonlinear systems where
the only equilibrium, which is stable, coexists with a hidden periodic oscillation)
are known (see [28-35]; the corresponding discrete examples are considered in
[36, 37]).

Similar situation with linear stability and hidden oscillations occur in the anal-
ysis of aircrafts and launchers control systems with saturation [38, 39]. In [40] the
crash of aircraft YF-22 Boeing in April 1992, caused by the difficulties of rigorous
analysis and design of nonlinear control systems with saturation, is discussed and
the conclusion is made that “since stability in simulations does not imply stability of
the physical control system (an example is the crash of the YF22), stronger theo-
retical understanding is required”.

Corresponding limitations, caused by hidden oscillations, appear in simulation
of various phase-locked loop (PLL) based systems [2, 41-48]. PLL was designed to
synchronize the phases of local oscillator and reference oscillator signals. Next
example shows that the use of default simulation parameters in MATLAB Simulink
for the study of two-phase PLL in the presence of hidden oscillation (see Fig. 5) can
lead to the conclusions concerning the stability of the loop and the pull-in (or
capture) range.” In Fig. 6 the model in Fig. 5 simulated with relative tolerance set to
“le-3” or smaller does not acquire lock (black color), but the model with default
parameters (a relative tolerance set to “auto”) acquires lock (red color). The same

1http://www.youtube.com/watch?v:M()sy-fohFO.
2See discussion of rigorous definitions in [48, 49].
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Fig. 6 Simulation of two-phase PLL. Loop filter output g(z) for the initial data xo = 0.1318
obtained for default “auto” relative tolerance (red)—acquires lock, relative tolerance set to
“le-3"(green)—does not acquire lock

problems are also observed in SIMetrics SPICE model [41, 45, 46]. From a
mathematical point of view, the above case corresponds to the existence of semi-
stable periodic trajectory or co-existence of unstable and stable periodic trajectories
(here the stable one is a hidden oscillation) [2, 41, 50, 51]. Therefore, if the gap
between stable and unstable periodic trajectories is smaller than the discretization
step, the numerical procedure may slip through the stable trajectory [45, 47].

Attractor in the systems without equilibria are the hidden attractors, according to
the above definition. Systems without equilibria and with hidden oscillations appear
naturally in the study of various electromechanical models with rotation and
electrical circuits with cylindrical phase space. One of the first examples is from
paper [52], published in 1902, in which Sommerfeld analyzed the vibrations caused
by a motor driving an unbalanced weight and discovered the so-called Sommerfeld
effect (see, e.g., [53, 54]). Another well-known chaotic system with no equilibrium
points is the Nosé-Hoover oscillator [55-57]. An example of hidden chaotic
attractor in electromechanical model with no equilibria was reported in a power
system in 2001 [58]. Recent examples of hidden attractors in the systems without
equilibria can be found, e.g. in [59-67].

After the concepts of hidden chaotic attractors was introduced first in connection
with discovery of the first hidden Chua attractors (see Fig. 7) [11, 12, 68-74], the
hidden chaotic attractors have received much attention. Recent examples of hidden
attractors can be found in [59-61, 63, 75-112]).

See also The European Physical Journal Special Topics: Multistability:
Uncovering Hidden Attractors, 2015 (see [113—-124]).
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Fig. 7 Hidden chaotic attractor (green) in Chua circuit: X = a(y —x — mx — Y(x)),y = x —
y+2z,2=—(By+72),¥(x) = (mp — my)sat(x). Locally the stable zero equilibrium Fy attracts
trajectories (black) from stable manifolds M}, of two saddle points S| »; trajectories (red) from the
unstable manifolds M3’ tend to inﬁhity; o = 8.4562, ff =12.0732, y = 0.0052, my =
—0.1768, m; = —1.1468
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Experimental Study on the Effects
of External Interference on Slot

Scheduling Based MAC Protocols
in Wireless Sensor Networks

Chi Trung Ngo, Hoon Oh and Minh Thuy Pham

Abstract An energy-aware timely and reliable data transmission is one of the most
critical requirements in designing slot scheduling based MAC protocols for appli-
cations in industrial fields. A time slot size affects two conflicting goals, reducing
energy consumption and increasing the reliability of data transmission, thereby
requiring an optimized time slot size. A time slot size should be determined in the
presence of the signal interference by Wi-Fi, Bluetooth and other sensor nodes
operating at the 2.4 GHz band. In this paper, we employ two different interference
models that account for different types of interference sources to determine the optimal
size of a time slot. The experimental study with a simple network testbed is conducted.
In addition, the effectiveness of using the well-known Clear Channel Assessment
mechanism in the radio chip is examined under the high interference environment.

Keywords Interference - Slot scheduling based MAC protocol - Wireless sensor
networks

1 Introduction

The workforces working in industrial fields are highly susceptible to the hazardous
environment or unexpected accidents. These hazards can be avoided or detected
early for the timely measures if a server gathers and analyzes data from the working
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premises and then sends messages to warn workers of the situation. In this
context-aware service, a wireless sensor network (WSN) can be used as a network
platform where sensor nodes equipped with sensor modules that can sense thermal,
gas, oxygen, smoke, flame, etc. use multi-hop communication to send sensed data
to a server.

One of the most critical requirements for such service is a timely and reliable
data transmission, thus so far there have been some proposed slot scheduling based
MAC protocols that target a reliable and real-time data transmission such as
TreeMAC [1], - MAC [2], WirelessHART [3]. TreeMAC assigns non-overlapping
frames to all nodes in a WSN where each frame consists of three slots. The slots are
reused by the nodes every three depths in a tree topology. Meanwhile, I-lMAC
allocates slots to each node in a distinct manner since it targets a small control
network. It tries to enhance a reliable data transmission by using RTS, CTS, and
ACK when transmitting data. Since the time-varying channel is frequency-
dependence, WirelessHART assigns each communication link between two sensors
a time slot and frequency channel, which guarantees the collision-free for data
transmission. In order to increase the transmission reliability it employs a frequency
hopping technique and channel backlist which records frequency channels which
are not allowed to use due to the significantly affected by interferences. These
protocols require strict time synchronization and the size of slot should be big
enough to transmit and receive one data packet.

However, besides inevitable phenomena such as fading and the intervention of
some obstacles, the radio interference by WLAN [4], Bluetooths, and other sensor
nodes also induces the unstable data communication. These interferences cause link
breakage and data collision. Furthermore, in the environment with high interference
if a slot size is small, a node may not have enough time to send data; however,
increasing the slot size can violate the requirement of timely data transmission.

Therefore, investigating the impact of interference on data transmission between
sensor nodes in slot scheduling based MAC protocols are essential in finding
solutions to improve their robustness against interference as well as to increase
energy efficiency. In this paper, we conduct experiments on testbed using Kmote for
these purposes. We employ one sensor node acting as an interference node to
generate the controlled interference signal which interferes with data transmission
between other two sensor nodes. Its duty is to generate customized and repeatable
interference patterns using different interference models, e.g. bursty interference
and semi-periodic interference proposed in [5]. The performance is evaluated in
terms of packet delivery ratio, energy consumption and missed timely delivery
ratio.

The rest of the paper is organized as follows. In Sect. 2, we present the network
model. The interference model used to generate interference signal is described in
Sect. 3. We discuss the experimental results in Sect. 5. Finally, we make concluding
remarks in Sect. 6.
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2 Network Model

In slot scheduling based MAC protocols, the WSN consists of a control server
(hereafter referred to as a sink node) which is wall-powered and a number of sensor
nodes (hereafter referred to as nodes) which are battery-powered. Every node is
equipped with at least one sensor module and required to generate one data packet
that includes the sensed information every cycle and forwards it to the sink node
within a specified time bound depending on the requirement of a specific appli-
cation. Each node is assigned a pair of sending and receiving time slots to transmit
data to an upstream node towards the sink and to receive data from a downstream
node, respectively.

Since only one data transmission within the allocated time slot of a node is
made, it is sufficient to consider a simple network model with three nodes placed
within their transmission range each other to evaluate the impact of interference on
the data transmission between two sensor nodes in slot scheduling based MAC
protocols.

3 Interference Model

To generate the interference patterns that can be generated repeatedly and changed
on a needed basis, we employ a signal generation method that uses a special test
mode of the radio chip [6]. The characteristic of interference signal is modeled by
using two simple interference models, bursty interference and semi-periodic
interference [5].

3.1 Bursty Interference

The bursty interference model that models the characteristics of Wi-Fi or Bluetooth
transmissions is used to generate the continuous blocks of the interference period
and the spacing period, each having uniformly distribution. Since there is no
one-to-one matching between 802.15.4 and Wi-Fi channels, for example, channel 1
of Wi-Fi just overlaps with channels 11, 12, 13, 14 of 802.15.4 as shown in Fig. 1,
the Wi-Fi signal can be seen as the background noise in WSNs. The Wi-Fi inter-
ference signal as the background noise can be the unmodulated signal that is
generated from a sensor node by changing the register value of the radio chip (e.g.
CC2420_MDMCTRLI for CC2420) [6]. Note that the power spectrum of the
unmodulated signal is highly concentrated at the center frequency.

Furthermore, the duration of the Wi-Fi traffic depends on the time span of data
exchange between two Wi-Fi devices and a number of Wi-Fi devices generating the
traffic. Therefore, in order to model the randomly continuous on/off periods of the
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Fig. 2 Markov process to model the on/off periods of the interference transmission

interference transmission, a simple two-state discrete Markov process can be used
as depicted in Fig. 2. In this figure, C and I denote the clear channel state and the
interference state, respectively. The state transition condition is determined by a
Bernoulli random variable 0.5. We can obtain a time period 7(C) and T(I) which
indicate the time duration that the process stays at state C and I, respectively, as
follows:

T(C)=T(I) = R(x) x § (1)

where, R(x) is a random number which is uniformly distributed in [1, x] and S is used
to scale the burstiness of the interference, namely S € [1,2] and S € [3, 10] for short
and long interference transmission, respectively. For example, given x = 50 and
S =5, assuming that the process changes from state C to state / where we obtain
R =30, the length of the interference period will be determined by 30 x 5 = 150 ms.

3.2 Semi-periodic Interference

The semi-periodic interference can be modeled by the continuous blocks of inter-
ference with small duration for interference signal generation and variable spacing,
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which corresponds to the periodic data transmission of sensor nodes in other WSN's
coexisting with the current one. Since this is an internal interference operating at the
same 802.15.4 channel, we can use the randomly-modulated signal generated from
a sensor device as the internal interference signal [6]. The characteristic of the
modulated signal is that its power spectrum spreads out evenly across the channel
bandwidth

Using the same two states C and I as described above, the process to generate the
semi-periodic interference pattern is given as follows. The process changes in
alternation of these two states in which states I and C last for T(C) and T()),
respectively, which are determined as follows.

T(I)=(1+r)xaxP (2)
T(C)=(14r)x(l—a)xP (3)

where, r is a random number which is uniformly distributed in [0, 0.3], P is the
fixed time period, and « € (0, 1) is the interference rate. It is worth noting that since
the semi-periodic interference is caused by the periodic data transmission of sensor
nodes, P should be selected such that the length of interference period, 7(J), is
appropriately equal to the period of data transmission in the reality.

4 Calculation of Minimum Time Slot Size

In this section, we analyze the minimum time slot size which is enough to transmit
one data packet without the effect of interference since it is one of the factors
determining the timely data transmission. The minimum time slot size, T (i.e., one
hop packet delay) can be computed as follows:

Ts =1l + 2txm + lem + 1 (4>

where, t,; (transfer time at the sender): The time taken to generate a message and
transfer from the buffer of the microcontroller into the buffer of the radio chip
transceiver; t,, (transmission time at the sender): The time taken to transmit the
message; t,,, (receiving time at the receiver) = t,,,,; The time taken to receive the
message; 1, (processing time at the sender and receiver): The time taken to process
the message; and ¢, (transfer time at the receiver): The time taken to transfer the
received message from the radio chip buffer to the microcontroller buffer.

In order to calculate values of these parameters we have to know the total size of
the frame format when it is transmitted between the microcontroller and the radio
chip as well as when it is transmitted over the medium. Now, we analyze the detail
of the frame format at the MAC layer and the CC2420 radio layer (the radio chip
CC2420 is used in this paper). Since the MAC layer uses the frame format defined
by the IEEE 802.15.4 standard in order to be compatible with the IEEE 802.15.4
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Fig. 3 Schematic view of the frame format at the MAC layer and the CC2420 layer

C(C2420 radio. Therefore, as shown in Fig. 3 the MAC frame has MAC header of
11 bytes consisting of Frame Control Field (FCF) of 2 bytes, Data Sequence
Number (DSN) of 2 bytes, destination Personal Area Network (PAN) address of 2
bytes, destination address of 2 bytes, source address of 2 bytes, and TinyOS
message type of 1 byte. The MAC payload can contain the maximum size of 115
bytes and the MAC footer contains Frame Check Sequence (FCS) of 2 bytes. When
the MAC frame is forwarded to the CC2420 radio, another 6 bytes are added in
front of the MAC frame for transmission preamble and frame delimiter when the
message is transmitted over the medium to the destination.

Assuming that payload at the MAC layer is p bytes. At the sender side, a MAC
frame of (11 + p) bytes (i.e. size(MHR) + p) is transferred from the microcontroller
into the buffer of the radio chip, while at the receiver side a MAC frame of (13 + p)
bytes (i.e. size(MHR) + size(FCS) + p) is transferred from the buffer of the radio
chip into the microcontroller. The total size of a frame when it is transmitted over
the medium becomes size(SHR) + size(PHR) + size(MHR) + p + size(FCS).

The message transfer times #, and f,. between the microcontroller and the radio
chip are determined by the speed of the SPI interface interconnecting them, while
the transmit time #,,, is determined by the transmission speed of the radio chip. In
particular, the speed of the SPI interface on a mote equipped with the MSP430
microcontroller and the radio chip CC2420 can support a maximum rate of 500
Kbps. The transmission speed of CC2420 is 250 Kbps. Nevertheless, the SPI
transfer speed is achieved about 173.91 Kbps in practice since the TinyOS interface
to the SPI bus introduces a large control overhead [7].

Thus, based on the size of the frame format at each layer and the SPI speed, the
practical values of t, t,, and t,, are computed as follows.
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_ (size(MHR) +p) x 8

s = oI 108 (114p) x 0.046 ms (5)
P (size(MHR) + size(FCS) +p) x 8 (134 p) x 0.046 ms ©)
"= 173.91 x 10° B

(size(SHR) + size(PHR) + size(MHR) + size(FCS) 4+ p) x 8

am = 250 x 103
= (19+p) x 0.032ms (7)

Finally, assigning the values of Eqs. (7)-(9) to Eq. (6) and ignoring #,,, we get
T, as follows.

T, =2.32+0.156 x pms (8)

5 Experimental Evaluation

5.1 Network Setup

We conducted experiments on a simple testbed of Kmote motes running TinyOS
2.1.2 as shown in Fig. 4. We evaluate the impact of interference on data trans-
mission. Two nodes act as a source and a destination, while the remaining one plays
a role as an interference node which generates the interference signal. The source

Fig. 4 Testbed configuration
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generates a data packet of p bytes every T, seconds and sends it to the destination
within the assigned time slot of T§. For convenience, we keep the radio chip of the
destination turned on.

The Kmote is equipped with Texas Instrument’s MSP430 ultra-low power
8 MHz microcontroller and Chipcon’s CC2420 wireless transceiver as in Fig. 5.
The microcontroller has 10 kB RAM and 48 kB of flash memory with a trans-
mission rate of 250 Kbps in 2.4 GHz ISM band, which is compliant with the PHY
layer of IEEE 802.15.4. The current draw of Kmote, excluding the radio, is 1.8 mA
in active mode and 5.1 pA when in sleep mode. The CC2420 radio consumes
23 mA in receiving/listening mode, 8 mA when transmitting at level 3 (—25 dBm),
21 pA in idle mode, and 1 pA in sleep mode. Other experimental parameters and
their values are given in Table 1.

The reliability of data transmission is assessed by packet delivery ratio
(PDR) and missed timely delivery ratio (MTDR) and energy efficiency by energy
consumption per packet (ECPP). PDR is given the ratio of the number of packets
received successfully at a destination to the number of packets generated at a
source. ECPP is given the ratio of the totally consumed energy to the number of
packets received successfully at a destination. To measure the energy consumption
of a sensor mote, we count the amount of time that each node has spent in a
particular operation mode: sleep, idle, receiving or transmitting. Then, energy
consumption is calculated by multiplying the cumulative time stayed at a mode and
the consumed power to operate the radio in that mode, considering a battery of 3 V.
MTDR is given the ratio of the number of packets that cannot be sent within the
time slot size to the number of packets generated at a source.

Fig. 5 The key components
of Kmote

CC2420 LEDs

Table 1 Experimental Parameters Values
Parameters - -
Experimental time 1800 s
Transmission power level 3 (=25 dBm)
x in Eq. (1) 50
S in Eq. (1) 5
P in Eq. (2) 87
a in Eq. (2) 0.2
T, ls
p 100 bytes
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5.2 Experimental Study

5.2.1 Effect of Time Slot Size

From the Eq. (8), we get the minimum time slot 7y, = 17.9 ~ 18 ms for payload of
p = 100 bytes. Thus, the performance is examined with varying time slot size
starting from 18 to 26 ms under the bursty interference and semi-periodic inter-
ference. The experimental results are given in Figs. 6 and 7.

In general, the increase in time slot size enhances the reliability of packet
delivery. This is because a node has a difficulty in finding the channel free if the
time slot size is small and interference is high. In particular, referring to Fig. 6, as
time slot size increases from 18 to 26 ms, the missed timely delivery ratio decreases
by about 24 and 8 % for bursty interference and semi-periodic interference,
respectively. Similarly, packet delivery ratio is shown in Fig. 7.

Furthermore, it is shown that bursty interference degrades the reliability of
packet delivery more significantly than semi-periodic interference. It makes sense
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because the bursty interference model generates interference signal longer.
However, under the semi-periodic interference model, interference does not take
effect with the big slot size of 24 ms, while it lowers PDR with less than 22 ms.

5.2.2 Effect of Clear Channel Assessment (CCA)

As shown in Fig. 6, the missed timely delivery ratio is almost zero when 7y = 26 ms.
This means that the time slot size of 26 ms is sufficient for transmitting and receiving
one data packet of 100 bytes under the interference. Therefore, we fix the time slot
size to 26 ms blank;to evaluate the effectiveness of using CCA. The experimental
results are shown in Figs. 8 and 9.

Generally, the reliability of packet transmission and energy efficiency are
enhanced with the use of CCA under both inference models. In particular, we can
see that in Fig. 8 the gap of packet delivery ratio between two bar graphs is about
10 % in case of bursty interference model. This implies that the CCA mechanism

Fig. 8 Packet delivery ratio With CCA
with/without CCA (slot B Without CCA
size = 26 ms)
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can decrease the probability of data packet collision gracefully. Consequently, the
use of CCA can improve energy efficiency by about 0.05 and 0.04 mJ in the bursty
inference and semi-periodic inference model, respectively as shown in Fig. 9.

6 Conclusion

We conducted experiments on testbed using the Kmote motes to evaluate the
impact of different interference models on data transmission. The effect of slot size
variation, the CCA mechanism were studied by examining the performance metrics
that account for packet delivery ratio, missed timely packet delivery ratio and
energy consumption. Through these experiments, we could identify that the
appropriate selection of the time slot size and the use of the CCA mechanism are of
great importance to secure data transmission reliability as well as to enhance the
energy efficiency of slot scheduling based MAC protocols in wireless sensor
networks.

Acknowledgement This research was supported by Basic Science Research Program through the
National Research Foundation of Korea (NRF) funded by the Ministry of Education, Science and
Technology (2013R1A1A2013396).

References

1. Wen-Zhan S, Renjie H, Shirazi B, LaHusen R (2009) TreeMAC: localized TDMA MAC
protocol for real-time high-data-rate sensor networks. In: PerCom 2009. IEEE international
conference on pervasive computing and communications, 9—-13 March 2009, pp 1-10. doi:10.
1109/percom.2009.4912757

2. Oh H, Van Vinh P (2013) Design and implementation of a MAC protocol for timely and
reliable delivery of command and data in dynamic wireless sensor networks. Sensors 13
(10):13228-13257

3. WirelessHART specification (2007)

4. IEEE Standard for Information Technology-Telecommunications and Information Exchange
Between Systems-Local and Metropolitan Area Networks-Specific Requirements-Part 11
(2007). Medium Access Control (MAC) and Physical Layer (PHY) Specifications

5. Boano C, Voigt T, Tsiftes N, Mottola L, Rémer K, Zaniga M (2010) Making sensornet MAC
protocols robust against Interference. In: Silva J, Krishnamachari B, Boavida F (eds) Wireless
sensor networks, vol 5970. Lecture Notes in Computer Science. Springer, Berlin, pp 272-288

6. Boano CA, Zhitao H, Yafei L, Voigt T, Zu X et al (2009) Controllable radio interference for
experimental and testing purposes in wireless sensor networks. In: LCN 2009. IEEE 34th
conference on local computer networks, 20-23 Oct 2009, pp 865—-872. doi:10.1109/Icn.2009.
5355013

7. Suriyachai P, Roedig U, Scott A (2009) Implementation of a MAC protocol for QoS support in
wireless sensor networks. In: PerCom 2009. IEEE international conference on pervasive
computing and communications, 9-13 March 2009, pp 1-6. doi:10.1109/percom.2009.4912839


http://dx.doi.org/10.1109/percom.2009.4912757
http://dx.doi.org/10.1109/percom.2009.4912757
http://dx.doi.org/10.1109/lcn.2009.5355013
http://dx.doi.org/10.1109/lcn.2009.5355013
http://dx.doi.org/10.1109/percom.2009.4912839

Performance Analysis of a Hybrid Efficient
and Reliable MAC Scheme for Vehicular
Ad Hoc Networks in Safety Applications

VanDung Nguyen, Oanh Tran Thi Kim and Choong Seon Hong

Abstract Safety applications are the highest priority services in the Vehicular Ad
Hoc NETworks (VANETS). To support the highest priority service, the Medium
Access Control (MAC) protocol is designed to provide efficient broadcast.
Compared to IEEE 1609.4, a new multi-channel MAC for VANET (HER-MAC) is
proposed which is more reliable in safety applications. In this paper, we propose an
analytical model to evaluate the performance of HER-MAC protocol under
non-saturation condition through the packet delivery ratio. We also describe two
MAC access schemes for HER-MAC protocol: safety application packets using
TDMA access scheme and safety application packets using Distributed
Coordination Function (DCF). Simulation results show that safety application
packets using TDMA access scheme has higher packet delivery ratio and more
reliability than safety application packets using distributed coordination function.

Keywords VANET - MAC - HER-MAC - A multi-channel MAC

1 Introduction and Related Works

One of the major goals of the Intelligent Transportation System (ITS) is to improve
the quality, effectiveness and safety the future transportation systems. Vehicular Ad
Hoc Networks (VANETS) are an important component ITS. VANETS are designed
to enable communication between vehicles and vehicles or vehicles and
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Fig. 1 Frequency channel layout of a 5.9 GHz WAVE system

infrastructures. Each vehicle is equipped with a radio interface, called on-board unit
(OBU). Beside, along the road, to connect to the Internet, the roadside units (RSUs)
are distributed. Based on RSUs and OBUs, VANETS consist of two communication
types: vehicle-to-vehicle (V2V) and vehicle-to-RSU (V2R). They aim to increase a
variety of safety applications and non-safety applications, and provide comfort to
drivers and passengers. Safety applications are the most important message [1].
They have the very strict delay demand and high priority. Non-safety applications
are more throughput-sensitive instead of delay-sensitive.

In year 1999, to support vehicular communications, the Federal Communication
Commission (FCC) of the U.S gas approved 75 MHz bandwidth at 5.850-
5.925 GHz frequency band for ITS wireless communications. It is divided into
seven channels, as shown in Fig. 1. One of the seven channels is assigned the
Control Channel (CCH), i.e. CH 178, which can only provide safety relevant
applications and system control and management with high priority. Service
Channels (SCHs) use other six channels, mainly supporting the non-safety relevant
applications.

Due to characteristic of the VANET, such as high speed, unstable communi-
cation link, and network partitioning, information transfer becomes inevitably
challenging. Compared to other wireless networks, VANETSs suffer from some
unique feature, such as high node mobility, topology dynamics and frequent link
breakage. The effectiveness of traffic safety applications using VANETSs depends
upon the performance of Medium Access Control (MAC) protocol. The main
challenge for design of MAC protocol for VANETS is to achieve reliable delivery
of messages within the time limit even when the density of vehicles varies rapidly
in the network.

Recently, IEEE 802.11p [2] and IEEE 1609.4 [3] have been proposed for
VANETs. Based on the standard draft of IEEE 802.11p, VANETSs employ the tech-
nique of dedicated short-range communication (DSRC) for enhancement of the
driving safety, as well as, comfort of automotive drivers. In IEEE 802.11p, the
broadcast service suffers from hidden terminal problem. This reason is that no request
to send/clear to send (RTS/CTS) packets are exchanged before transmission of
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broadcast messages and no acknowledge message is sent back to the source node.
The IEEE 1609.4 standard draft is considered to be a default multichannel MAC
standard for VANETS, which defines a multichannel wireless radio operation mode,
including the interleaving operation of the CCH and SCH, priority access parameters,
and other characteristic of MAC and PHYs. In IEEE 1609.4, nodes broadcast safety
messages or negotiate the SCHs on the CCH during the Control Channel Interval
(CCHI). In the Service Channel Interval (SCHI), nodes switch to the negotiated SCHs
for their non-safety messages transmissions. This scheme has a high contention during
the CCHI and the SCHI resources cannot be utilized during this interval.

The HER-MAC protocol [4] allows vehicle nodes to broadcast their safety
messages in the reserved time slot to improve the reliability. Compared to IEEE
1609.4, HER-MAC protocol is more reliable in the safety message broadcast,
efficient in the service channel utilization. In this paper, we propose an analytical
model to evaluate the performance of HER-MAC protocol under non-saturation
condition through the packet delivery ratio. We also describe two MAC access
schemes for HER-MAC protocol: safety application packets using TDMA access
scheme and safety application packets using Distributed Coordination Function
(DCF).

The rest of this paper is organized as follows: Sect. 2 gives the analytical model
of HER-MAC protocol in safety applications. Performance evaluations are drawn in
Sect. 3. Section 4 finally concludes this paper.

2 Analytical Model of HER-MAC Protocol in Safety
Applications

In our analytical model, we consider the CCH is divided into two parts: reservation
period (7,,) and contention period (7,,), as shown in Fig. 2. In this paper, we use
two access schemes to transmit safety application packets in HER-MAC. In the first
scheme, we use TDMA access scheme and re-transmission mechanism for safety
message broadcast, as shown in Fig. 2. Safety application packets using distributed
coordination function is considered in the second scheme. DCF is a carrier sense
multiple access with collision avoidance scheme with binary slotted exponential
backoff, as shown in Fig. 5. Since safety application packets are sent by broadcast
mechanism, the vehicle nodes will not send any acknowledgement for the received
safety messages. The sender does not detect the failure of the safety transmission
and there is no re-transmission. The Markov chain model is proposed to obtain the
stationary probability 7, that a node transmits a safety application in an arbitrary
time slot. We divide packet transmissions into 2 types: safety application and
WSA/RES packet transmissions on the CCH. There are N vehicle nodes in the
network, the packet arrival rate of safety application and service packet in Poisson
manner at each node are 1, and A,. The packet arrival rate of safety application and
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Fig. 2 The analytical model of safety application broadcast in case 1. a The operation of the
HER-MAC protocol in safety applications. b The operation of the IEEE 1609.4 in safety
applications

WSA/RES packet at each node are 2/, and 2/, because there are two queues with
the same arrival rate during the CCHI: SCCHI and SCHI queues, referred detail
in [5].

2.1 Case 1: Safety Application Packet Uses TDMA
Access Scheme

In this case, HER-MAC protocol uses TDMA access scheme and retransmission
mechanism to transmit a safety application. Each node will broadcast a SAFE packet
to reserve an Emgslot on reservation period. If a node reserved an EmgSlot suc-
cessfully, it can broadcast its safety application packet during its reserved EmgSlot
without any any collision. Each node must transmit a SAFE packet in its time slot on
the reservation period. Each SAFE packet is divided into five main fields: a ID, a
serviced slot, the IDs of neighbor nodes, the time slot of each neighbor node, safe
applications, as shown in Fig. 3. Based on each SAFE packet is transmitted on the
reservation period, if all neighbor nodes confirm a ID and serviced EmgSlot of
contended node, this node will occupy successfully an EmgSlot. Otherwise, a node

The time slot used by each

SerSlot neighbor node

‘ 1D IDs of neighbor nodes Safety applications

Fig. 3 Frame format of SAFE packet
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Fig. 4 Markov chain of safety application or HELLO packet broadcast

occupied unsuccessfully EmgSlot. If nodes do not reserve EmgSlots successfully,
nodes will broadcast HELLO packets to reserve Emgslots in the next sync interval, as
shown in Fig. 2. In this scheme, we consider each node has only a safety application
packet to broadcast in the CCHIL.

Because HELLO packet broadcast and safety application broadcast use the same
mechanism, we use the same Markov chain for both safety application and HELLO
packet broadcast depicted in Fig. 4. We assume the payload of HELLO packet and
safety application packet both have the same length.

Let b.(f) be the stochastic process representing the backoff window size for a
given node at slot time 7, respectively, p, be the probability collision, W, be the
contend window (CW), I, be the idle state with an empty buffer and g, be the
probability of at least one HELLO or safety application packets in the buffer. This
statistical model of g, will be discussed later.

Let b,y = lim,_oo{b.(t) = k}, 0<k <W, — 1 be the stationary distribution of
the Markov chain. From the Markov chain, it is clear that the probability z, that a
node transmits a HELLO or safety application packet in an arbitrary time slot can
be expressed as

l—q, W,+1]7"
9 | }

e:b =
f 00 [qe 2

()

Let p. be the collision probability when more than node transmit at the same
time slot, we have

pe=1-(1 _"78)]\]71 2)
The packet delivery radio (PDR) of the safety application packet in IEEE 1609.4 is

PSSMC

Te

PDR g9 = =(1—z)"! (3)

Consequently, based on (1) and (2), variables 7, and p, can be solved by the
numerical methods as in [6]. Note that 0 <7, <1 and 0 <p, < 1. In every time slot
during the safety application or HELLO packet interval, let P,g.c, Pecot, Peiaie and
P.pusy be the probability of successful transmission, collision transmission, a idle
channel, a busy channel, respectively.
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Pebusy =1- (1 - Te)N
Peidle - (1 - Te)N
Pesuc = NTe(l - Te)N_l
Pecor = Pebusy — Pegue

4)

Let T,5.c» Tocor and o be the time the channel is busy because of the successful
transmission of HELLO or safety application packet, the channel is idle, and a slot
time.

T, = Tosue = Tecot = TeLLo + 0 + Toirs = Tsape + 0 + Tpirs (5)

where 0 is a propagation time. Each state maybe a successful transmission, a
collision or the medium is idle. The expected time spent per state E..

Es :(1 - Pebltsy)a+Pebu3y . (1 - Pesuc) . Te
+Pebusy . Pesuc . Pecol . Te + Pebusy . Pesuc : (1 - Pecol) . Te

(6)

From the average slot time Ej, the probability g, can be approximated as
qe — 1 _ e*ZNHES (7)

In HER-MAC protocol, if nodes did not reserve EmgSlots successfully, nodes
will broadcast HELLO packets to reserve Emgslots in the next sync interval. The
HER-MAC uses a frame (100 ms) to transmit concurrently HELLO and safety
applications. However, the IEEE 1609.4 only uses one sync interval (50 ms) to
transmit safety applications. After one sync interval (50 ms), in HER-MAC pro-
tocol, the average number of node transmitted unsuccessfully HELLO packet is
N, = N.p.. By replacing N, for N in (2), we can solve variables 7., and p,,.
The PDR of the safety application packet in the second sync interval is
PDR, = (1 —1,)""'. The PDR of HELLO packet of HER-MAC protocol
through a frame is

PDRygr-mac = 1 — (1 — PDRy69)(1 — PDR;) (8)

2.2 Case 2: Safety Application Packet Uses Distributed
Coordination Function

For analyze transmission of safety application packet, we use Markov chain of
safety application packet in case 1 because the transmission of safety application
packets are independent of transmission of WSA/RES packets. Now, we analyze
transmission of WSA/RES packets. Let by(f) and s,(f) be the stochastic process
representing the backoff window size and backoff state for a given node at slot time
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t, respectively. Following [7], let m be the maximum backoff state, be the value
such that W,,,, = 2"W. W, is maximal contention window (CW) of the ith backoff
state, where i € (0,m), and W; = 2!W. Let p, be the probability of collision that
more than one node transmits in a single slot and g, be the probability at least one
new WSA/RES packet in the buffer. Then, the bidimensional process s,(¢), by(¢) can
be modeled with a discrete-time Markov chain, as shown in Fig. 6.

Let b}, = lim, . {s,(t) = i,bs(t) =k}, 0<i<m, 0<k<W;—1 be the sta-
tionary distribution of the Markov chain. From the Markov chain and [8], it is clear
that

b — 2(1=p,)(1=2ps)gs
0.0 ‘l.v[(Wx + 1)<l_2PA> + W\-P,x(l_(zps)m)] +2(l_‘13)(l_l’.&)(l_zps)

1. — boo 2(1-2py)qs
§ T (=po)  as[(Ws + 1)(1=2p5) + Wps(1=(2p5)™)] + 2(1—¢5) (1-ps) (1-2ps)

©)

So p. and py is the collision probability when more than one node transmits at the
same time slot, based on (2) and (6) we have

Pe = 1— (1 — Te)ll\;lill(l — Ts): (10)
ps=1-(1-17)" (1 -1,

Consequently, based on (1)-(9), (10), variables z., p,, 7, and p, can be solved by
the numerical methods as in [6]. Note that 0<7, <1, 0<p, <1, 0<7,<1 and
0<p;<L

In each time slot, let P, and P5, . be the probabilities of successful transmission

for emergency and service packet. A channel is collision with probabilities P¢ ; and
P?,, and channel is idle with P{;, and P}, . We have

Pp=1—-(1—-7)"(1—1)"
Pidle = (1 - Te)N(l - TS)N
Pe =Nt (1—1)N(1 —)"!

suc

P =Nt (1—1)N (1 —1)"! (11)

suc

Py =(1—1)" (1= (1—2)" = Ne(1 - )"

col —
Py= (1= 1" (1 = (1= )" = Ney(1 = )"

col —
Py = Py — Py — Py — Py — P,

suc suc col —

Let Twsa, Tres, Tack and T,y denoted the time for transmitting a WSA, RES,
ACK, safety application packet, and we assume that Tygsy = Tres and Tyqp = Tiysa.
Tsirs and Tp;rs are the SIFS time and DIFS time, respectively.

The duration of a free time slot, the duration of a transmission collision and the
duration for a successful reservation are Ty, T, and Ty, respectively. Then from
Fig. 5, we have
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Fig. 5 The analytical model of safety application broadcast in case 2. a The operation of the
HER-MAC protocol in safety applications. b The operation of the IEEE 1609.4 in safety applications

Tiae = aSlotTime

T, = Twsa + 0+ Tpirs

TS, = Twsa+ + Tres +2 * Tsips + Tack + 3 * 0+ Tpirs
T¢,. =T¢, = Tswr + 06+ Tpirs

(12)

The expect time spent per state E; is given

Es = (1= Py)o+ P T+ P TS+ P, T P

s s e s
suc” suc suc® suc col ™ col +P cochol + col maX(Tcol ’ Tcol)

(13)
From the average slot time E,, the probability ¢, and g, can be approximated as
qg.=1-— e ks (14)
gs = 1— e—27»5.E: (15>
The packet delivery ratio (PDR) of the safety application packet in IEEE 1609.4
can be calculated as
e

P _
PDR 600 = NT =1 -t )M =1 (16)

e

The safety application packets in the HER-MAC protocol are transmitted twice
and the successful transmission in the CCHI is the same with the IEEE 1609.4
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(Eq. 16). During the SCHI, HER-MAC protocol, the safety application and
SWA/RES packets are transmitted on the CCH. The PDR of the safety application
packet also is the same with the IEEE 1609.4. Then, we have the PDR of the safety
application packet in the HER-MAC protocol through a frame is

PDRygr-mac = 1 — (1 — PDRgp9)’ (17)

3 Performance Evaluation

In this section, we validate our model using the event-driven simulation program
written in Matlab. We consider a segment of a two-way vehicle traffic highway
(20 m x 1000 m). The values of the parameters used to obtain the numerical results
for both the analytical model and simulation runs, are summarized in Table 1. We
fix the safety application and HELLO packets arrival rate 4, at 50 pks/s, service
arrival rate A, at 200 pks/s and vary the number of nodes N or the content windows
W; to evaluate the PDR of safety applications.

In case 1, all nodes have to reserve the EmgSlots in order to broadcast a safety
application packet. If a node did not reserve the EmgSlot successfully and it has
some safety application packets to broadcast, a node will attempt to reserve the
EmgSlot in next sync interval. In Fig. 7a, when a number of nodes increases, the
collision probability at the same time slot also increase, and thus, it takes a long
time to finish the EmgSlot reservation for all nodes. In IEEE 1609.4, it uses one
sync interval to exchange safety application packets. However, the HER-MAC uses
two sync interval to exchange them. As variable W, increase, the packet delivery
ratio also increases respectively. PDR with 50 nodes in the HER-MAC keeps
interval between 96 and 98 %, but in the IEEE 1609.4 it keeps interval 76 and
83 %. Because the probability 7, decreases when the W, increases, the collision
probability at the same time slot also increases.

Table 1 System parameter Parameter Value Parameter | Value
for simulations
Data rate of each channel | 6 Mbps As 50 pkts/s
WSA 100 bytes | 4, 200
pkts/s
Safety application 100 bytes | ACK 14 bytes
HELLO 100 bytes | RES 14 bytes
Slot time o 13 pg SIFS 32 p
Propagation time o 1 g DIFS 58
Number of SerSlots M 5 w, 8
W 16 - -
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Fig. 7 Safety application packets use TDMA access scheme. a Packet delivery with variable
nodes. b Packet delivery ratio with variable W,s

In case 2, the safety application and WSA/RES packets transmit concurrently on
the same sync interval. The collision probability when more than one node trans-
mits at the same time increases if the number of nodes increases. The number of
node affects to collision probability p, and PDR. The PDR in HER-MAC is greater
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Fig. 8 Safety application packets use distributed coordination function. a Packet delivery with
variable nodes. b Packet delivery ratio with variable W,s

about 1.86 times than in IEEE 1609.4, as shown in Fig. 8a. In other case, the
content window W, affects to the probability z,. Consequently, the collision prob-
ability p, and PDR will increase when the W, increases, as shown in Fig. 8b.

In case 2, if a node has a safety application packet, it will attempt to transmit on
the contention period. Because both safety application and WSA/RES packets
concurrently transmit on the contention period, the probability of successful safety
transmission will be decreased. Unlike case 2, a safety application will be trans-
mitted separately from WSA/RES packet in case 1. Due to safety application is
transmitted in a node’s time slot on the reservation period, safety application
packets using TDMA access scheme more reliability and efficient than safety
application packets using distributed coordination function.

4 Conclusion

In this paper, we describe an analytical model to evaluate the performance of
HER-MAC protocol compared to IEEE 1609.4 in safety application. The safety
application packet can transmit by using two MAC access schemes. In the first
scheme, if a node has a safety application packet, it will send a HELLO packet to
reserve an EmgSlot on reservation period. After a node reserved successfully an
EmgSlot, it will transmit a safety application packet through its reserved EmgSot in
next sync interval. In the second scheme, the safety application and WSA/RES
packets transmit concurrently and both of them use distributed coordination func-
tion. In both of two schemes, the PDR in HER-MAC protocol is greater than in
IEEE 1609.4. The performance results show that the safety application packets
using TDMA access scheme more reliability and efficient than safety application
packets using distributed coordination function.
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Tam Nguyen Kieu, Dinh-Thuan Do, Xinh Nguyen Xuan,
Tan Nguyen Nhat and Hung Ha Duy

Abstract Energy harvesting (EH) based on ambient radio frequency (RF) has
recently become advanced method to prolong the lifetime of the wireless networks.
This paper deals with energy harvesting architecture of the full duplex relaying
networks. By applying time switching based relaying (TSR) protocol and
Amplify-and-Forward (AF) scheme, we derive the closed-form expression of the
outage probability and hence compute the optimal throughput. An important result
can be seen clearly that the time fraction in TSR impacts on the optimal throughput.
Finally, numerical results show an efficient relaying strategy in full duplex coop-
erative networks.
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1 Introduction

Applications of renewable energy in the next generation wireless networks will be
bring huge benefits for continuing operation in mobile equipments. Among other
energy sources such as solar and wind power, power extracted from
radio-frequency (RF) signals in ambient transmitters can be considered as
replacements for traditional wired power grids. Such energy harvest from the nat-
ural environment is a promising approach to prolong the lifetime of energy con-
strained wireless networks such as cellular networks or wireless sensor networks.
Simultaneous wireless information and power transfer technology (SWIPT)
becomes appealing candidate since it realizes both useful information and energy
from RF signals at the same time, and thus potentially offers great convenience to
mobile equipments. Varshney first proposed the idea of transmitting information
and energy simultaneously in [1]. Using relay to facilitate RF energy harvest and
information transfer has also drawn significant attention, which is able to extend the
transmission range and increased capacity for system. In [2], the authors studied the
throughput performance of an amplify and-forward (AF) relaying system for both
time-switching and power-splitting protocols.

More importantly, relaying network is an effective way to combat the perfor-
mance degradation caused by fading, shadowing, and path loss. Full duplex
(FD) relay network has the potential to realize the successful information exchange
of two sources and more spectral efficiency than conventional half-duplex
(HD) technique. When comparing to the HD mode, the FD mode has higher
capacity in practical channel conditions. Alternatively, the FD mode can tolerate
high loop interference power while achieving the same capacity as the half-duplex
mode. The main disadvantage of FD communication is the self-interference from
own node transmission, which is much larger than signal of interest from the distant
node. To help the communication node that can transmit and receive signals over
the same frequency band, many techniques of suppressing self-interference have
been proposed in [3—5]. Unfortunately, the self-interference is residual due to limit
technique. The residual interference still decreases the system performance. In fact,
[6] indicates that the full-duplex mode is an attractive choice for fixed relays
provided that the loop interference power is maintained at a tolerable level. The
authors in [7] presented power allocation strategy to maximize the sum-rate of
FD-two-way relaying system under realistic residual self-interference.

Recently, a few research trends have been conducted in FD relay system in
context of the SWIPT scheme. In [8], the throughputs are analyzed for three relay
control schemes, including the maximum relay, optimal relay, and target relay.
Analytical expressions for outage probability and ergodic capacity are also pre-
sented for these considered relay control schemes. Later in [9], the authors consider
two cases depending on the number of antennas used for harvesting and demon-
strated that employing both relay antennas for energy harvesting is always bene-
ficial, compared to the HD relaying architecture, results indicate that FD relaying
can substantially boost the system throughput. The author in [10] analyzed
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performance of two-way relaying networks under non-ideal hardware where is
linear affected by impairment levels. However, no work related optimal throughput
has considered the application of one-way FD relaying in RF energy harvesting
systems.

Therefore, in this paper, we analyze the outage probability of full-duplex
relaying with novel ability of energy harvesting and information transfer. Based on
the analytical expressions, the optimal throughput and energy harvesting time are
studied.

The remainder of this paper is organized as follows. Section 2 describes the
system model of the EH enabled FD two-way relaying network. Section 3, the
outage probability and throughput analysis. Simulation results are presented in
Sect. 4. Finally, conclusion of Sect. 5 is drawn in this paper.

2 System Model

Let us consider a wireless dual-hop relay network with AF protocol system illus-
trated in Fig. 1, in which the destination node can be received at long distance
thanks to relay node. The system consisting of three nodes, source node is denoted
by S and destination node is denoted by D and one relay node R. Each node has two
antennas, one of them is responsible for signal transmission and other is responsible
for signal reception. The cooperative relay is assumed to be an energy constrained
device so that it must harvest energy from the source, and use that energy to amplify
and forward the source information to the destination node. We assume that the link
between two sources doesn’t exist due to the deep shadowing effect.

The interference cancellation mechanism is adopted to mitigate the
self-interference. As the self-interference can not be eliminated completely, certain
amount of self-interference remains. The residual self-interference channel at R is
denoted by hg. Let d;, j = 1, 2 denote the distance between S — R link and R — D
link respectively and &;, j = 1, 2 denote the channel coefficients between § — R link
and R — D link respectively.

Fig. 1 System model of one — signal

way full duplex relaying B - = Random self-interference
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The scheme used in this investigation is the Time Switching-based Relaying
(TSR) protocol as derived in [2]. The main parameters of protocol are expressed in
Fig. 2.

Based on the TSR protocol proposed in [2], the communication process is
divided into two phases. In the first phase, the energy transfer from the source to the
relay with a duration of a7, (0 <o <1) and the second phase, the remaining time,
(I — )T is used to transmit information, in which o is time switching coefficient
and T is time for the considered signal frame (Fig. 3).

During the energy harvesting phase, the received signal at the relay as

P
YR = ”dmhle“FnR (1)

where Pg is the source transmission power, which is the same in the two sources,ng
is the additive white Gaussian noise at R with zero-mean and variance of 4.

Regarding wireless received power, the harvested energy at the relay is given
by [2]

Pyl |?

E, = naT
h = No d,ln

)

T

a4
*

A\ J

Full-Duplex Relaying
Tx/Rx

aT (1-a)T

Energy Harvesting

a4
*

Fig. 2 Illustration of the parameters of TSR protocol

= = = 4p Energy transfer

I v

Relay

source 1 source 2

Fig. 3 One way relaying network for simultaneous wireless information and power transfer
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where m is the path loss exponent, y is the energy conversion efficiency, A, h, are
the channel coefficients between source-relay link and relay-destination link
respectively.

In the information transfer phase, assume that the source node transmits
respective signal xg to R and R re-transmits signal x, to the destination node.

xj, j=S,R. They have unit energy and zero—mean, i.e., E[|xj|2] =1 and

E [xj] = 0. Therefore, the received signal at the relay under self-interference source

is rewritten as
Py ~
YR = /@xshl + hgrxg +ng (3)

where 71;3 is the residual self-interference factor at R.
We suppose R receives yg and in the next timeslot, R uses the harvested energy
to amplify yz. Hence the magnification of the prior received signal, xg, is

xg = GV/Pryr 4)

where G is the amplification factor of R.
Based on AF relaying scheme at R, according to [11] the amplification factor is
given by

P ~ |2
G71 :\/—:l|h1|2+PR‘hR‘ +G% (5)
It is worth noting that harvested power then help operation for the next hop

transmission, Py is given by

E, i ?
(I—-o)T dp

Pp =

(6)

where g is defined as £ L.

Next, we obtain the received signal at destination as

h
2 XR +nD (7)

yD:\/d_’Z”

where n,; is Gaussian noise at destination node.
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Substituting (4), (6) into (7), we calculate the received signal as

h2 hn/PS h2 ~ l’lz
K) = —GvP Xs + Gv/Prhpxg + ——=G+/Pgrng +n 8
}’D( ) \/de" R \/dT" S \/@ RNRXR \/51_31 RNR D ( )
signal RSI noise

In the above equations, the instantaneous received SINR at S; through R is
determined as

E{|signal|2}
E{|n0ise|2} +E{|RSI|2}

By simple replacement, we obtain new formula as

©)

Yow =

Ps‘hl ‘zpklhzlz
~ 2
d;"dg"PR|hR|

0§P5|h1\2

Y= (10)

Pe|he|ar 2

We assume that the channel gains |h;|*, |h,|* are independent and identically
distributed (i.i.d.) exponential.

3 Outage Probability and Throughput Analysis

In this section, we analyze the outage probability of full-duplex one-way relaying
with energy harvesting and information transfer. Based on that analytical expres-
sions, the throughput of scheme is derived and the optimal amount of time for
harvesting energy « is also achieved.

3.1 Outage Probability Analysis

The outage probability of FD relaying network is calculated as

~ Pr(y<2) (11)

out

where R is target rate and Z = 28 — 1.
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Proposition 1 The outage probability of the energy harvesting enabled two way
full duplex relay is derived as

Ps‘hl‘ZPR‘hzlzz
ararpy|n,
=Pr 2pg |21 - RP n |2 <Z
out P h
P Bl 2
Pe| e ar 2
 arayz (% + o) A G AN
=1-— 27| — xKy|2 - — e irdy
) Asta(Ps — uPsZy) Jsta(Ps — uPsZy) | A

(12)

where s, A4, Ay are the mean value of the exponential random variables hy, h;,, ZR,
respectively and K (x) is Bessel function defined as (8.423.1) in [12]

-2
Proof We denote x = |h; |2|h2\2 and y = ‘hk‘ then we have:

2
drdyz (“T + aﬁy)

aeT ) 1
)P <m0 Yz (13)
out
1
1, y > M_Z

Interestingly, the cumulative distribution function of x is calculated by

Fu(a) = Pr(x<a) = 1 — 2/a/ s JuK, (2 a/}mid) (14)

and y can be modeled with probability distribution function f,(b) = (1/4,)e/*)
then the Proposition 1 is achieved after some simple manipulations.

3.2 Optimal Throughput Analysis

In the Proposition 1, the outage probability at the scheme, when the relay harvests
energy from the source signal and uses that power to amplify and forward the
source signal to the destination is a function of the energy harvesting time a, and
exchange when o increase from O to 1. In the delay-limited transmission protocol,
the transmitter is communicating at a fix transmission rate R bits/s/Hz is and
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(1 — o)T is the effective communication time. Therefore, the throughput of system
is obtain as

(1—a)T

T:(lfpgut)R T

(15)
Unfortunately, it is difficult to derive optimal throughput mathematically but we
can obtain the optimal value by simulation as presented in the next section.

4 Numerical Results

In this section, we use the derived analytical results to provide the outage proba-
bility, optimal throughput, optimal energy harvesting time. We set the source
transmission rate R = 3, 4, 5 (bps/Hz), and hence the outage SINR threshold is
given by Z = 28 — 1. The energy harvesting efficiency is set to be n = 1, the path
loss exponent is set to be m = 3. For simplicity, we set the distance d; = d, = 1.
Also, we set Ay, = Ay = 1; 4, = 0.1.

It can be seen from Fig. 4, the outage probability of different scenarios of time
allocation is «. The outage probability is 1 when o = 0, & = 1 and so-called the
worst performance of the system. The outage is minimum at approximate
o =0.75, R=3. As we can observe, the analysis curves provide a strictly
agreement with simulation curves.

As your observation, Fig. 5 examines the impact of energy harvesting time o on
the optimal throughput of systems. The throughput is maximum at approximate
o =0.36, R=4, and t ~ 1.45 can be called the optimal value. The throughput
increases as « increases from O to optimal value o, however it starts decreasing as o
increases over its optimal value. This is because for the values of o smaller than the

Fig. 4 Outage probability of
FD energy-aware relaying
network

O Analysis

Outage probability

o 01 02 03 04 05 06 07 08 09 1
o
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optimal «, there is less time for information transmission. Consequently, less time
for forward the signal and smaller values of throughput are observed at the desti-
nation node due to outage probability increases. On the other hand, for the values of
o greater than the optimal o, more time is wasted on energy harvesting and less time
is available for information transmission. As a result, smaller throughput results at
the destination node due to smaller value of (1 — o).

5 Conclusion

In this paper, we have proposed a full duplex relaying network with wireless energy
harvesting and information transfer protocol, where an energy constrained relay
node harvests energy from the received RF signal and uses that harvested energy to
forward the source signal to the other sources. In order to determine the achievable
throughput, analytical expressions for the outage probability and the optimal value
of energy harvesting time in TSR protocol can be found by simulation.
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Abstract The medium access control (MAC) protocol is designed only for single
channel in the IEEE 802.11 standard. That means the throughput of the network is
limited by the bandwidth of the channel. While multiple channels can be exploited
by Multi-channel MAC algorithm to get more concurrent transmissions, the spatial
reuse can be achieved by power control. In this paper, we combine the
Multi-channel MAC protocol and Power Control together to exploit multiple
channels and frequency reuse. The main idea of our proposal is to use IEEE 802.11
Power Saving Scheme (PSM) with different transmission power level used in the
ATIM window and the data window. All nodes transmit ATIM/ATIM-
ACK/ATIM-RES with maximum power while contending the data channel in the
ATIM window, and use minimum required transmission power in the data window
on their negotiated channels. The simulation results show that the proposed
MMAC-PC can improve the network performance: aggregate throughput, average
delay and energy efficiency.
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1 Introduction

In ad hoc network, nodes can transmit data directly to others within their radio
transmission range without the need of an infrastructure. The performance of the ad
hoc network is affected by the hidden terminal problem as well as the limited
bandwidth of single channel. The IEEE 802.11 standard [1] provides a MAC
protocol that uses Distributed Coordination Function (DCF) to share the medium
between the nodes. To avoid hidden terminal problem, IEEE 802.11 DCF uses
channel reservation technique by exchanging “Request to Send” (RTS) and “Clear
to Send” (CTS) messages before data packets are sent. In addition, the IEEE 802.11
DCF employs a Carrier Sense Multiple Access with Collision Avoidance
(CSMA/CA) technique. Nodes have to sense the channel before transmission and if
it is busy, the node goes through a random backoff time before retrying to transmit
when channel is idle. The backoff procedure reduces collision probability as well as
ensure the fairness among contending transmission.

Although IEEE 802.11 provides multiple channels for wireless communications
at Physical Layer, the MAC protocol is designed only for a single channel. It is not
easy to design a MAC protocol that exploits multiple channels to improve the
network throughput with a single half-duplex transceiver. The transceiver can
switch channel radio dynamically, but it cannot sense all channels simultaneously,
which may lose the channel reservation messages from its neighbors on other
channels. This leads to the multi-channel hidden terminal problem [2].

Besides addressing the multi-channel hidden terminal problem, the MAC pro-
tocol design has to solve the energy problem. Wireless nodes are usually powered
by battery which are limited in power capacity. The IEEE 802.11 PSM and power
control scheme can be used to conserve energy for ad hoc networks. In addition to
providing energy conservation, power control can improve the spatial reuse of the
wireless channel.

2 Related Work

The major challenge of multi-channel transmission is to negotiate a data channel
while decrease the collision and control packet overhead. As the classification from
[3] describes, there are four approaches for multi-channel MAC protocol: Dedicated
Control Channel, Split Phase, Common Hopping and McMAC.

In Dedicated Control Channel approach [4, 5], each node has two radios: one is
tuned to the channel dedicated to control packets and another can switch to any
other channels for data transmission. In DCA-PC, sending control packets will use
maximum power on the control channel, and DATA/ACK packets use minimum
power on the data channel. This approach does not require time synchronization but
requires two radios that increases the cost of device.
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In Split Phase approach [2, 6], each node only has one radios and time is divided
into alternating sequence of control interval (or contention interval) and data
transmission interval. In MMAC [2], all nodes are on the control channel while
other data channels are free, which is a wastage of bandwidth of data channel in the
control interval. To solve this problem, Traffic Aware Multi-channel MAC
(TAMMAUC) [6] proposes a mechanism to adjust the control interval dynamically
according to the network traffic.

In Common Hopping approach [7, 8], nodes have one radio and have to hop
frequently. This approach also requires a tight time-synchronization. According to
IEEE 802.11, the required time to switch channel is 224 ps, which cannot be
neglected. Pipelining Multi-channel MAC (z-Mc) [8] is similar to pipeline tech-
nique. The transmission task is divided into many subtasks. All of the subtasks are
transmitted on different channel sequentially. The last approach, McMAC [9], each
node picks a seed to generate a different pseudo random hopping sequence. Idle
node follows it “home” hopping sequence. Each node puts its seed in every packet
that it sends, so its neighbors eventually learn its hopping sequence.

Now, we will describe our proposed protocol: Multi-channel MAC protocol with
Power Control (MMAC-PC) in detail.

3 The Proposed MMAC-PC Protocol

First, we summarize our assumptions as follows:

e There are N non-overlapping channels which can be used. All channels have the
same Beacon Interval which is divided into ATIM Window and Data Window.
One channel is defined as a default channel (CH1) only in ATIM window for
channel negotiation.

e All control packets in the ATIM windows are transmitted with the maximum
power while others in the data windows are sent with negotiated power.

e Nodes have prior knowledge of how many channels are available. Each node is
equipped with a single half-duplex transceiver.

e All nodes are time-synchronized and follow the IEEE 802.11 DCF.

3.1 The ATIM Windows

The ATIM window has the same role as in IEEE 802.11 PSM. Since node A has
data for node B, node A and B use 3-way handshake to select a data channel. The
ATIM/ATIM-ACK/ATIM-RES messages are transmitted with maximum power in
this ATIM window (The ATIM window in Fig. 2):
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1. ATIM: Node A creates a list of candidate data channel called Preferable
Channel List (PCL) included in ATIM packet sent to node B.

2. ATIM-ACK: Node B tries to find the “best” channel based on its own PCL and
the PCL from node A. The selected channel and the corresponding transmission
power are transmitted to node A in ATIM-ACK message.

3. ATIM-RES: Node A confirms the selected channel and attaches its transmission
power level to ATIM-RES message that is sent to node B.

Then both nodes A and B will stay awake for the entire beacon interval. If a
node has no data packet in its buffer or does not receive any ATIM message, it goes
into doze mode after the ATIM window to save energy.

3.2 Power Control

In this section, we will describe the power control model of the proposed protocol.
In the ATIM window, the sender and receiver have to estimate the transmission
power which is used in the data window and broadcast to the neighbor nodes
through ATIM-ACK and ATIM-RES messages. Transmission power control is a
technical mechanism to prevent co-channel interference. Optimal power control
improves the frequency utilization efficiency as well as saves the energy of mobile
device with limited battery. Transmission Range (TR) is defined as the range that
the receiver successfully receive packets from the sender. Let P,, P,; be the
transmission power from node I and receiving power of node J, respectively. By
using two-ray ground reflection model [10], the receiving power P,; is calculated
from the following formula:
272

P, = P,,-G,G,% (1)
where
G,, G, antenna gains of transmitter and receiver;
h, h, heights of the transmit and receive antennas;
d distance between transmitter and receiver;
L other losses.

Now, we consider the scenario in Fig. 1 with source S and destination D. The
relationship between the receiving power P, and P,g is

Po_Ps
PrS PtD

2)
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Assuming that node S sends a packet (e.g. ATIM packet) to node D with
maximum power P, = P.x. Based on the receiving power P,p, node D calculates
the minimum transmission power P,p that it can transmit to node S successfully:

PiiotaPmax 3)

Pp>
b= PrD

3.3 Channel Usage List and Neighbor Information List

Each node maintains its data structures called the Channel Usage List (CUL) and
Neighbor Information List (NIL), as shown in Table 1. In CUL, the counter of each
channel shows the number of nodes that reserve the channel for data transmission.
It is used to balance the channel load as much as possible [2]. Whenever a node
overhears any control message from its neighbor node reserving a data channel, the
counter will be increased by one.

Each entry in NIL has 4 fields that contain all information about the neighbor
nodes: channel, power, status and interference. Channel is the one that neighbor
node will switch to after the ATIM window. Power is the required level used to
transmit to neighbor node, which is calculated by Eq. 3. Status can be busy or idle.
Interference field shows the interference level from the neighbor node.

At the beginning of each beacon, nodes set Status to Idle, Interference to No and
Counter to zero. When a node overhears ATIM-ACK or ATIM-RES packet,

Table 1 (a) Node A’s CUL (b) Node A’s NIL

Channel Counter Node Channel Power Status Interference
CH1 1 B 2 3 Idle No

CH2 0 C 4 4 Busy Yes

CH3 1 D 1 7 Busy No

CH4 2 E 3 1 Idle No
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it increases the counter of the corresponding channel, and updates Channel, Status,
Power level and Interference information of the corresponding node.

3.4 Rules for Creating Preferable Channel List

When a node A has data for node B, it checks whether node B is Idle or not by using
its NIL. If node B is Idle, node A creates Preferable Channel List (PCL) and sends it
to node B through ATIM. The PCL is similar to CUL, except that PCL only contains
the candidate data channels and their counters. Node A creates the PCL by using
Algorithm 1. The channel CH[i] is added to PCL that node A sends to node B.

After node B receives ATIM with PCL from node A, it also creates its own PCL.
Then, node B compares its own PCL and the received PCL from node A to find the
“best” data channel to be used in data window (Algorithm 2). The “best” data
channel is a channel that has the minimum total counter in both PCLs of node A
and node B.

3.5 The Operation of MMAC-PC Protocol

The operation of MMAC-PC is illustrated in Fig. 2. Now suppose node A has data
for node B and node D wants to send data to node C. The MMAC-PC operation is
as follow:

ATIM Window Data Window
(a) (Default Channel) (Data Channel)

ATIM ATIM
(PCL)RES(1,Pta)

W T

RTS DATA DATA

ATIM- CTS ACK ACK

(¢) ACK(I,Ptb)

| ATIM-

Y ACK(Z.P[C)I CTS ACK ACK
(d) !

| Beacon
)) I Time
ATIM ATIM RTS DATA DATA

(PCL) RES(2,Ptd)
Beacon Interval

Fig. 2 Negotiation and data exchange in MMAC-PC
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Algorithm 1 Create PCL for node A sent to node B
for i =1 to N channels do
if CHJi].counter = 0 then
Channel i and its counter are added to PCL
else
for j = 1 to M neighbors do
if Node[j].CHNL = i & Node[j].STAT = Busy & Node[j].INT = No &
Node[j].PWR > Node[B].PWR then
Channel i and its counter are added to PCL
end if
end for
end if
end for

Algorithm 2 Choose the "best” data channel
total_counter «— —1
fori =1 to N do
if PCL[i]|.CNTR > 0&PCLA[i]|.CNTR > 0 then
total_counter = PCLA[i|. CNTR + PCLii).CNTR
if total_counter = -1 then
min_counter = total_counter
CH «—i
else {min_counter > total_counter}
min_counter < total_counter
CH «—i
end if
end if
end for

1. Node A checks node B’s status in its NIL. If node B is Busy, node A has to wait
for the next beacon. If node B is Idle, node A creates PCL by Algorithm 1 and
sends ATIM packet including its PCL to node B.

2. After receiving ATIM(PCL) packet from node A, node B calculates the trans-
mission power P, and chooses the free common data channel CH[i] by
Algorithm 2. Now, node B includes these information into ATIM-ACK(CH[i],
P,;), which is sent to node A.

3. Upon receiving ATIM-ACK, node A calculates its transmission power P,, to B
and sends ATIM-RES(CH[i], P,,) to confirm the selected channel CHI[i].

4. If node D has data for node C, it sends ATIM(PCL) to node C. By overhearing
ATIM-ACK from node B, node C may choose another data channel or the same
channel with node A and B, but does not interfere with node B.

5. After the ATIM window, nodes A, B and nodes C, D switch to the corre-
sponding data channels. All RTS/CTS/DATA/ACK packets are transmitted at
the minimum required power level informed in the ATIM window.
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4 Performance Evaluation

In this section, we have simulated IEEE 802.11, DCA, MMAC, DCA-PC and our
proposed MMAC-PC protocols.

4.1 Simulation Model

The network consists of n” nodes in a n x n square grid. Each node has random
location within its square grid. It generates and transmits constant-bit-rate traffic.
The destination of each source node is chosen randomly. The transmitter and
receiver have 1.5 m height antennas with the gain of 1 dBi. Other simulation
parameters in our simulations are listed in Table 2. We use the throughput, average
delay and energy-efficiency as the performance metrics.

4.2 Simulation Result

Figure 3 shows the aggregate throughput of different protocol as the network load
increases. Under low network load, all protocols perform similarly. The perfor-
mance of IEEE 802.11, DCA and MMAC protocol do not depend on the network
size in our simulation model. When network load nearly approaches saturation,
MMAC-PC performs significantly better than IEEE 802.11, DCA, MMAC and
DCA-PC. The IEEE 802.11 achieves about 80 % channel data rate because of the
overhead of RTS/CTS/ACK and the backoff algorithm. By using 2 channels for
data transmission, the throughput of DCA is twice of IEEE 802.11. In MMAC,
there is 10 % overhead used in ATIM window and 3 channels are used in data
windows. Therefore, the throughput of MMAC is about 90 % x 3 times more than

Table 2 Simulation’s Parameters Value
parameters Number of channels 3
Number of nodes 36
Beacon interval/ATIM window 50 ms/5 m
Basic rate/data rate 1/2 Mbps
Data packet size 512 byte
Maximum radio power 250 mW
Receiving power threshold 325 x 107'°W
Power control level 8 levels
Transmit/receive power consumption 1.65/1.4 W
Idle/doze power consumption 1.15/0.045 W
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Fig. 3 Aggregate throughput
against the packet arrival rate
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that of IEEE 802.11. With the power control, DCA-PC and MMAC-PC utilize the
spatial reuse to improve throughput.

Figure 4 shows the average delay of different protocols against packet arrival
rate. MMAC-PC has one contention phase in the ATIM window to reserve data
channel, after that the sender can send multiple packets to receiver without any
contention. Other nodes have to wait for the next beacon, therefore the delay of
packet is increased. However, when the network nearly approaches saturation, the

Fig. 4 Average delay against
the packet arrival rate

Average delay (msec)

Average delay, 36 nodes

2500 . .
~ v - IEEE 802.11 V—VVV—X%
- # = DCA Phe QO §
- & - MMAC v L
2000 | - @ -bca-pc Voo &P
MMAC-PC v ;.
v A
/ 7 f
A4 / !
1500 | , g ul
Y . &
. A
1000 | I o 0
1 I i/
v ¢ 1
/ 1 ’Il
1 i
500 | , g
! 1 '6
L
; 4
0 S 1_ 2 3
10 10 10 10

Packet arrival rate per flow (packets/sec)



72 D.N.M. Dang et al.

average delay of MMAC-PC is lower than others because it allows more packets to
be transmitted. The average delay of IEEE 802.11 is higher than others because of
the use of one channel to transmit data packets.

Figure 5 shows the energy efficiency performance of different protocols as the
network load increases. When traffic load increases, the energy consumption per data
packet decreases for all protocols until saturation. DCA-PC and MMAC-PC have
better performance than others because the sender transmits data packets at mini-
mum required power. In IEEE 802.11, all idle nodes consume the idle power of
1.15 W. In DCA, the energy consumption is higher because of 2 transceivers. When
the traffic load is low, MMAC consumes more energy per data packet than DCA
because of the ATIM/ATIM-ACK/ATIM-RES overhead in ATIM window. When
the traffic load is high, MMAC transmits more data packets than DCA meaning its
throughput is higher as well as the energy consumption per data packet is lower than
DCA. MMAC-PC has lower energy consumption per data packet because of two
main reasons. First, MMAC-PC adopts IEEE 802.11 PSM, all nodes which don’t
have data to exchange or cannot contend the data channel in the ATIM windows
enter the doze mode with small power consumption of 0.045 W versus other pro-
tocols with idle power of 1.15 W. Second, MMAC-PC’s sender-receiver pair use the
minimum required power to transmit packets in data channels. MMAC allows many
nodes to contend for transmission in data channel so that one sender-receiver pair
exchange data packets while other nodes consumes idle power significantly com-
pared to doze power. In MMAC-PC, after nodes contend to negotiate the data
channel in the ATIM window, they switch to data channel and transmit multiple
packets without any more contention. Other nodes have no data to exchange or
cannot win the right to access data channels enter the doze mode to save energy.

Fig. 5 Energy efficiency Energy consumption, 36 nodes
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5

Conclusions

In this paper, we propose a new Multi-channel MAC protocol (MMAC-PC) which
requires one transceiver for each node resulting in less energy consumption. The
power control algorithm helps MMAC-PC exploit the multiple channels and
increase the spatial reuse. Simulation results show that MMAC-PC protocol
improves the aggregate throughput, average delay and the energy efficiency.
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A Novel Compressed Sensing Approach
to Speech Signal Compression

Tan N. Nguyen, Phuong T. Tran and Miroslav Voznak

Abstract Compressed sensing (CS) is a technique to sample compressible signals
below the Nyquist rate, whilst still allowing near optimal reconstruction of the
signal. In this paper, we apply the iterative hard thresholding (IHT) algorithm for
compressed sensing on the speech signal. The interested speech signal is trans-
formed to the frequency domain using Discrete Fourier Transform (DCT) and then
compressed sensing is applied to that signal. The compressed signal can be
reconstructed using the recently introduced Iterative Hard Thresholding
(IHT) algorithm and also by the tradditional #; minimization (basic pursuit) for
comparison. It is shown that the compressed sensing can provide better root mean
square error (RMSE) than the tradition DCT compression method, given the same
compression ratio.
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1 Introduction

For more than six decades, the foundation of digital signal processing systems has
been based on the Nyquist Shannon sampling theorem [ 1, 2]. This theorem stated that
signals have to be sampled at twice the signal bandwidth so that they can be
reconstructed fully later. This increases the demand of high capacity memory devices
and high speed processing units to handle large-bandwidth signals. Furthermore,
while that theorem holds for general band-limited signals, it does not account for
additional signal structures that might be known a priori. Compressed sensing (CS) is
arecently emerging field [3—5] that exploits that additional structures. It can provide a
new way to reconstruct the original signal with a minimal number of observations. In
compressed sensing, signals are assumed to be (approximately) sparse in some
transform domain. This sparsity constraint significantly reduces the size of the set of
possible signals compared to the signal space dimension.

Instead of taking samples at the Nyquist rate, compressed sensing uses linear
sampling operators that map the signal into a small (compared to the Nyquist rate)
dimensional space, whilst reconstruction of the signal is highly non-linear. One of
the important contributions of the seminal work by Candes et al. [3, 4] and Donoho
[5] was to show that linear programming algorithms can be used under certain
conditions on the sampling operator to reconstruct the original signal with high
accuracy.

For efficient reconstruction of the signals which are compressively sampled,
several other algorithms have also been proposed. Most of them use the greedy
methods. The tradditional one is Orthogonal Matching Pursuit (OMP), which was
presented in [6], and more recently, the Compressive Sampling Matching Pursuit
(CoSaMP) [7] and the nearly identical Subspace Pursuit [8] algorithms were
introduced and analysed for compressed sensing signal reconstruction. The Iterative
Hard Thresholding (IHT) algorithm was proposed and its effectiveness was proven
by Blumensath and Davies [9] in 2009. Recently, some advanced recovery tech-
niques have also been proposed toward more efficient reconstruction for com-
pressed sensing [10, 11].

With the support of good recontruction algorithms mentioned above, com-
pressed sensing have proven its important role in many real world applications,
especially in audio and image processing [12, 13]. In the preprint [13], the authors
have made a comparative study of audio compression using compressed sensing,
but only focused on traditional methods such as FFT and OMP. In this paper, we
provide a new look to the application of compressed sensing of speech signals.
Here, instead of using the traditional reconstruction method, we we focus on using
the IHT algorithm to reconstruct the signal to increase the overall data rate of the
systems.

The rest of the paper is organized as follows. The theoretical background of
compressed sensing is introduced in Sect. 2. Section 3 presents the compressed
sensing algorithms that is applied to speech signal compression. Numerical results
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to support the proposed algorithm are given in Sect. 4. Finally, Sect. 5 concludes
the paper.

2 Compressed Sensing

2.1 Notation

The following notation will be used in this paper:

e x and y are the N-dimensional and M-dimensional real or complex vector,
respectively.

e & denotes the M x N sensing matrix, which may be real or complex. &
denotes the Hermitian tranpose of @.

e I'* and x® denotes the realizations of the set I” and the vector x at the kth
iteration.

e |- ||, is the Euclidean vector norm or, for matrices, the operator norm from L, to
L.

e |- ||, is the L, vector norm.

® |- ||, is the number of non-zero elements in a vector.

o For a general vector x, the vector x’ is the best s-sparse approximation to vector
x. Here, a vector is called s-sparse if no more than s of its elements are non-zero.

2.2 Compressed Sensing Concept

In compressed sensing the signal of interest is an N-dimensional real or complex
vector x assumed to be approximately sparse. Samples are then taken using a linear
mapping @ into an M-dimensional real or complex observation space to obtain the
observed samples

y=®x+n (1)

Here, @ is the sensing matrix and n are the observation noise added to the
systems.

In compressed sensing, there are two main problems to be considered. The first
one is to design the sensing matrix @ that satisfies certain desirable properties (such
as the restricted isometry property), which allow for an efficient estimation of x. The
second one is the study of concrete algorithms for the efficient estimation of x given
only y and ®.
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2.3 The Restricted Isometry Property (RIP)

The analysis of algorithms for compressed sensing relies heavily on the following
property of the sensing matrix @. A matrix @ satisfies the Restricted Isometry
Property (RIP) [3] if

(1 =) lIxll3 < 1 ®x]l5 < (1+6,)|x]13 )

for all s-sparse x and some J; < 1. The restricted isometry constant d, is defined as
the smallest constant for which this property holds for all s-sparse vectors x.

2.4 Signal Reconstruction in Compressed Sensing

Reconstruction of a compressively sensed signal involves trying to recover the
sparse vector X, given the sensing matrix @ and the observation y. It seems that we
cannot reconstruct the signal exactly, because the number of observations (and
hence, the number of equations) is less than the number of unknowns (elements of
x). However, it has been shown that we can find a s-sparse approximation of x as
long as @ satisfies the RIP condition in (2) [5].

There are several reconstruction algorithms used: basis pursuit (BP) [3],
orthogonal matching pursuit (OMP) [6], Compressive Sampling Matching Pursuit
(CoSaMP) [7], and the recently introduced Iterative Hard Thresholding [9]. The
first algorithm, Basic Pursuit, is basically an ¢; minimization problem given by

(P1) : min||x||, = Z |x;| subjectto : y = @x (3)

i=1

If BP simultaneously decide on elements of x, the second algorithm, OMP, does
this on a element-by-element basis. OMP successively approximates X*) by finding
which basis function would contribute the most to y* = @™ . x®) and then
removes the contribution of this component and repeats the process.

The CoSaMP algorithm is also an iterative one. CoSaMP uses an approach
inspired by the RIP property. At each iteration, a s-sparse signal can be approxi-
mated by a “proxy” signal. The current approximation induces a residual, which is
the part of the target signal that has not been approximated. We try to identify the
large components in the residual, update the new residual, and repeat the process.

In this paper, we use IHT algorithm for signal reconstruction. This algorithm is
introduced in the next sub-section.
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2.5 Iterative Hard Thresholding

Let x(¥ = 0 and use the iteration
XD = H, (x4 " (y — dx)), (4)

where H; (a) is the non-linear operator that sets all but the largest (in magnitude)
s elements of a to zero. If there is no unique such set, a set can be selected either
randomly or based on a predefined ordering of the elements. The convergence of
this algorithm was proven in [9] under the condition that || @||, < 1. In this case, the
above algorithm converges to a local minimum of the problem

(P2) : min ||y — @x]|3 subjectto : [|x[|, <s. (5)

3 Speech Signal Compression Using Compressed Sensing

3.1 Sparsity of Speech Signals

The sampling signal must be sparse, or approximate sparse, to be processed by
compressed sensing algorithms. Under normal condition, speech signals in general
are not sparse in nature, but through a certain transformation, we can get the
approximate sparse signal. We can transform a frame of the speech signal into some
transform-domain to make it sparse. Several transforms can sparsify the speech
signals sparse, including the ones which are listed as follows.

Discrete Fourier Transform It is the most basic sparsifying method. But it is
not suitable for speech because there are a lot of frequency components in speech,
that leads to the large amplitude values of the DFT coefficients, which does not
allow us to discard spectrum components to increase sparsity. Furthermore, the
DFT coefficients are complex numbers in general, that makes the computation more
complicated.

Discrete Cosine Transform (DCT) DCT can remove redundancy between
neighboring values, which leads to uncorrelated transform coefficients which can be
encoded independently. One important characteristic of DCT is that the energy of
signals concentrates in lower order coefficients. Hence, we can remove higher order
coefficients to make the signal sparse in frequency domain. In addtion, all DCT
components are purely real numbers.

Discrete Wavelet Transform (DWT) DWT use wavelets as basis functions.
A wavelet typically has finite support, in contrast to Fourier transforms. Hence, it
can be used to sparsify signals. However, it’s not fully suitable for speech because
DWT can’t achieve good efficiency at near-transparent compression ratios as
compare to DCT and its computational complexity makes it hard to implement.
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Linear prediction coefficients (LPC) Speech signal is produced by the con-
volution of excitation source and time varying vocal tract system components.
These excitation and vocal tract components are to be separated from the available
speech signal to study these components independently. The redundancy in the
speech signal is exploited in the LP analysis. The prediction of current sample as a
linear combination of past p samples form the basis of linear prediction analysis
where p is the order of prediction. LP residues is the prediction errors, which are
sparse and can be used to compute the original signal.

Among those sparsifying methods for speech signals, DCT and LP have been
proved to give the best sparse representation of speech. Figure 1 shows the DFT,
DCT, DWT, and LP coefficients of a speech signal. It can be observed that DCT
and LPC have very few numbers of non-zero elements. Thus we can even increase
sparsity of speech by thresholding low value components without considerably
affecting speech quality.

3.2 Compression of Speech Signal Using Compressed
Sensing

The block diagram of our speech compression system is given in Fig. 2. At the
input of the system, the speech signal is divided into frames, and then the speech
frame signal is transformed to frequency domain or LP residue domain using either
sparsifying methods mentioned in previous section. We then use compressed
sensing to sample the coefficients obtained from the first step. Here, we may
multiply the resulted spectrum with a measurement matrix to get the compressive
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Fig. 1 Original signals and its DCT, DWT, and LPC
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Fig. 2 Speech compression system using compressed sensing

observations. This matrix can be a random ones, which is usually Gaussian random
matrix in many CS applications, or can be predefined according to some knowledge
about the statistical characteristics of speech signals. The sampled signal is encoded
to binary stream to be stored, processed, or transmitted to the destination.

At receiver/output side, the received binary stream is first decoded to obtain the
measured values. According to the measured values, the transform coefficients are
recovered by using one of the reconstruction algorithms. Here, in this paper, we
focus on the IHT algorithm. Finally, the original speech signal can be reconstructed
by taking the inverse DCT, DFT, DWT, or LP transform.

3.3 Effect of Measurement Matrix on the Compressed
Sensing Algorithms for Speech Signals

As mentioned above, in CS theory, we usually choose Gaussian random matrix for
measurement. That means the observation samples are chosen randomly from the
original signal. However, for speech signals, certain additional signal structures
might be known a priori. In that case, we can choose the sampling position wisely
to get more information about the signals. Hence, by intuition, a well-designed
measurement matrix can also enhance the performance of the compressed sensing
algorithms for speech signals.

4 Simulation Results

4.1 Simulation Setup

In this section, we describe the MATLAB experiments to test our compression
algorithms. We try out the algorithms on a set of 3 test speech signals, namely, the
words “Hello”, “Goodbye”, and “Tiger” said by one male person. The speech
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signals are recorded to .wav at the sampling rate of 8 kHz. The recorded speech
signal then goes through the DCT or DWT which transforms a sequence of real data
points into frequency domain. Figure 3 shows the “Hello” word recorded using the
“wavrecord” function composed of 8000 samples as well as the reconstructed
speech signal. Simulation parameters are listed in Table 1.

To make the transformed signal really sparse, we remove the small-value
coefficients that have no significant contribution to the signal. The thresholded
spectrum is then multiplied by the measurement matrix which in this case is
composed of randomly generated numbers. The compressive sampled signals are
then reconstructed using two methods: basic pursuit, which is in fact an ¢; opti-
mization problem, and the IHT algorithm, which is the main focus of our paper.
Performance of the algorithms is evaluated by calculating the signal-to-noise ratio
(SNR) of each signal.

Fig. 3 Signals before and Input speech signal
after using compressed ! " ! S
sensing 0.5

=1 i L L i

0 1000 2000 3000 4000 5000 6000

7000 8000

Reconstructed signal using DCT and compressed sensing

-2
0 1000 2000 3000 4000 5000 6000 7000 8000

Table 1 Simulation

Symbol Parameter name Value
parameters N Number of samples 8000

L Signal frame length 2048

M Number of DCT points 2048

K/L Sparsity 20-80 %

wname Wavelet function Haar

level Number of DWT levels 5




A Novel Compressed Sensing Approach ... 83

5 Results

Figure 4 shows the RMSE of the reconstructed speech signals which have been
processed using compressed sensing combined with DCT, DWT, and DCT only.
We can observed that DCT with compressed sensing outperforms the traditional
DCT compression method. Comparing between 2 transform methods, DCT gives
better performance than DWT. These results are consistent over different test
speech signals. Figure 5 shows the RMSE of the reconstructed speech signals
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Table 2 Comparison of different compressed sensing algorithms

Signals DCT-BP DCT-IHT
RMSE Execution time (s) RMSE Execution time (s)
Hello 0.0456 415.34 0.0416 24.102
Goodbye 0.0443 402.15 0.0407 21.67
Tiger 0.0317 410.63 0.0294 23.12

obtained by using different reconstruction methods. Here, we recommend the IHT
algorithm and its performance is compared with the BP algorithm. As we expected,
the IHT algorithms can provide a slightly better RMSE performance than BP
algorithm, especially at smaller number of compressive samples. However, the
most advantage of IHT algorithm is that the execution time has been improved
significantly, compared to the BP algorithm. This is confirmed by the data given in
Table 2.

6 Conclusion

In this paper, we survey some methods of compressing speech signals using sparse
representation theory and suggest a new compressing algorithm based on the IHT
algorithm for reconstructing the compressive sampling observations. Simulation
results show that this algorithm allows to improve the performance of speech
compressing methods using compressed sensing. Among the transforming method
applied to speech signal, the DCT is best suitable for compressed sensing methods,
because it can sparsify the speech signals significantly. The performance of com-
pression can be improved further by designing the measurement matrix properly,
which is the scope of another paper.
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Optimization of Mobility Control
in Mobile Wireless Networks
for Energy Saving

Phuong T. Tran

Abstract In this paper, we consider a multi-hop wireless relay neworks, in which
the source node and destination node have fixed location while we can control the
positions of the relay nodes. Some strategies to control positions of relay nodes to
minimize energy consumption of transmission from sources to sinks is introduced
and analyzed. Three different cases were investigated, including networks with
single flow, networks with multiple flows, and networks with coverage constraints
for the relay nodes. The most contribution of this paper is providing simple
localized algorithms for relay nodes, yet optimize the energy consumption problem.
The analysis is also confirmed by numerical results.

Keywords Mobility control - Multi-hop relay - Optimization - Wireless sensor
network

1 Introduction

Recently wireless sensor networks have emerged as an interesting research topic
because of its ability to realize critical missions like in military or wildfire detection,
especially, as the capability of mobility becomes more readily available to the
wireless nodes. Typical mobile wireless sensor network consists of multiple mobile
nodes, such as mobile robots which are equipped with some limited memory and
processing capabilities, communication capabilities, and mobility, distributed over
some areas that collaboratively form an ad hoc network [1].

Different from static wireless networks, mobility makes the whole mobile
wireless network possess the self-configuration ability. If some nodes in network
can’t work because of some causes, the rest nodes can organize the network again
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through moving, repair the network topology automatically and complete
self-deployment. In addition, mobility can enhance the flexibility of the networks
and make the whole network have better node deployment and topology control for
completing specific tasks.

Hence, mobility is something that should be adaptively controlled to help net-
work reach requirements posed by specific tasks and limited resources. However, a
great deal of current work considering mobility only treats it as an uncontrollable
external factor which the communication network has to handle. As a result, the
following research is to add one more dimension, i.e. mobility, into network model
to be purposefully designed to improve the network performance.

We define the research problem as using mobility to create routing paths
between sources and sinks by moving nodes to positions such that the required
transmission power for the data flows is minimized so as to maximize the life time
of the network. The problems are formulated into optimization problems and use
convex optimization methods [2] to develop iterative algorithms to solve.

2 State of the Art

There are several recent studies on using mobility as a control mechanism to
improve network systems. Wang et al. [3] added one or a few mobile nodes in a
dense network of static nodes and derived the upper bounds of life time in two cases
of when add one mobile sink and when add one mobile relay. Then they propose a
routing algorithm based on the knowledge of the current position of the mobile
relay node to approach the bound. The results of this paper were limited at one
mobile sink or one mobile relay.

Dixon et al. [4] used SNR as input into a control system for robotic vehicles to
improve and maintain communication performance by using extremum seeking
methods, and adaptive model-free ES is presented to control the motion of 2D
nonholonomic vehicles without knowledge of the SNR field as communication
relays. This paper focused on link performance in terms of SNR but didn’t consider
the energy consumption of network.

The work most related to this study is using relay node mobility to minimize
energy consumption. Goldenberg et al. [5] presented a simple mobility control
scheme using neighboring information in which the connections between neighbor
nodes do not break. Chen et al. [6] gave two modified versions of this method by
using knowledge of optimal positions of each node. However, these paper only
studied the constraint that the communications between neighbors were not lost and
didn’t analyze the optimization problem and proved the convergence of the algo-
rithms mathematically.

The most contribution of this research are in how to develop simple localized
algorithms for relay nodes, yet optimize the energy consumption problem and prove
the convergence of the proposed algorithm mathematically.
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3 Preliminaries

The reason why mobility can reduce transmission power by reducing the trans-
mission distance between nodes lies in the transmission energy model. Power
needed for successful wireless data transmission is determined by distance between
communication nodes and the noise level of the communication channel. Let P{d)
be the power needed for data transmission across distance d,

Pr(d) = a+ bd” (1)

where a, b and o are constants dependent on the characteristics of the communi-
cation channel. The value of o is greater than or equal to 2. The energy con-
sumption for transmitting L data bits accross distance d is

Er(d,L) = L- Pr(d) 2)

For the following research, we assume that a route from the fixed source to the
fixed sink consisting of mobile nodes is already discovered and does not change
when applying movement control. And, every node has the awareness of its own
position and can get location information of its neighboring nodes.

4 Problems and Solutions

4.1 Mobility Control for Network with Single Flow

Label the network nodes as 0, 1,...,n+4 1, where nodes 1,...,n are relay nodes,
and node 0 and node n + 1 are source and sink node, respectively.

Optimization of Relay Configuration

First, we assume that the communication channels between any nodes are the same,
i.e. Py (d) are the same for every nodes, then the optimal configuration problem can
be formulated as

n+1

_min > lxi = xiall3, 3)

i=1

where ||x; —x;_;||, are Euclidean norms, which are convex with respect to x =

[x1,...,x,]", and (d)*, (¢ >2) is convex for d > 0, so this is a convex problem. By
first order condition, the optimal configuration is X", such that
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8f(X*) s(k s(k % * -2 *(k *(k * * -2
ox® - “(Xi( - Xi£1))||xi - XHH; +°‘(Xi( - Xi(+>1)HXi - XiHHZ (4
fori=0,...,n; k=1,2,3. xfk) is the k-th dimension of the position vector xEk).

From these systems of equations, we have the solutions

X'+ X
x;‘:%, i=1,...,n. (5)

Localized Mobility Control to Reach Optimality
From Eq. (5), every node’s optimal position can be directly derived,

Xj:XO—F (Xn_'.]—xo), i:17...7n. (6)

i
n+1

However, for every node to reach its optimal position, it needs information of
source and sink nodes of the flow, which is often not its neighboring nodes. For
simplicity and low overhead of the algorithm implemented in network environment,
it is desirable to use localized algorithm which only requires information from one’s
neighbors.

X,':M, i=1,...,n (7)
2

Goldenberg [5] proved that the localized algorithm Eq. (7) can be used to make
nodes converge to optimal positions.

4.2 Mobility Control for Network with Multiple Flows

Previous section discussed the optimal positions for nodes in a single flow, how-
ever, in network a node, such as junction nodes (like node j in Fig. 2), may be
included in multiple flows (Figs. 1 and 3).

Fig. 1 Single-flow multi-hop Node 2
relay link (Relay)

Node n+1
(Destination)

Node 0 Rel
(Source) ()
Node 1

(Relay)
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Node d1
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Node

Node s1 (Relay)
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Node j Node d2

(Relay) (Destination)
Node s2
(Source)
Fig. 2 Single-flow multi-hop relay link
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Fig. 3 Network with nodes moving inside coverage areas

Optimization of Relay Configuration

Let #;; be the amount of traffic on link between nodes i and j, L be the set of all pairs
of nodes that form a link in the network, N(i) be the set of index of neighboring
nodes of the i-th node. Then, the unconstrained optimal configuration problem with
multiple flows becomes,

min Y tyllx; — xi4f3, (8)

(ij)eL
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T
The gradient of the objective function is Vf = [ . .,%, .. ] , Where

i

) _ 4 Sl = x50 — 1),

JEN(i)

So, we can derive that the optimal solutions satisfy,

5 ryuxl x[[3 *x;

jeN

O

JEN(i)

*
S

Iterative Algorithm
To get analytical solutions from above systems of equations is usually very difficult,
but we can use iterative method to approach the optimum.

Algorithm 1 At each step, update the coordinates of the relay nodes using the
formula: x; := x; + 4x;.

Theorem With the update step

> ] - XJ'H;_ZXJ'

1 . 1 JEN(i)
e D Y e
JEN(i)

the Algorithm 1 will converge to the optimal configuration.
Proof First, assume all variables other than x,(»k)

vergence of x,(k).

are fixed, check the update con-

)

=0 Z T

(0 —2)+1 (11)
jeN(i) Hxi J||2

<a(a—1) > t5]|x —xf; (12)
JEN(i)
|x€ka<.k>|

i
sl

Newtons method [7] works in this case, so it is also convergent for a step size

<1. Smce > >0, the

where the inequality comes from the fact that
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-1
y=|afa—1) > t,'j||x,<—xjH;72 . So, x; converges with update step,
JEN(i)
AX; = — gg which leads to (10).

4.3 Mobility Control Considering Coverage

Above problems are formulated as unconstrained optimization, however, in many
cases, there are some constraints to be included for nodes to make movement
decision. One of the examples is the coverage-awareness scenario, which com-
monly happens in sensor networks. For a node in sensor network, it not only severs
as a relay but also takes on surveillance duty to monitor phenomena in certain area.
In such a case, when nodes move for communication improvement they are subject
to be confined within the area that they are responsible for.

For simplicity, we go back to the single flow case and add coverage constraints,
then the problem can be formulated as follows,

nt1
min ;Hxi — x4, (13)
subject to||x; — Xp|[3 <R7, i=1,...,n, (14)

where x;y is the center of the circle of the coverage area for i-th node, and R; is its
radius. Here, we assume the coverage areas are all circles.
Associate Lagrange multipliers A with the constraints. The Lagrangian is

n+1 n+1

L) =Y I = x5+ Y Al —xi 1 [5—R?]. (15)
i=1 i=1

Since the Slater condition holds, there must exist Lagrange multipliers L™ such
that X* minimmize L(X*,L").

gx—fi = al|x; — x; |3 — X)) ol — X 13— Xi 1)+ 22(% — Xio).
(16)
Study the case of a = 2, then we have
Ai .
X;‘:m(xf_l)ﬁ-mxim i=1,..,n (17)
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The update equation for A is

+
A = A (% = xol3—RD)] T, i= 1, (18)
where y is the step size.

We can design movement policy as follows,

1. For fixed A, move nodes to optimal positions.
2. Update A using Eq. (18), go back to step 1.

5 Simulation Results

In this section, we evaluate the performance of the mobility control algorithm by
simulation. Algorithms for three of the above cases will be evaluated. Nodes are
distributed in a 150 x 150 m area. Use the transmission power model
Pr(d) = a+bd*, with parameters a = 10~*W/bit, b= 10"7 Wm */bit, and
o = 2. We assume that the data rate is 1 kbps, hence, the energy consumption to
transmit 1 bit is E7(d) = (a+bd*) x 1073 J. The total energy cost to send a bit is
the sum of the energy consumption of all links in the path from source to
destination.

5.1 Mobility Control for Network with Single Flow

For single flow case, we randomly put 8 relay nodes between a pare of fixed source
and sink. Figure 4 shows that using the localized algorithm as Eq. (7), all the nodes
converge to the optimal positions, after 269 iterations.

The original energy cost to send a bit is 2.41 x 107° J; after position configu-
ration, it requires 1.05 X 1070 J, which is 56 % of the original cost. After sufficient
amount of data transmission, this energy saving will eventually cover the mobility
cost and gain more benefit in the long run.

5.2  Mobility Control for Network with Multiple Flows

In this scenario, we consider a network consisting of five nodes, which are two fixed
source nodes S1 and S$2, two relay nodes, and two fixed sink nodes D, and D,. In
this network there are two flows of data, one is S1 — 1 — 2 — D1 and the other is
$2 — 1 — 2 — D2 with flow rates are both set to 1 Kbps.
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After 19 iterations of localized computation of Eq. (10), we got the results as
shown in Fig. 5. This result reduces energy consumption from 2.34 x 1076 J/bit to
1.72 x 1079 J/bit, a 27 % saving.
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Fig. 6 Single-flow multi-hop 150
relay network considering
coverage before (yellow) and
after (green) moving control
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5.3 Mobility Control Considering Coverage

Single flow with three relay nodes is used for this example. Every node is posi-
tioned at the center of the coverage area with radium R; = 10 m. The step size y is
chosen to be 0.01.

After 17 movement iterations, nodes reach their optimum within coverage areas
as Fig. 6 illustrates. We can see that nodes 1, 2, and 3 are at edges of the area.
Check the final value of A, we have A;,3 > 0, which is consistent with the com-
plementary condition. Power consumption rate is reduced from 1.65 x 10~ J/bit to
1.15 x 1076 J/bit, a 26 % saving.

6 Conclusion and Future Work

This work studies mobility strategies to control positions of relay nodes to minimize
energy consumption of transmission from fixed sources to sinks in network. Three
different cases were investigated, namely, (1) single flow, (2) multiple flows, and
(3) with coverage constraints. The novelty of this work is in formulating problems
into optimization whereby simple localized algorithms can be obtained.

In this paper, energy consumption by movement of delay nodes was not con-
sidered. This can be justified by the fact that this cost will eventually be paid off by
the saving in communication, after sufficient amount of data is transmitted.
However, if only limited amount of data is to be sent, then there exists a trade-off
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between how much movement to make and how much communication channel to
improve, in order to achieve overall energy cost minimization. This opens the door
for another optimization study.
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Utilizing the Neural Networks
for Speech Quality Estimation Based
on the Network Characteristics

Jan Rozhon, Miroslav Voznak, Filip Rezac and Jiri Slachta

Abstract The paper deals with an issue of the speech quality estimation in Voice
over IP technology under packet loss. Packet loss is a major problem for real-time
Internet applications, we applied four-state Markov model for modeling the impact
of network impairments on speech quality, afterwards, the resilient back propaga-
tion (Rprop) algorithm was used to train a neural network. The general and
RFC3611-compliant solution, which allows for quick and precise speech quality
estimation without the need to analyze or model the voice signal carried by the RTP
(Real-time Transport Protocol) packets, is the contribution of this paper. The pro-
posed solution is tested on G.711 A-law and further generalizes the already pre-
sented concepts of the speech quality estimation in the IP environment. The
proposed approach of speech quality assessment belongs to non-intrusive methods
and is based on the back-propagation neural networks.

Keywords Markov models + Mean opinion score - Neural networks - Speech
quality estimation

1 Introduction

For many years the field of VoIP has increased in size and importance paving the
way for maintenance and administration costs reduction as well as the increase in the
offered services. Together with this trend, the increasing role of service quality
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monitoring has started to be the topic of high concern for all service providers. To
ensure stable and sufficient service quality the service providers employ various
network tools meant to measure the quality of speech (or video) in the monitored
networks. This creates the high demand for computer power and measuring time and
is, therefore, responsible for increasing the overall expenditures related especially to
the wireless communication system [1-3]. To counter these excessive expenses,
various systems capable of estimating the quality of speech have been developed.

In this paper, the system for estimating the speech quality in VoIP networks is to
be presented. This system is built upon the neural networks and takes the generally
accessible network parameters as its inputs. The output of the system is the MOS
estimation, which is then compared to the output of the ITU-T P.862 PESQ
(Perceptual Evaluation of the Speech Quality), which serves as the reference value
[4]. The aim of this paper is to present the generally usable system that would allow
the user to estimate the speech quality regardless of the signal being carried inside
the RTP packets themselves. This system effectively estimates the impact of the
packet loss on the speech quality and it can be integrated to any existing envi-
ronment because it uses general network statistics and the information from the
RTP headers. On top of that, the system can further be augmented to employ the
playout buffer model and delay model utilizing the information obtained from
the external source [5—7]. For the sake of this paper, only the G.711 A-law codec is
used to measure the influence of the individual network features and precision of
the estimate, but the same system has also been used in conjunction with the
SPEEX codec with similar results and accuracies.

2 State of the Art

The survey provided in [8] showed that the PESQ algorithm accommodates the
effects of packet loss on speech quality better than the E-model, and is, therefore,
better suited for the task making its estimation a sensible way for improving the
precision of the estimation. The speech quality estimation system proposed in this
paper is an enhancement and generalization of the system proposed in [9]. The
author in this paper uses 2-state Gilbert Model to generate the losses and tries to fit
the observed packet sequence into the model. This, however, proves problematic for
the networks with different packet loss distributions. This gap, as well as the fact that
newer version of E-model, PESQ and training algorithms for the neural networks
have been devised since the publication of this work are the main motivation for this
paper. In [10], the authors use the neural networks to map the cepstrum distance for
the frame. This approach leads to a similar error rate as described here and involves
the signal analysis of the speech sample, which makes the system much more
complex. For this reason, the work has not been used as a basis for this paper. For the
synthesized speech the recent research [11] has been performed. The authors use
neural networks and genetic algorithms to estimate the quality of speech, but again
the model-specific approach for the packet loss determination is used.
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3 System Architecture

The speech quality estimation is meant to be used with the basic characteristics of
the IP networks—the packet loss, the one-way delay and jitter. Each characteristic
impacts the speech quality differently. Moreover, only the packet loss can be
acquired by simple packet observation [7]. For jitter effect to be measured, the
playout buffer needs to be employed. For the delay measurements the external
source, such as RTCP, needs to be harnessed. The entire estimation system is
divided into several modules based on the functionality each part implements.
These parts are designed to simulate the effect of the above mentioned character-
istics and to perform the necessary calculations for the system to work. The
complete architecture with closely discussed modules highlighted is depicted in

Fig. 1. These modules are:

Sampling Frequency Codec Type Code
[ f

| .l'
Input Codec |I /
Packet Type - .
Stream Module | Packet Stream Packet Loss
| with Discards Packet Loss in Burst
[r— | Burst Density
| Relative Mean Burst Length
Relative Mean Gap Length
y ; L '
b
Playout Packet Neural
Buffer Loss Network
Module Analyzer Module
e
Playout Buffer Delay
I
y — Proposed Model
External Delay ] / ————————————————————
dnformation Delay Computed by E-model
Module
A 4 \ 4
Output
Module

Fig. 1 The architecture of the speech quality estimation system
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¢ Playout Buffer Module simulates the effect of the playout buffer on the receiving
side.

e Packet Loss Analyzer takes the output of the playout buffer and searches for the
lost and discarded packets using the RTP sequence numbers.

e Codec Type Module detects the codec used (codec type and packetization) and
forwards the information in a binary encoded form to the neural network.

e Neural Network Module takes the loss characteristics and codec type and
estimates the MOS; oo and R-factor respectively. This module uses the
Back-Propagation Algorithm (Rprop) [12] to train the network with the topol-
ogy of 5-3—1 neurons (plus one bias neuron for each layer) and Elliot activation
function [13].

The architecture of the estimation system is depicted in the Fig. 1.

3.1 Playout Buffer Module

There is a simplistic implementation of the playout (or de-jitter) buffer function-
alities in this module. The main purpose of this module is to prove the viability and
the accuracy of the original assumption that the delay variations add to both the
network loss and network delay impairments. The playout buffer implemented for
the testing and measuring purposes is the fixed-length one with an unlimited data
space (no early-arriving packets are discarded). It initializes the with the first
arriving packet and resynchronizes the time scale after the sequence of five con-
secutive discards. Let T, and T; be the actual arrival times of first first and ith
arriving packet (in seconds from unix epoch) and t, and t; be a timestamp in the
RTP header of the respective packet (in milliseconds after recalculation using codec
sampling frequency), then the ideal packet arrival timetime T'; can be calculated:

T;:T()#*ti*t() (1)
By using this ideal arrival time, the packet discard happens under this condition:
T,—T > S (2)

where S is the playout buffer size in milliseconds.

By discarding late on arrival packets the playout buffer increases the overall
statistics of the network packet loss and their characteristics causing increase in
speech quality deterioration [14]. Moreover, the fixed length of the buffer adds to
the overall packet delay, which is also used to calculate the effect of the delay.
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3.2 Packet Loss Analyzer

The Packet Loss Analyzer converts the information about the network losses and
playout buffer discards into 5 RFC 3611 compliant statistics, which are described as
follows.

Packet Loss Probability Denoted as Pp;, the Packet Loss Probability is the
overall percentage of the lost packets in relation to the total number of the packets
sent (see Eq. 3).

N,
Py, = NLost ] 3)
Nsenr

where Npost is the number of lost packets and Nggnt the total number of RTP
packets sent.

Packet Loss Probability in Burst Denoted as Pgp;, the Packet Loss Probability
in Burst is the overall percentage of packets lost in a burst (according the burst
definition in RFC 3611) defined as stated in Eq. 4.

N,
Ppy, = NLOST_IN_BURST -] @)
Nsenr

where Npost v BursT 1S the number of packets lost in all bursts in a packet
sequence.

Burst Density Denoted as p, the Burst Density is the ratio of the number of lost
packets in all burst periods and the total length of all bursts in a packet sequence
(see Eq. 5).

_ Nrost_iN_BURST . (5)
Nurst

where Npygrst is the number of all packets lost in all bursts in a packet sequence.

Relative Mean Burst Length Denoted as E’(B), the Relative Mean Burst
Length is derived from the characteristic defined in RFC 3611, but is related to the
total length of the captured packet stream (see Eq. 6). This “relativisation” is done
for the neural network to be able to categorize similar characteristics of the
different-length packet sequences.

Npursr
E'(B) = ——="2 [~ 6
(B) Nsenr - Kpurst = ©)

where Kgyrst is the number of bursts in a packet sequence.
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Relative Mean Gap Length Denoted as E'(G), the Relative Mean Gap Length
is the complement of the E'(B) and is defined in Eq. 7.

E(G) =y -] )

where Ngap is the number of packets in all gaps and Kgap is the number of gaps in
a packet sequence.

The definition of the burst relies on the G,,,;, parameter (RFC 3611), which in this
case was set to default of 16 packets as it is recommended in the mentioned RFC.

4 Modeling the Network Characteristics

The network characteristics were, for the purposes of this paper, generated using
two models. The first one is the 4-state Markov Model [15, 16] generating the
network losses. For this model, the transition probabilities were set to cover the
whole range of the MOS; o scale. The second model is the model simulating
the jitter effect. For this purpose, the simple Normal Distribution model has been
used. The model was implemented with just one parameter—the jitter threshold,
which is the value equal to 2.575 o of the model. This setting results in 99 % of the
observations falling into the interval (-threshold, threshold).

5 Estimating the Effect of Network Impairments
on the Speech Quality

There were 10 sound samples encoded in mono-channel linear 16-bit PCM as the
simulation inputs, which were taken from the P.862 recommendation. These sound
files were transformed into G.711 A-law encoded RTP packets, which were ide-
alized in time (exact 20 ms long packet spacing) and then stored in a PCAP file.
These files were then manipulated using the models mentioned above and recon-
structed to form the input for the PESQ algorithm.

5.1 Network Losses

First of all, the simulation consisting in pure packet loss manipulations was per-
formed. The 4-state loss model was set with the combinations of transition prob-
abilities stated in Table 1. All unique combinations were used 4 times to smoothen
the effect of possible outliers, which resulted in 12,200 observations for training and
validation and 3840 observations for testing of neural network.
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Tabl‘? 1 Settings.(.)f. . Probability Training values (%) Testing values (%)
individual probabilities in a 0. L3510 37 15
4-state loss model P13 > 19 D, > 95 /s

P4 0,1,3,5, 10 1,3,7,15

3 0,1,3,5,10 1,3,7,15

P31 60, 75, 90 50, 80

P23 100 100

P41 100 100

Distribution of Observations of individual Parameters (n=12200)
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Fig. 2 The statistical features of the observed training set

The given settings produced the network statistics with statistical features of the
training set as they are depicted in Fig. 2. For the purposes of readability the MOS
is scaled to fit in the range from 0.2 (equals to 1) to 1 (equals to 5).

20 % of randomly chosen observations from the training set then formed a
validation set, which was then used to confirm the ability of the neural network to
estimate the speech quality of the samples, the features of which resemble those of
the training samples. The remaining training set was then preprocessed in a way, so
that the groups of same input vectors had the same output. This step is necessary
because the neural network is not capable of learning multitude of outputs for the
single input. The training and testing was repeated 10 times.

As it is obvious from the Fig. 3 the proposed system achieves high correlation
with Pearson’s Correlation Coefficient around the 0.95 and RMSE of 0.2 (MOS),
which corresponds to an error of approximately 7 % (related to the middle of the
MOS Scale). Due to the fact that packet loss has a great impact on speech quality,
the most of the observations in all sets are below tolerable value of MOS and can be
discarded as unusable. For the threshold of 2.5 (MOS; all observations below this
are discarded), the 3819 observations in training set fit this condition and resulting
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Validation Set (n=24400; p,,,=0.952; RMSE=0.203)
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Fig. 3 The correlation diagrams for the estimations training, validation and testing sets. MOSy oo
is the reference from PESQ and MOS,  is the estimation

RMSE gets higher to approximately 0.25. This estimation error is the same as
presented in [9], but with the system being able to work with any possible loss
model (not just the Gilbert Model). The cumulative distribution function of an error
is then depicted in Fig. 4 and shows almost ideal features of the Normal
Distribution, which is the desired behavior. In absolute value, around 75 % of the
observations lie under 10 % error.

5.2 Jitter

As it was stated in the previous sections, the effect of jitter can be split into the
packet loss part and the delay part. Since the delay impact can be calculated using
E-model, only the packet loss effect is to be studied. For this purpose the jitter
threshold (as it is described above) was set from 0 to 100 ms. The jitter buffer size
was set to 30 ms. And each simulation was performed again on 10 unique sound
samples and repeated 10 times. This way 10,000 observations were made. For the
purposes of estimation, the best performing (in terms of RMSE) neural network
from the previous subsection was used to confirm the validity for entirely different
loss model. The Fig. 5 shows the appropriate correlation diagram.
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Fig. 4 The relative error
distribution and the
cumulative error distribution

Fig. 5 The correlation
diagram for the jitter
observations
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The performance in this case is 0.989 for Pearson’s correlation coefficient and
0.185 for RMSE, which proves the model network is trained well. The error dis-
tribution is again very similar to the Normal Distribution.
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6 Conclusion

In this paper the speech quality estimation system has been presented. This system
takes the observed network loss statistics compliant to those defined in RFC 3611
and perform the MOS, g estimation using the neural network model. The system
has been successfully tested with two codecs—G.711 A-law (no internal PLC) and
SPEEX (internal PLC).

The speech quality estimation can be done with RMSE around the 0.25 MOS,
which equals to approximately 8 % error, which is the level achieved in similar
solutions. The training time for the network has always been below 30 s. Moreower,
with more intense data preprocessing the training time can be decreased to
approximately 3 s. On the other hand, however, no statistically significant
improvement in speech quality estimation has been achieved with any kind of data
preprocessing. Due to the general nature of the system, it can be deployed in any
existing environment. If there is a need to incorporate the delay effect as well, the
E-model calculation can be added to the system seamlessly. This approach, how-
ever, requires an external source of the measured one-way delay.
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Bit Error Rate Performance of Clipped
OFDM Signals Over Fading Channel

Dang Le Khoa, Huynh Quoc Anh, Nguyen Huu Phuong
and Hiroshi Ochi

Abstract In OFDM systems, the same phase subcarriers add together and create
signal peaks. These peaks create nonlinear distortion in the ADC and the amplifier.
Clipping method can be used to remove the peaks before putting the OFDM signal
into the ADC and the amplifier but the clipping also creates nonlinear noise that
degrades the performance of OFDM system. In this paper, we propose a method for
determining the bit error rate of clipped OFDM signal over Rayleigh and Rician
fading channel. The BER equation is analyzed based on power spectral density
function. We build equations and evaluate the analyzed results by simulation. The
simulation results fit perfectly with BER equations at any different clipping ratio.

Keywords OFDM - Clipped signal - Bit error rate - Fading

1 Introduction

OFDM technique is more popular because of the spectrum utilization efficiency and
simple implementation. The idea of OFDM is the transmission of multiple sub-
carriers consisting of narrowband orthogonal frequencies overlapping on one
another in a wideband. A high speed data stream is split into multiple low speed
data streams. Therefore, the OFDM can reduce the influence of multi-path delay
and convert the frequency selective fading into flat fading.
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However, a major drawback of OFDM is the high peak-to-average power ratio
(PAPR) [1]. OFDM signal is the sum of subcarriers, therefore in some cases, the
same phase subcarriers will add together creating signal peaks that decrease the
SQNR (Signal to -Quantization Noise Ratio) of the ADC and the efficiency of the
power amplifier. Thus we need to reduce the peaks. Several algorithms have been
proposed for PAPR reduction such as clipping, PTS, SLM [2, 3]. The clipping is
the simplest PAPR reduction and of high commercial value [4]. The method is done
by setting a fixed threshold. When the OFDM signal amplitude is higher than the
threshold, it will be clipped to the threshold, but this creates nonlinear noise that
degrades the BER performance of OFDM system.

The paper [4, 5] have investigated the BER of the clipped OFDM signal over
AWGN channels, the paper [6] has investigated the BER of the clipped OFDM
signal over the Rayleigh channel but the analyses were weakly fitted with the
simulations. The paper [7] has analyzed the bit error ratio of clipped OFDM over
Rayleigh but assuming the clipping distortion is much higher than the AWGN. In
this paper, we build the BER equation for determining the bit error rate of clipped
OFDM signal over Rayleigh and Rician fading. The BER equations were tested by
simulation. The rest of this paper is organized as following. Section 2 presents the
PAPR problem and clipping methods, Sect. 3 derives the BER equations of the
clipped OFDM over Rayleigh and Rician fading, Sect. 4 presents the simulation
results, and the last part is the conclusion.

2 Background
2.1 The PAPR Problem

Let d be the input data stream, which is splitted to N parallel lower speed data
streams ai, where k is subcarrier index, and then modulated by a subcarriers ¢, (t).
The subcarriers ¢, (t) are orthogonal to one another. The baseband OFDM signal
with N subcarriers is given by:

1 |
() =—= ) ap(t) = —=> @™V, 0<1<T (1)
x/ﬁk; \/N;

where kAf corresponds to each k th subcarrier at baseband, T is the duration of an
OFDM symbol.

From Eq. (1) we see that the OFDM signal comprises many subcarriers. In some
situations, the same phase subcarriers will add together and create peaks as Fig. 1.
One of the most popular method to limit the peaks is by clipping.
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Fig. 1 OFDM signal with 4
high peak value /\
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2.2 Clipping for PAPR Reduction

The clipping is done by setting a threshold. When the OFDM signal amplitude is
higher than the threshold, it will be clip to the threshold. Let x(n) be the OFDM
signal in the time domain, and N is the subcarrier. After clipping, the signal
becomes:

y(n) = x(n) +c(n) )

where c(n) is clipped signal.
Based on Bussgang theoretical [8], we can write y(n) as:

y(n) = ax(n) +d(n) 3)
g’;gg;, Ryx(0) is the cross correlation of x(n) and y(n), d(n) and R (0)

is the autocorrelation of x(n) at zero time shift.
When N is large, the envelope of OFDM signal is Rayleigh, and the value o
becomes:

where o0 =

2 Ax _p
a=1—e"r+ - [erdr 4)
Py
where A is the clipping threshold, and Py the signal power before clipping.

a=1-e7 + 2 a(y) (5)

where y = A/+/Px is the clip factor, and erfc(.) the complementary error function.
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2 2
erfc(x) = NG )/C e "dt (6)
Input Back-Off (IBO) is:
A2
IBO = 10log| — 7
ox () )

Signal power after clipping is:
Py=[1-e7|P, (8)

The nonlinear distortion adds to the clipped signal and Py is the total noise and
distortion power of the signal with the distortion power D, the power relation is
given by:

P, = *P,+D 9)

Therefore:

3 Clipping Performance Over Fading Channels
3.1 BER Over the Rayleigh Fading Channel

The probability density function of Rayleigh fading is given by [9]:

1 _»
Hip) = 5ot (1)

where P; is the average fading power, and p is the instant power.

Let s be the simultaneous signal to noise and distortion ratio (SNDR) after
transmitting on the fading channel, then s can be written as:

> P.p o’p
s = = =h 12
T = = ) (12
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where N is the noise power of AWGN channel. Also

Pc _E; Ey,
== e () (13)

where M is M-level modulation format, Ey, /N is the energy per bit (, Ep) to the
spectral noise power density before clipping.

Therefore:

o’p

s = 14
e (14)
P=g =80 (15)

(02 = Gs)

where p is the instant power, and p > 0. The condition for s is:

: ~0= >0<s<® (16)
S — §< —
%(M — Gs) - -G
The probability density function of s is given by [9]:
dg(s) o?
76 =5l E2). 0o % (17)
Probability density function of s over Rayleigh channel by [11]:
o2 e_PrfTS)(:LGv) 0<s< o2
fs(s) = { P2 -Gs)? v USSS G (18)
0, Otherwise
BER over Rayleigh channel can be calculated by [12]:
o2
G
BER = [ BERawcn (s)fs(s)ds (19)
0
In case of QPSK (M = 4), we have:
E, 2-E
a4 (20)
No No

BERwon-opsk(s) = %erfc(\/E sin (g)) (21)
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3.2 BER Over the Rician Fading Channel

The probability density function of Rician fading is given by [10]:

fyip) = KD e <2f K(K+ 1)>

Pr r

D. Le Khoa et al.

(22)

(23)

where K-factor is the power ratio of LOS and NLOS components. Iy is the th-zero
order Bessel function of first kind. Probability density function of s over Rayleigh

channel:
_ |: (K+1)s +K:|
(K +1) e P,N (12-G)
PN—5(0<2 Gs)* 0<s< o
£(s) = [T e
xlg| 2, [l
0 P,A‘,—z(ozz—Gs)
0 Otherwise

BER over Rician channel can be calculated as [12]:

2

BER = | BERywon (s)f;(s)ds
0

In case of QPSK (M = 4), we have:

pred (K+1)s
%1 s ?(K+1) _[p,_w m)”(]
BER:éEEIfC< —>m€ No

e (0% — Gs)

(25)

(26)

K(K+1
iy 2, |—KELD )4
PrN—Ub(O(szS)
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To determine BER by using software, we substitute the modified Bessel function
[13] into above equation to obtain:

2 o0
T 1 (K +1)
BER =
(/),/n / 2ny/n P, 2 (a2 — Gs)’
Vi (27)

= zglwl)x +K| 42 ;[E,(KH) cosu
PrN—(;(chx) .v,»N—U’(lz ~Gs)
xe dtduds

4 Simulation Results

To verify the above equation, we simulated the OFDM system using QPSK with
the number of subcarrier of 64, and cyclic prefix of ¥4. We assumed that the system
was perfectly synchronized, single tap channel, and perfect channel information.
The simulation was carried out using data of 10® bit. BER equation over Rician
channel needs triple integrals, and we use software to numerically calculate those
equations [14].

Figure 2 compares the theory with the simulation over Rayleigh channel. The
simulation results fit perfectly with BER equations. When the clipping factor is
large, the BER approaches the idea case. Figures 3 and 4 present the simulation for
K factor of 1 and 10, respectively.

The simulation results fit perfectly with BER equations. For the case of K = 10,
the BER performance is degraded when clipping. The BER performance is 10~
when IBO is —5 dB at Eb/No = 20 dB. The BER performances are similar for a
small clipping factor (compare Figs. 3 and 4). These results show that clipping
factor causes more degrading for larger K factor.

Fig. 2 BER of clipped 10°
OFDM over Rayleigh channel
. 107 \Ti:‘wk\ \\\\\\
§ e e RS S e
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“ 02 \\ >
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Eb/No, dB
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Fig. 3 BER of clipped
OFDM over Rician channel
k=1)

Fig. 4 BER of clipped
OFDM over Rician channel
(k = 10)

5 Conclusion

Bit Error Rate
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In this paper, we build the BER equation for determining the bit error rate of
clipped OFDM signal over Rayleigh and Rician fading. The simulation results fit
perfectly with BER equations. The results show that when the clipping factor is
negligible, the BER performance degrades seriously. BER equation over Rayleigh
channel needs double integrals while BER equation over Rician channel needs
triple integrals. However, these calculations are easily done by using software. We
are currently analyzing more complex channels.
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Machine Learning Based Phishing
Web Sites Detection

Huu Hieu Nguyen and Duc Thai Nguyen

Abstract Phishing is a major problem that involves web sites and fraudulent
emails that aim to reveal users important information such as financial data, emails,
and other private information. Phishing activities have been in the increasing trend,
and many unsuspecting users have fallen victims of these websites and fraudulent
emails. This paper has analyzed the evaluation and design of the features used to
detect and reduce any false activity. The selected features not only depend on the
characteristics of the URL (Uniform Resource Locator), but also on the website
content. The TF-IDF algorithm is used to calculate the top keywords of the website
content that is used to extract one of the important features. The technique was
evaluated on the dataset of 4.420 legitimate URLs and 5.389 phishing URLs. By
considering features and evaluating using 5 classification algorithms, the resulting
classifiers obtain 98.8 % accuracy on detecting phishing website URLs.

Keywords Phishing - Malicious URL - Phished website - Machine learning

1 Introduction

Phishing is web-based attack that fraudsters use to steal the identity of Internet users
such as user id, password, and credit card information [1]. Attackers have a ten-
dency of constructing websites, and use them to fraud users by tricking them into
provide their private information. Phishers perform two main activities to make a
successful attack. First, they develop a website that is similar in terms of design and
functioning to a legitimate website owned by a famous organization. In addition,
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they urge normal users to visit those websites and trick them to provide sensitive
information via online form. The information is then saved to repositories that can
be accessed by attackers.

There has been an increasing tendency in phishing sites since 2006 with a 15 %
increment per year. The cost of phishing has not been properly documented, but it
has been approximated to range from 2 to 3.5 billion dollars per year [2]. Many
software companies have introduced several anti-phishing tools that enable them to
detect and prevent fraudulent activities. For instance, Google has a free
anti-phishing toolbar that enables users to detect suspicious activities [3]. Moreover,
eBay has a tool that allows its users to detect sites that are owned by the company.
There have been many anti-phishing toolbars that are available online and allow
users to download and use them. However, the evaluation of the available
anti-phishing tools indicates that very few of these toolbars can detect up to sixty
percent of the fraudulent websites and activities without any false positive [4]. The
above analysis leads to a need of creating a better model that has the ability to detect
these algorithms automatically.

In this paper, the authors proposed a mechanism to detect a phishing web page
using the machine learning method. The authors have used techniques to derive
properties of an URL, and then predicted whether the target URL is a phishing
website using 5 famous classification algorithms. The work made the following
contributions:

e Implementation of a system which collected many legit and phishing URLSs and
extracted effective features for URL classification. The features are extracted
from both URL and website content information.

e With the collected dataset, the authors evaluated and compared various classi-
fication algorithms such as J48 Decision Tree (DT), Random Forest (RF),
Support Vector Machine (SVM), Naive Bayes (NB), and Neural Networks
(NN).

The rest of the paper is organized as follows. Section 2 presents related works of
anti-phishing methods that are currently used. The details of our approach to URL
classification are discussed in Sect. 3. In Sect. 4, the author presents the evaluation
results through many of classification algorithms. Section 5 is the conclusion of this

paper.

2 Related Works

Although phishing is not a new security problem, internet users are still tricked into
typing their private information on malicious web pages. To overcome this kind of
attack, many of anti-phishing solutions have been developed to make people aware
of this kind of attacks.

The phishing detection techniques, which proposed in [5, 6], is implemented
using the blacklist method. A database of phishing website URLSs is built using
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many reported phising sources. When an URL is submitted, it will be looked up in
the database. If the target URL is found in the database, then it is marked as a
phishing URL. Unfortunately, this is not a efficient solution because a lot of new
phishing websites are created day by day.

Most popular phisihing detection method is using the browser-integrated addon.
These addons such as PwdHash [7], SpoofGuard [8] are installed in the browser to
protect user’s identity and other private information. SpoofGuard determines if the
web page is a phishing one by checking for symptoms (e.g. obfuscated URLSs).

AntiPhish browser addon [9] helps users to protect their information by warning
them whenever their sensitive information is submitted to a site that has different
location to the current site. This system has a problem when users want their
information to be used in multiple sites, because the system will alert whenever the
data is reused.

The machine learning approach [10—12] extracts many features of the URL and
the website content, these features are combined using an classification algorithm to
detect the phishing URL. In this paper, the author is not only focused on the
information in the URL, but also studied the the Google result when querying top
keywords derived from website content using the TF-IDF (Term Frequency Inverse
Document Frequency).

3 Approach and Implementation

This section has focused on implementation of a crawler, and uses it to analyze the
URL and its website content to extract the characteristics.
URLs are separated into 2 classes:

(a) Legitimate: URL is safe and the website provides normal services.

(b) Phishing: Website performs unintended actions to get sensitive data of its
users such as email, password, and credit card details by tricking users to enter
their personal information into a form.

3.1 Feature Extraction

The implemented crawler is used to extract features and information of URLs, and
categorize them into 3 groups:

(a) Lexical Features
IP Address:
Every URL has a numeric address that uniquely identifies it. The numeric
value is called the Internet Protocol (IP), and they are a series of numbers used
to identify a computer network. Phishing URLs usually contain IP addresses
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instead of a domain name. The feature identifies if the domain name of a web
page is its IP address [11].

Suspicious URL:

The feature checks if the target URL contains the symbol @ or maybe a dash
in its domain name. The symbol @, is responsible for making a string on the
left to be disregarded while that on the right is identified as the actual URL for
the web page. The limited size of the address bar in the address makes it
possible to identify a legitimate URL. Moreover, very limited number of
legitimate sites uses dashes on its URL.

Length of hostname:

Legitimate hostname is not long or short. The legitimate sites are also easy to
identify through the spelling of the hostname, and any other manipulation used
by phishing site. A legitimate site would have a hostname such as www.
facebook.com. However, phishing sites would use hostnames such as www.
facebooks.com.co. In other instances, the hostname is not spelt correctly or
might contain illegitimate extensions that the user can easily identify.

Page Content Features

TF-IDF: The significance of the word increases proportionally, but it is set by
the number of times it appears in the corpus. The term frequency (TF) refers to
the amount of time a word appears in a given document. These terms have to
be normalized for long document to prevent any form of biasness in term of its
importance. On the other hand, the inverse document frequency (IDF) is the
measure of any general significance of a specific term. It measures how
common a term is in a given document [13]. Therefore, a word has a high rate
of TF-IDF by having a high rate of frequency of the term in a specific doc-
ument, and having a low rate of frequency in a collection of a specific
document.

Many online criminals modify their website to copy a legitimate URL and
redirect any user information to their sites. Many companies have fallen
victims of such illegal websites including eBay and Google among others. The
model detects such modifications and traces the original website that the
criminal modified [2].

This feature is calculated by fetching the HTML content of the given URL,
deriving 5 terms that mostly occur in the document using the TF-IDF algo-
rithms, then querying them as the keywords in Google search engine. If the
domain in the given URL does not appear in top 5 results, then the given URL
is more likely to be a phishing site.

Suspicious Links:

This feature checks for any URL links provided in the web page. The testing
procedure is the same as the test of suspicious URL described above. If any of
the URL link fails the scan, the page is considered as phishing site.

Forms: The Hypertext Markup Language is used to determine the legitimate
sites. The HTML for legitimate sites identifies texts that are used by the host to
validate the user details. The feature identifies any form of HTML texts that
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ask users for their credit card number and any other personal information.
Many phishing sites contain these form that ask users for their personal data.
Domain Features

Site Popularity (Alexa): Alexa determines the website popularity based on
users review and number of users who have ever used the site in the past.
However, phishing sites have low popularity, few, or no reviews and lack any
standard rating. This feature is used to determine how popular the web site is
among users. A low rate in popularity might indicate a phishing site.

Age of Domain: Many phishing sites create a domain name before they send
out emails to users. Using WHOIS to implement the given feature is impor-
tant. As such, this feature examines the number of days from the day of the
domain registration [11]. If the domain name has just been registered for a few
months, it’s more likely a phishing site.

3.2 Dataset

The dataset contains two kinds of samples:

Legitimate website URLs are collected from [14], the site lists top 5000 websites
in the world. People can view the list for free. The authors collected 4.420
website URL from this source by using a crawler.

2. Phishing samples are collected from Phish Tank [15], an open project that
allows users to submit phishing URLs. 5.389 phishing URLs were collected.

With all the collected URLSs, a tool is designed to extract all the needed feature
information as described above to create the dataset of 9.809 samples for training
and testing process.

3.3 Training

In the training process, the authors used fivefold method to train/test with 5 clas-
sifiers in Weka [16]. This software contains a collection of machine learning
algorithms, and can be applied to the dataset easily. Below are the classifiers that
the authors used to evaluate the dataset.

(a)

Support Vector Machine:

This is the most effective evaluation method that utilizes decision line to create
decision boundaries [4, 17]. A decision plane ensures the approach has a series
of objectives in a class membership. This method also classifies objects in two
categories: red or green. The red objects fall to the right of the selected line
while the green objects to the left of the decision plane.
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(b) Naive Bayes:
The Naive Bayes classifier [17] originates from the Bayes Theorem, and is
effective when the inputs are high. However, the method is complex and
requires the user to have extensive knowledge of the model being used. The
classifiers used require variable parameters that are highly scaled to output the
maximum probability. Moreover, these classifiers are used to evaluate
close-form parameters using linear time rather than the iterative estimate.

(c) J48 decision tree:
The J48 decision tree allows the user to make a decision by eliminating the
irrelevant data [18]. The tree checks for the information gain within a given set
of data. Imagine a dataset that has the predictor lists and independent variable.
In addition, the dataset contains the required target or the dependent variable.
The J48 decision tree would help the user to determine the appropriate target
for each new record provided.

(d) Random forest:
Random forest works as the random hyperlink in the model [19]. It assumes
that an individual knows the formation of a single category. The forest forms
other three classifications in the process. The testing and training data process
requires the user to record any result from the implementation process. The
implementation process also requires the user to take several experiments to
validate the importance of the results.

(e) Neural Networks:
Neural networks [20] are networks of units (neurons) based on the real neural
structure of the brain. Units are arranged in layers. Neural networks “learn” by
processing records and comparing their classification of the record with the
known actual classification of the record. The errors from current classification
step are used to adjust the networks algorithm in the next step, and so on for
many iterations.

4 Evaluation

4.1 Feature Group Comparison

The authors separated all the features into 3 groups: Lexical Features, Page Content
Features, and Web Page Features to find out how much each feature group affects
the classification accuracy. For each feature group, the authors applied 5 learning
algorithms: Support Vector Machine, Naive Bayes, J48 Tree Decision, Random
Forest and Neural Networks to compare the results. From Fig. 1, the domain
features group and the page content feature group have made higher contributions
to the classification performance, the yellow columns which show 89.3-97.9 %, the
orange columns which show 94.9 % of accuracy while classifying URLs. The
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lexical features group contributes the least with 70.3—72.8 % of accuracy (the blue
columns).

4.2 Classifier Comparison

Given the dataset with 8 features extracted, the authors used 5 classifiers to compare
the performance. The results of training/testing the dataset of 9.809 samples using
fivefolds method are shown in Table 1. The metadata within the result table is:
Runtime Latency (RL), True Positive Rate (TPR), and False Positive Rate
(FPR) for each algorithm. Based on the results, the RF algorithm has performed the
best classification accuracy with the true positive rate 98.8 %. The NN has nearly
the same TPR and FPR with the RF but it’s runtime latency is higher (8.47 vs.
1.5 s). The NB has the shortest runtime latency (0.06 s) but the true TPR is not high
(96.6 %). The time latency when running SVM algorithm is too high (744.6 s) and
the classification accuracy is relatively low. So, the RF learning algorithm gives the
best accuracy in acceptable time when working with the dataset.

Table 1 Traing/testing result SVM NB J48 TD RF NN

for 5 algorith

or > a'gottums TPR (%) |86.1 969 985 98.8 | 98.4
FPR (%) | 114 2.8 15 12 16

RL (s) 744.6 0.06 0.48 1.5 8.47
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5 Conclusion

The paper has proposed the machine learning approach in order to separate web
page URLs into 2 classes: legitimate and phishing. A crawler is developed to
extract the feature data from 9.809 URLs, which are classified into three groups:
Lexical Features, Page Content Features, and Web Page Features. The dataset is
trained/tested with 5 classifiers. After selecting features and evaluating with 5
learning algorithms, the system can detect phishing websites with 98.8 % accuracy.
It is believed that this approach is complementary to previous approach on detecting
phishing website URLs. In future, it is recommended the use of hybrid learning
algorithm that could enhance the accuracy of URL classification problem.
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Simulation and Optimization
of a Non-linear Dynamic Process
Using Mathematica
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and Pham Nhat Phuong

Abstract Evolutionary algorithms (EAs) have proven to be a powerful and robust
optimizing technique even for complex optimization problems. The main aim of
this work is to show that such a powerful simulating and optimizing of a non-linear
dynamic process. In this paper, the complex reaction sequence used to study var-
ious reaction kinetics by optimization the rate constants. Two algorithms from the
field of artificial intelligent—Differential evolution (DE), Self-organizing migrating
algorithm (SOMA) are used in this investigation. Two optimization techniques
were developed using Mathematica for accurately determining the rate constants of
the reaction at certain temperature from the experimental data. The results show that
EAs are used successfully in the process optimization.
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1 Introduction

The optimization of dynamic process has received growing attention in recent years
because it is essential for the process industry to strive for more efficient and agile
manufacturing in face of saturated market and global competition [1]. Designing
optimal reactor parameters including control constitutes is one of the most complex
tasks in process engineering. The situation is particularly complicated by the fact
that the precise mechanism of chemical reaction kinetics is very often unknown. For
this reason it is necessary to carry out extensive measurements of input and output
concentration dependencies of components on time, temperature, etc.

Nowadays, Optimization is one of these words which is used almost every day in
different fields of human activities. Everybody wants to maximize profit and
minimize cost. This means optimizing in every task of industry, transportation,
medicine, everywhere. For these purposes, we need to have suitable tools which are
able to solve very difficult and complicated problems. As previous years proved,
use of artificial intelligence and soft computing contribute to improvements in a lot
of activities. One of such tools of soft computing are evolutionary algorithms [2, 3].

For chemical reactions, the determination of the rate constants is both very
difficult and a time consuming process. From the experimental concentration-time
data, initial values of rate constants were calculated. Experimental data encountered
several types of errors, including temperature variation, impurities in the reactants
and human errors. This research was to develop computer programs for determining
the rate constants for the general form of any complex reaction. The development of
such program can be very helpful in the control of industrial processes as well as in
the study of the reaction mechanisms. Determination of the accurate values of the
rate constants would help in establishing the optimum conditions of reactor design
including pressure, temperature and other parameters of the chemical reaction [4].

In this paper, the modelling of dynamic chemical engineering processes is
presented using the unique combination of simplified fundamental theory and direct
hands-on computer simulation; then the complex reaction sequence used to study
various reaction kinetics by optimization the rate constants by evolutionary algo-
rithms. Two algorithms from the field of artificial intelligent—Differential evolution
(DE), Self-organizing migrating algorithm (SOMA) are used in this investigation.
The optimized reactor was used in a simulation with optimization by evolutionary
algorithms and the results are presented in graphs.

2 Description of a Complex Reaction

This work uses a mathematical model of a complex reaction from the book
Chemical Engineering Dynamics: An Introduction to Modelling and Computer
Simulation [5].
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2.1 System

The complex bath reaction between formaldehyde, A, and sodium p-phenol sul-
phonate, B, proceeds in accordance with the following complex reaction scheme.
All the reactions follows second-order kinetics. Components C, D and F are
intermediates, and E is the final product.

Reaction Rate constants
A+B—C k1
A+C—D k2
C+D—E k3
B+D—F k4
C+C—F k5
C+B—G ko6
A+G—F k7
A+F—E k8

2.2 Model

For a constant volume batch reaction, the balance equations for each component
lead to

dc

d—tA — —k;CACg — kyCACc — k3CACG — KsCACE
dc

d—tB = —k;CACp — k4sCpCp — k¢CcCp

dCc 2
4t = K1CaCa — kaCaCe — ksCcCp — 2ksCg — ksCcC
dC

d—t" = kyCaCc — ksCcCp — kyCpCp

dc

d—tE = —k3CcCp +kgCaCr

dCr )

4 = KaCoCp +ksCg +k7CaCq — KsCaCr

dC

TtG — ksCcCp — k7CaACq

where C: Concentration (kmol/m3); k: Rate constants (m3/krn01 min); R: Rate
(kmol/m3 min) A, B, C, ..., G refer to component 1, 2, 3 ..., 8 refer to reactions.
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3 Simulation of Chemical Process

Many different digital simulation software packages are available on the market.
Modern toll are numerically powerful, highly interactive and allow sophisticated
types of graphical and numerical output. Many packages also allow optimization
and parameter estimation. In this work, we used program Mathematica 7.0 to
simulate and present concentration-time profiles using parameters as given in the
program, time for simulation is 1000 (Fig. 1).

4 Methods and Optimization

4.1 Select Evolutionary Algorithms

For the experiments described here, stochastic optimisation algorithms, such as
Differential Evolution (DE) [6], Self-Organizing Migrating Algorithm (SOMA) [3]
were selected. Main reason why DE, SOMA have been seed comes from con-
temporary state in chemical engineering and EAs use. Since now has been done
some research with attention on use of EAs in chemical engineering optimization,
including DE. This participation has to show that applicability of relatively new
algorithms is also positive and can lead to applicable results, as was shown for
example in [7], SOMA is a stochastic optimization algorithm that is modelled on
the social behaviour of co-operating individuals [3].

Differential Evolution (DE)

Differential Evolution [1] is a population-based optimization method that works on
real-number coded individuals. For each individual xi,G in the current generation
G, DE generates a new trial individual x’i,G by adding the weighted difference
between two randomly selected individuals xrl,G and xr2,G to a third randomly
selected individual xr3,G. The resulting individual x’1,G is crossed-over with the
original individual xi,G. The fitness of the resulting individual, referred to as
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i={12,..,NP}, j={12,..,D},G =0, rand [0,]]€[0,1]

3. While G<G

max

1.Input: D, G,

2. Initialize : {

4. Mutate and recombine :
4.1 n,n,ne{l2,..., NP}, randomlyselected, except:r, #r, #r, #i
42 j € {1,2,...,D}, randomly selected once each i

X nG +F- (x/.m,c _xf.r'z.G)

Vi< NP{43 Yj<Du;, .= if (rand [0,]]<CRYV j = j,..a)
X;, s otherwise
5.Select
- Uiga I flg) < f(Rg)
XiGe1 =9 = .
Xig otherwise
G=G+1

Fig. 2 Pseudocode of DE

perturbated vector ui,G + 1, is then compared with the fitness of xi,G. If the fitness
of ui,G + 1 is greater than the fitness of xi,G, xi,G is replaced with ui,G + 1,
otherwise xi,G remains in the population as xi,G + 1. Deferential Evolution is
robust, fast, and effective with global optimization ability. It does not require that
the objective function is differentiable, and it works with noisy, epistatic and
time-dependent objective functions. Pseudocode of DE shows (Fig. 2).

Self Organizing Migrating Algorithm (SOMA)

SOMA is a stochastic optimization algorithm that is modelled on the social
behaviour of co-operating individuals [3]. It was chosen because it has been proved
that the algorithm has the ability to converge towards the global optimum [3].
SOMA works on a population of candidate solutions in loops called migration
loops. The population is initialized randomly distributed over the search space at the
beginning of the search. In each loop, the population is evaluated and the solution
with the highest fitness becomes the leader L. Apart from the leader, in one
migration loop, all individuals will traverse the input space in the direction of the
leader. Mutation, the random perturbation of individuals, is an important operation
for evolutionary strategies (ES). It ensures the diversity amongst the individuals and
it also provides the means to restore lost information in a population. Mutation is
different in SOMA compared with other ES strategies. SOMA uses a parameter
called PRT to achieve perturbation. The PRT Vector defines the final movement of
an active individual in search space.

The randomly generated binary perturbation vector controls the allowed
dimensions for an individual. If an element of the perturbation vector is set to zero,
then the individual is not allowed to change its position in the corresponding
dimension. An individual will travel a certain distance (called the path length)
towards the leader in n steps of defined length. If the path length is chosen to be



138 T.T. Dao et al.

Input : N,Migrations ,PopSize >2,PRT € [0,1],Step € (0,1], MinDiv € (0,1],
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Fig. 3 Pseudocode of SOMA

greater than one, then the individual will overshoot the leader. This path is per-
turbed randomly. For an exact description of use of the algorithms see [3] for
SOMA. Pseudocode of SOMA is (Fig. 3).

4.2 Static Optimization of Complex Reaction

Simulation of the kinetic reactions is performed with the aid of a Mathematica
computer program. The simulation program reads the initial values of the rate
constants, the initial concentration of the reactants and the simulation start, end and
interval times.

The simulation results are compared with experimental results at each measured
point. All deviations between experimental and calculated values are and summed
up to form an objective function F:

t
F= E |exp.conc. — calc.conc|
1=0

where: exp. conc.: experimental concentration; calc. conc.: calculated
concentration.

The summation starts from the initial time and ends at the final time. The value
of the objective function is stored (Table 1).

Parameter settings for algorithms

The control parameter settings have been found empirically and are given in
Table 2 (SOMA) and Table 3 (DE). The main criterion for this setting was to keep
the same setting of parameters as much as possible and of course the same number
of cost function evaluations as well as population size (parameter PopSize for
SOMA and NP for DE).
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Table 1 Initial values

Second oder rate constants (m>/kmol) Initial concentrations (kmol/m>)
k; =0.16 A0 =0.15 INIT A = AO
k, = 0.05 B0 =0.1 INIT B = BO
k; =0.15 Co0=0 INIT C = CO
ks =0.14 D0O=0 INIT D = DO
ks = 0.03 E0O=0 INIT E = EO
ke = 0.058 FO=0 INIT F = FO
k; = 0.05 G0=0 INIT G = GO
kg = 0.05
Table 2 SOMA parameter A
setting Path length 3

Step 0.41

PRT 0.1

PopSize 20

Migrations 40

Min div -1

Individual length 6

CF evaluations 6951
Table 3 DE parameter A
setting

NP 20

F 0.9

CR 0.2

Generations 200

Individual length 6

CF evaluations 4000

5 Optimization Results

Due to the fact that EAs are partly of stochastic nature, a large set of simulations has
to be done in order to get data for statistical data processing. Two algorithms
(SOMA, DE) have been applied 50 times in order to find the optimal rate constant
reaction parameters. All important data has been visualized directly or/and pro-
cessed for graphs demonstrating performance of two algorithms. Table 4 present
rate constants parameters and their best results which has been optimization done
by SOMA and DE. Estimated parameters and their diversity (minimum, maximum
and average) are depicted in Figs. 4 and 5. The history of the evolution by SOMA
and DE shown in Fig. 6. From those pictures it is visible that results from two
algorithms are comparable.
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Table 4 Rate constants optimal parameters by SOMA and DE

Rate constants Optimal parameters by SOMA Optimal parameters by DE
k; 0.154071 0.164234

k> 0.0619295 0.0608726

ks 0.221181 0.278205

ky 0.140526 0.18626

ks 0.0525599 0.0372953

ke 0.0905671 0.106854

k; 0.0620407 0.0654213

kg 0.0509923 0.0534687

Graphics results
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Output of Mathematica DE version Output of Mathematica SOMA version
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Fig. 6 History of evolution of SOMA and DE. a Process evolution by DE. b Process evolution
by DE

6 Conclusion

Research on this work is concerned with the field of simulation and optimization of
chemical engineering through EAs using program Mathematica. From the results,
we had successful realized:

e description and analysis of the chosen dynamic system more concretely those in
the processes of a complex reaction,

e modelling of dynamic chemical engineering processes is presented using the
unique combination of simplified fundamental theory and direct hands-on
computer simulation,

e selecting and demonstrating EAs and practical method to optimize the chemical
process, especially of complex bath reaction,

e demonstrating the use of designed algorithms for global optimization in oder to
determine the rate constants of a complex reaction and comparison between
SOMA and DE algorithm.

The results produced by the optimizations depend not only on the problem being
solved but also on the way how to define a given function. All simulations were
repeated 50 times for each EA with the same initial conditions for each simulation
in oder to determine the optimal rate constants parameters.

The proposed procedures could be modified to simulate any kinetic reaction, of
any order and nature. Determination of accurate rate constants is very helpful in
establishing the optimum conditions of pressure, temperature, feed composition,
reactor design and other chemical parameters.

In addition, from this research, we can conclude that EAs have shown great
potential and ability to solve complex problems of optimization, not only at the field
of chemical engineering process but also in diverse industrial fields.
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Personality Disorders Identification
in Written Texts

Petr Saloun, Adam Ondrejka, Martin Mal¢ik and Ivan Zelinka

Abstract This article describes a method for dealing with the detection of possible
personality disorder without the necessary presence of specialists and using the
patient’s self-essays. Written text is analyzed by using NLP techniques and is
categorized into one of the three main groups of personality disorders we chosen—
fear, procrastination and intolerance of uncertainty. We customized approach based
on features extraction, sentiment analysis and classification by well-known classi-
fiers: Naive Bayes, Multi-Class Support Vector Machine, k-Nearest Neighbors and
Decision Tree. The first experiential, based on real data consulted with specialists,
have shown promising results. Greater or lesser personality disorders are due to a
stressful and time-titch way of life quite frequent nowadays. In the cases of
restrictions or complications in the suffering individual’s life is early identification
and problem solving more than desirable. But some people consider visiting a
specialist as a personal failure a and due a shame they do not solve the problem
even if it suspects themselves. Psychologists and psychiatrists on the other hand use
several methods to detect personality disorders today, either by observation during
the interview, a questionnaire and a written self-essay.

Keywords Natural language processing - Web engineering - Personality
disorders - Psychology - Psychiatry - Document classification - Features extraction
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1 Introduction

The most widespread and most reliable way to detect personality disorder is, of
course, a personal examination by a specialist—psychiatrist. Part of the people who
suspect that they might be with something wrong, do not seek professional help,
consider it as a kind of personal failure and mental illness deemed inferior physical
illness. Such people then worried unnecessarily longer than people who seek help in
time. Often they decide to visit only after pushing around. Another way of at least
tentatively estimated mental disorder without direct personal contact can be suitably
prepared in an advance by answering questions that will lead to at least partial
identification or otherwise providing information in written form.

We are focusing on this last possibility of the indirect contact. In our web system
user can determine whether his behavior and feelings show signs of one of the three
personality disorders, which primarily focuses, namely: fear and anxiety, pro-
crastination and tolerance of uncertainty. The user will be able to choose two ways
to ascertain this information. Either by questionnaire or by writing essays himself
summed up his feelings and problems. In this article we focus on the problems
identified in the self-essay, both approaches are obviously designed and consulted
with experts in the field of psychiatric and personality disorders.

This work builds on our previous research [1]. In the first phase of research, we
decided to verify that you can recognize personality disorders from text using
features extraction, their classification and machine learning. We abandoned the
idea of simple comparing the occurrences of words and their frequency in relation
to the reference models. Text features are extracted by methods using natural
language processing and by estimating polarity, thus analyzing sentiment using our
earlier research in this area [2]. The acquired features are then categorized by
several well-known classifiers with real data obtained from a medical clinic web site
by web engineering method.

b

Self- Models of
essay personality
disorders

|\ Natural language Polarity decision J—) Find similarities
processing
@ <):| » ’4— Make features I

Personality disorder Classifiers
(SVM, K-Neigbour, NB...)

Fig. 1 Identifying personality disorders in user’s self-essay
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The research described in this article is part of an Internet project dealing with
psychology and mental health problems, which is still under development. Web is,
except tools to detect personality disorders, also informative in nature and will
include a description of mental illness, prevention advice and contacts to special-
ized units. Our approach is illustrated in Fig. 1.

2 State of the Art

The solving of our problem is offered by documents classification and catego-
rization in which have been already many works, but none of them directly deal
with searching for personality disorders or any other mental disorders from the text.

Zang in work [3] to classify web document presents a method based on fuzzy
k-Nearest Neighbors (k-NN) network which is modified k-NN. Features extraction
is carried out according to the properties used term frequency/inverse document
frequency. The experiments indicate that the proposed method is better in com-
parison with the simple k-NN and SVM.

Quiang in [4] focused on the features extraction from the documents and their
following categorization. To obtain the document features he use the Categorical
Term Frequency Probability (CTFP), which defines the characteristics of the main
terms for each category. Then is used the Mean-Variance-based CTFP to selects
key features. Experiments conducted using SVN classifier and data from corpora.
The results shown that the chosen method has a better FI-metric for document
categorization.

In [5] Li presents learning algorithm using back-propagation neural network for
document categorization which, as is shown in article, solve problem with slowness
and involving into local minimum in case of common neural network algorithm.
The experimental results also shown higher categorization effectiveness.

Work [6] by Polajnar improves Explicit semantic analysis (ESA) method to
computing similarities between documents. Article provides two solutions for
integration of concept-concept similarities into the ESA model with promising
results.

Li use in [7] finds similarity between documents by content analysis. They use a
linked-based method based on random walk on graphs. Experimental study shows
good accuracy, performance and fast convergent-rate.

Islam presents in [8] a method for measuring the semantic similarity of texts
using a corpus-based measure of semantic word similarity. He also describes
modified version of Longest Common Subsequence string matching algorithm
which uses to support texts similarities. Experiment is although focused on short
paragraph, but should be applicable for long texts too. Experiments shown algo-
rithm is better then several competing methods.

Turney in [9] deals with semantic processing of text in Vector space models
(VSM). The work summarizes the literature in the field of semantic research in
VSM and provides a new perspective. Turney describes methods and approaches



146 P. Saloun et al.

for three main VSMs classes, based on term-document, word-context, and
pair-pattern matrices.

Vikas in [10] compares coefficient for finding out the most relevant documents
by genetic algorithm. He tries Jaccard, Dice and Cosine coefficient for the given set
of keywords retrieved from Google search results. The experiment showed the most
relevant results were given by Cosine similarity coefficient followed by Dice and
Jaccard.

3 Features Extraction

For above mentioned three basic types of personality disorders we created basic
models in cooperation with a specialist. The basic models is consisted of keywords,
supporting phrases and reference text. The keywords are words which strongly
mean analyzed text showing signs of some kind of personality disorder. The words
are of negative meaning such as indecisiveness, withdrawal, loneliness. The sup-
porting phrases are more general in nature. They have no power as keywords,
according to them, we can determine whether a person has or does not have the
problem of psychological nature. They include phrases like: leave me alone, it’s
somehow turns out, I do not want to deal with. The reference texts are the full texts
in sentences, to illustrate how could the description of an individual personality
disorder appear.

After the first draft looking for similarities between the words of the text, we
decided to use approach based on machine learning algorithms. For this process is
necessary to select and extract the correct features of texts that are inputs to the
classifiers. Our chosen solution is shown in Table 1.

The features 1-3 means similarity value between compared self-essay and each
of three personality disorder models. Similarity is expressed as origin Dice coef-
ficient [11], Eq. 1.

EZ‘TB‘w
d(A.B) = &=L 1 1

where A and B are sets of compared keywords, a is keyword, a € ANB, d,;, is
difference between actual year and author’s publication of attribute a;.

Table 1 Model of extracted  Reaure no. Name

feature used for classification —
1-3 Keywords similarity
4-6 Support phrases similarity
7-9 Reference text similarity
10 Polarity
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The features 4-6 are again similarity, but for supporting phrases in reference
models, 7-9 means similarity between whole compared text and personality dis-
orders models’ reference texts. The last 10th feature represents polarity of text, the
sentiment in other words. All available compared texts had negative polarity, so we
assume one of the sign of personality disorder is negativity in user self-essay.

To obtain these features is needed to properly adjust the text yet. For this
purpose we use the library for Python NLTK [12] and a Czech text parser
Morphodita [13]. The text in the first step goes through natural language pro-
cessing. Firstly, we prepare text for following Morphodita parser to get better
results. The excess blank spaces and special characters are removed, possible errors
in text, like missing comma accents characters, are corrected. In next step modified
text is parsed by Morphodita. We retrieve information about structure of sentences,
lemmas, words’ part-of-speech, named entities and label whether examining word
is negated or not. During our examination we found that the decisive word and
phrases are often adjectives, verbs and adverbs, so for these the weight-term is
increased. The polarity is estimated by these acquired data. Before finding simi-
larities between reference models are removed stop-words, named entities as
Person, Place which could cause noise in the resulting comparison. Solving similar
problem with similar approach, but for Slovak language, is mentioned in work [14].

4 Self-essay Polarity

To determine polarity—sentiment of self-essay we continue are previous research
[2]. In the Czech language, we meet with ways to create sentences that complicate
the analysis of sentiment. These include the use of double negation, which turns the
original idea and gives it the opposite meaning. We use a lexicon approach in
combination with sentence analysis. The method is shown in Fig. 2.

Firstly we process text to be more unified, the steps described in previous
Chapter are used. We define three sets of words (lexicons): polarity phrases, po-
larity strengths and exceptions. The polarity phrases contains possible words and
phrases occurring in texts that describes the moods and feelings of people written in
the first person, so they could be considered as self-essays to identify personality
disorders. The second lexicon, polarity strengths, contains phrases with defined
strength of polarity. Values are in interval (—2;2) where —2 is strongly negative
and 2 is strongly positive. For each found word or phrases in analyzed self-essay is
assigned the right value from lexicon. The last lexicon, exceptions, rules defines
exceptions for special cases appearing in Czech language. It is, e.g. double nega-
tion, where the rule switch found polarity to the other or shift it to another word.

The step of formula transformation is probably the most important in whole
algorithm. A sentence is transformed to formula which is later evaluated for the
polarity. In this phase the words and phrases are searched in the all three lexicons
and found expressions are evaluated for the final sentiment. The chance of finding
match between text and lexicons is increased by performed lemmatization. This
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Fig. 2 Polarity analysis in Self-essay
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step is very important especially for Slavic languages where inflection of words is
various. When the formula is evaluated polarity can be recognized. The result is an
polarity class which is based on polarity value from interval (—2;2) and named as
megative2, negativel, neutral, positivel, positive2. There is also a list of all related
polarity classes. Unfortunately, from this results it can be difficult sometimes to
decide about polarity, so sometimes human intervention could be necessary.

5 Finding Personality Disorders

For finding and identifying the personality disorders in written self-essays we
choose a way of learning classifiers by training datasets. For this purpose we use the
Python library scikit-learn." The four classifiers were selected: Multi-Class Support
Vector Machine, k-Nearest Neighbors classifier, Decision Trees.

"http://scikit-learn.org/.
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5.1 Multi-class Support Vector Machine

Support Vector Machine (SVM) [15] are supervised learning models with associ-
ated learning algorithms. The task classification SVM searches hyperplane in the
feature space optimally divides the training data. The optimal hyperplane is such
that the points located in the opposite half-space and the value of the minimum
distance points from the plane is the greatest. In other words, around hyperplane it
is on both sides of the widest streak without points (the maximum distance,
maximal margin). On description hyperplane simply the closest points which is
usually little—these points are called support vectors. This method is binary by
their nature, thus divides the data into two classes. Dividing hyperplane is linear in
the feature space.

Since we want to classify more than two classes, a special version Multi-Class
SVN [16] is used. In this case is created njugs * (Meass — 1)/2 classifiers, where
Neass Means number of classes.

5.2 K-Nearest Neighbors Classifier

K-Nearest Neighbors classifier (KNN) is a method of supervised learning, which
are classified elements represented by multidimensional vectors into two or more
classes. In the learning phase is pretreated training set, so that all symptoms had a
mean value of 0 and variance 1—This places each element of the training set to
some point in N-dimensional space. Classification stage will put the interviewee
element into the same space and find the nearest neighbors. The object is then
classified into the class where most of those closest neighbors.

5.3 Decision Trees

Decision Trees (DT) [17] are a non-parametric supervised learning method used for
classification and regression. are one of the most popular data mining techniques.
The reasons for the application of these techniques are several. The main reason lies
in its clarity and ease of interpretability, which allows users to quickly and easily
evaluate the results and identify key items and retrieve interesting segments of the
cases. The aim of the decision tree is to identify the objects described by different
attributes to classes. We can imagine them as rows in a table, where each column of
attributes (color of eyes, length of the tail). Since it is a tree, the algorithm is very
fast. A decision tree must first create a set of given trained dataset.
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5.4 Naive Bayes

Naive Bayes (NB) [18] methods are a set of supervised learning algorithms based
on applying Bayes’ theorem with the naive assumption of independence between
every pair of features. NB learners and classifiers can be extremely fast compared to
more sophisticated methods. The decoupling of the class conditional feature dis-
tributions means that each distribution can be independently estimated as a one
dimensional distribution. This in turn helps to alleviate problems stemming from
the curse of dimensionality.

6 Experiments

Since we modified algorithm of polarity-sentiment analysis, especially change
content of lexicons, we had to verify ability of polarity decision, as well as abilities
of each classifiers.

6.1 Verifying Polarity-Sentiment Analysis

To test the polarity analysis, we used 100 real posts similar to self-essays. We
examined five levels polarity: negative2, negativel, neutral, positivel, positive2.
Results are in Table 2.

In the first column is retrieved polarity level. Last column is F-Measure result,
the popular measurement of a test’s accuracy which is defined in Eq. 2.

recision X recall
F=2x?

2)

precision + recall

The experiment showed slightly worse results compared to the results achieved
in the original article. This may be caused by using new lexicons, but will also play
the role of subjectivity that occurs when evaluating sentiment. Posts can be labeled
according to subjective opinion to a different level than it would be evaluated by
other person.

Table 2 Verification of

: ! Level F-measure (%)
polarity analysis Negative2 20
Negativel 73
Neutral 82
Positivel 72
Positive2 80
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Tablfe 3 VerAiﬁcat.ion of Classifier | Correct Correct F-measure (%)
classifiers to identify types healthy sick
of personality disorders

SVN 21/30 34/60 72.4

KNN 20/30 31/60 67.7

NB 20/30 32/60 69.1

DT 17/30 27/60 54.8

6.2 Verifying Classifiers

At this early stage, we tested mentioned classifier to decide if compared self-essay
has signs of personality disorders and which type it has. For testing purpose were
chosen posts from online advice forum on web site ulekare.cz.” We manually
selected 90 posts of them. Posts were divided into groups. The first group of 60
posts were texts which have replied by specialists containing possible diagnoses of
personality disorder. The second group contained 30 posts of texts which had
characteristics of self-essay, but were positive, without signs of personality disor-
ders. The posts were also written as self-essays, samples are very close to real data
which will be inputted in preparing web system (Table 3).

The trained dataset consists of 30 retrieved posts and next 10 real self-essays
obtained from specialist. The tested dataset contained 30 posts from web site ule-
kare.cz. The Table 4 describes results of first simple self-essay classification, if it
has any kind of personality disorder or was written by mentally healthy user.

In the first column is shown name of classifier method. The second column
describes how many of healthy self-essay were correctly detected. The third column
summarize number of correctly detected self-essays containing one of three per-
sonality disorders. The last column contains F-measure.

As the table shows, the best results reaches the SVN classifier with F-Mesaure
72 %. 1t correctly identified 21 of 30 healthy posts and 34 of 60 sick posts. The
second best result achieved NB with F-Mesaure equals to 69.1 %. The third was
K-NN with 67.7 % and last one is DT classifier with F-Measure only 54.8 %.

In the second phase we tested classifiers to verify an ability to deal with cate-
gorization of sick self-essay to the right personality disorder category. The same
classifiers were chosen. Results are shown in table

The first columns labels used classifier. In the second column is shown number
of self-essays which were identified to correct personality disorder category (one of
fear, procrastination and intolerance of uncertainty). The third column describes
wrongly categorized self-essays and in last column is again the F-measure of
classifier. The best results were given by SVN again. It correctly identified 44 from
60 self-essays with F-measure 73 %. Similar results were in cases in KNN and NB.

2http://www.ulekare.cz/poradna-lekare.
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Table 4 Verification of classifiers to identify healthy self-essays and personality disorders

Classifier Rightly identified Wrongly identified F-measure (%)
SVN 44 16 73
KNN 39 21 64
NB 40 20 65
DT 35 25 61

They returned 39 and 40 correctly identified personality disorders, F-Measure was
64 % for KNN and 65 % for NB. The worst result was returned by DT classifier,
but not so significantly as in the previous experiment. F-Measure was 61 %.

7 Conclusion

The main goal of this work was to create method to identify personality disorders in
self-essays, the texts summarizing feelings and mood of user. We have chosen a
different way of document classification. For features extraction are used similarity
with reference models by Dice coefficient and modified polarity-sentiment analysis
from our previous research. Identification of personality disorders were decided by
well-known classifiers: Multi-Class Support Vector Machine, K-Nearest Neighbors
Classifier, Decision Tree and Naive Bayes. In the case of modified sentiment
analysis success ratio stay around 72-82 % as in previous research. Slightly worse
results were caused by modified lexicons and subjective evaluation polarity of
tested posts. The identification of disorders was tested by real dataset of 90 posts
from online advice forum. Firstly was verified ability of recognition if tested
self-essay is or is not one with personality disorders. The best result achieved the
SVM with F-measure 72 %. Secondly, the categorization into individual personality
disorders was tested. From previous dataset were selected 60 sick posts and clas-
sified with same classifiers. The best one was again the SVM with F-Measure
around 71 %.

The next research will aim to increase the training dataset for classifiers and
improving and to improve the success rate of identifying the correct personality
disorders. We also want to continue in sentiment analysis and add more sophisti-
cated features for sentiment evaluation.
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Compare Different Recent Methods
and Propose Improved Method for Risk
Assessment of Damages Due to Lightning

Quyen Huy Anh, Le Quang Trung and Phan Chi Thach

Abstract This paper compares and analyzes the different methods of risk assess-
ment of damages due to lightning in IEC 62305-2 and AS/ANZ 1768 standards.
From there, proposes the improved method based on the calculation method rec-
ommended by IEC 62305-2 standard, with some additional and more detailed
calculation formulas proposed by AS/ANZ 1768 standard and the shielding factors
along the distribution line proposed by IEEE 1410 standard. The LIRISAS program
for calculating the risk of damages due to lightning is built on the proposed method,
has the reliable result, high accuracy and the user utility.

Keywords Risk assessment due to lightning - Damage caused by lightning -
Lightning protection

1 Introduction

Vietnam is a country which has monsoon tropical climate, so lightning activity is at
a high level and the risk of damage caused by lightning is very serious. Currently,
the selection of lightning protection solutions for structures mainly based on
experience and preliminary calculation, not based on the results of risk assessment
of damage due to lightning. In the world and our country there have currently
been a lot of standards and researches on risk assessment of damages caused by
lightning, such as: IEC 62305-2 [1, 8-10]; AS/ANZ 1768 [2]; BS EN: 62305 [4];

Q.H. Anh (X)) - L.Q. Trung - P.C. Thach

Faculty of Electrical & Electronics Engineering,

University of Technical Education HCM City, Ho Chi Minh City, Vietnam
e-mail: anhgh@hcmute.edu.vn

L.Q. Trung
e-mail: trungttc276 @yahoo.com.vn

P.C. Thach
e-mail: phanchithach12@gmail.com

© Springer International Publishing Switzerland 2016 157
V.H. Duy et al. (eds.), AETA 2015: Recent Advances in Electrical

Engineering and Related Sciences, Lecture Notes in Electrical Engineering 371,

DOI 10.1007/978-3-319-27247-4_14



158 Q.H. Anh et al.

NFPA 780 [5]; ITU-T K.39 [6]; QCVN 32:2011/BTTTT [7];..., each of which has
its own advantages, risk assessment approaches and ranges of applications. In
particular, the IEC 62305-2 standard and AS/ANZ 1768 standard are the most
generic and detailed. For appropriate lightning protection measures adequate to the
nature and current status of the structure, and lightning activity in the region. The
construction of improved method of risk assessment caused by lightning with the
detailed level of the input parameters shall be carried out to bring the accuracy
results and the reasonable solutions for lightning protection.

2 Comparison of Risk Components and Proposal
for Improvement

2.1 Risk Components Related to Injury to Living Beings
When Lightning Strikes to the Structure

1. Comparison of risk components related to injury to living beings when lightning
strikes to the structure (Table 1):

Where: Ry, R;, are the risk of injury to living beings; Np, N; are the number of
dangerous events due to flashes to structure; Ap, A, are the collection area for
flashes to structure; Cp, C, are the location factor; Ly, d;, are loss of human life; Py,
P, are the probability of injury to living beings by electric shock due to touch and
step voltage; Pz, is the probability reducing P, depending on protection measures
against touch and step voltages; pp is the probability of physical damage to a
structure, py, is the probability that lightning will cause a shock to human being; &;
is the reduction factor for structure lightning protection system; py is the probability
of a dangerous discharge based on construction materials of the structure.

From the Table 1 above, we can see the difference in the calculation of the
probability of shock to living beings due to touch and step voltage (P, P,) when
lightning strikes to the structure. Whereas, in [2] with the additional probability of a
dangerous discharge based on construction materials of the structure (py).

2. Proposal for improvement:

To increase the accuracy of the probability P, for risk component R4 in [1], the
probability of dangerous discharge based on structure construction materials (p)
should be added as follows:

Py = ki X P, X ps (1)

Table 1 Risk of injury to living beings when lightning strikes to the structure

IEC 62305-2 [1] AS/ANZ 1768 [2]
Ry =Np X Py X Ly Ry, = Ng X P, X 6y,
Np =Ng x Ap x Cp x 107° Np =Ny x Ag x Cy
Ppr = Pra X pp Py, = ki X pp X ps
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2.2 Risk Components Related to Physical Damages Due
to Lightning Strikes to the Structure

1. Comparison of risk component related to physical damages due to lightning
strikes to the structure (Table 2):

Where: Rp, R, are the risk of physical damage; Np, N, are the number of
dangerous events due to flashes to structure; Pp is the probability of physical
damage to a structure; Lg; (i = 1,4) is the loss in structure related to physical
damage; P; is the probability a direct strike to structure will cause physical damage,
oris the damage factor for fire, kj, is the increasing factor for fire and overvoltage; 7,
is the factor reducing loss due to provisions against fire; ¢ is the reducing loss
depending on risk of fire; &, is the factor increasing the loss when special hazard
present; L is the loss in the structure due to physical damage; n, is the number of
possible endangered persons; 7, is the expected total number of person, 7, is the time
in hours per year that persons are present in a dangerous place; & is the reduction
factor for fire protection; pyis the probability that a dangerous discharge will initiate
a fire, explosion; k; is the reduction factor for structure lightning protection system;
P, is the probability of a dangerous discharge based on construction materials of the
structure; P, is the probability that external wiring carries a surge from structure
that cause physical damage; c, is the value of animals in the zone; ¢, is the value of
the building relevant to the zone; c. is the value of the content in the zone; c, is the
value of internal systems; ¢, is the total value of the structure.

From Table 2 above, we can see the level of details when calculating the
probability P in [2] compared with the probability P, selected from the table in [1].
However, the reduction factor for fire protection k; and the probability of lightning
discharges cause fire, explosion, mechanical destruction or chemical release py in
[2] are corresponding to two coefficients 7, and rr in equations of calculating
coefficient Lg; in [1].

2. Proposal for improvement:

To increase the accuracy of the probability Pp for risk component Ry in [1], the
probability that external wiring carries a surge from structure that causes physical
damage (P,,; and the probability of dangerous discharge based on structure
construction materials (p,) should be added as follows:

PB:kl'ps_'_Pewd (2>

Table 2 Risk of physical damage due to lightning strikes to the structure

IEC 62305-2 [1] AS/ANZ 1768 [2]
RB:NDXPBXLB,',(I':L“) R_y:NdXPSX(ijkh

Lgy =r, X 1y X h; X Lg X ny/n, x t,/8760 Py = ky x pr x (ki X ps+ Pewa)
Lgs =1, X1y X Lp X (ca+cp+cc+¢5)/c
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2.3 Risk Components Related to Failure of Internal Systems
Due to Lightning Strikes to the Structure

1. Comparison of risk components related failure of internal systems due to
lightning strikes to the structure (Table 3):

Where: R¢, R, are the risk of failure of internal systems when lightning strikes
directly to the structure risk of physical damage; Np, N, are the number of dan-
gerous events due to flashes to structure; Pc, P,, are the probability of failure of
internal systems; Lc is the loss related to failure of internal systems; Jy is the
damage factor for overvoltage, kj, is the increasing factor for fire and overvoltage;
Pspp is the probability reducing P when coordinated SPD (surge protected devi-
ces); Crp is the factor depending on grounding and isolation condition, k; is the
reduction factor for structure lightning protection system; p; is the probability of a
dangerous discharge based on construction materials of the structure; p; is the
probability of a dangerous discharge based on internal wiring type; k, is the
reduction factor for isolation equipment on internal equipment; k3 is the reduction
factor for SPD on input of equipment, k,, is the correction factor for impulse level of
equipment; P, is the probability that external wiring carries a surge from
structure that cause a damaging overvoltage to internal equipment.

According to [1, 2] and from Table 3 above, the probability Py in [2] is cal-
culated more detail when considering the factors such as: the probability of dan-
gerous discharge based on structure construction materials (py); the probability of
dangerous discharge based on internal wiring type (p;); reduction factor for surge
protective device on input of equipment (k3); correction factor for impulse level of
equipment (k,,) and probability that external wiring carries a surge from structure
that causes a damaging overvoltage to internal equipment (P,,.4,)-

2. Proposal for improvement:

When calculating the probability of failure of internal systems due to lightning
strikes to the structure P in [1], the coefficients such as calculated probability P, in
[2] should be added as follows:

Pe=1—(1—ky Xpsxp;ixhkyxksxky)(l—=Peyao) (3)

Table 3 Risk of internal systems due to lightning strikes to the structure

IEC 62305-2 [1] AS/ANZ 1768 [2]
RC:NDchXLC RW:NprwXé()th
PC = PSPD X CLD Pw =1- (1 — kl X ps X pi X kz X k3 X kw)(l —Pewd())
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2.4 Risk Components Due to Lightning Strikes to and Near
Service Lines

1. Comparison of risk components due to lightning strikes to and near service lines
(Table 4):

Where: Py, Py, Py, Pz are the probability of injury to living beings, physical
damage, failure of internal systems due to lightning strikes to service lines and
failure of internal systems due to lightning strikes near service lines; Pry is the
probability depending on protection measures against touch voltages; Pgp is the
probability reducing Py and Py depending on line characteristics and withstand
voltage of equipment when equipotential bonding is installed, P, is the probability
reducing Py and Py depending on line characteristics and withstand voltage of
equipment when lightning strikes to service lines; C,p is factor depending on
shielding, grounding and isolation conditions of the line for flashes to a line; Pgpp, is
the probability reducing P~ when coordinated SPD; ks is the reduction factor for
sure protective device on entry point of service line; P,;,, P, are the probability
direct strike to overhead power line and to other overhead line will case a damaging
overvoltage to internal equipment; P, P,, are the probability direct strike to
underground power line and to other underground line will case a damaging
overvoltage to internal equipment; 7,,,, 1,;, are the number of overhead power line
and other overhead line; n,g,, n,, are the number of underground power line and
other underground line; P,y P, are the probability of dangerous discharge based
on external wiring type of power line and other line; P,, is the probability of
dangerous discharge based on external service type.

From Table 4, we can see that when calculating the probability of lightning
strikes directly and indirectly to service lines in [2], the number of overhead lines
o, and the number of underground lines n,, connected to the structure should be
considered.

2. Proposal for improvement:

To increase the accuracy when calculating Py, Py, Py, and P the number of
service lines should be added. The equations for calculating Py, Py, Py, and P, for
overhead lines are defined as follows:

Pyjon = Pty X Pgg X Prp X Crp X ngpy (4)

Py o = Pgp X Prp X Crp X Ry (5)

Table 4 The probability for the risk components when lightning strikes to and near service lines

IEC 62305-2 [1] AS/ANZ 1768 [2]

Py = Pry X Pgg X Prp x Crp Peip = nopy X ks X Py
Py = Pgg x Prp X Cp Pey = nop X ks X Pey
Pw = Pspp X Prp X Crp Peop = nygy X ks X Py
Pz = Pspp X P x Cpy P =y X ks X Pey
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Py o, = Pspp X Prp X Crp X ng, (6)
Pzjon = Pspp X Pry X Crp X ngyp (7)

And the equations for calculating Py, Py, Py and P, for underground lines are
defined as follows:

Pyjug = Pru X P X Prp X Crp X nyg (8)
Py jug = Peg X Prp X Crp X nyg 9)
Pw/ug = Pspp X Prp X Crp X nyg (10)
Pz/ug = Pspp X Prp X Cpp X nyg (11)

2.5 Shielding Factor for Calculating the Number
of Lightning Strikes to and Near the Overhead Service
Lines

1. Shielding factor in IEEE 1410 [10]:

When calculating the number of lightning strikes to and near the overhead
service lines Ny and N;, in [1]. The coefficients such as: installation factor Cj;
environmental factor Cg, and line type factor Cr as in Egs. (12) and (13) are
mentioned.

Ny =Ng x AL x C; x Cg x Cp x 1076 (12)
NIZNGXAIXCZXCEXCTX1076 (13)

Where: Ng is the lightning ground strikes density (strikes/lkm?/year); A, is the
collection area for strikes to the service lines (m?); A; is the collection area for
strikes near the service lines (mz).

However, environmental factor Cg in Egs. (12) and (13) without reference to the
terrain where the service lines go through as: the pole height 4, the horizontal
distance between the outer wires b and shielding factor Sy of the object height H, the
distance to the service line x (Fig. 1), and in this case, the number of lightning
strikes directly to line service follow [3] is determined by equation:

Np = Ng x Cs x 107° (14)
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Fig. 1 Shielding power line by nearby object

Where: Cris the reduction factor due to the shielding of the objects near the line.
Cris defined as follow:

Cr = (b+280"°)107" (1 - Sf) (15)

2. Proposal for improvement:

To improve accuracy when calculating the number of lightning strikes directly
and indirectly on the overhead service lines, coefficient Cr in (12) and (13) should
be replaced by the coefficient Cydefined in (15). The number of lightning strikes to
and near overhead service lines is defined by the following equations:

Ny =Ng x AL x C; x Cp x Cr x 1076 (16)

Ny =Ng xA; x C; x Cp x Cr x 107° (17)

3 Calculate the Risk of Damages Due to Lightning
by Improved Method

3.1 The Program Calculates the Risk of Damages Due
to Lightning LIRISAS

The program calculating the risk assessment of damages due to lightning LIRISAS
is built on the basis of improved method of risk assessment in Sect. 2. Flowchart of
the program is shown in Fig. 2.

In LIRISAS program, the user enters the structure dimensions, the lightning
ground strikes density, number and length of service lines connected to the struc-
ture; and allows users to choose the types of structure risk assessment needed
correspond to the types of damage, the elements of environmental conditions,
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Identity the structure to be
protected

Y

Identify the types of loss relevant to the structure

A

For each type of loss determine the tolerable risk Rt

A
For each type of loss, identify and calculate the risk
components Ry, Rg, Re, Ry, Ry, Ry, Rw, Rz

No Structure protected for this type of

loss

Yes

Intall adequate protection measures to reduce R

Fig. 2 Flowchart of the program calculates the risk assessment of damage due to lightning. Note
R7 is the tolerable risk; R, is the risk of injury to living beings, Rp is the risk of physical damage,
Rc is the risk of failure of internal systems when lightning strikes directly to the structure; R, is the
risk of failure of internal systems when lightning strikes near the structure; R, is the risk of injury
to living beings, Ry is the risk of physical damage, Ry is the risk of failure of internal systems
when lightning strikes directly to the service lines; R is the risk of failure of internal systems when
lightning strikes near the service lines; R is the total value of risk

construction materials, fire prevention and protection measures, the existing light-
ning protection measures... the program will calculate the results of risk of damage
caused by lightning for the structure.

3.2 Case Study

e Calculation of risk assessment of damage due to lightning for a commercial
building (Fig. 3) in Ho Chi Minh City.

e Structure dimensions: 20 X 15 X 35 m

e Lightning density: 12 (strikes/km?/year) [11], no other buildings nearby.

e Power line has a length of 200 m, overhead; telecommunication cable has a
length of 1000 m, underground.

The results of risk of damage caused by lightning for risk of loss of human life in
structure R; and risk of loss of economic value in structure R, are calculated by IEC
62305-2 and LIRISAS program as follow:
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Fig. 3 The structure need to assess the risk of damage due to lightning

Table 5 The risks of value of the building

Type of risk of damage IEC 62305-2 [1] LIRISAS Tolerable risk Rp
R, 1.24 x 107 325 %107 10~
Ry 0.255 0.222 1073

From Table 5, the results of risk assessment are calculated by LIRISAS program
are lower than 26.2 % for R; and 12.95 % for R4 compared with the results
calculated by IEC 62305-2.

4 Conclusions

The paper compared different calculation methods of risk assessment of damage
due to lightning in IEC 62305-2 and AS/ASZ 1768. The proposal for improving the
accuracy level of the probability coefficient for risk components in IEC 62305-2
based on additional coefficients such as: the probability of dangerous discharge
based on structure construction materials; the probability that external wiring carries
a surge from structure that causes physical damage; number of incoming services
line; shielding factor according to IEEE 1410 standard has also been added in the
calculation of the number of lightning strikes directly and indirectly to the overhead
service lines.

The improved calculation method of risk assessment caused by lightning has
lower results with greater detail than the previously methods. It appears from this,
the investment costs for lightning protection system will be reduced, while ensuring
the technical requirements for structures against lightning.
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LIRISAS program built to support the risk assessment calculations for damage
caused by lightning with intuitive interface helps users easily manipulated, for
quick and more accurate results.
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An Improvement Forward Floating
Search Algorithm for Feature Selection
in Power System Transient Stability
Classification

Ngoc Au Nguyen, Huy Anh Quyen, Trong Nghia Le
and Thi Thanh Binh Phan

Abstract This paper proposed feature selection algorithm in power system tran-
sient stability classification. Feature selection is a very important stage aimed at
reducing a number of features, retaining distinctive features to reduce memory,
increasing identification accuracy. The proven effectiveness of Improvement
Forward Floating Search algorithm (IFFS) was compared with Sequential Forward
Selection (SFS), Sequential Forward Floating Selection algorithm (SFFS) and
Relief algorithm through analysis of results in power system transient stability
classification using K-Nearest Neighbour (K-NN) on IEEE 30-bus standard power
network. The analytical results showed that the IFFS achieved effective reduction
features and recognition accuracy higher than other methods.

Keywords Classification/pattern recognition - Feature selection - Power system -
Sequential forward selection

1 Introduction

Large oscillations of power system transient stability state were caused by faults
that must be treated quickly so that the power system can be brought back to
stability more easily. The problem of transient stability is usually divided into two
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main categories [1]: assessment [2] and prediction [3]. The key question in transient
stability prediction is: the transient swings are finally ‘Stable’ or ‘Unstable’ [1, 3,
4]. Pattern recognition or classification method is one of the methods that can meet
this requirement and has received great attention of researchers in recent years [1, 3,
5, 6]. However, the recognition system can work quickly, the first thing is to handle
features that aim to reduce feature subset size.

Feature selection is actually feature reduction that helps reducing computer
memory, improving recognition accuracy and speeding prediction up. In [3]
applied ranking method (R) and SFS, sequential backward search (SBS) with
distance function Fisher, Divergence and weighting method relief. The Relief
algorithm is weight method. Features were ranked in descending order then the
top of features was selected. The ranking method has advantages that are simple
calculations, but a good subset feature is not guaranteed to be formed by many
good single features. In [6] applied SFS for feature selection. Sequential search
algorithm includes SFS, SBS, SFFS and sequential backward sequential search
algorithm (SBFS). SBS started searching with whole feature set, so SBS has
difficulty in calculating the value of covariance matrix or even can not calculate
with a large number of features. SBFS is more complex than SBS. SES is an
advantage over SBS because of starting with an empty feature set. During the
search, SFFS searches with forward and backward combination, so it can expand
more space search than the SFS. In [7], Authors proposed the IFFS algorithm. It
was improved from SFFS algorithm. The process backward of searching was
extended to finding and replacing a weak feature by a new good feature to
improving current subset feature.

The IFFS was presented in this paper as a new algorithm approach to feature
selection in power system transient stability prediction. Scatter matrix was chosen
as fitness function to driving search algorithm. This paper focused on the stage of
feature selection. The K-NN was chosen as the classifier. The K-NN participated in
the evaluating recognition accuracy stage. The IFFS was compared with the SES,
SFFS and Relief algorithm. The study was done on IEEE 30-bus power network
with the support of simulation software PowerWorld 18.

2 Method
2.1 Scatter Matrix [8, 9]

Let the n data samples be Xy, X5,..., Xn; 0 = [1, N]. The sample covariance matrix,
S, 1s given by (1):

S _1g T 1
m=y (Xn — m)(x, — m) (1)

n=1
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Sw, within-class scatter matrix, is:
N;
— 2
ST ®

Si :iZ(xn —m;) (xp — my)" (3)

Ix,€c

Goal is to find a feature subset for which the within-class spread is small and the
between-class spread is large. The fitness function is:

J=trace{S,"' Sm} (4)

Where: m is the sample mean of all data; my is the sample mean of class c;; ¢ is the
number of class; N; is the number of sample mean of class c;; N is the number of all
samples; S; is the covariance matrix for class i. The value of J is bigger means that
the feature subset is more important. The selected feature subset meets maximum
fitness function.

2.2 IFFS Algorithm

Search strategy is divided into a global search and local search. An advantage of
global search algorithm is that get an optimal result, but it is not feasible to a large
feature set. A sequential search algorithm will spend less time searching because the
search process is not through an entire search space.

The SES begins with an empty set (k = 0), adds one feature at a time to selected
subset with (k + 1) features so that the new subset maximizes a fitness function J
(k + 1). It stops when the selected subset meets the d desired number of features,
k <d.

The SBS method begins with all input features D (k = D), removes one feature at
a time to selected subset with (k — 1) features so that the resultant subset maximizes
a fitness function J(k — 1). The algorithm stops when the resultant feature set get the
d desired number of features, k < d. It stops when the selected subset meets the d
desired number of features, k < d.

The SFFS is one of two algorithms of Floating Search Algorithm that are SFFS
and SBFS. The SFFS starts with an empty feature set and uses the SFS to add one
feature at a time to the selected feature subset. Every time a new feature is added to
the current feature set, the algorithm tries to backtrack by using the SBS algorithm
to remove one feature at a time to find a better subset. The algorithm terminates
when the size of the current feature set is larger than the d desired number of
features. It stops when the selected subset meets the d desired number of features,
k <d
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That the IFFS improved the SFFS algorithm proposed in [7]. The IFFS starts
with an empty feature set and It stops when the selected subset has the d desired
number of features, k < d. The SFS was using to add one feature at a time to
selected good feature. However, The IFFS is not only applying SBS but also
replacing the weak feature in the currently selected feature subset.

This is the following notation in describing the algorithm to select the best subset
of d features from the set X of D features.

X: the set of all D features.

SET: the current feature subset.

k: the number of feature in SET.

Xk: the subset of k features selected by the IFFS algorithm.
Ji: the value of the fitness function J of X,.

d: desired number of features.

The IFFS algorithm follows [7]:

Begin

k=0,SET =, J, =0 for k = 1:D.

Step 1 Adding a feature to the current feature subset: Use the SFS algorithm to
add a feature SET and increase k by 1. If k > d, terminate of the algorithm.
Otherwise, compute J for new SET. If J(SET) > Ji, set Xy = SET and Ji = J(SET),
else set SET = X

Step 2 Checking if backtracking with searching inside current subset: Remove
the weak feature x; in SET i.e. the one such that J(SET\x;) = max <j<(SET\x;). That
is, removing x; from SET gives the largest J value of all the resulting subset of
(k — 1) features. If J(SET\x;) > J—, decrease k by 1 and set SET = SET\x;, then set
Xk = SET, Ji = J(SET), and repeat Step 2. Otherwise go to Step 3.

Step 3 Checking if replacing the weak feature with searching outside current
subset: Generate k new feature subsets of k features SET®; for i = 1:kSET®; is found
by first removing the ith feature in SET and then using the SFS algorithm to add the
best new feature to each resultant feature subsets. Among these SET®;, find the one
with the largest J value, call it SET®, i.e., J(SET’) = max;<;< J(SET%). If
J(SET®) > Jy, set Jx = J(SET®;) and SET = SET®; and go to step 2; else go to
step 1.

2.3 Feature Set, Samples

General Description

The classifier-based power system transient stability can be formulated as a map-
ping y; = f (x;) after learning from a stability database D = {x;,y;}"_,. Where: x; is
feature; it is n-dimensional input vector that characterizes the system operating
state; and y; is output vector. The feature subset selection consists of selecting a
d dimensional feature vector z, d < n; The d selected features represent the original
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data in a new knowledge base D, = {z,-,y,-}?zl, and the new mapping

Ynewi = new(Zi).

Initial feature set selection

A large number of samples are generated through off-line simulation and the stable
status was evaluated for each fault under study. Data for each bus or line fault
occurring in the test systems are recorded in which samples of data are kept in a
database.

The input is the vector of system state parameters that characterize the current
system state. Fault-on features are variables that characterize at fault-on state of
power system occur such as voltage drops in the nodes, changes in nodal powers, in
power flows in transmission lines, in powers of generators [4, 10].

Vector output features represent the stable conditions of the power system. The
output variables are assigned to label binary variable y{1, 0}. Class 1{1} is stable
class and class 2{0} is unstable class.

Simulating observation results, if the angle of the relative rotor generators is
larger than 180" then the system is ‘Unstable’, and less than 180" then the system is
‘Stable’ [3, 6]. The corresponding data will be put into unstable and stable class.
For each considered load samples, the generator sample has been get accordingly
by running optimal power flow (OPF) tool in PowerWorld software. The data set is
normalized before training.

Classification accuracy

To test the studied methods without loss of generality, the database is randomly
partition into k subsets that are Dy, D,,..., D;,..., Dy, each equal size. The model is
trained on all the subsets except for one that is tested to measuring of validation
accuracy. Training and testing is performed k times. The validation accuracy or
classification rate is computed for each of the k validation sets, and averaged to get
final cross-validation accuracy. Classification rate of training or testing is deter-
mined by the formula (5):

r (%) = ”N x 100 (5)

Where: n, is an accurate number of samples for training or testing; N is a total
number of samples for training or testing.

3 Results and Discussion

3.1 Feature Set and Samples

The IFFS was tested on the IEEE 30-bus scheme. It includes 30 buses, 21 loads,
6 generators. This is well-known diagram. It can also be downloaded from the
website [11]. Off-line simulation was implemented to collection data for training.
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Load levels is (20—160) % base load. Setting fault clearing time is 50 ms [12] with
three-phase fault at buses and along transmission lines.

Input and output features are X{AVyys, APioag, AQioads APfows AQgow, APge,
AQg.} and y{1,0}. Total of input variables is 166(30 + 21 + 21 + 41 + 41 + 6 + 6),
and two output features.

From simulated results, there were 463 samples with 305 stable samples and 158
unstable samples. Full feature set was randomly divided into ten feature subsets.
Each training subset had 363 samples (230 stable samples, 133 unstable samples).
Each testing subset had 100 samples (75 stable samples, 25 unstable samples).

3.2 Results

In this paper, IFFS, SFFS, SFS and Relief were four feature selection approaches
that were tested to comparing of feature subset selection results. From full feature
set, each feature subset selection method had 8 feature subsets that were found.
Sizes of each subset were from 8 features to 15 features.

The K-NN was chosen for the experiments. We used k = 1 in K-NN (1-NN) to
simplify the evaluation process.

Programs were performed by laptop with CPU Intel CoreTM i3-380 M, 2 GB
DDR3 Memory, 500 GB HDD.

Figure 1 showed the average classification rate results obtained by four feature
selection methods. Table 1 showed the highest average classification rate of four
feature selection methods corresponding feature subset sizes. Table 2 showed the
average time calculation of three feature selection methods corresponding feature
subset sizes of ten, and 166 features with Relief method. Table 3 showed the
average classification rate results of the IFFS method corresponding feature subset
sizes of ten and full 166 features of feature set.

Fig. 1 The average 097"
classification rate results of
feature selection methods
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Table 1 The highest average

' . Algorithm r (%) d (Feature)
classification rate of feature et " 15
selection methods Relie 94.9

SFS 96.7 11
SFFS 96.6 11
IFFS 96.8 10
Table 2 Time calculation of Algorithm Time (s) d (Feature)
feature subset selection - -
Relief 4.16 Ranking, 166
SFS 0.68 10
SFFS 1.17 10
IFFS 14.5 10
Table 3 The average Algorithm d (Feature) r (%)
classification rate results
IFFS 10 96.8
All features 166 96.6

3.3 Discussion

Figure 1, in the size range from 8 to 15 features of each subset showed that the IFFS
algorithm yielded the highest recognition accuracy with the smallest feature subset
size compared with others.

Table 1, the average classification rate was 96.8 % with the 10 selected features
of the IFFS, 96.6 % with the 11 selected features of the SFFS, 96.7 % with the
selected 11 features of the SFS, 94.9 % with the 15 selected features of the Relief.
The Relief method had the lowest classification rate.

Table 2, time calculation of the IFFS was longer than others. Time calculation of
SFS was shorter than others.

Table 3, comparing with all features set, the average classification rate of the 10
selected feature subset of the IFFS increased by 0.2 % and the number of features
decreased by 16.6 times. This shows that the IFFS algorithm removed the weak and
noisy features improving recognition accuracy.

With 10 selected features of the IFFS, the average of classification rate got
96.8 %. This result was also considered acceptable for some studies applying
pattern recognition to power system stability. For instance, the expected value in
[10] accepted 90 % or more, in [3] 94-97 %, in [1] 95 %.
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4 Conclusions

This paper proposed the use of the IFFS algorithm in power system transient
stability classification. Feature selection is aimed at reducing the number of fea-
tures, retaining distinctive features to reduce memory and increasing identification
accuracy.

The proven effectiveness of the IFFS was compared with SFS, SFFS and Relief
method through analysis of results in power system transient stability classification
using K-NN on IEEE 30-bus standard power network. The analytical results
showed that the IFFF achieved effective reduction features and recognition accu-
racy higher than other methods.

The number of features decreased by 16.6 times while the average classification
rate increased by 0.2 %. This showed that the IFFS algorithm removed the weak
and noisy features, improving recognition accuracy.
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Technical Efficiency
and Recommendations for Overcurrent
Relay Protection Setting

Tran Hoang Quang Minh

Abstract Among the relay protections, overcurrent relay protections have a large
proportion. To study, analyze and develop technical effect criterion for selection of
overcurrent relay protection settings (high-voltage lines) and technical efficiency
criterion for estimating this setting is main purpose of this paper. The probability
statistical algorithms are used to calculate the above criteria. Finally base on these
criteria, setting options and recommendations of overcurrent protection are given.

Keywords Technical effect - Technical efficiency - Overcurrent relay protection -
Setting - Criterion - Criteria

1 Introduction

In many years, probabilistic approaches, algorithms and methods for designing and
setting of relay protection and automation are developed [1, 2]. The latest works of
Fedoseyev A.M., Smirnov E.P. are based on the definition of efficiency of relay
protection [3-5]. In these materials the concept technical efficiency relay protection
is specified as the difference between the potentially possible effect p(A) (the
probability of faults on the protected object, which is designed to eliminate the
faults) and probability of losses P(JI). Losses of relay protections are formed as:
(1) refusals of work p(O) when faults are in the protected object, (2) excessive
actions P(M) when faults are in the external elements of the electrical network,
(3) false actions P(JI) when there are no faults at all. False actions are possible in the
working and abnormal modes. However there are problems of imposing appearance
different components of statistical data. Some data, for example, faults are mass
enough, but such events as refusals of operation relay protection, false actions at
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asynchronous modes, etc. are very rare. In this connection it is wrongful to use
statistical characteristics with different reliability in interesting criteria functional.
Therefore there is an actual problem of support statistical adequacy of all compo-
nents in considered functional.

The modern technical solutions in the construction equipment of relay protection
(differential protection, protection of lines with the information exchange) practical
completely eliminate these losses [6, 7]. However large number of these losses has
occurred in operating of overcurrent relay protection and distance relay protection.
Then the new algorithm for each stages settings of these relay protections is nec-
essary to provide and develop. For distance relay protection, analysis, algorithm
and recommendation for their setting are provided in many works [8—12]. In this
paper analysis, algorithm and recommendations for setting overcurrent relay pro-
tection with using criterion technical efficiency are provided, analyzed, developed
and calculated.

2 Main Part

2.1 Analysis Technical Efficiency of Overcurrent
Relay Protection

To calculate the technical efficiency of overcurrent relay protection is needed set-
ting values and probabilistic characteristics of regime (current distribution coeffi-
cients) for the transfer of electrical quantities at its own coordinates to the
neighboring previous and related network elements. For this purpose it is necessary
to provide and learn about analysis technical efficiency of overcurrent relay pro-
tections in electrical network. Developed a mathematical description of the tech-
nical efficiency and algorithms allows to produce mode-switching analysis of
technical efficiency of the line overcurrent relay protection in the area of
high-voltage network. This analysis (Fig. 1) shows the dependence of the technical
efficiency of the overcurrent relay protection on setting time and current setting and
their relations with setting overcurrent relay protection on previous lines. The
parameter of protected and previous lines in Fig. 1 is displayed in the form of
positive sequence resistance. The analysis for setting overcurrent relay protection is
illustrated in Fig. 1, which indicated:

S—The structure of the electrical network: (1) A, B, C, D—substation network;
(2) protected line Ne, previous line p and the previous to previous line pp; (3) 1, 2—
circuit breakers at the ends of lines; (4) el, ..., e6—electrical sources; (5) z1, ..., z4—
resistance of other electrical sources; (6) OC1, OC2—bypass shunt connection of the
protected and the previous p lines.

T—change of the current (y-axis i) through the protection Nel, p1, ppl for faults
along the lines of the network (the x-axis—positive sequence impedance z;) and
temporal characteristics (second ordinate axis t) protection stages along the same
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Fig. 1 Scheme of a predetermined network

lines as the weak bypass sources OC1 and OC2. Indicated on the curves and
straight lines: (1) letter i—currents with lower indices: max—the maximum, and
min—the minimum currents through protection Nel, pl, due to regime-switching
state on the network; (2) the letter i—current setting with lower indices: Nel, p1 and
superscripts: I, I, III, IV corresponding stages; (3) the letter t—setting the time with
the same subscripts: Nel, pl and superscripts: I, IL, III, IV stages; (4) the letters z;
with the same subscripts Nel, pl and superscripts: I, IL, III, IV stages—display
current settings in the coordinates of the positive sequence impedance z; lines.

E—Change in the technical efficiency of I, II, III, IV stages overcurrent relay
protection Nel.
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The solid lines in Fig. 1 shows the curves and straight lines for ordinary cases,
setting protection levels, points, dotted line—in the case of ordinary transfer set-
tings setting the second stage protection Nel short of the previous line. The network
shows only line, not transformers and auto-transformers because these not funda-
mentally affect to the discussed setting.

Based on the above, setting the first stage overcurrent relay protection without
communication channel and the second stage based on sensitivity is the best option.
The second option of setting overcurrent relay protection without communication
channel defined by setting of the second stage on the basis of sensitivity, and the
first stage by optimizing technical efficiency. Setting back-up stages according to
minimizing excessive action and technical efficiency.

2.2 Algorithm of Technical Efficiency

Technical effect and its components of overcurrent relay protection are given
below:

E=p(A)-p(0)—p(JD - p(H) (1)
The letter p designates probabilities of events: A—faults on a protected line,
O—operation refusals, I—excessive ations; JI—false actions.
1. For main stages of overcurrent relay protection:

EZ = p(AZ)—p(O2) —p(IZ) S p(Z,,) 2)

i=1

where No—overcurrent relay protection, m—main stages.
Probabilities faults p(A™):

P(Ay) = 0m(Ty) (3)

where oy,—the flow parameter of interest fault types on the protected lines, m(Ty;)
average detection fault duration of the main stages (substantially the setting time of
main stages).

= L
Oy, =0y [P(1)+p(4)]-030-100 (4)

where p(1)—the probability of a single-phase faults; p(4)—the probability of the
two-phase ground faults; L—length of the line; my—the probability of faults on the
100 km line length.
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Fig. 2 Scheme of a predetermined network

Probabilities refusals of work

p(O%.) =p(Ox./Ag)-p(AY,) (5)
Probabilities false actions.
pULR) =pUT/RE).p(RY) (6)

where R—type of the false actions
Excessive actions of the first stage

n n, 1
Z p(I/I.IN'el-lpi) = Z [Ep(ﬂl\&lpi / BKlpi )p(BKlpl) +p(ON91pi / BKIpi)p(BKlpi)] (7)

Ipi=1 Ipi=1

where JI, O—joint action, refusals of protection for the 1pi-th elements, BK—faults
on the lpi-th elements (Fig. 2).

The definition of conditional probabilities of the joint action, refusals of the
previous elements protections (first stage) are show in (7).

p(l[;fslpi /BKp) = [pmdx (ﬂ_lN'glpi / BKp) + pmin (H_IN'glpi / BKp )] / 2’
p(O;fglpi /BKp) = [pmax (O,IN'glpi /BKp) +pmin (O,IN'glpi /BKp)] / 2

where maximum (max) and minimum (min) are the maximum and minimum
boundaries of the first stage (protection of the protected line) in the space of each
the previous elements [13, 14].

The unconditional probability of the external faults at 1pi-th previous elements
p(BK,,) = a)lp[.m(IILi) determined by the product of the flow parameter fault on the
previous line @y, and the average duration of detection (lock) fault channels of the

first stage (protection) of the previous line m(TlLl. ).
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Excessive actions of the second stage

n,

"F 1
z p(I/I;\:'sl-lpl) = Z [5 p(ﬂNelpi / BKlpi)p(BKlpi) + p(ONslpi / BKlpi)p(BKlpi )] (9)

1pi=1 1pi=1

The definition of conditional probabilities of the joint action, refusals of the
previous elements protections (second stage) are show in (9).

p(ﬂ}‘I@lpi / BKp) = [pmax (H_Il\f'glpi / BKp) + pmin (I[E’glpi / BKp )] / 2:

1

P(Oipi / BK,) =[Py (O / BK,) P, (Ol / BK )1/ 2 1o

where maximum (max) and minimum (min) are the maximum and minimum

boundaries of the second stage (protection of the protected line) in the space of each
the previous elements (Fig. 2) [13, 14].

The unconditional probability of the external faults at 1pi-th previous elements

p(BK,,) = colpi.m(Tlgi) determined by the product of the flow parameter fault on the

previous line @y, and the average duration of detection (lock) fault channels of the

. . . 1
second stage (protection) of the previous line m(7},).

2. For back-up stages of overcurrent relay protection:

Mpi Mypk

Eyy =p(A%)+ D p(A},)—p(O%,)— Y p(O},)

Ipi=1 Ipk=1
pi P (11)
Mip  Mjpi - M jpik
b b
_Z Z Z P jpia) —PUL)
jp=1jpi=1 jpik=1

where the lower indexes: Ne—protected line, p—previous lines (elements), pp—
previous (elements) of previous lines (elements) (Fig. 1). The letter p designates
probabilities of events: A—faults on a protected line, O—operation refusals, UI—
excessive actions.

Probabilities faults.
p(A?‘fQ)_'_ Zp(Alljpk) :(DNgm(TNbg)+Z (Dlpkm(]-l‘l;)k) (12)
Ipi=1 Ipi=1

where @ the flow parameter of fault types on Ipk-th line, and m(7}), m(Tl];k)
average duration of detection (lock) fault channels of the back-up stages (third and
fourth stage time setting).

Probabilities refusals of work.

Mypre Mypie

Ipk=1 Ipk=1
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Probabilities false actions.
pUIy,) = pULy/RY)P(RY,) (14)

where R—type of the false actions.
Mechanism of excessive actions of the back-up stages:

Mjni - Mjnik jn o M Mjnik

i Z Z p(HNljnlkl) Z z Z [ p(I[N ol /mik1 /Banik)p(Banik)

Jn=1 jui=1 juik=1 Jn=1 jni=1 juik=1 ( 5)

+ p (Ollzfgljnikl / Banik )p(Ban[k )]

2.3 Numerical Results

A numerical results with using the developed algorithms and packet simulation
program ARAM CZA (Russian Version) are shown below on the example of
the calculation and analysis of distance relay protection line 220 kV Substation
Surgust—Substation Contur (Overcurrent relay protection on side of the substation
Surgust) on Russian power system. The topology of the analyzed area is shown in
Fig. 3. Line pl, p2 and p3 are previous lines (the first periphery); ppl and pp2 lines
are lines of second peripheral.

The settings of the overcurrent relay protection on the lines p1, p2, p3 are chosen
by the guidelines [1, 15, 16]. The maximum technical efficiency of overcurrent
relay protection Ne,1 by varying the settings are presented in the Tables 1 and 2.

Numerical results show that: setting overcurrent relay protection with criterion
technical efficiency is closed to and better than setting overcurrent relay protection
with [15, 16] (value technical efficiency is nearer to 1). For first and second stage,
from the results setting value can choose setting value of overcurrent relay pro-
tection from maximum value of technical efficiency.

Pim
Substation

ppl  5.993+j14,06

pl 1,039+j5.43

2
zH
-+ p2 1,142+j4,36 2 8819421 i
s 27,1
pp 5

Contur Somkino Ust-Balik
Substation Substation Substation

No 3,285+j10,755

Surgust
Substation

Fig. 3 The topology of the analyzed area
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Table 1 Technical efficiency of the main stages overcurrent relay protection Ne,1

T.H.Q. Minh

Stage | Setting Setting method Technical Sensitivity
value (A) efficiency
I 2292 [15, 16] 99.7881 % =0.52
| 1830 Criterion technical 99.8178 % =0.65
efficiency
1I 1706 Criterion technical 99.8254 -
(Optimal) efficiency
I 1500 Criterion technical 99.7362 -
efficiency
I 1000 Criterion technical 80.7519 -
efficiency
Table 2 Technical efficiency of the back-up stage distance relay protection Ne,1
Stage | Setting Setting method Technical Sensitivity
value (A) efficiency
I 896 [15, 16] 99.8727 % =134
I 360 Criterion technical efficiency | 99.8913 2B =334
v 127 Criterion technical efficiency | 99.9439 -

2.4 Recommendations for Setting

On the basis of the analysis and criterion technical efficiency, the method of
selecting the settings presented below in the form of customization options. The
choice of a particular variant is due to the technical capabilities of its implemen-

tation and economic considerations.

Main stages

Option 1 In the previous short lines (short lines of the first periphery) is set relay

Option 2

Option 3

protection with the information exchange at the ends of these lines
(Relay protection with absolute selectivity) [1, 2]. Then, setting the
second stages of the protected line may not be consistent with the
previous lines, and it is selected on the basis of the conditions of
sensitivity

On all lines of electrical network set overcurrent relay protection with
absolute selectivity [15]. Wherein the second stage are reserved for relay
protection with absolute selectivity. Settings such steps clearly and
logically selected based on the sensitivity or high technical efficiency
The second stage are selected with sensitivity and the first stage with
maximum technical efficiency.
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Back-up stages

Setting back-up stages of overcurrent relay protection can be carried out both on the
basis of the criterion of technical efficiency, and on the basis of its components—the
minimum probability of excessive operations.

3

Conclusion

The main results obtained in the paper are as follows:

1. Analysis technical efficiency of overcurrent relay protection in connection with
electrical network regime is given.

2. In connection with the criterion of technical efficiency, the mathematical
description of the technical efficiency of overcurrent relay protection is
designed.

3. Based on regime analysis and mathematical description of the technical effi-
ciency, setting options and recommendations are proposed.

4. Numerical results in the paper is closed to and better than the results from the
analysis and the setting guide.

5. For future research, full mathematical algorithm and automatic program for
setting and estimating setting of overcurrent relay protection is necessary to
propose, develop and apply on electrical network.
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Enhanced Fault Ride-Through Capability
of DFIG Wind Turbine Systems

Considering Grid-Side Converter
as STATCOM

Tan Luong Van and Van Cuu Ho

Abstract This paper proposes a combined control strategy of energy storage
system (ESS) and braking chopper (BC) for fault ride-through (FRT) capability and
generated output power smoothening of the doubly-fed induction generator (DFIG)
wind power system. At the grid voltage sag, the DC-link voltage is controlled by
the energy storage systems (ESS) instead of the grid-side converter (GSC), whereas
the GSC is emploited as STATCOM to feed the reactive current into the grid for
purpose of the grid voltage recovery. The validity of the proposed system is verified
by simulation results for a 2-MW DFIG wind turbine system.

Keywords Braking chopper - DC-link voltage - Doubly-fed induction generator -
Energy storage system - Ride-through - Wind turbine

1 Introduction

Among various renewable energy sources, the wind power generation has been
concerned as one of the most rapidly growing energy sources. Compared to
fixed-speed cage-type induction generator wind turbines, the variable-speed
doubly-fed induction generator (DFIG) turbine systems provide the benefits of
more power extraction and less mechanical stress, while they give the lower system
cost and lower power losses in comparison with the variable-speed PMSG turbine
systems [1].

Recently, some countries have issued the dedicated grid codes for connecting the
wind turbine system to the electric grid [2, 3]. Also, the micro-grid and the
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smart-grid have been researched for managing the power efficiency [4, 5]. In these
systems, however, the grid voltage is much more fluctuated than that in the con-
ventional one. Thus, a ride-through control scheme is needed for the wind power
generation system in the grid abnormal conditions. For some national grid codes
[3], the wind power systems should stay connected to the grid for the grid fault
conditions. In the power system where the wind power generation is of a major
portion, the grid will experience the power outage if the wind farms trip off.
A diagram of the low-voltage ride-through (LVRT) requirements in which wind
turbines should remain connected for voltage sags is shown in Fig. 1 [3].

Several solutions have been proposed for the LVRTs in the variable-speed wind
turbine systems. For this purpose, a crowbar system containing an external resistor
is connected in the rotor-side of the DFIG to absorb the active power during the grid
fault [6, 7]. The wind turbine continues its operation to generate the active power,
whereas the reactive power or the voltage at the point of common coupling
(PCC) controlled by the GSC for the grid voltage compensation. In the case of a
weak grid and during a grid fault, however, the GSC cannot provide enough
reactive power or voltage support since the power capacity is small and there is the
risk of voltage instability. Also, the ESS added to the wind generation systems can
not only suppress the output power smoothening but also offer fault ride-through
capability [8]. However, the cost of the ESS is too high to solve this problem
practically. Moreover, a braking chopper (BC) with the low cost advantage and the
simple control has been employed for the LVRT in the PMSG wind turbine systems
[9, 10]. Nevertheless, the power quality at the output of the wind turbine systems is
not much improved since the BC can just dissipate the power without capability of
returning the power to the grid. Another method using the hybrid system of the ESS
and the BC has been introduced in [11, 12], in which the ESS (electric double-layer
capacitors (EDLC)) and the BC are connected to the DC-link side of the
back-to-back converter in a PMSG wind turbine system. With this method, the
power smoothening and fault ride-through can be achieved effectively. The ESS is
used to control the power which is absorbed from the system or released to the grid

(a) (b)
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Fig. 1 Spanish grid code [3]. a Low-voltage ride-through requirement. b Reactive current
requirement
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for both normal and fault conditions. Meanwhile, the GSC is used to control the
DC-link voltage under both normal condition and grid sags and the power mis-
matched between the turbine and the grid-side are stored in the inertia by increasing
the generator speed. However, the amount of energy stored in the turbine inertia is
not so large, when the generator operates near the rated speed before the grid sags
happen.

In this paper, a novel method combining the BC and ESS is proposed for the
LVRT during the grid fault. By switching control mode, the ESS is used to control
the DC-link voltage of the back-to-back converters during the grid voltage sags,
instead of the GSC. The GSC is used to control the reactive current according to the
grid code requirements. Thus, the grid voltage can be recovered rapidly without an
external STATCOM after fault clearance. Also, the output power fluctuation of
wind turbine system in the steady state is smoothened by the ESS. The validity of
the proposed control algorithm is verified by simulation results.

2 Control of DFIG Wind Turbine
2.1 Control of RSC

The control block diagram of the RSC is shown in Fig. 2a. Under unbalanced grid
voltage sags, the dual rotor current controllers for positive-sequence dq-axis and

(@) ®
Grid-side converter
T T ! Grid y E T c grid
1 o ] - ),
Pos. and neg. gabe
sequence extraction Cal. of pos. & neg.| |Cal. of pos. & neg/|
! cur. components | | vol. components
Ve ooy
dgse Ligse Vitgse "dase
©) (@) } } % {
Tage age Egge Egge

v, [Pos. and neg]
sequence
extraction

@) ©)

5,
“| SVPWM

D=(Ef)* +(Ef)’ ~(E) ~(Eg)’ #0

Mode 1: DC-link voltage control under normal condition
Mode 2: reactive current injection during grid voltage sags

Fig. 2 Control block diagram of DFIG wind turbine system. a Rotor-side converter control.
b Grid-side converter control
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negative- sequence dqg-axis components are adopted for the RSC. The g-axis rotor
current reference of the positive-sequence component and the d-axis rotor current
reference of the positive-sequence component are determined by the stator active
power controller and stator reactive power controller, respectively. Therefore, the
stator active power reference is achieved from the appropriate MPPT method, while
the reference of the stator reactive power is set to zero. To eliminate the ripples in
the stator reactive power, its oscillating terms (see in [13]) must be nullified

Q5 = Q. = 0).

2.2 Control of GSC

The GSC controls the DC-link voltage, V., to be constant under normal condition.
The cascaded control structure consisting of the inner current control loop and the
outer DC-link voltage control loop is employed [14, 15]. However, the DC-link
voltage is controlled by the ESS when the grid voltage sags happen. Thus, the GSC
is exploited as a STATCOM to provide the reactive current to the grid according to
the requirement of the grid code. For this reason, the control strategy of the GSC is
similar to the control of STATCOM in which the GSC operates as a current source
[16, 17].

In the case of unbalanced grid sags, the dual-current controllers for positive- and
negative-sequence components are adopted for the GSC. The control block diagram
of the GSC is shown in Fig. 2b. At normal operation, the current references for
positive- and negative-sequence current controllers are calculated from the output
of the DC-link voltage controller as shown in Fig. 2b [15]. At grid sags, this
DC-link voltage controller is deactivated and hence the GSC injects the reactive
current component to the grid. Thus, the reference of the active current component,

I qf, is set to zero. In this work, the Spanish grid code as shown in Fig. 1 is referred.
The reactive current references, 1, ", depends on the grid voltage drop levels, which
are expressed in Fig. 1b. The dg-axis current references of the negative-sequence
component, Id’q*g, are set to zero to eliminate the unbalanced current component
flowing into the grid.

3 Control of ESS and BC

The ESS is used to suppress the generator output power fluctuation under normal
condition by absorbing or releasing the pulsated power component from or to the
grid, whereas the ESS power reference, Pj, is achieved through a high-pass filter
[18]. The ESS power is regulated by an outer PI regulator, whereas the superca-
pacitor current is controlled by an inner PI regulator.
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At grid sags, the DC-link voltage of the back-to-back converter is controlled by
the ESS instead of the GSC.

3.1 DC-Link Voltage Control

Neglecting the power losses of the converters and considering the active power
negligible flowing into the grid, the dynamic equation of the DC-link voltage is
expressed as

1 _dv3.

P, — Ppc — Pgss == C

2 dt (1)

where C is the DC-link capacitance, P, is the rotor power, Pgc is the power
dissipated by the BC, Pggy is the power of the ESS computed from the ESS voltage,
VEss, and the supercapacitor current, Iggg, as

Pgss = Viss - Igss (2)

From (1), in order to keep the DC-link voltage as constant, the ESS should be
able to absorb the generator power fully. For this, selecting the rating of the ESS has
been described in detail in [19], in which the rating of the ESS is chosen 30 % of the
system power rating for reducing the total system cost.

From the control block diagram shown in Fig. 3, the controller output, I5, is
given as

. . Kp o, . P, — Ppc
Ipgs = Ko (Ve — Vae) + T(Vdc — Vi) + ————

3)

VEss

where K,,, and Kj, are PI controller gains of the DC-link voltage control. By
expanding Taylor series of the DC-link voltage at operating point V.

Vi = Vio+2Vao(Vae — Vaco) 4)

From (1)—(4), the equation of the DC-link voltage can be rewritten in “s” domain as
" K (o

CVacosVie = —VissKp (V. — Vae) — Viss 5 (Vi — Vae) (3)

The transfer function of the voltage controller is obtained as

K K
Vac(s) VessKpo (s + K_Z) _ VissKp (s + K—]’;)
Vils) 2+ "Epems+ tgme 82+ 2w+ o
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Mode 1: Power control under normal condition
Mode 2: DC-link voltage control during grid voltage sags

Fig. 3 Control block diagram of ESS and BC

where ¢ and w,, are the damping ratio and natural frequency, respectively.

It is indicated in (6) that the transfer function has a zero and two poles, which
they are located in left-half plane. Hence, the control stability is achieved. In this
work, the poles of the transfer function are selected as s;, = —40+j40 by a
trial-and-error method, from which the PI controller gains are computed as K,,, = 10
and K12 = 800.

3.2 Super-Capacitor Current Control

To set up the current control law for the DC/DC converter, a voltage across the
inductance, V;, is investigated. The dynamic equation of the inductance voltage is
described as

dl,
VL =Ly ‘ZSS = DgssVac — VEss (7)

where Ly and Dggg are the boost inductance and duty cycle, respectively.
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As shown in Fig. 3, the output of the current controller, V7, is given as

K:
Vi = Kpe(Liss — less) + f (Tss — Iess) (8)

where K, and K;. are the proportional and integral controller gains of the current
control, respectively. In this research, the PI controller gains are selected as K, =
14.21 and K;. = 803.87.

The error signal between the super-capacitor current and the current reference is
processed to produce a voltage across the inductance, V;, [20], which is the output
of the super-capacitor current controller as shown in Fig. 3. The duty cycle, Dggg, is
calculated by

Viss + V|

A ©)

Dgss =

As shown in Fig. 3, the gating signal for switches S| and S, are produced by
comparing the duty cycle with the carrier waveform of 2 kHz.

3.3 BC Control

During the grid voltage sags, the ESS may not absorb the full generator power, and
then the BC will be activated to dissipate the rest of the power, Pgc as

Pgc = P, — Pggs (10)

As shown in Fig. 3, the BC is controlled by the switch S5. The duty ratio D5 for
the switch depends on Pgc, which is expressed as

Rpc
Dy = 2 pye (11)
Vdc

where Rpc is the braking resistance.

4 Simulation Studies

PSCAD simulations have been carried out for a 2-MW DFIG wind turbine system
to verify the feasibility of the proposed method. For WT: R = 44 m;
p = 1.225 kg/m*; Aopt = 8. For the DFIG: the grid voltage is 690 V/60 Hz; the rated
power is 2 MW; R, = 0.00488 pu; R, = 0.00549 pu; L, = 0.0924 pu;
L;, = 0.0995 pu; and J = 200 kg m>.
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Figure 4 shows the performance of the GSC at voltage sags. Figure 4a shows the
grid voltage, where three grid-phase voltages drop to 40, 40, and 100 %, respec-
tively during 0.25 s. The g-axis grid current of the positive-sequence component is
shown in Fig. 4b, in which it becomes zero during the grid sag since no active
power flows into the grid. The reactive current component is injected to the grid as
shown in Fig. 4c. The negative-sequence components of g- and d-axis GSC currents
are shown in Fig. 4d, e, respectively, in which they are controlled to zero to obtain
the balanced GSC current as shown in Fig. 4f.

Figure 5 shows the response of DFIG wind turbine system under unbalanced
grid voltage. The stator and rotor power of the DFIG are shown in Fig. 5a, b,
respectively. Due to the reduction of generator power reference, the power differ-
ence between the turbine and DFIG power accelerates the system. During the grid
faults, the rotor speed is increased, as shown in Fig. 5c. The active power produced
from the GSC is shown in Fig. 5d. As illustrated in Fig. Se, the generator torque is
also reduced and fluctuated due to the unbalanced grid sags.

Figure 6 shows the performance of the ESS and the BC. The DC-link voltage is
controlled well as shown in Fig. 6a, in which its transient value is less than 3.2 %.
Figure 6b shows the ESS powers, in which the control performance is good for
normal condition. When the grid fault occurs, the power controller is deactivated
and the power is absorbed by the ESS as seen in Fig. 6b to keep the DC-link
voltage. The current control performance is shown in Fig. 6c¢. Since the ESS is not
able to absorb the full generator power, the rest of the power is dissipated by the
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power (MW). ¢ ESS current (KA). d Braking chopper current (A). e ESS voltage (V)

BC, in which the BC current is shown in Fig. 6d. The super-capacitor voltage is
increased as shown in Fig. 6e.

Figure 7 shows the comparison of the DC-link voltage control between the
existing method suggested in [18] and the proposed one. The three-phase voltage
interruption is considered as shown in Fig. 7a. It can be seen in Fig. 7b that, at this
fault, the DC-link voltage can not be controlled well by the grid-side converter.
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Fig. 7 Comparison of
DC-link voltage controls
between conventional method
in [19] and the proposed one
under two-phase interruption.
a Grid voltages (V).

b DC-link voltages (V).
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The DC-link voltage is increased by about 5.8 % and includes high ripples during
the grid fault. With the suggested method, however, the DC-link voltage is con-
trolled well by the ESS, which is shown in Fig. 7c. The increase of the DC-link
voltage is less than 3.2 %.

By switching mode 1, Fig. 8 shows the response of the system when the wind
speed varies as shown in Fig. 8a. The super-capacitor will absorb or release the
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Fig. 8 Responses of system for wind speed variation a Wind speed (m/s), b Generator power (MW),
¢ Super-capacitor power (MW), d Super-capacitor currents (KA), e Super-capacitor voltage (KV)
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high-frequency components of the power, which are obtained through the high-pass
filter with the cut-off frequency of 0.628 rad/s. The fluctuated components of the
generator power is alleviated before delivering to the grid. Thus, the grid power
becomes smoother than the generator power as shown in Fig. 8b. The performance
of the super-capacitor is shown in Fig. 8c—e. Figure 8c shows the performance of
the power controller and the fluctuated component of the generator power. The
performance of current controller is good as shown in Fig. 8d. During the operation,
the super-capacitor voltage varies as shown in Fig. 8e.

5 Conclusions

This paper has proposed a method which combines the ESS and the BC for the
LVRT in DFIG wind turbine systems. The DC-link voltage is controlled by the
ESS, where the GSC is used as STACOM to control the required grid reactive
current to able to comply with the grid code. For this, the grid voltage can be
recovered rapidly without the added STATCOM after fault clearance. Also, the
output power fluctuation of wind turbine system operating in steady state is
smoothened by the ESS. The validity of the proposed control algorithm is verified
by simulation results.
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The Solar Collector and Thermal Storage
System Using High Temperature Oil

Nguyen Dao, Nguyen Quang Dung and Nguyen Bon

Abstract While solar energy has very large potential in Vietnam, its exploitation
and using remain limited. This paper introduces a solar-thermal accumulator using
hot oil and proposes theoretical basis to calculate, and design equipment with
specific data. This framework could help fabricate a thermal storage system by
using solar energy, which provides heat for living and industry. This research also
introduces an approach to save energy by building a container with minimum area
and a method to calculate the thickness of heat insulation with required accuracy.
These methods simultaneously provide safe solutions in design and operation of
this solar-thermal accumulator.

Keywords Solar energy - Solar thermal accumulator - Solar storage system -
Solar collector - Parabolic trough collector - Solar tracking system

1 Introduction

At present, the increasing demand for energy, the continuous reduction in existing
sources of fossil fuels, and the growing concern regarding environment pollution
have pushed mankind to explore new technologies for the production of energy
using clean, and renewable sources, such as solar energy, wind energy, etc. Among
the non-conventional, renewable energy sources, solar energy is the best candidates
for massive energy production.
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Solar energy can be directly converted into electricity (by means of photovoltaic
cells) or thermal energy (by means of solar thermal collectors). The temperature
level achieved when converting solar radiation into thermal energy depends on the
type of system which is used for the conversion. Parabolic-trough collectors can
produce hot water or air to 400 °C [1]. Though this temperature value is an
approximation, it gives a good idea about the typical temperature range for the
system mentioned.

Compared to a fixed trough, a parabolic trough driven by a solar tracker is kept
under the best possible insolation for all positions of the Sun, as the light falls close
to the geometric normal incidence angle. Automatic solar tracking systems (using
light intensity sensing) may boost consistently the conversion efficiency of a
parabolic trough, thus in this way extract more energy from the sun [2—4]. Among
the proposed solar tracking systems for improving the efficiency of solar energy
receiving, we can mention single-axis solar tracking [5].

2 A Proposed Solar Thermal Storage System
Using Hot Liquid

The sun is a source of immense, and endless renewable energy. However, the
instantaneous intensity radiation through the atmosphere to the ground E,(t) =

Ensin(zr—’zf) is small, and discontinuous, so it is difficult to create high energy, and use
in the factory at night [6, 7].

To overcome the disadvantages and expand the range of applications of solar
energy, we propose a solar collection and storage system as described in Fig. 1. In

that system oil is heated by solar radiation to a temperature of t > 200 °C, by the

3

1\ S
TN

Fig. 1 A proposed design of solar thermal storage system using hot liquid. Where: 1—oil heater;
2—oil hot container; 3—oil boiling container; 4—water boiler; 5S—fried equipment; 6—oil cold
container; 7—oil pump

<

~
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Table 1 Input parameters for Ny | parameter Symbol | Value
design [8] . . 3
1 Density of oil p 756 kg/m”
2 Heat capacity of oil C, 2482 J/kg K
3 Inlet temperature of oil to 27 °C
4 Boiling temperature of oil ts 340 °C
5 Diameter of oil pipeline d; 0.03 m
6 Diameter of glass shield d, 0.04 m
pipeline
7 Radius of parabolic R 0.6 m
contour
8 Length of parabolic L 2m
semi-cylinder
9 Solar absorption € 0.95
coefficient
10 Clarity of glass D 0.95
11 Mirror reflectivity R 0.94
12 Maximum radiation E, 940 W/m?
intensity
13 Day cycle Tn 24 h

parabolic trough 1, then heat is stored in the accumulator overnight and provide for
life or production (4) and (5) when needed. The input parameters for design of solar
thermal collector, and storage system are shown in Table 1.

3 Base Design of Solar Collector Parabolic Trough

3.1 Determining the Temperature Distribution Function

The temperature distribution function over time #(7) of oil from the heating pipes in
the parabolic collector, with a structure and parameters given in Fig. 2, could be
determined according to the heat balance equation for oil during dt € [t + 7+ d7]

has form [8]:

6Q1 = dlm + dIG + 5Q2a

or ¢(F\D+ F,D’R+ F3RD)E, sin(wt)dt/R,, (J).

(1)
(2)

After transform T(t) = #(t) — to and set (operator A = B means set A = B):

¢E,(F\D + F2D*R + F3RD)

a =

pVC,

= L. (K,

3)
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then the system of equations for determining T (t) is:

{ T' (1) 4 bT (1) = asin(wr), © = 21/1,, (rad/s) 5)
T(0)=1t0)—-Ty=0

Integral equations t will receive the function of oil temperature:

T(t) sin (a)‘c — artg %) =t(t) — 1o, (°C). (6)

a
VPt w?

3.2 Determining Parameters of the Heating Process

We could determine all specific parameters of the heating process of the solar heat
collector by investigating the function 7' (7). The main parameters are as follow [8]:

Maximum temperature: t,, = ﬁ + 19, when sin (% — artg (%)) =1, it
1

means when 7, = 7, (i + iartg %),rn = 24h.
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The average integral heating degree in a day is:

alw +2b2) o
f—/ - S = =10, )

The average useful thermal power generated by hot oil is: 0, = GC,T,, (W).
The hot oil production at temperature t, =7T,+1t after sunday is:
M = Gt,/2, (kg).

The hot oil heating efficiency are: 1 = E%'IL = nA‘GEC”Z”,

average intensity radiation to the ground, E = 2 1”/ 2E, sin (2”) dv, =% (Wim?),

% with E denotes the

for example in DaNang city at latitude 16 oN, the maximum intensity radiation is
E, = 555W/m? and the average intensity radiation is £ = 598 W/m?.

3.3 Determining the Necessary and Sufficient Conditions
of Boiling Process of Hot Oil

Conditions in which liquid could be boiled at temperature 7,, =t; —f, in the
collector is: T(t) > T, or T, = \/ﬁ > T,. By replacing the above parameters

into (3), (4) and solve the inequation, we can find:

e The necessary condition so that liquid could be boiled is that the heat capacity of

oil has to be less than critical boiling heat capacity Cs: C =

n _ ¢ED(E + FD’RAF3R A
Zl 1 prC’ — wT Ty -

older to /C? — C? is a real number).

e The sufficient condition in which boiling liquid is such as:

C, (C<Cy is necessary condition in

WEGC,+ £ - <w,/C? - c?aw,
G< ‘Re_G

3.4 Determining the Boiling Process Parameters

After adjusting parameter G to satisfy the boiling condition G < Gy in which the
boiling oil separate to the other container (Fig. 1: Container 3), the parameters of
boiling process could be calculated as follows:
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Time of beginning boiling process 1, and time of finishing boiling process s 7y,
2n

could be determined by solving equation: T(t) = Jﬁsin (ET — artg %) =T,

find 7 roots of those equation with sunday condition, t € [0; 7, /2], we have:

. 2 2
Ty = 5% |artg ¢ + arsin LRVACE i
b b a (9)
— o in Ve + b
Ts2 = 7% {ﬂ? +artgy +arsin a .

The volume of boiling oil after a sunny day is: My = G(Ty, — Ty1), (kg).
The oil boiling efficiency:

A MvCst _ nG2CpT\'(T.§2 - Tsl)
1 E% 2rLE,z,

% (10)

In case that is no separation of boiling oil, the boiling oil flows to container and
average temperature is computed ¢, = T,, + 1y, then the other parameters of hot oil
are calculated according to the formula as Sect. 3.2.

3.5 Calculating Design Parameter of Solar Collector

The design procedure of the solar thermal storage system using parabolic trough to
generate hot oil would be presented in Tables 2 and 3 as follows.

4 Basic Design of Heat Storage Container

Because of heat losing through the cover of thermal storage Q, the cover should be
designed with the minimum area, then calculated insulation as required storage
system.

4.1 Determining the Size of the Container

Among of the storage with various shapes, the cube one has minimum area of
cover, which is equal to: F. = nd? :n(%)m: 4.836V2/3, m?. But because
spherical shape is difficult to make and inconvenient to use, especially in engi-
neering, liquid containers with cylindrical body (diameter d and height h) are often
used.

With a given volume V and h. = d/4, we should calculate the optimal ratio

X = % in so that the area of container is minimum [10] (Fig. 3).
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Table 2 Calculating design parameter of solar collector [9]
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Type Parameter Formula Value
Intermediate Direct radiation F,=d,L 0.06 m>
parameter area
Glass area Fy = (dy —d,)L 0.02 m?
Reflective area F3=(2r—d,)L 2.32 m?
Radiation k2 Ea _ 2R+ di(1-R) 11.30
. E, nd,
concentration of
parabolic trough
1 1 &0, 44 2
Coefficient = i c( GrPr)" n (1! 10 W/m
The volume of oil m= pd’Ln/4 1.07 kg
in the pipe
heat capacity of C =mC, 3287 J/ikg
system oil + pipe
Total thermal R, = #md_z 4 L 2.5 mK/W
. . Tk d, ndyo
resistance of pipe
The maximum a ép/c 0.34 K/s
heating rate
Angular speed of o =2n/1, 7.27 x 1072 rad/s
earth rotation
Critical boiling Critical boiling ol P/ T, 53,049 J/K
parameters heat capacity
Equivalent of W, 2wy /C2 — C? 3.85 W/K
water at boiling }
point
Flow at boiling G, & (W —L/R,)/C, 0.00123 kg/s
point
Designed Flow of hot oil G = 1.2G; 0.00147 kgfs
parameters Flow of boiling oil | G, = 0.8G; 0.001 kg/s
Parameters of Equivalent of Wi = GC, +L/R, 4.45 W/K
hot oil and water G1
boiling oil Equivalent of Wy = G,C, +L/R, 3.3 WK
water G2
Temperature by =w,/C 0.00135 1
frequency of hot
oil
Temperature b, =W,/C 0.001 s7!

frequency of
boiling oil
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Table 3 Specific parameter of oil heating (G,) and boiling process (G,) [9]

N. Dao et al.

Type

Parameter

Formula

Value

Parameters
of oil
heating
process

Maximum
heating
degree

T, —__a
max = ot

251 °C

340 °C

Maximum
oil
temperature

tmax = T +1,

278 °C

368 °C

Point time t,,

= a4+ )

6.11 h

6.28 h

Temperature
at the end of
the day

le =to+ 305

405 °C

40.6 °C

Average
integral
heating
degree

T — a(o)z+2hz)
T wh(w? +b?)

160 °C

216 °C

Average
temperature
of oil

ty=T,+1,

187 °C

233 °C

Effective
power of
equipment

583.8 W

536 W

Heat
production

252 MJ

23.15MJ

Hot oil
production

104 kg

69 kg

Heating
efficiency via
Gl and G2

63 %

432 %

Ending point
time of
boiling
process

T = ;—;'I (artg% — arsin &

a

8.67

Time of
boiling
process

ATr =Tg —Tx

4.95

Volume of
boiling oil

M, = G,AT,

28.5

Boiling
efficiency

M,C, Ty _ 1G,G,TAty

s = "Eu = TEoiy,

35.7 %
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Fig. 3 Dimension of design
heat storage container

h.=d/4

>|4

=x.d

The relationship F = F(x, V) could be presented as below.

nd® nd® s
V="Cxd+22 4 = X431+ 6x) leads to d = | %

d |[(d\* (d\* nd

The area of container when we assigned d = d(V,x) is:

1/34x+\/§
F= 0 e

Af (x). (12)

The function f(x) = ‘(‘gx’rﬁ reaches minimum when x = @ = 0.618.

The ratio x = 0.618 is called optimal ratio, or gold ratio. This ratio helps to
choose optimal size for design of container. From gold ration x = 0.618 we could
calculate sizes of designed container:

Diameter of container d = n(gle) = 1.175V5.

Height of container: h =x-d = 0.726 V5.
Area of container’s cover: Fyp, = (97r(3\/§ — 2) V2)1/3: 5.106V3/3, (m?).

Compared to spherical container, the deviation of area of cover is
e=|1-F,/F.|=56%.

4.2 Design of Insulation for Solar Thermal Storage
Container by Hot Oil

Insulation requirements: Input parameters for design of insulation cover have been
chosen: material of insulation cover, making of porous vitreous [9]:
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area of container cover, F = 6.69 m?;
volume of storage heating oil M = 10M; = 1041 kg;

e the initial temperature of the oil t, = 187 °C, mounted in air condition with
temperature t, = 27 °C, a = 9.5 W/m? K.

e storage time without load: At = 1,/2 = 12h;

e final temperature of hot oil: #(%) >, = 180°C.

Next step of design of insulation contains: calculating the length J. of insulation
layer and determining heat transfer coefficient k through insulation layer with
condition #(%) > z..

Value k could be exactly determined in differential heat balance equation for oil

t T

dt kF

d =9 MC,(—dt) = (t — t;)kFd - = N P 13
O — MC,(—dt) = (t — t;)kFdr — s E, . (13)
Iy 0
Solved differential Eq. (12) gives result: In (%) = — A%] T.

From here the distribution #(7) in storage process could be calculated by the
formula:

t(t) =15+ (tn — 1) exp(— A’%), and heat transfer coefficient
)

k

MG,y —ty [ W
= n .
Fr, t.—t,” |[m?K

Length &, of insulation layer could be determined by k.

SC:;LC(E_1>:¢_&7(IH)' (14)
koa)oMc (b))

Results of calculating numerical value are shown in Table 4.

5 Automatic Solar Tracking System

Solar tracking systems are of several types and can be classified according to
several criteria. A first classification can be made based on the number of rotation
axes. Thus we can distinguish solar tracking systems by one rotation axis,
respectively by two rotation axes. Since solar tracking implies moving parts and
control systems that tend to be expensive, single-axis tracking systems seem to be
the best solution for small solar heat collector. Automatic solar tracking system
contains two parts: mechanic and control system (electric part).
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Table 4 Numerical results of design station [10]
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Type of
parameter

Name of
parameter

Formula

Value

Description

Hot oil

Number of
parabolic
collector

10

Chosen
n=10

Total
volume of
hot oil

M1 :}’lGl‘En/z

1041 kg

At
ty1 =200°C

Capacity
of storage
container

V=11M/p

1.509 m®

V=110 %
Vy

Diameter
of storage
container

_ v
d= 7(3v5-2)

1.348 m

High of
storage
container

h=(V5-1)d/2

0.833 m

h: optimal
high of
container

High of

he :d/4

0.337 m

Area of
cover

win = (9n(3v5 — 2)v2)"?

Heat
insulation

Heat
coefficient

} -C (GrPr)" +

HT(,(T TA)

9.5 W/m? K

k= ZMC D p l=te
Te—1,

1.094 W/m? K

Thick of
insulation
layer

==

0.029 m

5.1 Mechanic Design

The mechanic system is designed to hang the solar collector trough, and rotate them
toward the sun. The number of parabolic collectors of design system is 10, so it’s
large to mount on one chassis. We arrange five collectors on one chassis. The solar
collector system needs two chassis in total. System is designed on module basis:
easy to mount or unmount. Mechanic system includes: chassis, on which solar
parabolic collector troughs is hung on, and the transmission system. The chassis is
designed with rectangular shape, and has bearings in order to mount the shaft of
solar parabolic trough. Transition mechanism includes gears and chain that allows
to rotate all collector trough with same position (Fig. 4).

5.2 Electric Design

Block diagram shows below (Fig. 5).
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Fig. 4 Installation of solar parabolic trough

Fig. 5 Block diagram of electronic system

The block electric diagram contains 4 main blocks: power supply, solar sensor,
microcontroller and DC motor. After reading signal from solar sensor, microcon-
troller processes it and generates control signal to DC motor for rotation solar
parabolic trough. The power module converts AC with 220 V to DC with 5 V for
microcontroller and 24 V for DC motor.

Solar sensor is composed of two photoresistances, as shown in the Fig. 10. The
controller reads the voltage value of two photoresistances and compares them. If
there is difference between the voltages of two photoresistances, the DC motor is
turn on and rotates the solar parabolic trough, directing to the sun. For economical
reason, the controller should read the signal from sensor and send control signal to
control the motor for rotation solar parabolic trough after each 10 min (Fig. 6).

Fig. 6 Design of solar sensor
with two photoresistances
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DC motor The parameters of the DC motor used as the motion mechanism are:
rated voltage is 24 V, rated current is 3 A, maximum speed is 3000 rpm, gear box
with a speed reduction ratio of 1:20.

To command the DC motor and read analog signal from 2-wire sensor, we used
the microcontroller PIC 16F684. This microcontroller, which has 4 I/O and
8 analog inputs/outputs, satisfies all requirements of task: reading analog signal,
generating control signal for DC motor (clockwise, and counterclockwise).

6 Experiment Result

Based on the detail design presented in the previous section, we executed a com-
pletely operational small scale experimental model. Starting from this small scale
equipment, we can go forward and implement the proposed technology in full scale.
The experimental model includes one trough with design parameters given in
Table 1 and one container, which is one-half scale of the full-size one mentioned in
Table 4.

Experiment procedure was carried out on model and received data (Fig. 7). The
dependence of the measurement data t on T and G is shown in Fig. 8. The error ¢
between experimental and theoretical data lies in interval ¢ € (0 = 10) %, and the
mean error is &, = 3.5%.

Some conclusions can be drawn from the research result:

e The calculation formulas derived in Sect. 4 are strongly supported by experi-
mental data, with only insignificant error has been found. Thus the formula
could be used in design of thermal storage and solar collector system.

e Using the parabolic trough could provide high energy which is enough for
application needs in production.

The test of the solar tracking system was conducted from 12h8" AM to 1h38' PM
in June, 23 2015, that took about 45 min, and the results are shown in Fig. 9.

Thecretical data
toe J
i Expanmental data
2;2 | 2,66 8,7
200 e
150 4 UG
100 fue) |
f o/
G(T) HGn)
50 o | -—
30 ¢ S
0 2 4 6 & 10 1z 14 16 18 20 22 24 Lh

Fig. 7 Graphs t(1) of liquid and t(t, G) of hot oil
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Fig. 9 Experimental data at 12h38" AM

The experimental data show that the angle of parabolic trough has decreased
from around —10” at 12h8’ AM to —45" at 1h38' PM. The change of angle of solar
trough help receive more energy for system.
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Fig. 10 Experimental data at 1h38' PM

7 Conclusion

Based on research results we can conclude that the proposed solution for design of
solar thermal collector and storage system, including solar thermal collector trough,
the storage container system with minimum area, and solar tracking system has the
some advantages: low cost; simple design convenient with local condition. With
input parameters in Table 1 we designed solar trough with detail parameters in
Sect. 3. The storage system is designed in Sect. 4, in which the area of designed
storage container is minimum, so that fabricating is simplify. On the other hand this
paper proposed solution for the effective using solar tracking system. The solar
tracking system is controlled by microcontroller PIC 16F684, which receives signal
of solar sensor and generates commands to the DC 24 V motor to rotate the solar
trough toward the sun. The design system was verified by model in smaller scale.
The experimental data show positive result.
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Abstract This paper presents a modified cuckoo search algorithm (MCSA) for
solving bi-objective short-term cascaded hydrothermal scheduling (BO-STCHTS)
problem. The objective of the problem is to determine the optimal operation for
thermal plants and a cascaded reservoir system while satisfying all constraints
including electrical constraints of both hydro and thermal plants and hydraulic
constraints of reservoirs so that the total generation of fuel cost and pollutant
emission from thermal power plants are minimized. The MCSA has been developed
by modifying the search strategy via Lévy flights to improve the performance of the
conventional cuckoo search algorithm for solving the problem. The result com-
parison from a test system with nonconvex fuel cost function and cascaded reser-
voir between the proposed MCSA and other methods in the literature has shown
that the MCSA is very efficient for the BO-STCHTS problem. Therefore, the
proposed NCSA can be a efficient method for solving the nonconvex BO-STCHTS
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1 Introduction

Bi-objective short-term cascaded hydrothermal scheduling is to determine the
optimal generation of thermal plants and optimal water discharge via hydro turbine
so that both fuel cost and the pollutant emission released from the thermal plants are
minimized while electrical and hydraulic constraints including power balance,
limits on generations, water discharge rate, and as well as reservoir storage limits
are exactly met [1].

In recent years, many meta-heuristic algorithms have been employed to solve the
bi-objective variable head short-term hydrothermal scheduling problems including
evolutionary programming based interactive fuzzy satisfying method (EP-IFS) [2],
differential evolution [3, 4], improved quantum-behaved particle swarm optimiza-
tion (IQPSO) [5], multi-objective differential evolution (MODE) [6] and non-
dominated sorting genetic algorithm-II (NSGA-II) [6], improved quantum-behaved
particle swarm optimization (IQPSO) [7], Quadratic approximation based differ-
ential evolution with valuable trade off approach (QADEVT) [8], and Particle
swarm optimization (PSO) [9]. Among the mentioned methods, EP-IFS [2] was the
first application for solving the multi-objective variable head short-term
hydrothermal scheduling problem and the results obtained by the methods in
terms of cost, emission and computational time are worse than those from the other
methods. In the study, the bi-objective problem is simplified by converting into
single-objective one, a set of nondominated solutions needs to be determined and
the interactive fuzzy satisfying method is then employed to determine the best
compromise from the nondominated solutions. MODE and NSGA-II have also
determined the set of nondominated solutions and then another technique has been
employed to choose the best compromise solution. On the contrary, the studies in
[3, 4, 7-9] have converted the bi-objective problem into single objective one by
using price penalty factor and only the value of price penalty factor needs to be
selected in case of finding the best compromise solution in stead of determining a
set of nondominated solutions like studies [2, 6].

In this paper, a modified Cuckoo Search Algorithm (MCSA) is first proposed for
the BO-STCHTS problem considering cascaded hydropower plants. The MCSA
was developed by Walton et al. [10] by improving the search ability of the
Conventional Cuckoo search algorithm with several modifications. Namely, in the
first new solution generation via Lévy flights all initial eggs are ranked and clas-
sified into two groups where top group consists of better eggs and abandoned group
contains other eggs, and the updated step size associated with the Lévy flights is
adaptive for the two groups at each iteration. The MCSA has ever been successfully
applied to short-term fixed hydrothermal scheduling [11] and in the paper, the
effectiveness of the proposed MCSA methods has been tested on one system and
the obtained results have been compared to those from methods reported in the

paper.
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2 Problem Formulation

In this section, the mathematical formulation of the BO-STCHTS problem con-
sisting of N; thermal units and N, hydro units scheduled in M time sub-intervals
with #,, hours for each is mathematically formulated.

2.1 Economic Dispatch
The fuel cost function can be accurately modelled in terms of real power output as a
non-smooth cost function as follows:
M N .
Fl = Zztm{asi +bsipsi,m +Csipfi‘m|esi X sin si X (P;rinn - Palm))‘} (1)

m=1 i=1

where ay;, by, cy, e, fyi are fuel cost coefficients of thermal plant i; Py; , is power
output of thermal unit i at subinterval m; 1, is the duration of subinterval m;

2.2 Emission Dispatch

The emission produced can be also expressed in form of a quadratic and expo-
nential function as follows:
M N
F= Z Z Im {O‘S" + ﬂSiPSl',m + yxipii‘m + 1y €Xp (5SiPsi,m)i| (2)

m=1 i=1

where ag;, B, Vsi» Nsi» and Jy; are emission coefficients of thermal unit 7.

2.3 Combined Economic and Emission Dispatch

In this paper, the bi-objective optimization problem is converted to a single
objective one using a price penalty factor based method as follows.
Minimize

TC = wy X Fy(Pyjm) +wa X PRy X Fp(Pyjm) (3)

where w; and w,, are respectively weight factors associate with fuel cost objective and
emission objective; PR, is the price penalty factor during subinterval m. The way to
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determine the price penalty factor PR,, for a particular load over optimal interval is
described in [12].

2.4 Considered Constraints

The objective function (3) above must be minimized subject to many following
constraints:

(1) Load Demand Equality Constraint

The total power generation from thermal and hydro units must satisfy the load
demand neglecting power losses in transmission lines.

Ny N,
ZP‘vi‘m + thj,m - PL,m - PD,m =0 (4)
i=1 j=1

where Py ,, and Pp,, are load demand and transmission loss at subinterval m; Py
is the power output of hydro plant j at subinterval m and is defined as the following
function of water discharge and reservoir volume

2 2
Py = Cinj(V; )"+ Canj(Q;,,)" + Ca1iQ; Vi + Can Vi + Cs1Q; 1, + Conj - (5)

where Cipj, Conjy Canjy Canj» Csnj, Conj are the coefficients of the jth hydropower
plant
(2) Hydraulic Continuity Equation

Nu M
Vj,m—l - Vj,m +Ij,m - Qjm + Z Z (QiJH—T,'_j) =0 (6)

i=1 m=1

where V;,, 1I;,, and S;,, are reservoir volume, water inflow and spillage discharge
rate of jth hydropower plant in mth interval; 7;; is the water delay time between
reservoir j and its up-stream 7 at interval m and Nu is the set of up-stream units
directly above hydro-plant j.

(3) Initial and Final Reservoir Storage

Vio = Viiiiat;,  Vim = VjEna (7)
(4) Reservoir Storage and water discharge Limits
V_i7min SVj,mSVj,ma)d .]: 1727"'7N2; m = 1727"'>M (8>

Qj,minSQj.mSQj,max; .]: 17 27"'7N2; m = 17 27"'5M (9)
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where V.« and Vi, are the maximum and minimum reservoir storage of the
hydro plant j, respectively; Q; max and Q; min are the maximum and minimum water
discharge of the hydro plant j.
(5) Generator Operating Limits
PSLminSPXi,mSPSLmax; i= 1,2,...,N1;m: 1a2a---aM (10)
Phj,min<Phj,m§Phj.max; ]: 1727"~7N2; m = 1,2,...,M (11)

where Pg; max> Psimin @1d Ppjmaxs Ppjmin ar¢ maximum, minimum power output of
thermal plant i and hydro plant j, respectively.

3 Modified Cuckoo Search Algorithm for BO-STCHTS
Problems

3.1 Modified Cuckoo Search Algorithm

In conventional CSA, the new solutions generated via Lévy flights are obtained as
below [11]:

Xinew — X,- + O(.(Xbest - X’) (V x ZXE§;> (12)

where X,,.;; and X; are the best egg and the ith egg among the number of eggs; a. >0 is
an updated step size. The value of o has a significant influence on the final solution
because it will lead to different new solutions as it is set to different values. If this
parameter is set to a high value, there is a huge difference between the old and new
solutions and the optimal solution is either obtained fast or omitted. As the current
iteration is high, the new obtained solution should be searched nearby the previous
solution. However, the method has to find the optimal solution in a large search zone
for this set value which may not reach the best optimal solution. Based on the
analyzed drawback of the conventional CSA, it is clearly better to search for the
optimal solution in a small zone as the iteration counter is increased to the maximum
number of iterations which is predetermined for the iterative process [10].

3.2 Units Calculation of Power Output for Slack Thermal
Unit

The slack variables consisting of the water discharge of jth reservoir at subinterval
M, Q; 1,4 and power output of thermal unit 1 at subinterval m, Py, ,, are obtained as
follows [11]:
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M

M M—1 Nu
Oima=Vio—Vim+ le,m - Z OQim+t Z Z (Qipnr,) =0 (13)
m=1 m=1

i=1 m=1

Ny Ny
P.Yl,m = PD,m +PL,m - ZPsi‘,m - thj,m (14)
i=2 =1

3.3 Implementation of the Modified Cuckoo Search
Algorithm

3.3.1 Initialization

Similar to other meta-heuristic algorithms, each nest of Np nests is represented
by X4 = [Psima Qjmal (d =1,..., N,). Each nest X, is randomly initialized where
Psi,min < Psi,m,d < Psi,max (l = 2’-“, Nl; m = 1’---’ M) and Qj,min < Qj,m,d < Qj,max
G=1,..., Nyym=1,..., M — 1). The reservoir volume at mth subinterval is obtained
using Eq. (4), and Q; 4 and Py, are then respectively obtained using (13) and
(5). The slack thermal unit is obtained using (14).

Based on the initial population of nests, the fitness function to be minimized
corresponding to each nest for the considered problem is calculated.

M N1 M )
S S wi x Fy(Pyin) +wa X PRy X Fa(Pyin) } + Ky 3 (Pyima — I’
FT, = m=1i=1 m=1
d= N2 M—1 s N2 a2 N2 M o
FKY Y S (Vima = VI™) +Ko Y- (Quara = Q™)) +Ki Y- 3 (Prjna = PIP)
j=1m=1 Jj=1 j=1m=1

(15)

where K and K, are respectively penalty factors for the slack thermal unit 1 and all
hydro units; Ky and K, are respectively penalty factors for reservoir volume over
M — 1 subintervals and water discharge at the subinterval M; The limits of variables
in (15) are taken from [13].

In the MCSA all nests are first sorted in the descending order of their fitness
function value and then classified into two groups. The nests with high fitness
function value Xabandoned, are put in the abandoned group and the other ones
Xtop, are put in the top group. A nest which is randomly picked among the Xtop,
nests is called Xtop, and another one with the best quality is named Xbest,. The two
new solution generations are respectively described as below.
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3.3.2 Generation of New Solution via the Lévy Flights

New Solution Generation for the Abandoned Group

Based on the modification applied to the abandoned eggs (d = Notop + 1,..., N,
where Notop and Np are the number of eggs in the top group and in the initial

population, respectively), the optimal path for the Lévy flights is calculated using
Mantegna’s algorithm as follows:

Xabandoned)” = Xabandoned; + o x rand x AX (16)
The step size o is determined by 1/1/G where G is the current iteration number,
and 4X is an increased step [11].
New Solution Generation for the Top Egg Group

The modification is applied to the eggs in the top group (d = 1,..., Notop). The new
solution for the top group is obtained as follows [11]:

new

Xtop!?" = Xtopg + o x rand x AXtop!y™ (17)

3.3.3 The Second New Solution Generation via Discovery
of Alien Eggs

In the MCSA, all eggs of the top group and abandoned group are combined into one
group first. The new solution due to this action can be found as follows:

X945 = Xbestg + K x AX9S (18)
where K is the updated coefficient and AXZiS is the increased value [11]. The new
solutions can violate their limits and need to be redefined [13].

3.3.4 Stopping Criteria

The above algorithm is stopped when the maximum iteration is reached.

3.3.5 Overall Procedure

The overall procedure of the proposed MCSA for solving the BO-STCHTS
problem is described as follows.
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Step 1: Select parameters including number of nests N,,, probability of alien eggs
to be abandoned P,, the ratio of the number of eggs in top group to that in
abandoned group and maximum number of iterations Ny«

Step 2: Initialize a population of N, host nests as in Sect. 3.3.1 and calculate the
slack water discharge and slack thermal unit 1 using Eqs. (13) and (14).
Set the initial iteration counter G = 1

Step 3: Evaluate the fitness function using (15) to evaluate and classify the eggs
into two groups including abandoned group, Xabandoned, (d = Notop +
1,..., Np) and top group, XTop, (d = 1,..., Notop). The egg with the lowest
fitness function value is set to Gbest in the population

Step 4: Generate new solutions via Lévy flights for abandoned group and top
group as described in Sects. ‘New Solution Generation for the Abandoned
Group’ and ‘New Solution Generation for the Top Egg Group’, and
calculate the slack water discharge and slack thermal unit 1 using
Egs. (13) and (14)

Step 5: Put the new eggs in top group and abandoned group in the integrated
group and evaluate all the eggs to determine the best egg with the lowest
fitness function

Step 6: Generate new solutions via the discovery of alien eggs as described in
Sect. 3.3.3. Calculate the slack water discharge and slack thermal unit 1
using Egs. (13) and (14)

Step 7: Evaluate the fitness function using (15) to determine the best egg, Gbest

Step 8: If G < Ghax, G =G + 1 and go back to step 3. Otherwise, terminate the
iterative procedure

4 Numerical Results

The proposed MCSA has been implemented for solving one hydrothermal system
consisting of four cascaded hydropower plants and three thermal plants considering
valve-point loading effect and 24 one-hour scheduled subintervals. The data of the
system are taken from [6]. The proposed MCSA is coded in Matlab platform and
run fifty independent trials on a 1.8 GHz PC with 4 GB of RAM.

For implementation of the proposed MCSA, the number of nests and the
maximum number of iterations are respectively set to 100 and 15,000 meanwhile
the value of probability of alien egg discovery is from 0.1 to 0.9 with a step of 0.1.
The optimal solutions of the bi-objective hydrothermal system scheduling problem
are obtained for three dispatch cases including economic dispatch, emission dis-
patch and economic emission dispatch. Each dispatch is performed depending on
values of w; and w, in Eq. (3). Namely, wy and w, are respectively fixed at 1 and 0O
for economic dispatch, and fixed at 0 and 1/PR,, for emission dispatch whereas the
values are set to O and 1 for economic emission dispatch. After performing the
MCSA fifty independent runs for each value of Pa, the best optimal solutions are
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Table 1 Comparison of result obtained by the proposed MCSA and other methods

Method Economic dispatch | Emission dispatch CEE dispatch

Cost ($) | CPU (s) |Emission (ton) | CPU (s) | Cost ($) | Emission (ton) |CPU (s)
RCGA 112,940 |3156.5 11.6256 32614 |- - -
NSGA-II |- - - - 127,200 | 18.9605 4301.1
DE 110,810 |2554.1 11.4994 424.4 - - -
MODE - - - - 126,820 | 17.7019 2957.2
MCSA 94278.4 | 113 9.5294 124 101,949 | 13.9674 118

achieved at Pa = 0.8, 0.3 and 0.7 corresponding to economic dispatch, emission
dispatch and economic emission dispatch. The obtained cost and emission obtained
by the MCSA are compared to those from other methods in [6] including real-coded
genetic algorithm (RCGA), non-dominated sorting genetic algorithm-II (NSGA-II),
differential evolution (DE), Multi-objective differential evolution (MODE) and
reported in Table 1. Clearly, the total fuel cost and emission released into the air for
electricity generation by using the proposed MCSA are much less than those from
other. Furthermore, the execution time of searching optimal solution by MCSA is
also much faster than the others. Note that all methods in [6] have been run on a
Pentium-1V, 3.0 GHz computer. Consequently, the MCSA is more effective and
robust than the methods and it is deserving of a powerful optimizer for solving the
bi-objective short-term cascaded hydrothermal scheduling problem where the
valve-point loading effect is taken into account.

5 Conclusion

In this paper, the proposed MCSA method has been applied for finding the optimal
solution for the bi-objective short-term cascaded hydrothermal system scheduling
where cascaded reservoir with water time delay from the upper reservoir flowing to
the lower ones and the valve-point loading effects of thermal plants are considered.
In the MCSA, the updated step size is adaptive at each iteration and there is no task
for selection of the parameter. This is considered an advantage of the MCSA
compared to the conventional CSA. The proposed MCSA has been tested on a
four-hydropower plant and three-thermal plant system for three dispatch cases
including economic, emission and economic emission dispatches. The results
obtained by the proposed method in terms of generation fuel costs, emission and
computational time have been compared to those from several other methods
available in the paper and the result comparisons have revealed that the MCSA is
more effective and robust than these methods. Therefore, the proposed MCSA is
one of the promising modern optimizers for searching optimal solution of the
bi-objective short-term cascaded hydrothermal scheduling problem.
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A Backtracking Search Algorithm
for Distribution Network Reconfiguration
Problem
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Abstract This paper proposes a distribution network reconfiguration
(DNR) methodology based on a backtracking search algorithm (BSA) for mini-
mizing active power loss and minimizing voltage deviation. The BSA is a new
evolutionary algorithm for solving of numerical optimization problems. It uses a
single control parameter and two crossovers and mutation strategies for powerful
exploration of the problem’s search space. The effectiveness of the proposed BSA
has been tested on 69-node distribution network system and the obtained test results
have been compared to those from other methods in the literature. In addition to
BSA, two other algorithms—particle swarm optimization (PSO) and cuckoo search
algorithm (CSA)—are implemented for comparisons. The simulation results show
that the proposed BSA can be an efficient and promising method for distribution
network reconfiguration problems.
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1 Introduction

An electric power power distribution network (DN) system carries electricity from
the transmission system to individual consumers. Recently, DN systems are
becoming large and complex leading to higher system losses and poor voltage
regulation. Therefore, loss reduction and voltage profile enhancement in DN sys-
tems have constituted one of the most important objectives for researchers. There
are many methods available for reducing power loss and improvement of voltage
profile at distribution level: capacitor installation, load balancing, reconfiguration
and distributed generator installation. Reconfiguration is one of the most economic
method among them.

In the last two decades, many researches have been carried out to solve DNR
problems using different methods. Merlin and Back [1] were the first to report a
method for distribution network reconfiguration to minimize feeder loss. Later on,
several intelligent algorithms have been developed for loss minimization and/or
voltage profile improvement. The most important algorithms in this category are
genetic algorithm (GA) [2, 3] tabu search [4, 5] particle swam optimization
(PSO) [6, 7] ant colony optimization (ACO) [8, 9] Recently, several novel methods
based on artificial intelligence techniques have been implemented for DNR prob-
lems such as shuffled frog leaping algorithm (SFLA) [10], fireworks algorithm
(FWA) [11], hybrid big bang-big crunch algorithm (HBB-BC) [12]. In general,
most of the above intelligence techniques all inevitably involve a large number of
computation requirements and have a lot of control parameters.

The backtracking search optimization algorithm (BSA) developed by Pinar
Civicioglu is a new evolutionary algorithm for solving optimization problems [13].
The BSA has a unique mechanism for generating a trial individual which enables it
to solve numerical optimization problems successfully and quickly. The BSA uses
three basic genetic operators: selection, mutation and crossover to generate trial
individuals. In this paper, the BSA is proposed for solving DNR problem consid-
ering power losses in transmission systems and voltage profile improvement. The
effectiveness of the proposed BSA has been tested on 69-node distribution network
system and the obtained results have been compared to those from other methods
available in the literature.

This paper is organized as follows: The problem formulation is given in
Section ‘Problem formulation’. The implementation of BSA for the problem is
presented in Section ‘Backtraking search optimization algorithm for DNR’. The
numerical results are provided in Section ‘Numerical results’. Finally, the conclu-
sion is given.
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2 Problem Formulation

The reconfiguration is defined as the process of changing the topology of system for
a certain objective. The DNR is accomplished by changing open/close state of
switches. In this study, the objective is to minimize total system active power loss
and voltage deviation. The objective function can be described as follows [11, 14]:

minimize F = AP

loss + AVD (1)
The net power loss reduced (APF ) is taken as the ratio of total power loss
before and after the reconfiguration of the system:

A R P{S?s 2
ler - P() ( )
loss

The total power loss of the system is determined by the summation of losses in
all line sections:

Nbr 2 2
lev*ZR <P +Q> (3)

The voltage deviation index (AVp) can be defined as follows:
Vi—V; .
AVp = max (IT) Vi=1,2,...,Npus (4)
1

The reconfigured process will try to minimize the AV, closer to zero and thereby
improves voltage stability and network performance.

The constraints of objective function are as follows:

(1) For the proposed configuration, the computed voltages and currents should
be in their premising range.

VminSViSVma)d 1 = 1)2)"'3NbUS (5)
Ogliglmax,ﬁ i = 1727”'7Nbl‘ (6)

(2) The radial nature of DN must be maintained and all loads must be served.

3 Backtracking Search Optimization Algorithm for DNR

BSA comprises five processes: initialization, selection-I, mutation, crossover, and
selection-II. The BSA method is implemented for DNR problem as follows.
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3.1 Initialization

To maintain the radial topology of the network in DNR process, the number of open
branches should always be equal to the number of tie-switches (N,) and could be
obtained through Eq. 7:

Nrs = Nbr_(Nbus_Nss) (7)

Therefore, the number of switches which must be open after reconfiguration is
specific and must be used as a variable in algorithm. These switches are called
tie-switches (SW). Therefore, every member of the initial population is a radial
structure of the network. In DNR process using BSA, each radial structure of the
network is considered as an individual. A population is represented by P; =
[Pﬁ, Y 1vP5st] with i = 1, 2,..., N. Where N and N,, are the population size,
problem dimension, respectively. In which each P; represents a solution vector of
variables given by:

P, = [SWi], withd=1,2,...N, (8)

where S W";, (d=1, 2,..., Ny are the tie-switches of corresponding to individuals i to
maintain the radial topology of the network.

In order to reduce searching space of each tie-switch, the codification presented in
[15] was used for the method proposed in this work. According to [15], the number
of tie-switches is also equal the number of fundamental loops. Thus, an individual i is
a vector with N, positions in which each position corresponds to a fundamental loop.

In the BSA, each individual can be regarded as a solution which is randomly
generated in the initialization. Therefore, each individual i of the population is
randomly initialized as follows:

~ SWiina ) | 9)

P; = round |SW'

m

ing T rand X (SWi

max,d

where SW;, , and SW}, , are minimum tie-switch and maximum tie-switch which
are encoded in fundamental loop d.

Based on the initialized population, the load flow using Newton-Raphson load
flow method is run then the fitness of each individual is calculated by the objective
function Eq. 1.

In addition, BSA is a dual-population algorithm that uses both current and
historical populations. It remembers the population of a randomly selected gener-
ation for use in calculating the search direction matrix. The historical population is
also initialized by Eq. 10

oldP; = round |:SWIilin,d + rand x (SW!

max,d

- SWrinin,d) (10)
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3.2 Selection-1

In this stage, BSA generates the historical population oldP, used as the search
direction. At the beginning of each iteration, BSA redefines oldP by comparing
between two randomly generated numbers according to Eq. 11:

If rand(0, 1) <rand(0, 1) then oldP = P (11)

BSA memory remembers oldP as the historical population in each iteration until
it is changed. This ensures that BSA designates a population belonging to a ran-
domly selected previous generation. After determining the historical population
based on the aforementioned equation, BSA changes the order of the individuals in
oldP randomly through Eq. 12.

oldP = permuting(oldP) (12)

where permuting function is a random shuffling function.

3.3 Mutation

The mutation process of BSA generates Mutant as the initial form of the trial
population through Eq. 13.

Mutant = P+ round [F x (oldP — P)] (13)

where F is a function that controls the amplitude of the search direction matrix,
which is the difference between the population and the historical population. In this
paper, the standard Brownian movement with F = 3 x rand (0,1) is used.

3.4 Crossover

This operation generates the final form of the trial population. In this process, the
initial trial population Mutant is changed to the final trial population T through a
crossover operator. Trial individuals with better fitness values for the optimization
problem are used to evolve the target population individuals. The crossover process
has two steps. The first step set the value of T to Mutant, then a binary
integer-valued matrix (map) with N rows and d columns is generated to select the
individuals that have to be manipulated. If map (i,j) = 1, where i = {1, 2,..., N} and
j=A{12,3,..., d}, the individual 7(i,j) is updated with 7(i,j) = P(i,j). The second
step applies a procedure related to a mix-rate parameter (mixrate) which is the only



228 T.T. Nguyen et al.

control parameter during optimization that controls the number of elements of
individuals that will modify in a trial.

Some individuals of 7 may violate the boundary condition of the optimization
problem, so they are redefined at the end of the crossover process, as follows:

If TG,j) < SWhin;j o T(1,j) > SWnay; then:

T; = round SWI’;ﬁmd + rand x (SWIimx,d — SWrilin,d):| (14)

3.5 Selection-11

In Selection-II stage, the individuals of population T with better fitness values than
the corresponding particles of population P are used to update P based on a greedy
selection. The global minimum among all the individuals is also updated according
to the fitness values for 7 and P.

3.6 Stopping Criteria

In the proposed BSA method, the stopping criterion for the algorithm is based on
the maximum number of iterations (/ferp,,x). The algorithm is terminated when the
number of iterations (Iter) reaches the maximum number of iterations (Fig. 1). The
flowchart of the proposed BSA for DNR problem is given in Fig. 2.

4 Numerical Results

To demonstrate the performance and effectiveness of the proposed method using
BSA, it is applied to 69-node test system and compared the results with those of
PSO which has been applied for many optimal problems related to power system
[16] as well as cuckoo search algorithm (CSA), which is a recently developed
optimization algorithm [17] and has been applied successfully applied for DNR
problem [18]. The BSA based methodology was developed by Matlab R2014a in
2 GHz, i3, personal computer.

4.1 Selection of Parameters

In the proposed BSA method, there are three control parameters to be handled
including population size, maximum number of iterations (Ifery.x) and mix rate
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Randomize a number of population
P = [tie-sw;, tie-sw, ..., tie-swy]
Randomize a number of historical population
oldP = [tie-sw,, tie-swy, ..., tie-swy]

Y

Check the radial topology, run power flow and evaluate the fitness function

Selection-| y

Redefine historical population o/dP based on population P via Eq. 10
Permute randomly the order of the individuals in o/ldP

"y

Mutation *

Generate Mutant poulation:
Mutant = P + round[F x (oldP - P)], with F =3 x rand (0,1)

Crossover *

Generate the manipulated matrix map = zeros(N,Nts)
Generate a vector U containing a random permutation of the integers 1:Nis
map(i, UA: mix-rate x Rand x Nts)) =1, i=1,..,N
Generate the offspring population:
T = Mutant .x not(map) + map .x P
Check the boundary condition of the population T via Eq. 14

Selection-Il +

Check the radial topology, run power flow and evaluate the fitness function
If fitness(Ti) < fitness(Pi) then fitness(Pi) = fitness(Ti) and Pi=Ti with i =1,..., N

Iter = Iter + 1 Ilter <= ltermyax

Fig. 1 Flowchart of proposed algorithm based on BSA

parameter (mixrate). In the BSA, mixrate controls the number of elements of
individuals to be engaged in the crossover process and it ranges from 0 to 100 % of
population size. To analyze the performance of BSA in DNR problem, the value of
mixrate will be also adjusted in the range from 0 to 100 % with a step 10 % with the
same initial population set. For comparisons, the parameters of PSO algorithm used
in the simulation of network are weighting factors C1 = 2, C2 = 1.5, and CSA are
probability of an alien egg to be discovered pa = 0.25 [18] and the mixrate of
proposed BSA is 100 % [19].
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Fig. 2 IEEE 69-bus test system [20]

4.2 69-Node System

The 69-node distribution system, which is a medium-scale system, includes 69
nodes, 73 branches. There are 68 sectionalizing switches and 5 tie switches and
total loads are 3.802 MW and 2.696 MV Ar [20]. The schematic diagram of the test
system is shown in Fig. 3. In a normal operation, switches {69, 70, 71, 72 and 73}
are opened.

After performing the proposed reconfiguration problem based on BSA, switches
{14, 57, 61, 69, 70} are opened and the network losses are reduced from 224.95 to
98.5875 kW. It is observed that nearly 56.17 % of total power loss has been reduced
in the optimum case. Figure 3 shows the voltage profile improvement achieved by
the proposed BSA algorithm. As shown, most of the bus voltages have been
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Fig. 3 Voltage profile for the 69-node system before and after reconfiguration
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improved after reconfiguration. The minimum bus voltage before reconfiguration
was equal to 0.9092 p.u. and after reconfiguration; it is raised to 0.9494 p.u.

The performance of BSA on 69-node system is also compared with the results of
GA, Harmony Search Algorithm (HSA) and FWA methods available in the literature
and presented in Table 1. From Table 1, it is observed that the results of the proposed
method is encouraging and better than all other methods compared in terms of power
loss minimization and voltage profile enhancement. The minimum power loss
obtained by proposed algorithm is 4.70 and 0.76 kW lower than GA and HSA
respectively. Also the minimum bus voltage is 0.0083 and 0.0066 p.u. higher than
GA and HSA respectively. This demonstrates well the applicability of proposed
method in a medium-scale radial distribution system. In addition, the best and the
worst values among the best solutions as well as the average value and STD for the
best solutions of PSO, CSA and the proposed algorithm in 200 times are also
compared and presented in Table 1. From Table 1, although all three algorithms find
the optimal configuration in 200 independent runs, the average power losses of BSA
is 98.9055 kW which is 2.8465 kW lower than the PSO and this value is 0.318 kW
higher than the CSA but BSA takes only 16.75 s to solve the problem while CSA has
calculated the problem in 34.82 s while PSO has calculated in 17.01 s.

To demonstrate the performance of BSA in DNR problem, the value of mixrate
will be adjusted in the range from 0 to 100 % of population size with a step of 10 %
with the same initial population set. For each mixrate value, the DNR problem is

Table 1 Performance analysis of BSA for the 69-bus test system

Item Base Optimum case
case GA HSA FWA PSO CSA BSA
[21] [21] [14]
Tie-switches 69,70, | 14,53, |13,18, |14,56, |14, 57, 14, 57, 14, 57,
71,72, |61,69, |56,61, |61,69, |61, 69, 61,69, |61, 069,
73 70 69 70 70 70 70
Piossest (KW) 22495 |103.29 |99.35 98.59 98.5875 | 98.5875 | 98.5875
Plossworst (KW) - - - - 109.0315 | 98.5875 | 104.9106
Piossaverage (KW) | = - - - 101.752 | 98.5875 |98.9055
STD of Ploss - - - - 0.0743 0 0.0318
Average % loss | — - - - 54.77 56.17 56.03
reduced
Best % loss - 54.08 55.85 56.17 56.17 56.17 56.17
reduced
Vworts (P-0.) 0.9092 |0.9411 |0.9428 |0.9495 |0.9494 0.9494 | 0.9494
AVp 0.0908 |0.0589 |0.0572 |0.0505 |0.0506 0.0506 | 0.0506
Average - - - - 27.06 56.63 63.98
iterations
Average CPU - - - - 17.01 34.82 16.75
time (s)
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Table 2 The performance of BSA with different values of mixrate over 100 runs

Mixrate Fitness DeltaP (kW) AVp

(%) Max Min Average |STD | Max Min Average |STD |0.0506
0 0.5367 |0.4888 |0.4965 |8e-4 |109.03 |98.5875 |100.29 |17e-2 |0.0506
10 0.5367 |0.4888 |0.4941 |5e-4 |109.03 |98.5875 |99.77 12e-2 | 0.0506
20 0.5169 |0.4888 |0.4939 |13e-4 |104.91 |98.5875 |99.70 28e-2 | 0.0506
30 0.5169 |0.4888 |0.4938 |23e-4 |104.91 |98.5875 |99.71 52e-2 | 0.0506
40 0.5169 |0.4888 |0.4924 |4e-4 |104.91 |98.5875 |99.41 8e-2 | 0.0506
50 0.5169 |0.48388 |0.4920 |3e-4 |104.91 |98.5875 |99.31 Te-2 | 0.0506
60 0.5169 |0.4888 |0.4923 |25e-4 |109.03 |98.5875 |99.36 56e-2 | 0.0506
70 0.5169 | 0.4888 | 0.4916 |25e-4 |104.91 | 98.5875 | 99.22 57e-2 | 0.0506
80 0.5169 |0.4888 |0.4922 |3e-4 |104.91 |98.5875 |99.35 8e-2 | 0.0506
90 0.5169 |0.4888 |0.4930 |4e-4 |104.91 |98.5875 |99.54 10e-2 | 0.0506
100 0.5169 |0.4888 |0.4919 |25e-4 |104.91 |98.5875 |99.26 56e-2 | 0.0506

solved 100 times repeatedly. The effect of the mixrate on the optimal solution by
BSA method for 69-node system is analyzed and obtained results which are given
in Table 2. From Table 2, it is observed that, the proposed BSA method can obtain
the optimal solution for the values of mixrate from 0.0 to 100 % of population size
with the average values are very close to the minimum values in all cases and the
best value of mixrate for this system is 70 % with the minimum fitness and the
average fitness are 0.4888 and 0.4916, respectively. Also from Table 2, it is very
clear that the STD’s value of power losses are very small from 0.07 to 0.57 in all
cases, which shows that most of the best solutions are close to the average value.
This demonstrates well the applicability of proposed method in DNR problem.

5 Conclusion

In this paper, the recent BSA method has been successfully applied for DNR
problem. The objective is to minimize the active power loss and voltage profile
enhancement of power distribution systems. The effectiveness of proposed method
is demonstrated on 69-node distribution network. The numerical results verify that
the proposed algorithm can converge to optimum solution quickly with better
accuracy compared to other methods mentioned. The numerical results also show
that the proposed method can solve distribution network reconfiguration problem
more effectively and stably with less iteration and fewer time. In addition, the BSA
based technique needs very little effort in turning the algorithm parameters, which is
an advantageous for implementation perspective. Therefore, the proposed method
based on BSA can be applied to practical distribution networks.
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A Study on the Firing Angle at the Mode
Conversion to Improve the Output
Characteristics of the Double Converter
for Urban Rail DC Power Supply

Sung Woo Han, Seung Sam Seo, Jin Han Lee, SeongGyu Kim,
Min Kim and Gi Sig Byun

Abstract This paper proposes a thyrister rectification type of double converter
rectification equipment to simplify trolley line equipment and return the regener-
ative power into AC motion without storage equipment by converting the double
converter into Converter(Forward) or Inverter(Reverse) based on voltages supplied
for the trolley lines using high current thyristers and keeping voltages supplied for
the trolley lines constant and an optimal thyrister firing angle to improve output
characteristics in mode conversion of Converter(Forward) or Inverter(Reverse) by
the simulation and experiments for operation and output characteristics of the
double converter rectification equipment.

Keywords Double converter - Regenerative power - Urban rail DC substation
equipment - Railway technology

1 Introduction

To fill transportation demands of big cities and reduce air pollution by the exhaust
gas from vehicles in South Korea, some metropolitan cities are constructing urban
railways and running for them by national support. In urban rail DC substation
equipment, diode rectification and thyrister rectification methods are used. Only in
Busan city railways of South Korea, the thyrister rectification method is used. Other
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cities except for Busan city in South Korea are using the diode rectification method.
The diode rectification method has simple equipment and easy maintenance, but it
cannot make the DC output track load change of the trolley line and must install
rectifier separation devices (insulated sections) on lines of trolley lines in prepa-
ration for unbalance of DC voltage during rectification time in a substation.
Moreover, in rising line voltages of trolley lines by regenerative power generated in
deceleration of an electrical train, its electrical equipments must be protected for the
insulation protection of the interior electrical equipments of the electrical train by
installing resistors on the electrical train and dissipating the rising voltage with heat.

Recently, researches recovering the regenerative power generated in deceleration
of the electrical train for the urban rail management efficiency through the electrical
energy reduction have been actively reported. However, urban rail management
organizations are avoiding installing IGBT regenerative inverter or energy storage
equipments to the diode rectification type of the substation equipment or IGBT
regenerative inverter or energy storage equipments due to low power regeneration
rate, the excessive installation area, the increase of the number of member for
maintenance, etc. [1-3]. Because a thyrister rectification type of double converter
rectification equipments keeps constant voltages of the trolley lines by the mode
conversion into Converter(Forward)/Inverter(Reverse) based on line voltage of the
trolley lines, its equipment can be simplified, the regenerative power in deceleration
of the electrical train can returned be into AC motion without storage equipment.

This paper proposes a thyrister rectification type of double converter rectification
equipment with high current and an optimal thyrister firing angle to improve
operation and output characteristics of the double converter rectification equipment
by simulation and experiment.

2 Thyrister Rectification Type of Double Converter
System

2.1 Configuration and Operation of Double Converter

A thyrister rectification type of double converter system is operated with both
converter (forward) mode and inverter (reverse) mode and supplies power needed
for an electrical train. It is operated in bi-direction and can return the regenerative
power into AC motion in braking the electrical train. It can keep constant trolley
line voltages of the electric train by adjusting its power supply depending on load.
Figure 1 shows the double converter to be operated with 6 phases and 12 pulses by
connecting Y type of thyrister converter with 3 phases and 6 pulses and A type of
thyrister converter with 3 phases and 6 pulses in parallel.
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Fig. 1 Structure of the double converter system

2.2 Phase Control of the Double Converter

Figure 2 shows the 12-pulse phase controlled rectifier that two 3-phase 6-pulse
phase controlled rectifiers connected with the A — A — Y transformer have parallel
structure as shown in Fig. 2.

Average output voltage of the two 3-phase 6-pulse phase controlled rectifier can
be represented as

1 2T +ua
Vo = —/ Vin—i sin(wt)dowt (1)
r T+

where T is a period of the voltage wave, o is a firing angle of SCR, and V,,;_; is an
effective value of line voltage.

Fig. 2 12-pulse phase controlled rectifier
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Input voltage of the phase controlled rectifier is supplied from the A — A —Y
transformer. Because the phase difference between line voltages of A — A and
A — A is 30°, the output voltage supplied to the phase controlled rectifier is sup-
plied with a 6 phase 12 pulse type with the period of 30°. That is, since the period of
the voltage wave T is g, Eq. (2) can be expressed as follows:

1 Zia . 6V,1 Zio .
Vo = n_/ Vi1 sin(owt) dot = ——— / Vimi—rsin(ot) dot - (2)
/6 Tty n Ity

Taking integral of Eq. (2) yields

6V, Z 6Vini— 2
o o )]
_ Vit _005(2_” o)+ cos(= +a)
oo 6 6

By applying cosine theorem and sine theorem in Eq. (3), the following is
obtained:

Vi _ SVt ( coszncosoc+ sinznsinoc)+(cosncosoc sinnsinot)
T 6 6 6 6
6V 3—-1 3—-1 .
= 7mitl {(\/_ cos o+ V3 sin o) 4)
T 2
3(V3-1)V,- . 6(v3i—1V._
— M(Cosa+ sina) = Mcos(a _g)
T T

In the 6-phase 12-pulse phase controlled rectifier, the average output voltage is
not influenced in the range of the firing angle of 0°-15°. Therefore, by applying the
phase difference of  to Eq. (4), Eq. (4) can be represented as follows:

6(\/§— I)VFIC T Y 6(\/5— l)Vl,IC T

Vo = - os( —— + =) = - os(o — E) (5)

N
(@)

To verify the effectiveness of Eq. (5), PSIM simulation as shown in Fig. 3 is
done. The effective value of output line voltage of the A — A — Y transformer is
87.5 V and only resistance load is connected without a harmonic wave filter.

To show the effectiveness of Fig. 3, calculated results by Eq. (5) and simulation
results with respect to firing angles are given in Table 1.
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Fig. 3 Double converter phase control simulation configuration

Table 1 Calculated and Firing angle Calculated results Simulation results (V)
simulation results of DC >
voltage output V) with respect 0 122.33 123.35
to the ﬁrlng ang]e 15° 122.33 123.35
45° 105.945 V 105.53
64.1605246° 80 V 79.2

2.3 Analysis of Control Algorithm for Double Converter

2.3.1 Control Algorithm of the Double Converter
Figure 4 shows the control configuration for the double converter system. By

detecting O voltage of 3-phase voltage, triggering time of the firing angle o is
determined. Moreover, by detecting DC voltage V. and DC current 1., DC voltage

Thyristor Double Converter

D-D-Y Transformer f'

Trigger Gate  ~

Ve

’j CS‘L Ve, ref

E‘f>—’\—> Gate =

Gate
4‘ Control cos! PI Conlml]er—‘
3

Fig. 4 Control configuration of the double converter system
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Vi and DC current I, are input to PI controller for determination of the double
converter mode and calculation of the firing angle o.

The controller makes the thyrister triggered with the firing angle « suitable to the
operation condition of converter mode and inverter mode by the signals generated
from the control algorithm.

The control objective of the double converter is to keep the voltages supplied to
the trolley lines constant based on control conditions. Figure 5 shows a flowchart of
the basic control algorithm for this task.

Mode conversion of converter mode and inverter mode must be satisfied with
mode conversion conditions and must be complemented to prevent short to each
other. When DC voltage Vg is decreased to less than V. — Viyin, the double
converter is operated as the converter mode and controls the DC voltage V. to track
the referencevoltage V,,,. When DC voltage V. is increased to more than
Vier — Vmin, the double converter is operated as the inverter mode and controls the
DC voltage Vg, to track the reference voltage V,.r. A voltage hysteresis band is used
not to generate the sudden mode conversion [3].

Fig. 5 Flowchart of the
double converter control

algorithm

Measure V., [,

Pl =09
Converter mode Off
cos™(PI,,) cos(PI)
PI Control PI control
Converter mode On Inverter mode On

( Return )
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2.3.2 Control Algorithm of the Conventional Double
Converter System

Figure 6 shows configuration for the PSIM simulation. The fire angle o of the
conventional double converter system used for the substation of Busan city railway
is verified by PSIM of Fig. 6. The specification of Table 2 is used for the PSIM
simulation. The 3-phase 22.9 kV input voltage received from AC motion is
transformed into 3-phase 1,750 V voltage by the A — A — Y transformer and this
3-phase 1,750 V voltage is input to the double converter.

For the double converter, converter mode and inverter mode are used alternately
based on line voltage and current conditions supplied for the trolley lines. Table 3
shows control conditions for the double converter.

Figure 7 shows simulation results for the double converter. When the trolley line
voltage V. is over 1,700 V, the double converter is operated with inverter mode.
When the trolley line voltage V. is greater than or equal to 1,600 V, the double
converter is operated with converter mode. Therefore, V,. keeps constant inde-
pendently of load change. When the double converter is converted to
converter/inverter, it is shown that undershoots/overshoots occurred by the accu-
mulation of errors within the hysteresis band of PI controller.

Three Phase Forward Mode DC Link
Transformer

iy

Reverse Mode
150u

Double Converter
Controller

£

@

o, L5
me } (¥ 180

LIDNE

— ) Forward Mode

b * —

BE ;
AN

j

Fig. 6 Configuration of the PSIM simulation
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Table 2 Specifications of the double converter used for simulation

Transformers Input voltage 30 229 kV
Connection A-A-Y
Transformer turns ratio 22,900: 1,750: 1,750/+/3
Output voltage 30 1,750 V
Double Rated output voltage DC 1,650 V
converter capacity 8.25 MW
DC load current Maximum current 2,500 A
Minimum current -2,500 A

Table 3 Control conditions Converter mode DC voltage Vi <1600V
for the double converter DC current I > 20A
Firing angle range 0° <a<90°
Inverter mode DC voltage Vg > 1700V
DC current Tae< —20A
Firing angle range 90° <o < 180°

Vde
172K |

pen A = A -
18K ¥ V Y
Ide
2|
oK /\/\/\/\
2
Forward_Aplha

80
€0
40
20
[}

Reverse_Alpha
180 |

Mode Signal

Time (s)

Fig. 7 Simulation results for the double converter

When the mode conversion of the double converter is done, the mode conversion
of the double converter is performed based on the control conditions of Table 3.
The mode of the double converter can be shown in mode signals of Fig. 7. In case
that the mode signal is “1”, the double converter is operated with converter mode.
On the other hand, in case that the mode signal is “0”, the double converter is
operated with inverter mode. The fire angle o in converter mode is shown in
Forward Alpha of Fig. 7 and is in the range of 0° <og,, <90°. In conversion from
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inverter mode to the converter mode, op, = 70.4°. The fire angle « in inverter
mode is shown in Reverse_Alpha of Fig. 7 and is in the range of 90° <ug,, < 180°.
In conversion from the converter mode to the inverter mode, og., = 154.7°.

3 Optimal Firing Angle in Mode Conversion
of Double Converter

3.1 Analysis of Optimal Firing Angle
Jor the Double Converter

When the mode conversion of the double converter is done, converted to
converter/inverter, it is important to choose the initial firing angle to prevent
undershoots/overshoots generated by the accumulation of errors within the hys-
teresis band of PI controller and to make DC voltage V. track reference voltage
Vs fast as possible. Therefore, simulation is done to verify the output character-
istics in conversion of the mode of the double converter due to the choice of the
initial firing angle as shown in Fig. 6 showing configuration for the PSIM simu-
lation of the conventional double converter system used for the substation equip-
ment of Busan city railway. Table 4 shows the specification used for simulation in
analyzing the initial fire angle. Table 4 applies 1/20 time of the real model in output
voltage and current and 1/400 time of the real model in capacity for verification by
experiment and manufacture of prototype in future. PI gain values are limited as the
minimum value of 0.5 and the maximum value of 0.9 to prevent short between the
double converter.

Table 4 Specification used for simulation

Division Items Settings
Transformers | Connection A-A-Y
Input and output frequency 60 Hz
Primary input voltage 30 380 V
Secondary A connection side output voltage |3® 87.5 V
Secondary Y connection side output voltage |3d87.5 / V3V
Transformer turns ratio 380 : 87.5:87.5 /\/§V
Double Capacity 5 kVA
converter Output voltage DC 80 V
Double DC voltage reference 80 V
converter Forward mode Vge<75Vand Iy >2A
controller Reverse mode Vi >85Vand [y < —2A
Zero current hysteresis band —1A <Iie<lA
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3.1.1 Control Algorithm of the Conventional Double
Converter System

Table 5 shows relation between the initial firing angle and PI value when the double
converter is converted to converter mode.

Figure 8 shows conversion characteristic graph with respect to the initial firing
angle when the double converter is converted to converter mode. In the initial fire
angle of «(0) = 70°, Fig. 8 shows the fast response, the smallest voltage fluctuation
rate and the best tracking performance voltage to the reference voltage of the DC
voltage.

3.1.2 Response Characteristics with Respect to the Initial
Firing Angle in Inverter Mode

Table 6 shows the relation between the initial firing angle and PI value when the
double converter is converted to inverter mode. Figure 9 shows conversion char-
acteristic graph with respect to the initial firing angle when the double converter is
converted to inverter mode.

Table 5 Relation between

No. Initial firing angle PI value
initial .ﬁring angle and PI ] 580 05209
value in the converter mode :
for simulation 2 62° 0.4694
3 68° 0.4067
4 70° 0.3420
5 74° 0.2756
6 78° 0.2079
7 82° 0.1391
86
84
82
80 A
78
76
74
72
15 16 17 18

Time(s)

Fig. 8 Conversion characteristics in converter mode with respect to with the initial firing angle
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Table 6 Relation between
the initial firing angle and PI

value in invert mode for
simulation

247

No. Initial firing angle PI value
1 130° 0.6427
2 134° 0.6946
3 138° 0.7431
4 142° 07880
5 146° 0.8290
6 150° 0.8660
7 154° 0.8987

In the initial fire angle of «(0) = 154°, Fig. 9 shows the fast response, the
smallest voltage fluctuation rate and the best tracking performance voltage to the
reference voltage of the DC voltage.

Because the initial firing angle is influenced by high pass filter and current
reference in mode conversion, the real value of the firing angle used for Busan city
railways and the value of the optimal firing angle in simulation were different a little

as shown in Table 7.

95
90
85

75
70
65
60

12 13
Time(s)

Fig. 9 Conversion characteristics in inverter mode with respect to the initial firing angle

Table 7 Measured and simulated values of the firing angle of Busan city railway

Division

Converter mode conversion from
the inverter

Inverter mode conversion from
the converter

Busan city railway 70.4° 154.7°
firing angle
Simulating firing angle | 70° 154°
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4 Conclusions

This paper proposed the control of a double converter to be able to reuse the
regenerative energy. When the mode conversion of the double converter was done,
the simulation results were shown to minimize the undershoot and the overshoot by
the optimal initial firing angle. The simulation results showed that the optimal firing
angle was o = 70° in the converter mode and o = 154° in the inverter mode.

Acknowledgement This study is a study carried out with the support of the South Korea Agency
for Infrastructure Technology Advancement (14RTRP-B091404-01).
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A Synchronization Method
for Three-Phase Grid-Connected Inverters
Using Levenberg-Marquardt Technique
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and Le Minh Phuong

Abstract The controllers of three-phase grid-connected inverters usually need
improvements to allow distributed generations to meet the stringent grid codes with
high power quality and the fault ride through ability. Therefore, the performance of
the grid-connected inverter depends on the response of the selected synchronization
method. This paper proposes a method with high accuracy and good dynamics
under the unbalanced and highly distorted voltage. The proposed method bases on
the least squares technique using the Levenberg-Marquardt algorithm to rapidly
converge the solution, thus requiring less hardware and associated cost for real-time
implementation. The technique does not base on interdependent loops offering
stability and easy estimating process. The robustness and accuracy of the proposed
technique are better than the techniques basing on the dual second-order general-
ized integrator (DSOGI) and the conventional PLL. The simulation results in
MATLAB/Simulink under the unbalanced and harmonic voltage conditions vali-
dated the performance of the proposed method.

Keywords Grid-connected inverters - Synchronous reference frame based
phase-locked loop (SRF-PLL) . Second-order generalized integrator (SOGI) -
Synchronization method - Newton-type algorithm (NTA)
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1 Introduction

The requirement of quick and accurate estimation of grid voltage parameters is one
of the priority duties of grid-connected inverters. The estimation of fundamental
parameters of grid voltage from a clean sinusoidal waveform is a relatively easy
task [1]. However, the parameters of the actual input grid voltage in the
grid-connected inverters are often changed such as voltage and frequency fluctu-
ations, unbalance, high harmonics, and dc offset typically introduced by the mea-
surements and data conversion processes. Therefore, the estimation of the distorted
grid voltage parameters becomes a relatively difficult duty to meet stringent grid
codes [2-9]. Many digital signal processing (DSP) techniques for estimation of the
fundamental frequency of grid voltage have been presented in the technical liter-
ature. Phase locked loop (PLL) is one of the efficient DSP techniques for estimating
the parameters of the fundamental grid voltage [10-15]. However, the estimated
parameters of PLL usually contain ripples due to the presence of the harmonic, dc
offset, and unbalance voltage [2, 3, 16—18]. In order to reject the ripples from the
estimated parameters at the expense of lower bandwidth, the in-loop filters are
usually used. But these lead to a slower dynamic response [19]. In addition, the
presence of the interdependent loops makes the tuning of PLL controller parameters
more complicated. The technique of tuning adaptive frequency [20] uses differ-
entiation and moving average filters in order to avoid the interdependent loops.
Thus, it also leads to a slower dynamic response. The significantly high overshoot
of estimated parameters of the PLLs is also an obstacle during phase jumps and thus
causes delay in the synchronization process [21].

The techniques of quadrature signal generator basing on a second-order gener-
alized integrator (QSG-SOGI) [22-24] can be used to reject high order harmonics
and lock the frequency by frequency-locked loop (FLL) methods, but they cannot
reject the lower order harmonics and dc offset. They also therefore introduce sig-
nificant ripples into the estimated fundamental parameters. The technique that
combines Multi-Sequence/Harmonic Decoupling Cell (MSHDC) with the con-
ventional PLL [25] offers good dynamics. However, this is computational burden
and low accuracy. The technique using DSOGI of [26] rejects the effects of
unbalance and slow dynamics and the enhanced PLL (EPLL) combines with the
DSOGTI to detect the positive consequence (but not completely) are also compu-
tational burden, thus requiring the strong and expensive hardware.

The Newton-type algorithm (NTA) [27, 28] is a nonlinear technique that can
identify the parameters of grid voltage [29]. However, this can be unstable under
the large voltage transient. To increase the stability, a technique combining Notch
filters and low-pass filters (LPF) with the NTA least-square method (NTA-LS) is
proposed in [30]. But this also makes the dynamic response poor. In order to
improve the dynamic response, a technique combining the NTA with a
second-order IIR band-pass filter (BPF) at the input to reject the dc offset com-
ponent is also introduced in [31]. In this technique, a LPF is cascaded with a
recursive differentiation filter (DF) for better attenuation of ripple from the
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estimated frequency at the expense of a slower dynamic response (NTA-DF).
However, the response is also very low.

Levenberg-Marquardt algorithm (L-M) [32, 33] is a standard technique usually
applied for solving problems of nonlinear least squares. Least squares problems
arise when estimating a function of parameters to a set of measured data points by
minimizing the sum of the error squares between the data points and the estimated
parameters [34]. The L-M behaves like the gradient-descent technique when the
parameters are far away from their optimal values, and behaves like the
Gauss-Newton technique when the parameters are near to their optimal values.
Therefore, the L-M leads to the faster convergence and the smaller number of
iterations and does not require the expensive and strong DSP.

In the conventional PLLs, the voltages v, and vg must be used to detect the
phase angle 6. When the unbalance of the three-phase voltage happens, the
amplitudes of v, and vg are not equal. These amplitudes can be equally adjusted by
the voltages v, and vf; in the SOGI PLL but not completely. This paper proposes a
PLL using the method of least squares that relies on the L-M to rapidly converge to
the solution and decrease the number of iterations. In the proposed PLL, the only
voltage v, is used to define the phase angle 0. This completely rejects the negative
effects of the unbalanced voltage. The simulation results of the proposed method
validated the performance in the quick and accurate estimation of the frequency
under the unbalanced and harmonic conditions compared to the DSOGI and the
conventional PLL. The higher accuracy and quick of the estimated frequency result
in the higher quality of the estimated phase angle.

2 PLL Basing on the Synchronization Reference Frame

The structure of a three-phase grid-connected inverter system [35] is shown in
Fig. 1. The duty of PLL is to quickly and accurately estimate the phase angle 6 of
fundamental grid voltage. Then, the PLL must produce clean unit amplitude sine
and cosine signals, which are called the unit vectors. The clean unit vectors are
adopted to synchronize with the grid voltage through the generation of the reference
in the closed-loop control of the inverters.

=

Fig. 1 The structure of a three-phase grid-connected inverter system [35] using PLL



252 T.Q. Tho et al.

v v v [ *imﬁ @ P
va = : l Kp+ K:I 1@ mﬁ
= abc/af af/dq _

6l

Fig. 2 The general structure of conventional SRF-PLL

2.1 The Conventional PLL

An SRF-PLL is also shown in Fig. 2. The voltages v, and vp are defined as (1). The
response of SRF-PLL is not good under the unbalanced grid voltage [26].

vy _g[l 172 —1/2]| " W
| 310 —v32 VE2[Y

c

2.2 The Dual SOGI-PLL

Two SOGIs are used in the quadrature-signals generator to yield two couples of
clean orthogonal signals. These four signals are entered in the positive sequence
detector. This technique has frequency-adaptive response under the harmonic
conditions. Actually, the harmonics are filtered before entering in the PLL [36].
However, the accuracy and dynamics are not good under the unbalanced conditions
(Fig. 3).
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Fig. 3 The block diagram of DSOGI based PLL
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3 The PLL Using the Levenberg-Marquardt Technique

Since the transformation from abc to aff in (1) can reject harmonics and offset
dc, the three-parameter model using the L-M technique is shown in Fig. 4 with
respect to m samples of input grid voltage. Then, the output p of the L-M
technique consists of three estimated parameters Vo, f, and ¢. These param-
eters are also filtered by a discrete second-order filter in order to reject harmonic
ripples.

Assume that the data column vector contains the sequence of measurement
samples y = [y;...ym]" taken at time instants {t,, ..., ty}. It is also assumed that
data of voltage can be modeled by (2).

Y(t) = Vingg sin(2ft + ¢) (2)

where V., is the voltage amplitude, f is the frequency, and ¢ is the initial phase
angle. Then, (2) can also be rewritten as

V() = Vinag sin(0) (3)

Thus, a vector p of three parameters can be expressed as

w= Vo [ 91" 4)

Then, the sum of the weighted squares of errors y*(n) with respect to the
unknown parameters p as

|-

7 () =

Y1
- Y2 > =0
v, Vo, CYm o PLL using m
Tb» abc N »| Levenberg- »| Filter — f
— P Marquardt
Ve, of Vg s »| algorithm — Vinag
> Ctm
Lad

Sampling

Fig. 4 The PLL structure using the Levenberg-Marquardt technique
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where w; is a value of measure of the error in measurement y(t;,), ¥(#; 1) is the
fundamental sine wave described by the estimated parameters p. Then, (5) can be
rewritten as

7)== 3w) W —5(n) (6)

72 (1) =y Wy — 20" W) +5() W () (7)

where the weighting matrix W is diagonal with Wy = 1/w7. The parameters are
estimated by minimizing (1) with respect to the parameters through an itera-
tive method. The objective of each step of iteration is to find a perturbation
value Hessian (H) respect to the parameters that reduce the estimated errors.
Then, the gradient of the objective function with respect to the parameters is as
follows:

2
=t 3)W ®
where the matrix J is a Jacobian as (9). It represents the local sensitivity of the
function y with respect to the variation of the parameters p. Then, the perturbation
H that moves the parameters in the direction of steepest descent is given by (10).
Where the positive value a defines the length of the step in the steepest-descent
direction.

Bt B I3(tsp)

) Wws OF 0%
J - 8)’(:“) o . . . 9
mx4 — a— - : : : ( )
K Blins)  Btws)  (msd)
W OF 00
H=oJ"W(y—3(u) (10)

In the Gauss-Newton technique, the perturbation H is defined as:
. -1
Hy = J"W(y — () [J W/ (11)

While the Levenberg-Marquardt adaptively varies the updates of parameter
between the Gauss-Newton update and the gradient descent update as

Hy = J"W(y — 5(u) [J7WI + 1)

(12)
where small values of A result in a Gauss-Newton update. On the contrary, large
values of A result in a gradient descent update. The value A is initialized to be
large. If the iteration happens to result in a worse approximation, A is increased.
When the solution approaches the minimum, A is decreased, the L-M behaves
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like the Gauss-Newton, and the typical solution rapidly converges to the local
minimum.

[J"WI + Adiag (J"WI )| Hpy = J"W(y — $(w)) (13)

In each iteration ith, the step H is evaluated by comparing ¥*(p) to x*(u + H). The
step will be accepted if the metric y;(H) is greater than a user-defined value, €.

72(1) — 2 (u+H)

Vz(H) = 2HT()viH+]TW(y _5)(#)))

(14)

If v;(H) > ¢ in each iteration, then p is substituted by p + H and A is decreased by
a factor. On the other hand, A is increased by a factor, and the technique goes to the
next iteration.

/10 = Aim'tial;

VTWI + Lidiag(J"WI)H = J"W(y — 3(u));
fyi(H) > e p+H — 5 4y = maX(f—;, le — 8);
otherwisel; | = ALy,

4 The Simulation Results

The simulation performance of the proposed technique in MATLAB/Simulink is
implemented in this section to compare to the techniques of the DSOGI and the
conventional PLL. The input voltages v,, vy, and v, in Fig. 5 are distorted by 7 % of
the 5th, 7 % of the 7th, 5 % of the 11th, and 5 % of the 13th harmonics (total
harmonic distortion 12.17 %). The amplitudes of v, and v, are jumped from 311 V
(normal) to 217.7 V (70 % of normal) at the time t = 0.1 s. The fundamental
frequency reference is jumped from 50 to 47 Hz at the time t = 0.2 s.

0 e
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ST TR
T
11 e

Time (s)

Fig. 5 The input voltage v,, vy, and v,
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The factors of the DSOGI and the conventional PLL are chosen K as v/2, K, as
0.2958, and K as 0.0136 [8]. The window size of the proposed technique has m as
22 and the sampling frequency of input voltage is chosen as 1 kHz. The initial
parameter vector is f = [300 45 0", Lp = 9, L; = 11, and Ajia = 0.01. The
simulation results are shown in Figs. 6, 7, 8 and 9.

The voltages v, and vg in stationary reference frame in Fig. 6 show that har-
monics and dc offset are rejected by the transformation in (1). The estimated phase
angles of three case studies are also shown in Fig. 7.

In the interval 0-0.1 s, the estimated frequencies in Fig. 8 under the balanced
voltage showed that the dynamic response of the proposed and the conventional are
the same with the settling time of 0.03 s (1.5 fundamental periods). Whereas that of
the DSOGTI is the worst and the settling one is 0.1 s (five fundamental periods). The
steady-state error of the three cases is very good and lower than 0.05 Hz. This
means that the steady-state error of the three cases is lower than the standard limit of
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20044

Voltage (V)
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-200
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Fig. 6 The voltages v, and v in stationary reference frame
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Fig. 7 The estimated phase angles
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Fig. 8 The response of the estimated frequencies

0.1 % of IEEE-1547 [7] according to the calculation method of total vector error
(TVE) described in [37].

In the interval 0.1-0.2 s, the estimated frequencies in Fig. 8 under the unbal-
anced voltage showed that the error of the conventional (up to 1.5 Hz) is the worst
and much higher than the limit. Because the negative sequence components are still
in the voltages v, and vg. The response of estimated frequencies zoomed in Fig. 9
also shows that the settling time of the DSOGI is 0.1 s, whilst that of the proposed is
0.03 s (1.5 fundamental periods). The error of the DSOGI is 0.1 Hz and also higher
than the limit, whereas that of the proposed technique in Fig. 9 is lower than
0.01 Hz and lower than the limit. The frequency undershoot of the DSOGI is
similar to the proposed.

In the interval 0.2-0.3 s, the estimated frequencies in Fig. 8 under the unbal-
anced voltage and frequency jump also yield the similar results as those in the
interval 0.1-0.2 s. Thus, the simulation results show that the conventional cannot
well operate under the unbalanced voltage due to the effects of the negative
sequence components. The DSOGI yields the better results by the capability of
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Fig. 9 The zoomed response of the estimated frequencies in the interval 0.1-0.2 s
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detecting the positive sequence components but the steady-state error of the esti-
mated frequency is still higher than the limit [7], whereas the proposed offers the
best both the dynamics and the steady-state error of the estimated frequency. Thus,
the best phase angle is also.

Therefore, the simulation results have validated the performance and the
robustness of the proposed PLL under the severe conditions of input grid voltage.
The only voltage v, is used in the proposed PLL to reject the negative effects of the
unbalanced voltage. This is an outstanding advantage.

5 Conclusions

The paper proposed a PLL technique for synchronization of grid-connected
inverters. The proposed basing on the L-M technique is used to quickly and
accurately estimate the parameters of input grid voltage. The simulation results
showed the performance and the robustness of this technique compared to the
conventional and the DSOGI. The proposed PLL is also immune from the negative
effects of input voltage such as dc offset, harmonics, unbalanced voltage, frequency
fluctuation. The simulation results also showed that the proposed PLL can meet the
stringent standards of IEEE.
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Energy Lab C201 and the Power Electronics Lab D406 of Hochiminh city-University of
Technology and Education for this research project.

References

1. Grath  BP Mc, Holmes DG, Galloway JH (2005) Galloway, power converter line
synchronization using a discrete Fourier transform (DFT) based on a variable sample rate.
IEEE Trans Power Elect, 20(4):877-884

2. Ciobotaru M, Teodorescu R, Agelidis VG (2008) Offset rejection for PLL based
synchronization in grid-connected converters. In: 23rd Annual IEEE Applied Power
Electronics Conference and Exposition (APEC), pp 1611-1617

3. Karimi-Ghartemani M, Khajehoddin SA, Jain PK, Bakhshai A, Mojiri M (2012)
Addressing DC component in PLL and notch filter algorithms. IEEE Trans. Power
Electron, 27(1):78-86

4. Asiminoaei L, Blaabjerg F, Hansen S (2007) Detection is key—Harmonic detection methods
for active power filter applications. IEEE Ind Appl Mag 13(2):22-33

5. Gonzalez SA, Garcia-Retegui R, Benedetti M (2007) Harmonic computation technique
suitable for active power filters. IEEE Trans. Ind. Electron, 54(5):2791-2796

6. IEEE Recommended Practice for Utility Interface of Photovoltaic (PV) Systems (2000), IEEE
Standard 929

7. IEEE Application Guide for IEEE Std 1547™ (2009). IEEE Standard for Interconnecting
Distributed Resources with Electric Power Systems



A Synchronization Method for Three-Phase ... 259

8.

9.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

217.
28.

Teodorescu R, Liserre M, Rodriguez P (2011) Grid Converters for Photovoltaic and Wind
Power Systems. John Wiley & Sons

Kobayashi H (2012) Fault ride through requirements and measures of distributed PV systems
in Japan. In: Proceedings of the IEEE-PES General Meeting, pp 1-6, 22-26
Karimi-Ghartemani M, Karimi H, Iravani MR (2004) A magnitude/phase-locked loop system
based on estimation of frequency and in-phase/quadrature-phase amplitudes. IEEE Trans Ind
Electron, 51(2):511-517

Karimi-Ghartemani M, Iravani MR (2004) Robust and frequency adaptive measurement of
peak value. IEEE Trans Power Del, 19(2):481-489

Ciobotaru M, Agelidis VG, Teodorescu R, Blaabjerg F (2010) Accurate and less-disturbing
active anti-islanding method based on PLL for grid-connected converters. IEEE Trans Power
Electron, 25(6):1576-1584

Santos Filho RM, Seixa PF, Cortizo PC, Torres LAB, Souza AF (2008) Comparison of three
single-phase PLL algorithms for UPS application. IEEE Trans Ind Electron, 55(8): 2923-2932
Nicastri A, Nagliero A (2010) Comparison and evaluation of the PLL techniques for the
design of the grid-connected inverter system. In: Proceedings of the IEEE International
Symposium on Industrial Electronics, 3865-3870

Golestan S, Monfared M, Freijedo FD, Guerrero JM (2012) Design and tuning of a modified
power-based PLL for single-phase grid-connected power conditioning systems. IEEE Trans
Power Electron, 27(8):3639-3650

Chung S-K (2000) Phase-locked loop for grid-connected three-phase power conversion
systems. In: IEE Proc Electr Power Appl, 147(3):213-219

Karimi-Ghartemani M, Iravani MR (2005) Measurement of harmonics/inter-harmonics of
time-varying frequencies. IEEE Trans Power Del, 20(2):23-31

Carvalho JR, Duque CA, Ribeiro MV, Cerqueira AS, Baldwin TL, Ribeiro PF (2009)
A PLL-based multirate structure for timevarying power systems harmonic/interharmonic
estimation. IEEE Trans Power Del, 24(4):1789-1800

Karimi-Ghartemani M, Khajehoddin SA, Jain PK, Bakhshai A (2012) Derivation and design
of in-loop filters in phase-locked loop systems. IEEE Trans Instrum Meas, 61(4):930-940
Reza MS, Ciobotaru M, Agelidis VG (2013) Estimation of Single-Phase Grid Voltage
Fundamental Parameters Using Fixed Frequency Tuned Second Order Generalized Integrator
Based Technique. In: Proceedings of the 4th International Symposium. IEEE on Power
Electron (PDEG), 1-8

Ghartemani MK, Khajehoddin SA, Jain PK, Bakhshai A (2012) Problems of startup and phase
jumps in PLL systems. IEEE Trans Power Electron, 27(4):1830-1838

Rodriguez P, Luna A, Ciobotaru M, Teodorescu R, Blaabjerg F (2006) Advanced grid
synchronization system for power converters under unbalanced and distorted operating
conditions. In: Proceedings of the 32nd Annual Conference IEEE Industrial Electronics
(IECON), p 5173-5178

Rodriguez P, Luna A, Munoz-Aguilar RS, Etxeberria-Otadui I, Teodorescu R, Blaabjerg F
(2012) A stationary reference frame grid synchronization system for three-phase
grid-connected power converters under adverse grid conditions. IEEE Trans Power Elect,
27(1):99-112

Rodriguez P, Luna A, Candela I, Mujal R, Teodorescu R, Blaabjerg F (2011) Multiresonant
frequency-locked loop for grid synchronization of power converters under distorted grid
conditions. IEEE Trans Ind Electron, 58(1):127-138

Hadjidemetriou L, Kyriakides E, Blaabjerg F(2013) Synchronization of grid-connected
renewable energy sources under highly distorted voltage and unbalanced grid fault. In:
Proceedings of the IEEE IECON, p. 1887-1892

Nicastri A, Nagliero A (2010) Comparison and evaluation of the PLL techniques for the design
of the grid-connected inverter systems. In: Proceedings of the IEEE ISIE, pp 3865-3870
Ljung L (1987) System Identification—theory for the user. Prentice Hall

Johansson R (1993) System modeling and Identification. Prentice Hall



260

29.

30.

31.

32.

33.

34.

35.

36.

37.

T.Q. Tho et al.

Terzija VV, Djuric MB, Kovacevic BD (1994) Voltage phasor and local system frequency
estimation using Newton type algorithm. IEEE Trans Power Deliv, 9(3):1368-1374
Sadinezhad I, Agelidis VG (2011) Slow Sampling Online Optimization Approach to Estimate
Power System Frequency. IEEE Trans Smart Grid, 2(2):265-277

Reza MS, Ciobotaru M, Agelidis VG (2015) Power system frequency estimation by using a
Newton-type technique for smart meters. IEEE Trans Instrum Meas, doi:10.1109/TIM.2014.
2347671

Levenberg K (1944) A Method for the Solution of Certain Non-Linear Problems in Least
Squares. Q Appl Math 2:164-168

Marquardt DW (1963) An algorithm for least-squares estimation of nonlinear parameters.
J Soc Ind Appl Math 11(2):431-441

Andersson T (2005) Parameter estimation and waveform Fitting for narrowband signals. Ph.D.
dissertation, KTH Electrical Engineering., Stockholm, Sweden

Blaabjerg F, Teodorescu R, Liserre M, Timbus AV (2006) Overview of control and grid
synchronization for distributed power generation systems. IEEE Trans Indu Electron 53(5)
Rodriguez P, Teodorescu R, Candela I, Timbus AV, Blaabjerg F (2006) New
positive-sequence voltage detector for grid synchronization of power converters under
faulty grid conditions. In: Proceeding of PESC, 06:129-135

IEEE Standard for Synchrophasors for Power Systems (2006). IEEE Standard C37, 118-2005


http://dx.doi.org/10.1109/TIM.2014.2347671
http://dx.doi.org/10.1109/TIM.2014.2347671

Improved Control Strategy of Three-Phase
Four-Wire Inverters Using Sliding Mode
Input-Ouput Feedback Linearization
Under Unbalanced and Nonlinear Load
Conditions

Tan Luong Van, Le Minh Thien Huynh, Tran Thanh Trang
and Duc Chi Nguyen

Abstract In this paper, a novel nonlinear control scheme is proposed to regulate
the three-phase output line-to-neutral voltages of a three-phase split-capacitor
inverter as an AC power supplies. First, the nonlinear model of the system con-
sisting of LC filter is obtained in the d-q-0 synchronous reference frame. Then, the
input-output feedback linearization is applied through the sliding mode approach
which avoids the complex calculations and simplifies further the controller struc-
ture. Also, a low-pass filter is employed for the sliding mode control to reduce the
chattering of the load variations to acceptable levels without affecting the perfor-
mance of the controller. The validity of the control method has been verified by
simulation results.
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Keywords Nonlinear load - Three-phase split-capacitor inverter - Sliding mode -
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1 Introduction

Recently, three-phase inverter for standalone applications has been rapidly
increased. The applications could be the vehicles, trucks, or the photovoltaic power
systems, and so on [1-3]. These loads could be the three-phase loads and/or
single-phase loads which can cause a three-phase unbalanced load, an irregularly
distributed single-phase load or a balanced three-phase load running at a fault
condition. If the phases are unequally loaded, they produce undesired negative and
zero sequence currents. The negative sequence component will cause excessive
heating in machines, saturation of transformers and ripple in rectifiers. The zero
sequence currents cause both excessive power losses in neutral lines and affect
protection.

The three-phase inverter can be interfaced with load which is typically a
four-wire system, where the neutral is grounded. There are several methods to
provide the neutral point of the source side. The A/Y transformer has been used, in
which the A windings are connected to the inverter and the Y windings are con-
nected to the load [4]. Thus, the zero-sequence current is trapped in the A windings.
However, the use of this transformer causes a bulky, heavy and costly topology.
Also, the three-phase split-capacitor inverters and the four-leg inverters which are
formed by eight switches consisting of 16 switch combinations have been
employed. Nevertheless, the two switches should be added to the four-leg inverters
and the complex three-dimension space vector modulation is required [5].
Fortunately, a three-phase three-leg inverter with split DC bus is one topology
which can implement the three-phase four-wire system with a neutral point, as seen
in the connection point of the load in Fig. 1. Compared to a three-phase three-wire
system, this topology can face with the zero-sequence to regulate the output volt-
ages in balance and the zero-sequence current can flow in the connection between
the neutral point and the mid-point of the capacitive divider.

Several researches focusing on regulating the output voltages of the three-phase
split-capacitor inverters in the unbalanced load conditions have been proposed. In
[6], a control strategy applying the symmetrical sequence decomposition technique
to extract the unbalanced three-phase signals as sum of positive, negative and
zero-sequence have been developed. The PI controllers for the current and voltage
are used to regulate the output voltages of the inverter. However, the using of
twelve PI controllers and the processes of the sequence decomposition and com-
position could increase the calculation time. Also, this control strategy is suitable
for only the case of unbalanced linear loads. Another control method using the
sliding mode control scheme have been applied to improve the operation of the
wind turbine system under grid fault conditions [7]. The discrete sliding mode
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Fig. 1 Block diagram of the simplified sliding mode (SM) controller

controller achieved relatively good control performance such as the fast dynamic
response, and insensitiveness to parameter and load variations.

This paper proposed a nonlinear control of three-phase split-capacitor inverters
using sliding mode (SM) input-output feedback linearization approach in the case of
unbalanced linear/nonlinear loads. The feedback linearization theory via a sliding
mode approach is applied to avoid the complex calculations and simplifies further
the controller structure. Also, the sliding mode control employing a low-pass filter is
to reduce the chattering effects of the types of loads affecting the performance of the
controller. The simulation results show the validity of the proposed control method.

2 System Modeling

The three-phase split-capacitor inverter in Fig. 1 can be represented in synchronous
d-g-0 reference frame. Due to unbalanced load condition, the zero-sequence com-
ponents are taken into account as
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where Ly is the filter inductance, L, is the neutral filter inductance, Cy is the filter
capacitance, v, and vy are the d-g-0 axis inverter output voltages, v;4, and vy are the
d-q-0 axis phase load voltages, iy, and iy are the d-g-0 axis inverter output currents,
i1ag and i;y are the d-g-0 axis load currents, and w is the source angle frequency.

From (1) to (3), a state-space modeling of the system is derived as follows:
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3 Sliding Mode Input-Output Feedback Linearization

Controller

3.1 Input-Output Feedback Linearization Control

An MIMO feedback linearization approach is proposed for the purpose of elimi-
nating the nonlinearity in the modeled system [8]. Consider a multi-input
multi-output (MIMO) system as follows:
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i=f(x)+g-u (6)
y = h(x) (7)

where x is state vector, u is control input, y is output, f and g are smooth vector
fields, & is smooth scalar function.
The dynamic model of the inverter in (5) is expressed in (6) and (7) as

x = [ig ig io via vig Vzn]T; u=[vavg Vn]T;y = [via vig Vln}T

To generate an explicit relationship between the outputs y;—; >3 and the inputs
ui—1,3, each output is differentiated until a control input appears.

5 "
2 | =A(x)+E(x)| 42 (8)
Y3 u3

Then, the control law is given as

Vi uy Vi
|= || = E )| AR+ | 9)
v, us V3
C%wi — (L/C +w )vld — = wzlq
2 1 .
AW=1 G, (Lfcf ) - _llq G
where _ Vi — L. —in vy, V2, and v;
i (Lf+3L,1)cf Cy |
(LG 0 0
E'x)=| 0 LG 0

| 0 0 (Lr+3L,)Cy
are new control inputs.
A desired dynamic response can be imposed to the system by selecting

Vi y’{ +kier + ke
V2 | = y; + ko1és + konen (10)
V3

v; +k3ier +kzer

where e; = y] —y1, e2 =¥; — ¥ and e3 = ¥ — y3. ], 3, and y; are the reference
values of the y;, y,, and y;, respectively.
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The following error dynamics can be formulated from (8) to (10) as
er +kier +kpep =0
e +kyéy +koer =0 (11)
€3 +ksés+kyes =0
which are stable if the gains k;;, k;2, k2;, k22, k3;, and k3, are positive [9].

In order to have an exact idea of the controller complexity, the control inputs of
(8) can be formulated separately as

Ly Cy [Vl — C%a)iq + (ﬁ + (1)2>vld + lei'[d + lecui,q}

u . - .
w | = |G [vz + %wzd + (L%flcf + wz)vlq + %flzq - C%,Wlld} (12)
us :

(Ly +3L,)C [Vs MR AR ”n}

As can be seen from (12), even though the voltages (vi4, vig, vi,) are already
linearized, it is not so easy to implement even for the most advanced digital signal
processors since it contains many complex operations such as quadratic terms and
divisions, and still appears the time derivative of currents (iig, i, i,). To overcome
this drawback, a simple alternative controller based on sliding mode control is
proposed, in which the controller input—output linearizes the system and can be
easily implemented with a digital or an analog approach.

3.2 Sliding Mode Input-Output Feedback Linearization
Controller

The sliding surfaces with the errors of the indirect component voltages are
expressed as:

51 =é+kie +k12/€1dl
S» = ey +kores+ky / exdt (13)

53 = é3+k3ez + ks / e3dt

If the system states operate on the sliding surface, then s; = s, = s3 = 0 and
§1 = §p = §3 = 0. Substituting (13) into §; = §, = §3 = 0 yields

ey = —kney —kper; e = —kaiés —kper; e3 = —ksiéz — ke (14)
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It is guaranteed in (14) that the system states (vig, Vig, Vi) Will exponentially
converge towards the reference values when they are kept the sliding surface to be
equal to 0. The equivalent control concept of a sliding surface is the continuous
control that allows for the maintenance of the state trajectory on the sliding surface
s = § = 0. The equivalent control is obtained from (13) as

) . . [ 2 . 1 ) 1. I
S1 = e +ke+kpe = _vl —Efa)lq—i— (ﬁ +w >V[d+ Eflld-i- Efa)z,q]
§ ) +kaex +k + 2 + ! + + L i
Sy = e e ey = |V — 1 —_— (0] v, lljg — — Wl
2 2 21€2 22€2 2 Cf d Lfo lq C lq Cf ld

[ 1
§3 =e3 + k33 +knes = |v3+ + —i
3 3 31€3 32€3 3 (Lf+3Ln)Cf n C ln]

(15)

where vy, v, and v3 coincide with the new inputs of the system, whose expressions
are

vi = vy +kié + ke

vo = vy, +kaér+kne (16)

. .
v3 =V, +k3ész +kae;

The equivalent control is obtained by making §; = §, = §3 = 0 as follows:

2 1 , 1., 1
Uleg = Lfo |:V1 — Ff(,UZq—F (l‘ch +w )V[d + Ffl[d + C‘f(l)llq:|

2 1 i 1. 1
Udeq = Lfo |:V2 + gfa)ld + (Lfcf + o )qu + Ffllq — C}Q)lld:| (17)

U3eq = (Lf + 3Ln)Cf V3 +

1.
————— Vi + =1
(Lf + 3Ln) Cr tn Cr ln]
It is noted that the obtained equivalent control is the same as the ones achieved in
(12). To drive the state variables to the sliding surface s; = s, = s3 = 0, in the case
of s1,s2,53 # 0, the control laws are defined as

UL = Uieq +71SIEN(S1); Us = Upeq + 7581gN(52); Uz = Uzeq + P38ign(s3)  (18)

where y; > 0, v, > 0, y3 > 0.
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The reaching law can be derived by substituting (18) into (15), which gives
§1 = —ysign(sy); $2 = —y,sign(sa); §3 = —yssign(s3) (19)

The stability and robustness can be tested using Lyapunov’s function which are
presented in [8]. The idea is to overcome the controller’s complexity by assigning a
switching function, ug,, to each sliding surface and then just averaging the fast
discontinuous switching by a simple low-pass filter as

@o + oG,
_ o _J o0 Himax if s;>0 20
I/tieq = ——Ujsw = o u- l:fS' <0 ( )
s+ o 5+ wo Yimin =

where 0o = 2xfy is the cut-off frequency of the filter. The selection of the cut-off
frequency should be neither too low to avoid the delay effect on the system
dynamics, nor too high in order to avoid excessive chattering in the system states.
In this research, f is selected as to be 2000 Hz. Also, the chattering of the system
can be reduced even more if the switching gains such as ., u;b o ust ugt.
ujh o Usnio, are chosen around the stationary state of the control inputs
(U1, Ungr, Uzg) Of the system. The steady state of and can be derived from (2)
and (3) as

— |: : . : . :|
Uit — wl, — Wlg | 3
( 1 + wz) Cf 4 Cf 4

1 2 1 (21)
ot =7 N | T c, ©l + C, @
uzg =0
The values u;' and u;’ . can be simply chosen as u;},. = u;, +A;and u! =

uis; — A; in which A; is a constant value designed to assure the system stabilization
around the operating point. Also, the system chattering is related to the magnitude
of Ai.

Finally, the same input functions (18) have been replaced as

UL = Uieg +71SIgN(S1); Us = Uoeq + 758180 (52); Uz = Uzeq + P38ign(s3)  (22)

where the terms vy, y», and y3 guarantee the existence of the sliding mode in the
surface.

Figure 1 shows the block diagram of the simplified sliding mode input-output
feedback linearization controller, in which the reference value of the d-axis voltage
(V) is considered. The other reference values are set to zero since the inverter must
supply the balanced three-phase voltage.
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4 Simulation Results

To verify the feasibility of the proposed method, PSIM simulations have been
carried out for the unbalanced and nonlinear loads. An DC-link voltage at the input
of inverter from a three-phase ac source is 500 V, the switching frequency of
inverter is 10 kHz. The filter inductor L; is 3 mH and the filter capacitor C; is
100 uF which correspond to a cut-off frequency at 450 Hz. The parameters of loads
and controllers are shown in the Tables 1 and 2, respectively.

The simulation results for the proposed control and PI control under the different
types of the loads are shown from Figs. 2, 3 and 4. Each of figures illustrates the

Table 1 Parameters of loads Type of load Parameters
Unbalanced R,=Ry, =20 Q, R, =1kQ
resistor load
Unbalanced L;=1mH, C =4.7 mF,
nonlinear load Ryca = 50 Q, Ryep = Ryee = 1 kKQ
Table lf Parameters of Controller Type Gain of controller
controflers Unbalanced Unbalanced
resistor nonlinear
load load
PI control Current k, =54 k,=17.5
controller k; = 4000 k; = 13,100
Voltage kpy = 0.21 kpy = 0.32
controller ki, = 682 k;y = 896
SM control ki1 = Koy = k3 = 5 x 10%,
K2 = kyp = k3o = 8.4 x 10°
(a) (b)
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Fig. 2 Dynamic response of a PI controller and b proposed SM controller under unbalanced load
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(a) (b)

2 Vi Vib Vie qc;u Via. Vib Vi

g e g =

SRS\ A /-0 > (\/X\/(\‘

3 Fa N~ 4 %/ k/

S 100 [V]/div — 100 [V]/div

ORE T . IR TR T TS

SN .”A'. '~ N it Fa E ¥ _.-'A'. M\ -"n'. ‘ "\

o0 W W L BRI W V] WA W AR W A WL W SV 5 WA W ARV R
3/ N / g/ VN F \/ N

2 10 [A]/le = 10 [Al/div

Z P

- m—— 13 R Bl

= R L R T "\"0 ] 0 W W W Y \[*0
g \J W NS \J . S v \ v \/ \/ \J o\

3 5 [ms)/div 0[Aldiv | 2 5[msydiv 10 [Aldiv

Fig. 3 Dynamic response of a PI controller and b proposed SM controller under unbalanced load
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