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Preface

The Proceedings of AETA 2015, which you are holding in your hands, consist of
selected papers from 10 different but related areas of modern engineering. The
modern world is based on vitally important technologies that merge electronics,
cybernetics, computer science, telecommunications, and physics together. Since the
beginning of our technologies, we have been confronted with numerous techno-
logical challenges such as finding the optimal solution to various problems
including controlling technologies, power sources construction, robotics, etc.
Technological development of these and related areas has had and continues to have
a profound impact on our civilization and on our future lifestyle.

Therefore, this proceedings book containing articles of the international con-
ference AETA 2015, edited by Ivan Zelinka (Czech Republic), Vo Hoang Duy
(Vietnam), Tran Trong Dao (Vietnam), Hyeung-Sik Choi (Korea), and Mohammed
Chadli (France), is a timely volume to be welcomed by the community focused on
telecommunication, power control, and optimization as well as the computational
science community and beyond.

The book consists of 10 topic areas of selected papers such as telecommuni-
cation, power systems, robotics, control system, computer science, and more.
Readers can find interesting papers on different topics that reflect the modern
approach to interesting problems. All selected papers represent interesting ideas and
state-of-the-art overviews.

Participations were carefully selected and reviewed, hence this book certainly is
one of the few that discusses the benefits from intersection of those modern and
fruitful scientific fields of research. We hope that this book will be an instructional
material for senior undergraduates and entry-level graduates. The book can also be
a resource material for practitioners who want to apply the discussed topics to solve
real-life problems in their challenging applications. The important part of this book
is the participation of two keynote speakers from the Russian Federation and Korea.

The decision to organize the AETA conference and to create this book was based
on the fact that the technologies mentioned above, their use, and impact on life is an
interesting area that is under intensive research from many other branches of

v



science today. The book contains simplified versions of experiments with the aim to
show how, in principle, problems of power systems can be solved.

It is obvious that this book does not encompass all aspects of the discussed
topics due to the limited space and time of the conference. Only the main ideas and
results of selected papers are reported here. The authors and editors hope that the
readers will be inspired to do their own experiments and simulations, based on the
information reported in this book, thereby moving beyond the scope of it. For these
reasons, we believe that this book will be useful for scientists and engineers
working in the above-mentioned fields of research and applications.

At the end we would like to thank Ton Duc Thang University (Ho Chi Minh
City, Vietnam), VŠB—Technical University (Ostrava, Czech Republic), Korea
Maritime and Ocean University (Korea) and CIMEC Lab. (Korea) for their interest
and strong support in the AETA conference organization. Also, many thanks to
Springer publishing company for its highly professional, precise, and quick pro-
duction process. Without all of this, it would be impossible to organize a successful
conference with European and Asian participants.

This conference was supported by the Ton Duc Thang University (Ho Chi Minh
City, Vietnam) and VŠB—Technical University (Ostrava, Czech Republic) and by
the research groups NAVY (http://navy.cs.vsb.cz/) and MERLIN (http://merlin.tdt.
edu.vn/) and CIMEC Lab.

Vietnam Vo Hoang Duy
Vietnam Tran Trong Dao
Czech Republic Ivan Zelinka
Korea Hyeung-Sik Choi
France Mohammed Chadli
September 2015
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SDN Based Wireless Heterogeneous
Network Management

Choong Seon Hong, S.M. Ahsan Kazmi, Seungil Moon
and Nguyen Van Mui

Abstract The proliferation of novel network access devices and demand for high
quality of service by the end users are proving to be insufficient for existing wireless
heterogeneous networks, due to their inflexible and expensive equipment as well as
complex and non-agile control plane. This article presents an architecture vision to
address the challenges placed on future heterogeneous networks. Software defined
networking is emerging as a solution for decoupling the control plane. Furthermore,
it enables network function virtualization and network programmability which is
very promising for meeting the high demands of end user. In this article, we present
an SDN based management framework for cognitive heterogeneous networks.
Moreover, we discuss the architectural changes, its control function and its inter-
action in detail. The proposed management framework enables optimal power
control, resource allocation, interference management and provides end to end
quality of service for its user.
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1 Introduction

The modern wireless communication has empowered us in optimizing our opera-
tions, economics, health and all the modern industries. Life without it is beyond
imagination due to our broad dependencies over the wireless networks. We gather,
analyze and share a huge amount of information among different entities to have a
productive life which was not possible before the advent of modern communication
networks. In the last two decades wireless communication has evolved at a very
rapid pace to keep up with the expectations and requirements of the users.

Cellular communication falls among the category which has received the most
popularity among the wireless networks. The first generation of cellular networks
started off with analog communication primarily for voice communication. The
second generation was dominated by digital voice and a small amount of data
communication while the third generation which was initially focused to increase
the number of users in the network but observed a tsunami of data communication
in the networks [1]. Today we have Third Generation Partnership Project (3GPP)
Long Term Evolution (LTE), state of the art fourth generation cellular network. Our
4G standard along with voice carrying capability enables richer and real time data
networks. Currently it is providing broadband services to 50 million users around
the globe and is expected to support two billion users by end of 2018 [2]. New
features are being analyzed and added in the latest release of LTE standard (release
13) to enhance the overall efficiency of the network [3]. This trend of data traffic in
cellular networks is hopeful to grow even more because of the bandwidth hungry
applications and proliferation of modern communication gadgets i.e. smart phones,
tablets, smart watches, e-health, Internet gaming and etc. The mobile traffic has
increased 66 times from 2009 to 2014 with an annual rate of increase of 131 % [4].
On the other hand, the data rates from third to fourth generation technology has
increased only by 55 % annually [5]. This shows us the need to further investigate
and develop new techniques to improve the current cellular networks.

One of the most recent and promising direction for enhancing the capacity of the
network is the installation of small cells under the coverage of existing cellular
network. This novel paradigm with different cell sizes is known as heterogeneous
networks (HetNets). Additionally, there has been a significant amount of work
claiming the effective and efficient use of installing a cognitive radio network
(CRN) under the existing cellular network in [6, 7]. Furthermore, academic and
industrial communities has started active research activities on the fifth generation
(5G) communication technologies to meet the goals for future wireless networks.
Various programs by different organizations are launched aimed at potential key
technologies of 5G namely 5GNOW and METIS under European Telecommuni-
cations Standards Institute (ETSI) to meet the cellular requirements beyond 2020
[8]. The 5G standard keeping in view the trend of growth in traffic is investigating
and providing guidelines for future cellular network. 5G is expected to handle 1000
times more data volume per unit area, 10–100 times higher number of connected
devices, latency reduced to five times with guaranteed data rates up to multiple
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gigabit per second and battery life about 10 times longer than current state of the art
[9]. According to [10], legacy cellular networks are not designed to handle such
requirements so major changes are required to adopt the future cellular require-
ments. According to [11], one of the most promising aspect would be dense
installation of small cells forming multiple HetNets which would play a vital part in
fulfilling the requirements of future cellular networks.

Management of network in future HetNets will become one of the biggest and
crucial challenge for efficient performance of the network. This broadly includes
number of users per cell, small-cell placement, interference among cells, handover
during mobility, scalability of networks, heterogeneous technologies and their
interoperability issues and user association. If the future HetNet architecture can
handle these tasks efficiently, goals of 5G network can be achieved. We in this
article will consider the management of HetNets from Software defined networking
(SDN) point of view.

Coordination and cooperation will play a vital role in operations especially with
the dense small cells deployment as envisioned for 5G networks [12]. The existing
LTE system has been designed to run as a distributed system where each cell takes
all its decision. This distributed practice without taking into account neighbors
information will cause serious inefficiencies in terms of performance. Thus, coor-
dination of control plane is required to efficiently carry out network operations [4].
The concept of an SDN controller has revolutionized the network world especially
in wired domain which primarily decouples the control and data plane. This concept
looks very promising for the wireless and mobile communication domain and a
number of studies are being conducted to adopt the SDN paradigm in mobile
networks [12, 13]. Similarly, in [14], a central coordinator (standardized by 3GPP)
is used, namely femto management system (FMS) to cooperate femto-cells within
geographical proximity in order to allocate resources while protecting them from
interference. The biggest challenge in central coordination is the message passing
which consumes a significant amount of bandwidth in back-haul if a completely
centralized solution is used. However, small cells are typically low power cheap
devices and can be connected via broadband services through Internet to coordinate
and cooperate. This saves significant bandwidth which would be used for message
passing if back-haul is used. Furthermore, an analysis performed on a macro-cell
with 20 micro-cell with 50 clients holding 10 flows claims that only 500 Mbps
bandwidth was found suitable for layer 1 coordination and considering the
advances in the communication world this bandwidth is not very high especially in
fiber communication [15].

The rest of the article is organized as follows: Section 2 discusses the current and
future HetNet architecture. In Sect. 3, we provide the SDN based management
framework and its functions which will help in achieving the goals for the future
HetNet architecture. Section 4, finally concludes this article.
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2 Legacy and Future HetNet Architecture

The existing or the legacy HetNet typically consists of multiple small cells under
the coverage of a macrocell as shown in Fig. 1. These small cells can be categorized
in terms of their transmission power levels, cell range, access techniques, modu-
lation techniques, sensing capabilities and etc. Some typical examples include
micro, femto, pico, cognitive and WiFi transmitter as shown in Fig. 1. In the
existing HetNets, coordination among different cells is typically done at the bases
station in order for the network to operate efficiently. However in the existing
HetNets, the number of small cells in a network are very scarce so coordination
overhead among different cells is relatively less which will not be the case for the
future. This makes management of HetNets a very important aspect for future
wireless HetNets.

The main motivation for dense installation of small cells comes from the fact that
increasing the number of macrocells is costly and ineffective since around 50 % of
voice calls and 70 % of data usage currently takes place indoors where up to 20 dB
penetration loss reduces the outdoor to indoor signal strength [13]. Therefore,
installing indoor small cells increases the efficiency of the network if managed
properly. Additionally, the novel wireless technologies i.e., device to device
communication (D2D), massive multi input multi output (MIMO), cognitive radio
network (CRN), millimeter-wave band communication and etc. will also be a part
of future HetNets along with dense installation of small cells as shown in Fig. 1.
This makes management of HetNets very vital especially for interference, net-
working congestion and spectrum allocation problems. The use of different func-
tional network devices like switches, routers which is making the network
architecture much more complex and difficult to handle. Some recent studies
address dynamic infrastructure and flexible allocation of network resource on
demand which calls for a new management framework as the existing cellular
management framework was not designed for these HetNets.

Fig. 1 Evolution of HetNet architecture
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3 SDN Based Management Framework

Software-defined Network (SDN) with OpenFlow protocol which provides a
dynamic and flexible network architecture to help todays static network evolve into
an extensible service delivery. SDN refers to a network infrastructure in which
control plane is separated from physical topology. The SDN enables us to develop a
centralized traffic engineering, power control and spectrum selection protocol that
needs to communicate among end-users, base-stations and SDN controller to
achieve higher data delivery throughput, higher reliability and energy efficiency
with excellent capability of spectrum utilization.

The SDN controller can have a number of functions depending upon the network
operator policy both as internal or as an external application (using an application
programmable interface (API) for external applications). The advantage of using
SDN in heterogeneous networks is that incumbent devices (BSs, CPEs, SUs, Mesh
routers, Mobile ad hoc Users) are re-designed to communicate with SDN controller
so that their network policies are updated on the fly, leading to maximization of
agency interoperability. Therefore, all networking devices have an agent installed in
it to coordinate and cooperate among cells. The communication between the SDN
controller and the agents can use the API concept as in [8]. However, the Open
Network Foundation (ONF) is working on the OpenFlow extension standardization
for wireless and mobile networks [13].

In this article, we would present an SDN based management framework
proposed specifically for heterogeneous cognitive networks as shown in Fig. 2.

Fig. 2 Overview of a SDN-based heterogeneous cognitive network
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The core functions and the working of the framework is discussed in detail. The
proposed framework will provide a network resource optimization framework and
efficient control mechanism based on SDN for such cognitive heterogeneous net-
works. It can provide centralized traffic engineering, power control and spectrum
selection protocol that needs to communicate among end-users, BSs and SDN
controller to achieve higher data delivery throughput, higher reliability and energy
efficiency with excellent capability of spectrum utilization. The design of
SDN-based cognitive heterogeneous networks necessitates substantial modification
in the Physical layer and MAC layer software modules and couples with Routing
Protocol. We do strongly claim that the framework would show high performance
in a large number of cognitive applications, particularly for those emergency
applications requiring high data rate, reliability, mobility and reduced end-to-end
delay but spectrum shortage and short coverage such as vehicular, battlefield
surveillance, disaster recovery, medical care, radioactive leakage detection, etc.

The framework separates control and data plane to obtain interoperability and
scalability and provide sufficient services to each different kinds of user. SDN
Controller can optimize the whole heterogeneous network by jointly considering:

1. Power Optimization Control and Interference mitigation: Based on information
from spectrum database and co-existence Manager, SDN Controller optimally
allocates transmission powers to each users and base station in the network to
mitigate interference. Moreover, both users and base stations in the network
adjusts its power in order to save energy and protects primary users.

2. Resource Allocation: Due to self-coexistence of multiple wireless radio access
networks, SDN controller must perform the resource allocation optimization to
maximize overall throughput. Each user/basestation can use a range of con-
tiguous channels (i.e. channel bonding) to increase its capacity.

3. End-to-End QoS: SDN controller dynamically monitors a connection and
allocate more channels or transmission power for related-users to ensure
end-to-end QoS.

3.1 Controller Plane Architecture and Functions

In this section we discuss about the control plane architecture and the core functions
which are build over the SDN controller as shown in Figs. 3 and 4. In Fig. 3, we can
see that base stations are attached to the SDN controller which include both the
licensed and unlicensed base station with heterogeneous capabilities. Furthermore,
we describe the functionalities in detail for the SDN controller.
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3.1.1 Spectrum Management

1. Spectrum Scheduler (SS): It schedules spectrum hole usage in time, space to
deploy co-existence of multiple small cells i.e., femtocells for different network
operators.

2. Spectrum Policy Manager (SPM): It stores and updates meaningful data
and policy-related radio parameters including protected channel numbers,

Fig. 3 Control plane architecture

Fig. 4 SDN controller architecture for SDN-based heterogeneous CRN
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geo-location and contour of a base station, geo-location of cellular sites, terrain
curvatures of the service region, maximum EIRP on allowed cellular channels,
antenna height and gain, propagation models, interference scenarios, mobile
devices and their geo-locations, transmission power and operating channels.
SPM regularly updates information from broadcasters, regulators and service
providers. The database can be pulled by or pushed directly/in-directly via BS to
cognitive devices.

3. Spectrum Allocation Optimizer (SPO): It dynamically perform spectrum allo-
cation optimization based on geo-location of cognitive devices, demand for
bandwidth per each end-user, spectrum policies. SPO will adjust spectrum
prices and broadcast to end-users.

3.1.2 Power Controller Manager

1. Local Equipment Power Optimizer (LEPO): It is based on power policies and
strategies, LEPO optimally calculates transmission power ranges for end-users
per spectrum hole.

2. Local Equipment Power Policy Manager (LEPM): It stores and updates the
policy-related power parameters from broadcasters, regulators and cellular ser-
vice providers. LEPM will make power strategies for each secondary system
using spectrum holes for co-existence and incumbent protection.

3. Local Equipment Power Controller: It dynamically adjust transmission power
levels in each users power ranges to support mobility and increase energy
efficiency.

3.1.3 Coexistence Manager

1. Sensing Scheduler (SS): As multiple spectrum bands are available but due to the
limited number of network interface per user, SS must optimally schedule the
time and frequency to perform sensing at each end-user.

2. Interference Mitigator (IM): Based of analyzing the spectrum behavior and the
performance metric of user devices, IM makes access strategies on each band for
each user device to mitigate interference.

3. Route Manager (RM): Based on spectrum policies and power strategies, and
end-user demands, RM calculates the feasible routes with the different costs and
utilities for each user.

4. QoS Manager (QoSM): After establishing connection, QoSM will ensure
end-to-end QoS for that connection by requesting more bandwidth to SPO for
backhaul link. QoSM dynamically monitors the end to end user demands and
provide services.
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3.2 Scenario: Control Plane Interaction

This section describes a scenario of control plane interaction between a cognitive
user-device A connected to a femto base station 1 (FBS 1) and wants to communicate
to cognitive user-device B which is connected to FBS 2 as shown in Fig. 5. Initially,
user A sends request to its FBS 1 which is forwarded to the SDN controller for
evaluation and allocation of power and channel. The SDN controller after evaluation
send a route reply which consists of the route and the user’s control parameters to
concerned FBSs which installs the route in its table for future routing. Finally, FBS 1
transmits which initiates the actual exchange of data transmission as shown in Fig. 5.

4 Conclusion

The tremendous growth in wireless world due to the introduction of smart devices
and associated bandwidth-hungry applications is forcing the service providers to
enhance their existing network capabilities. The service providers need to support a
high-capacity, agile, low-cost solution to ensure both user satisfaction and their
profitability. This article introduces an SDN based framework for heterogeneous
networks with network control capabilities to allow optimal power control, resource
allocation, interference management and end to end quality of service.

Fig. 5 Scenario: control plane interaction
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Abstract Recently a concept of self-excited and hidden attractors was suggested:
an attractor is called a self-excited attractor if its basin of attraction overlaps with
neighborhood of an equilibrium, otherwise it is called a hidden attractor. For
example, hidden attractors are attractors in systems with no equilibria or with only
one stable equilibrium (a special case of multistability and coexistence of attrac-
tors). While coexisting self-excited attractors can be found using the standard
computational procedure, there is no standard way of predicting the existence or
coexistence of hidden attractors in a system.In this plenary lecture the concept of
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1 Analytical-Numerical Study of Oscillations

An oscillation dynamical system can generally be easily numerically localized if the
initial data from its open neighborhood in the phase space (with the exception of a
minor set of points) lead to a long-term behavior that approaches the oscillation.
Such an oscillation (or a set of oscillations) is called an attractor, and its attracting
set is called the basin of attraction (i.e., a set of initial data for which the trajectories
tend to the attractor).

When the theories of dynamical systems, oscillations, and chaos were first
developed researchers mainly focused on analyzing equilibria stability, which can
be easily done numerically or analytically, and on the birth of periodic or chaotic
attractors from unstable equilibria. The structures of many physical dynamical
systems are such that it is almost obvious that attractors exist because the trajec-
tories can not tend to infinity and the oscillations are excited by an unstable
equilibrium (see, e.g., the Rayleigh [5], Duffing [6], van der Pol [7], Tricomi [8],
Beluosov-Zhabotinsky [9], and Lorenz [10] systems). This meant that scientists of
that time could compute such attractors by constructing a solution using initial data
from a small neighborhood of the equilibrium, observing how it is attracted and,
thus, visualizes the attractor. In this standard computational procedure, computa-
tional methods and the engineering notion of a transient process were combined to
study oscillations.

2 Self-excited and Hidden Attractors

From a computational perspective, it is natural to suggest the following classifi-
cation of attractors, which is based on the connection of their basins of attraction
with equilibria in the phase space:

Definition 1 [2, 4, 11, 12] An attractor is called a self-excited attractor if its basin
of attraction intersects with any open neighborhood of a stationary state (an equi-
librium), otherwise it is called a hidden attractor.

The first well-known example of a visualization of chaotic attractor in a
dynamical system from the work of Lorenz [10] corresponds to the excitation of
chaotic attractor from unstable equilibria. For classical parameters the Lorenz
attractor is self-excited with respect to all three equilibria and could have been
found using the standard computational procedure (see Fig. 1). Note that the chaotic
attractor in the Lorenz system with other parameters may be self-excited with
respect to zero unstable equilibrium only, and the possible existence in the Lorenz
system of a hidden chaotic attractor is an open problem.

At the same time in the generalized Lorenz system _x ¼ �rðx� yÞ � ayz; _y ¼
rx� y� xz; _z ¼ �bzþ xy hidden chaotic attractors can be found [4, 13, 14] (see
Fig. 2). For negative a\0 the system corresponds to the Rabinovich system, which
describes the interaction of plasma waves and was considered in 1978 [15, 16]; for
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positive a[ 0 it corresponds to the Glukhovsky-Dolghansky system, which
describes convective fluid motion and was considered in 1980 [17]; also it describes
a rigid body rotation in a resisting medium and the forced motion of a gyrostat (see
[18]).

The basin of attraction for a hidden attractor is not connected with any equi-
librium. For example, hidden attractors are attractors in systems with no equilibria
or with only one stable equilibrium (a special case of the multistability and coex-
istence of attractors). Note that multistability can be undesired in various practical
applications. At the same time the coexisting self-excited attractors in multistable
systems (see, e.g. various examples of multistable engineering systems in famous
book [19], and recent physical examples in [20]) can be found using the standard
computational procedure, whereas there is no standard way of predicting the
existence or coexistence of hidden attractors in a system.

For nonautonomous systems, depending on the physical problem statement, the
notion of self-excited and hidden attractors can be introduced with respect to the
stationary states of the system at the fixed initial time or the corresponding system
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without time-varying excitations. For example, one of the classical examples of
self-excited chaotic attractors was numerically found by Ueda in 1961 [21] in a
forced Duffing system x

:: þ 0:05 _xþ x3 ¼ 7:5 cosðtÞ. To construct a self-excited
chaotic attractor in this system (Fig. 3) it was used a transient process from the zero
equilibrium of the unperturbed autonomous system (i.e., without cosðtÞ) to an
attractor in the forced system. If the discrete dynamics of system are considered on
a Poincare section, then we can also use stationary or periodic points on the section
that corresponds to a periodic orbit of the system (the consideration of periodic
orbits is also natural for discrete systems). Note that if the attracting domain is the
whole state space, then the attractor can be visualized by any trajectory and the only
difference between computations is the time of the transient process.

One of the first well-known problems of analyzing hidden periodic oscillations
arose in connection with the second part of Hilbert’s 16th problem (1900) [22] on
the number and mutual disposition of limit cycles in two-dimensional polynomial
systems (see, e.g. resent results [2, 23–25] on visualization of nested limit cycles in
quadratic systems: _x ¼ a1xþ b1yþ a1x2 þ b1xyþ d1y2; _y ¼ a2xþ b2yþ a2x2 þ
b2xyþ d2y2).

Later, in the 1950s–1960s, the study of the well-known Aizerman’s and
Kalman’s conjectures on absolute stability led to the discovery of the possible
coexistence of a hidden periodic oscillation and a unique stable stationary point in
automatic control systems. In 1957 Kalman stated the following [26]: “If f ðeÞ in
Fig. 1 [see Fig. 4] is replaced by constants K corresponding to all possible values
of f 0ðeÞ, and it is found that the closed-loop system is stable for all such K, then it is
intuitively clear that the system must be monostable; i.e., all transient solutions will
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6Fig. 3 An attractor in forced
Duffing oscillator
x
:: þ 0:05 _xþ x3 ¼ 7:5 cosðtÞ is
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7:5 cosðtÞ)
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c

Fig. 4 Nonlinear control system. GðsÞ is a linear transfer function, f ðeÞ is a single-valued,
continuous, and differentiable [26]
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converge to a unique, stable critical point.’’ Kalman’s conjecture is a strengthening
of Aizerman’s conjecture [27], which considers nonlinearities belonging to the
sector of linear stability. Note that these conjectures are valid from the standpoint of
simplified analysis such as the linearization, harmonic balance, and describing
function methods (DFM), what explains why these conjectures were put forward.
Nowadays various counterexamples to these conjectures (nonlinear systems where
the only equilibrium, which is stable, coexists with a hidden periodic oscillation)
are known (see [28–35]; the corresponding discrete examples are considered in
[36, 37]).

Similar situation with linear stability and hidden oscillations occur in the anal-
ysis of aircrafts and launchers control systems with saturation [38, 39]. In [40] the
crash of aircraft YF-22 Boeing in April 1992,1 caused by the difficulties of rigorous
analysis and design of nonlinear control systems with saturation, is discussed and
the conclusion is made that “since stability in simulations does not imply stability of
the physical control system (an example is the crash of the YF22), stronger theo-
retical understanding is required”.

Corresponding limitations, caused by hidden oscillations, appear in simulation
of various phase-locked loop (PLL) based systems [2, 41–48]. PLL was designed to
synchronize the phases of local oscillator and reference oscillator signals. Next
example shows that the use of default simulation parameters in MATLAB Simulink
for the study of two-phase PLL in the presence of hidden oscillation (see Fig. 5) can
lead to the conclusions concerning the stability of the loop and the pull-in (or
capture) range.2 In Fig. 6 the model in Fig. 5 simulated with relative tolerance set to
“1e-3” or smaller does not acquire lock (black color), but the model with default
parameters (a relative tolerance set to “auto”) acquires lock (red color). The same

Fig. 5 Model of two-phase PLL with lead-lag filter in MATLAB Simulink. Lead-lag loop filter
with the transfer function HðsÞ ¼ 1þ ss2

1þ sðs1 þ s2Þ, s1 ¼ 0:0448, s2 ¼ 0:0185 and the corresponding

parameters A ¼ � 1
s1 þ s2

, B ¼ 1� s2
s1 þ s2

, C ¼ 1
s1 þ s2

, D ¼ s2
s1 þ s2

1http://www.youtube.com/watch?v=M6sy-fxIhF0.
2See discussion of rigorous definitions in [48, 49].
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problems are also observed in SIMetrics SPICE model [41, 45, 46]. From a
mathematical point of view, the above case corresponds to the existence of semi-
stable periodic trajectory or co-existence of unstable and stable periodic trajectories
(here the stable one is a hidden oscillation) [2, 41, 50, 51]. Therefore, if the gap
between stable and unstable periodic trajectories is smaller than the discretization
step, the numerical procedure may slip through the stable trajectory [45, 47].

Attractor in the systems without equilibria are the hidden attractors, according to
the above definition. Systems without equilibria and with hidden oscillations appear
naturally in the study of various electromechanical models with rotation and
electrical circuits with cylindrical phase space. One of the first examples is from
paper [52], published in 1902, in which Sommerfeld analyzed the vibrations caused
by a motor driving an unbalanced weight and discovered the so-called Sommerfeld
effect (see, e.g., [53, 54]). Another well-known chaotic system with no equilibrium
points is the Nosè–Hoover oscillator [55–57]. An example of hidden chaotic
attractor in electromechanical model with no equilibria was reported in a power
system in 2001 [58]. Recent examples of hidden attractors in the systems without
equilibria can be found, e.g. in [59–67].

After the concepts of hidden chaotic attractors was introduced first in connection
with discovery of the first hidden Chua attractors (see Fig. 7) [11, 12, 68–74], the
hidden chaotic attractors have received much attention. Recent examples of hidden
attractors can be found in [59–61, 63, 75–112]).

See also The European Physical Journal Special Topics: Multistability:
Uncovering Hidden Attractors, 2015 (see [113–124]).

g 
(t

)

t

relative tolerance `1e-3`
relative tolerance `auto`

Fig. 6 Simulation of two-phase PLL. Loop filter output gðtÞ for the initial data x0 ¼ 0:1318
obtained for default “auto” relative tolerance (red)—acquires lock, relative tolerance set to
“1e-3”(green)—does not acquire lock
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Experimental Study on the Effects
of External Interference on Slot
Scheduling Based MAC Protocols
in Wireless Sensor Networks

Chi Trung Ngo, Hoon Oh and Minh Thuy Pham

Abstract An energy-aware timely and reliable data transmission is one of the most
critical requirements in designing slot scheduling based MAC protocols for appli-
cations in industrial fields. A time slot size affects two conflicting goals, reducing
energy consumption and increasing the reliability of data transmission, thereby
requiring an optimized time slot size. A time slot size should be determined in the
presence of the signal interference by Wi-Fi, Bluetooth and other sensor nodes
operating at the 2.4 GHz band. In this paper, we employ two different interference
models that account for different types of interference sources to determine the optimal
size of a time slot. The experimental studywith a simple network testbed is conducted.
In addition, the effectiveness of using the well-known Clear Channel Assessment
mechanism in the radio chip is examined under the high interference environment.

Keywords Interference � Slot scheduling based MAC protocol � Wireless sensor
networks

1 Introduction

The workforces working in industrial fields are highly susceptible to the hazardous
environment or unexpected accidents. These hazards can be avoided or detected
early for the timely measures if a server gathers and analyzes data from the working
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premises and then sends messages to warn workers of the situation. In this
context-aware service, a wireless sensor network (WSN) can be used as a network
platform where sensor nodes equipped with sensor modules that can sense thermal,
gas, oxygen, smoke, flame, etc. use multi-hop communication to send sensed data
to a server.

One of the most critical requirements for such service is a timely and reliable
data transmission, thus so far there have been some proposed slot scheduling based
MAC protocols that target a reliable and real-time data transmission such as
TreeMAC [1], I-MAC [2], WirelessHART [3]. TreeMAC assigns non-overlapping
frames to all nodes in a WSN where each frame consists of three slots. The slots are
reused by the nodes every three depths in a tree topology. Meanwhile, I-MAC
allocates slots to each node in a distinct manner since it targets a small control
network. It tries to enhance a reliable data transmission by using RTS, CTS, and
ACK when transmitting data. Since the time-varying channel is frequency-
dependence, WirelessHART assigns each communication link between two sensors
a time slot and frequency channel, which guarantees the collision-free for data
transmission. In order to increase the transmission reliability it employs a frequency
hopping technique and channel backlist which records frequency channels which
are not allowed to use due to the significantly affected by interferences. These
protocols require strict time synchronization and the size of slot should be big
enough to transmit and receive one data packet.

However, besides inevitable phenomena such as fading and the intervention of
some obstacles, the radio interference by WLAN [4], Bluetooths, and other sensor
nodes also induces the unstable data communication. These interferences cause link
breakage and data collision. Furthermore, in the environment with high interference
if a slot size is small, a node may not have enough time to send data; however,
increasing the slot size can violate the requirement of timely data transmission.

Therefore, investigating the impact of interference on data transmission between
sensor nodes in slot scheduling based MAC protocols are essential in finding
solutions to improve their robustness against interference as well as to increase
energy efficiency. In this paper, we conduct experiments on testbed using Kmote for
these purposes. We employ one sensor node acting as an interference node to
generate the controlled interference signal which interferes with data transmission
between other two sensor nodes. Its duty is to generate customized and repeatable
interference patterns using different interference models, e.g. bursty interference
and semi-periodic interference proposed in [5]. The performance is evaluated in
terms of packet delivery ratio, energy consumption and missed timely delivery
ratio.

The rest of the paper is organized as follows. In Sect. 2, we present the network
model. The interference model used to generate interference signal is described in
Sect. 3. We discuss the experimental results in Sect. 5. Finally, we make concluding
remarks in Sect. 6.
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2 Network Model

In slot scheduling based MAC protocols, the WSN consists of a control server
(hereafter referred to as a sink node) which is wall-powered and a number of sensor
nodes (hereafter referred to as nodes) which are battery-powered. Every node is
equipped with at least one sensor module and required to generate one data packet
that includes the sensed information every cycle and forwards it to the sink node
within a specified time bound depending on the requirement of a specific appli-
cation. Each node is assigned a pair of sending and receiving time slots to transmit
data to an upstream node towards the sink and to receive data from a downstream
node, respectively.

Since only one data transmission within the allocated time slot of a node is
made, it is sufficient to consider a simple network model with three nodes placed
within their transmission range each other to evaluate the impact of interference on
the data transmission between two sensor nodes in slot scheduling based MAC
protocols.

3 Interference Model

To generate the interference patterns that can be generated repeatedly and changed
on a needed basis, we employ a signal generation method that uses a special test
mode of the radio chip [6]. The characteristic of interference signal is modeled by
using two simple interference models, bursty interference and semi-periodic
interference [5].

3.1 Bursty Interference

The bursty interference model that models the characteristics of Wi-Fi or Bluetooth
transmissions is used to generate the continuous blocks of the interference period
and the spacing period, each having uniformly distribution. Since there is no
one-to-one matching between 802.15.4 and Wi-Fi channels, for example, channel 1
of Wi-Fi just overlaps with channels 11, 12, 13, 14 of 802.15.4 as shown in Fig. 1,
the Wi-Fi signal can be seen as the background noise in WSNs. The Wi-Fi inter-
ference signal as the background noise can be the unmodulated signal that is
generated from a sensor node by changing the register value of the radio chip (e.g.
CC2420_MDMCTRLI for CC2420) [6]. Note that the power spectrum of the
unmodulated signal is highly concentrated at the center frequency.

Furthermore, the duration of the Wi-Fi traffic depends on the time span of data
exchange between two Wi-Fi devices and a number of Wi-Fi devices generating the
traffic. Therefore, in order to model the randomly continuous on/off periods of the
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interference transmission, a simple two-state discrete Markov process can be used
as depicted in Fig. 2. In this figure, C and I denote the clear channel state and the
interference state, respectively. The state transition condition is determined by a
Bernoulli random variable 0:5. We can obtain a time period T(C) and T(I) which
indicate the time duration that the process stays at state C and I, respectively, as
follows:

T Cð Þ ¼ TðIÞ ¼ R xð Þ � S ð1Þ

where, R(x) is a random number which is uniformly distributed in [1, x] and S is used
to scale the burstiness of the interference, namely S 2 1; 2½ � and S 2 ½5; 10� for short
and long interference transmission, respectively. For example, given x = 50 and
S = 5, assuming that the process changes from state C to state I where we obtain
R = 30, the length of the interference period will be determined by 30� 5 ¼ 150 ms.

3.2 Semi-periodic Interference

The semi-periodic interference can be modeled by the continuous blocks of inter-
ference with small duration for interference signal generation and variable spacing,

Fig. 1 Channel assignment in 2.4 GHz band

Fig. 2 Markov process to model the on/off periods of the interference transmission
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which corresponds to the periodic data transmission of sensor nodes in other WSNs
coexisting with the current one. Since this is an internal interference operating at the
same 802.15.4 channel, we can use the randomly-modulated signal generated from
a sensor device as the internal interference signal [6]. The characteristic of the
modulated signal is that its power spectrum spreads out evenly across the channel
bandwidth

Using the same two states C and I as described above, the process to generate the
semi-periodic interference pattern is given as follows. The process changes in
alternation of these two states in which states I and C last for T(C) and T(I),
respectively, which are determined as follows.

T Ið Þ ¼ 1þ rð Þ � a� P ð2Þ

T Cð Þ ¼ 1þ rð Þ � 1� að Þ � P ð3Þ

where, r is a random number which is uniformly distributed in [0, 0.3], P is the
fixed time period, and a 2 ð0; 1Þ is the interference rate. It is worth noting that since
the semi-periodic interference is caused by the periodic data transmission of sensor
nodes, P should be selected such that the length of interference period, T(I), is
appropriately equal to the period of data transmission in the reality.

4 Calculation of Minimum Time Slot Size

In this section, we analyze the minimum time slot size which is enough to transmit
one data packet without the effect of interference since it is one of the factors
determining the timely data transmission. The minimum time slot size, Ts (i.e., one
hop packet delay) can be computed as follows:

Ts ¼ tts þ 2txm þ 2tpm þ ttr ð4Þ

where, tts (transfer time at the sender): The time taken to generate a message and
transfer from the buffer of the microcontroller into the buffer of the radio chip
transceiver; txm (transmission time at the sender): The time taken to transmit the
message; trm (receiving time at the receiver) = txm: The time taken to receive the
message; tpm (processing time at the sender and receiver): The time taken to process
the message; and ttr (transfer time at the receiver): The time taken to transfer the
received message from the radio chip buffer to the microcontroller buffer.

In order to calculate values of these parameters we have to know the total size of
the frame format when it is transmitted between the microcontroller and the radio
chip as well as when it is transmitted over the medium. Now, we analyze the detail
of the frame format at the MAC layer and the CC2420 radio layer (the radio chip
CC2420 is used in this paper). Since the MAC layer uses the frame format defined
by the IEEE 802.15.4 standard in order to be compatible with the IEEE 802.15.4
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CC2420 radio. Therefore, as shown in Fig. 3 the MAC frame has MAC header of
11 bytes consisting of Frame Control Field (FCF) of 2 bytes, Data Sequence
Number (DSN) of 2 bytes, destination Personal Area Network (PAN) address of 2
bytes, destination address of 2 bytes, source address of 2 bytes, and TinyOS
message type of 1 byte. The MAC payload can contain the maximum size of 115
bytes and the MAC footer contains Frame Check Sequence (FCS) of 2 bytes. When
the MAC frame is forwarded to the CC2420 radio, another 6 bytes are added in
front of the MAC frame for transmission preamble and frame delimiter when the
message is transmitted over the medium to the destination.

Assuming that payload at the MAC layer is p bytes. At the sender side, a MAC
frame of (11 + p) bytes (i.e. size(MHR) + p) is transferred from the microcontroller
into the buffer of the radio chip, while at the receiver side a MAC frame of (13 + p)
bytes (i.e. size(MHR) + size(FCS) + p) is transferred from the buffer of the radio
chip into the microcontroller. The total size of a frame when it is transmitted over
the medium becomes size(SHR) + size(PHR) + size(MHR) + p + size(FCS).

The message transfer times tts and ttr between the microcontroller and the radio
chip are determined by the speed of the SPI interface interconnecting them, while
the transmit time txm is determined by the transmission speed of the radio chip. In
particular, the speed of the SPI interface on a mote equipped with the MSP430
microcontroller and the radio chip CC2420 can support a maximum rate of 500
Kbps. The transmission speed of CC2420 is 250 Kbps. Nevertheless, the SPI
transfer speed is achieved about 173.91 Kbps in practice since the TinyOS interface
to the SPI bus introduces a large control overhead [7].

Thus, based on the size of the frame format at each layer and the SPI speed, the
practical values of tts, ttr, and txm are computed as follows.

Fig. 3 Schematic view of the frame format at the MAC layer and the CC2420 layer
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tts ¼ ðsize MHRð Þþ pÞ � 8
173:91� 103

¼ 11þ pð Þ � 0:046ms ð5Þ

ttr ¼ ðsize MHRð Þþ size FCSð Þþ pÞ � 8
173:91� 103

¼ 13þ pð Þ � 0:046ms ð6Þ

txm ¼ size SHRð Þþ size PHRð Þþ size MHRð Þþ size FCSð Þþ pð Þ � 8
250� 103

¼ 19þ pð Þ � 0:032ms ð7Þ

Finally, assigning the values of Eqs. (7)–(9) to Eq. (6) and ignoring tpm, we get
Ts as follows.

Ts ¼ 2:32þ 0:156� pms ð8Þ

5 Experimental Evaluation

5.1 Network Setup

We conducted experiments on a simple testbed of Kmote motes running TinyOS
2.1.2 as shown in Fig. 4. We evaluate the impact of interference on data trans-
mission. Two nodes act as a source and a destination, while the remaining one plays
a role as an interference node which generates the interference signal. The source

Fig. 4 Testbed configuration
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generates a data packet of p bytes every Tr seconds and sends it to the destination
within the assigned time slot of Ts. For convenience, we keep the radio chip of the
destination turned on.

The Kmote is equipped with Texas Instrument’s MSP430 ultra-low power
8 MHz microcontroller and Chipcon’s CC2420 wireless transceiver as in Fig. 5.
The microcontroller has 10 kB RAM and 48 kB of flash memory with a trans-
mission rate of 250 Kbps in 2.4 GHz ISM band, which is compliant with the PHY
layer of IEEE 802.15.4. The current draw of Kmote, excluding the radio, is 1.8 mA
in active mode and 5.1 μA when in sleep mode. The CC2420 radio consumes
23 mA in receiving/listening mode, 8 mA when transmitting at level 3 (−25 dBm),
21 μA in idle mode, and 1 μA in sleep mode. Other experimental parameters and
their values are given in Table 1.

The reliability of data transmission is assessed by packet delivery ratio
(PDR) and missed timely delivery ratio (MTDR) and energy efficiency by energy
consumption per packet (ECPP). PDR is given the ratio of the number of packets
received successfully at a destination to the number of packets generated at a
source. ECPP is given the ratio of the totally consumed energy to the number of
packets received successfully at a destination. To measure the energy consumption
of a sensor mote, we count the amount of time that each node has spent in a
particular operation mode: sleep, idle, receiving or transmitting. Then, energy
consumption is calculated by multiplying the cumulative time stayed at a mode and
the consumed power to operate the radio in that mode, considering a battery of 3 V.
MTDR is given the ratio of the number of packets that cannot be sent within the
time slot size to the number of packets generated at a source.

Fig. 5 The key components
of Kmote

Table 1 Experimental
Parameters

Parameters Values

Experimental time 1800 s

Transmission power level 3 (−25 dBm)

x in Eq. (1) 50

S in Eq. (1) 5

P in Eq. (2) 87

a in Eq. (2) 0.2

Tr 1 s

p 100 bytes
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5.2 Experimental Study

5.2.1 Effect of Time Slot Size

From the Eq. (8), we get the minimum time slot Ts ¼ 17:9 � 18 ms for payload of
p ¼ 100 bytes. Thus, the performance is examined with varying time slot size
starting from 18 to 26 ms under the bursty interference and semi-periodic inter-
ference. The experimental results are given in Figs. 6 and 7.

In general, the increase in time slot size enhances the reliability of packet
delivery. This is because a node has a difficulty in finding the channel free if the
time slot size is small and interference is high. In particular, referring to Fig. 6, as
time slot size increases from 18 to 26 ms, the missed timely delivery ratio decreases
by about 24 and 8 % for bursty interference and semi-periodic interference,
respectively. Similarly, packet delivery ratio is shown in Fig. 7.

Furthermore, it is shown that bursty interference degrades the reliability of
packet delivery more significantly than semi-periodic interference. It makes sense

Fig. 6 Missed timely
delivery ratio with varying
slot size

Fig. 7 Packet delivery ratio
with varying time slot size
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because the bursty interference model generates interference signal longer.
However, under the semi-periodic interference model, interference does not take
effect with the big slot size of 24 ms, while it lowers PDR with less than 22 ms.

5.2.2 Effect of Clear Channel Assessment (CCA)

As shown in Fig. 6, the missed timely delivery ratio is almost zero when Ts ¼ 26 ms.
This means that the time slot size of 26 ms is sufficient for transmitting and receiving
one data packet of 100 bytes under the interference. Therefore, we fix the time slot
size to 26 ms blank;to evaluate the effectiveness of using CCA. The experimental
results are shown in Figs. 8 and 9.

Generally, the reliability of packet transmission and energy efficiency are
enhanced with the use of CCA under both inference models. In particular, we can
see that in Fig. 8 the gap of packet delivery ratio between two bar graphs is about
10 % in case of bursty interference model. This implies that the CCA mechanism

Fig. 8 Packet delivery ratio
with/without CCA (slot
size = 26 ms)

Fig. 9 Energy consumption
per packet with/without CCA
(slot size = 26 ms)
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can decrease the probability of data packet collision gracefully. Consequently, the
use of CCA can improve energy efficiency by about 0.05 and 0.04 mJ in the bursty
inference and semi-periodic inference model, respectively as shown in Fig. 9.

6 Conclusion

We conducted experiments on testbed using the Kmote motes to evaluate the
impact of different interference models on data transmission. The effect of slot size
variation, the CCA mechanism were studied by examining the performance metrics
that account for packet delivery ratio, missed timely packet delivery ratio and
energy consumption. Through these experiments, we could identify that the
appropriate selection of the time slot size and the use of the CCA mechanism are of
great importance to secure data transmission reliability as well as to enhance the
energy efficiency of slot scheduling based MAC protocols in wireless sensor
networks.
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Performance Analysis of a Hybrid Efficient
and Reliable MAC Scheme for Vehicular
Ad Hoc Networks in Safety Applications

VanDung Nguyen, Oanh Tran Thi Kim and Choong Seon Hong

Abstract Safety applications are the highest priority services in the Vehicular Ad
Hoc NETworks (VANETs). To support the highest priority service, the Medium
Access Control (MAC) protocol is designed to provide efficient broadcast.
Compared to IEEE 1609.4, a new multi-channel MAC for VANET (HER-MAC) is
proposed which is more reliable in safety applications. In this paper, we propose an
analytical model to evaluate the performance of HER-MAC protocol under
non-saturation condition through the packet delivery ratio. We also describe two
MAC access schemes for HER-MAC protocol: safety application packets using
TDMA access scheme and safety application packets using Distributed
Coordination Function (DCF). Simulation results show that safety application
packets using TDMA access scheme has higher packet delivery ratio and more
reliability than safety application packets using distributed coordination function.

Keywords VANET � MAC � HER-MAC � A multi-channel MAC

1 Introduction and Related Works

One of the major goals of the Intelligent Transportation System (ITS) is to improve
the quality, effectiveness and safety the future transportation systems. Vehicular Ad
Hoc Networks (VANETs) are an important component ITS. VANETs are designed
to enable communication between vehicles and vehicles or vehicles and

V. Nguyen � O.T.T. Kim � C.S. Hong (&)
Department of Computer Engineering, Kyung Hee University,
446-701, Seoul, Korea
e-mail: cshong@khu.ac.kr

V. Nguyen
e-mail: ngvandung85@khu.ac.kr

O.T.T. Kim
e-mail: ttkoanh@khu.ac.kr

© Springer International Publishing Switzerland 2016
V.H. Duy et al. (eds.), AETA 2015: Recent Advances in Electrical
Engineering and Related Sciences, Lecture Notes in Electrical Engineering 371,
DOI 10.1007/978-3-319-27247-4_4

41



infrastructures. Each vehicle is equipped with a radio interface, called on-board unit
(OBU). Beside, along the road, to connect to the Internet, the roadside units (RSUs)
are distributed. Based on RSUs and OBUs, VANETs consist of two communication
types: vehicle-to-vehicle (V2V) and vehicle-to-RSU (V2R). They aim to increase a
variety of safety applications and non-safety applications, and provide comfort to
drivers and passengers. Safety applications are the most important message [1].
They have the very strict delay demand and high priority. Non-safety applications
are more throughput-sensitive instead of delay-sensitive.

In year 1999, to support vehicular communications, the Federal Communication
Commission (FCC) of the U.S gas approved 75 MHz bandwidth at 5.850–
5.925 GHz frequency band for ITS wireless communications. It is divided into
seven channels, as shown in Fig. 1. One of the seven channels is assigned the
Control Channel (CCH), i.e. CH 178, which can only provide safety relevant
applications and system control and management with high priority. Service
Channels (SCHs) use other six channels, mainly supporting the non-safety relevant
applications.

Due to characteristic of the VANET, such as high speed, unstable communi-
cation link, and network partitioning, information transfer becomes inevitably
challenging. Compared to other wireless networks, VANETs suffer from some
unique feature, such as high node mobility, topology dynamics and frequent link
breakage. The effectiveness of traffic safety applications using VANETs depends
upon the performance of Medium Access Control (MAC) protocol. The main
challenge for design of MAC protocol for VANETs is to achieve reliable delivery
of messages within the time limit even when the density of vehicles varies rapidly
in the network.

Recently, IEEE 802.11p [2] and IEEE 1609.4 [3] have been proposed for
VANETs. Based on the standard draft of IEEE 802.11p, VANETs employ the tech-
nique of dedicated short-range communication (DSRC) for enhancement of the
driving safety, as well as, comfort of automotive drivers. In IEEE 802.11p, the
broadcast service suffers from hidden terminal problem. This reason is that no request
to send/clear to send (RTS/CTS) packets are exchanged before transmission of

Fig. 1 Frequency channel layout of a 5.9 GHz WAVE system
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broadcast messages and no acknowledge message is sent back to the source node.
The IEEE 1609.4 standard draft is considered to be a default multichannel MAC
standard for VANETs, which defines a multichannel wireless radio operation mode,
including the interleaving operation of the CCH and SCH, priority access parameters,
and other characteristic of MAC and PHYs. In IEEE 1609.4, nodes broadcast safety
messages or negotiate the SCHs on the CCH during the Control Channel Interval
(CCHI). In the Service Channel Interval (SCHI), nodes switch to the negotiated SCHs
for their non-safetymessages transmissions. This schemehas a high contention during
the CCHI and the SCHI resources cannot be utilized during this interval.

The HER-MAC protocol [4] allows vehicle nodes to broadcast their safety
messages in the reserved time slot to improve the reliability. Compared to IEEE
1609.4, HER-MAC protocol is more reliable in the safety message broadcast,
efficient in the service channel utilization. In this paper, we propose an analytical
model to evaluate the performance of HER-MAC protocol under non-saturation
condition through the packet delivery ratio. We also describe two MAC access
schemes for HER-MAC protocol: safety application packets using TDMA access
scheme and safety application packets using Distributed Coordination Function
(DCF).

The rest of this paper is organized as follows: Sect. 2 gives the analytical model
of HER-MAC protocol in safety applications. Performance evaluations are drawn in
Sect. 3. Section 4 finally concludes this paper.

2 Analytical Model of HER-MAC Protocol in Safety
Applications

In our analytical model, we consider the CCH is divided into two parts: reservation
period (Tre) and contention period (Tcon), as shown in Fig. 2. In this paper, we use
two access schemes to transmit safety application packets in HER-MAC. In the first
scheme, we use TDMA access scheme and re-transmission mechanism for safety
message broadcast, as shown in Fig. 2. Safety application packets using distributed
coordination function is considered in the second scheme. DCF is a carrier sense
multiple access with collision avoidance scheme with binary slotted exponential
backoff, as shown in Fig. 5. Since safety application packets are sent by broadcast
mechanism, the vehicle nodes will not send any acknowledgement for the received
safety messages. The sender does not detect the failure of the safety transmission
and there is no re-transmission. The Markov chain model is proposed to obtain the
stationary probability τe that a node transmits a safety application in an arbitrary
time slot. We divide packet transmissions into 2 types: safety application and
WSA/RES packet transmissions on the CCH. There are N vehicle nodes in the
network, the packet arrival rate of safety application and service packet in Poisson
manner at each node are λe and λs. The packet arrival rate of safety application and
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WSA/RES packet at each node are 2λe and 2λs because there are two queues with
the same arrival rate during the CCHI: SCCHI and SCHI queues, referred detail
in [5].

2.1 Case 1: Safety Application Packet Uses TDMA
Access Scheme

In this case, HER-MAC protocol uses TDMA access scheme and retransmission
mechanism to transmit a safety application. Each node will broadcast a SAFE packet
to reserve an Emgslot on reservation period. If a node reserved an EmgSlot suc-
cessfully, it can broadcast its safety application packet during its reserved EmgSlot
without any any collision. Each node must transmit a SAFE packet in its time slot on
the reservation period. Each SAFE packet is divided into five main fields: a ID, a
serviced slot, the IDs of neighbor nodes, the time slot of each neighbor node, safe
applications, as shown in Fig. 3. Based on each SAFE packet is transmitted on the
reservation period, if all neighbor nodes confirm a ID and serviced EmgSlot of
contended node, this node will occupy successfully an EmgSlot. Otherwise, a node

(a)

(b)

Fig. 2 The analytical model of safety application broadcast in case 1. a The operation of the
HER-MAC protocol in safety applications. b The operation of the IEEE 1609.4 in safety
applications

Fig. 3 Frame format of SAFE packet
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occupied unsuccessfully EmgSlot. If nodes do not reserve EmgSlots successfully,
nodes will broadcast HELLO packets to reserve Emgslots in the next sync interval, as
shown in Fig. 2. In this scheme, we consider each node has only a safety application
packet to broadcast in the CCHI.

Because HELLO packet broadcast and safety application broadcast use the same
mechanism, we use the same Markov chain for both safety application and HELLO
packet broadcast depicted in Fig. 4. We assume the payload of HELLO packet and
safety application packet both have the same length.

Let be(t) be the stochastic process representing the backoff window size for a
given node at slot time t, respectively, pe be the probability collision, We be the
contend window (CW), Ie be the idle state with an empty buffer and qe be the
probability of at least one HELLO or safety application packets in the buffer. This
statistical model of qe will be discussed later.

Let be;k ¼ limt!1 beðtÞ ¼ kg; 0� k�We � 1f be the stationary distribution of
the Markov chain. From the Markov chain, it is clear that the probability τe that a
node transmits a HELLO or safety application packet in an arbitrary time slot can
be expressed as

se ¼ b0:0 ¼ 1� qe
qe

þ We þ 1
2

� ��1

ð1Þ

Let pe be the collision probability when more than node transmit at the same
time slot, we have

pe ¼ 1� ð1� seÞN�1 ð2Þ

The packet delivery radio (PDR) of the safety application packet in IEEE 1609.4 is

PDR1609 ¼ Pssuc

Nse
¼ ð1� seÞN�1 ð3Þ

Consequently, based on (1) and (2), variables τe and pe can be solved by the
numerical methods as in [6]. Note that 0� se � 1 and 0� pe � 1. In every time slot
during the safety application or HELLO packet interval, let Pesuc, Pecol, Peidle and
Pebusy be the probability of successful transmission, collision transmission, a idle
channel, a busy channel, respectively.

Fig. 4 Markov chain of safety application or HELLO packet broadcast
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Pebusy ¼ 1� ð1� seÞN
Peidle ¼ ð1� seÞN
Pesuc ¼ Nseð1� seÞN�1

Pecol ¼ Pebusy � Pesuc

8>><
>>:

ð4Þ

Let Tesuc, Tecol and σ be the time the channel is busy because of the successful
transmission of HELLO or safety application packet, the channel is idle, and a slot
time.

Te ¼ Tesuc ¼ Tecol ¼ THELLO þ dþ TDIFS ¼ Tsafe þ dþ TDIFS ð5Þ

where δ is a propagation time. Each state maybe a successful transmission, a
collision or the medium is idle. The expected time spent per state Es.

Es ¼ð1� PebusyÞrþPebusy � ð1� PesucÞ � Te
þPebusy � Pesuc � Pecol � Te þPebusy � Pesuc � ð1� PecolÞ � Te

ð6Þ

From the average slot time Es, the probability qe can be approximated as

qe ¼ 1� e�2ke:Es ð7Þ

In HER-MAC protocol, if nodes did not reserve EmgSlots successfully, nodes
will broadcast HELLO packets to reserve Emgslots in the next sync interval. The
HER-MAC uses a frame (100 ms) to transmit concurrently HELLO and safety
applications. However, the IEEE 1609.4 only uses one sync interval (50 ms) to
transmit safety applications. After one sync interval (50 ms), in HER-MAC pro-
tocol, the average number of node transmitted unsuccessfully HELLO packet is
N2 ¼ N:pe. By replacing N2 for N in (2), we can solve variables τe2 and pe2.
The PDR of the safety application packet in the second sync interval is
PDR2 ¼ ð1� se2ÞN2�1. The PDR of HELLO packet of HER-MAC protocol
through a frame is

PDRHER�MAC ¼ 1� ð1� PDR1609Þð1� PDR2Þ ð8Þ

2.2 Case 2: Safety Application Packet Uses Distributed
Coordination Function

For analyze transmission of safety application packet, we use Markov chain of
safety application packet in case 1 because the transmission of safety application
packets are independent of transmission of WSA/RES packets. Now, we analyze
transmission of WSA/RES packets. Let bs(t) and ss(t) be the stochastic process
representing the backoff window size and backoff state for a given node at slot time
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t, respectively. Following [7], let m be the maximum backoff state, be the value
such that Wmax ¼ 2mW . Wi is maximal contention window (CW) of the ith backoff
state, where i 2 ð0;mÞ, and Wi ¼ 2iW . Let ps be the probability of collision that
more than one node transmits in a single slot and qs be the probability at least one
new WSA/RES packet in the buffer. Then, the bidimensional process ss(t), bs(t) can
be modeled with a discrete-time Markov chain, as shown in Fig. 6.

Let bsi;k ¼ limt!1 ssðtÞ ¼ i; bsðtÞ ¼ kg; 0� i�m; 0� k�Wi � 1f be the sta-
tionary distribution of the Markov chain. From the Markov chain and [8], it is clear
that

b0:0 ¼ 2ð1�psÞð1�2psÞqs
qs½ðWs þ 1Þð1�2psÞþWspsð1�ð2psÞmÞ� þ 2ð1�qsÞð1�psÞð1�2psÞ

ss ¼ b0;0
ð1�psÞ ¼

2ð1�2psÞqs
qs½ðWs þ 1Þð1�2psÞþWspsð1�ð2psÞmÞ� þ 2ð1�qsÞð1�psÞð1�2psÞ

ð9Þ

So pe and ps is the collision probability when more than one node transmits at the
same time slot, based on (2) and (6) we have

pe ¼ 1� ð1� seÞN�1ð1� ssÞN
ps ¼ 1� ð1� ssÞN�1ð1� seÞN ð10Þ

Consequently, based on (1)–(9), (10), variables τe, pe, τs and ps can be solved by
the numerical methods as in [6]. Note that 0� se � 1, 0� pe � 1, 0� ss � 1 and
0� ps � 1.

In each time slot, let Pe
suc and Ps

suc be the probabilities of successful transmission
for emergency and service packet. A channel is collision with probabilities Pe

col and
Ps
col and channel is idle with Pe

idle and Ps
idle. We have

Pb ¼ 1� ð1� seÞNð1� ssÞN
Pidle ¼ ð1� seÞNð1� ssÞN
Pe
suc ¼ Nseð1� ssÞNð1� seÞN�1

Ps
suc ¼ Nssð1� seÞNð1� ssÞN�1

Pe
col ¼ ð1� ssÞNð1� ð1� seÞN � Nseð1� seÞN�1Þ

Ps
col ¼ ð1� seÞNð1� ð1� ssÞN � Nssð1� ssÞN�1Þ

Pes
col ¼ Pb � Pe

suc � Ps
suc � Pe

col � Ps
col

8>>>>>>>>><
>>>>>>>>>:

ð11Þ

Let TWSA, TRES, TACK and Tsafe denoted the time for transmitting a WSA, RES,
ACK, safety application packet, and we assume that TWSA = TRES and Tsafe = TWSA.
TSIFS and TDIFS are the SIFS time and DIFS time, respectively.

The duration of a free time slot, the duration of a transmission collision and the
duration for a successful reservation are Tidle, Tcol and Tsuc, respectively. Then from
Fig. 5, we have
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Tidle ¼ aSlotTime
Ts
col ¼ TWSA þ dþ TDIFS

Ts
suc ¼ TWSA þ þ TRES þ 2 � TSIFS þ TACK þ 3 � dþ TDIFS

Te
suc ¼ Te

col ¼ TSWT þ dþ TDIFS

8>><
>>:

ð12Þ

The expect time spent per state Es is given

ES ¼ ð1� PbÞrþPe
sucT

e
suc þPs

sucT
s
suc þPe

colT
e
col þPs

colT
s
col þPe;s

col maxðTe
col; T

s
colÞ
ð13Þ

From the average slot time Es, the probability qe and qs can be approximated as

qe ¼ 1� e�2ke:Es ð14Þ

qs ¼ 1� e�2ks:Es ð15Þ

The packet delivery ratio (PDR) of the safety application packet in IEEE 1609.4
can be calculated as

PDR1609 ¼ Pe
suc

Nse
¼ ð1� seÞN�1ð1� ssÞN ð16Þ

The safety application packets in the HER-MAC protocol are transmitted twice
and the successful transmission in the CCHI is the same with the IEEE 1609.4

(a)

(b)

Fig. 5 The analytical model of safety application broadcast in case 2. a The operation of the
HER-MAC protocol in safety applications. bThe operation of the IEEE 1609.4 in safety applications
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(Eq. 16). During the SCHI, HER-MAC protocol, the safety application and
SWA/RES packets are transmitted on the CCH. The PDR of the safety application
packet also is the same with the IEEE 1609.4. Then, we have the PDR of the safety
application packet in the HER-MAC protocol through a frame is

PDRHER�MAC ¼ 1� ð1� PDR1609Þ2 ð17Þ

3 Performance Evaluation

In this section, we validate our model using the event-driven simulation program
written in Matlab. We consider a segment of a two-way vehicle traffic highway
(20 m × 1000 m). The values of the parameters used to obtain the numerical results
for both the analytical model and simulation runs, are summarized in Table 1. We
fix the safety application and HELLO packets arrival rate λe at 50 pks/s, service
arrival rate λs at 200 pks/s and vary the number of nodes N or the content windows
Ws to evaluate the PDR of safety applications.

In case 1, all nodes have to reserve the EmgSlots in order to broadcast a safety
application packet. If a node did not reserve the EmgSlot successfully and it has
some safety application packets to broadcast, a node will attempt to reserve the
EmgSlot in next sync interval. In Fig. 7a, when a number of nodes increases, the
collision probability at the same time slot also increase, and thus, it takes a long
time to finish the EmgSlot reservation for all nodes. In IEEE 1609.4, it uses one
sync interval to exchange safety application packets. However, the HER-MAC uses
two sync interval to exchange them. As variable We increase, the packet delivery
ratio also increases respectively. PDR with 50 nodes in the HER-MAC keeps
interval between 96 and 98 %, but in the IEEE 1609.4 it keeps interval 76 and
83 %. Because the probability τe decreases when the We increases, the collision
probability at the same time slot also increases.

Table 1 System parameter
for simulations

Parameter Value Parameter Value

Data rate of each channel 6 Mbps λs 50 pkts/s

WSA 100 bytes λe 200
pkts/s

Safety application 100 bytes ACK 14 bytes

HELLO 100 bytes RES 14 bytes

Slot time σ 13 μs SIFS 32 μs
Propagation time δ 1 μs DIFS 58 μs
Number of SerSlots M 5 We 8

Ws 16 – –
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In case 2, the safety application and WSA/RES packets transmit concurrently on
the same sync interval. The collision probability when more than one node trans-
mits at the same time increases if the number of nodes increases. The number of
node affects to collision probability pe and PDR. The PDR in HER-MAC is greater

Fig. 6 Markov chain of the WSA or RES transmission

(a) (b)

Fig. 7 Safety application packets use TDMA access scheme. a Packet delivery with variable
nodes. b Packet delivery ratio with variable Wes
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about 1.86 times than in IEEE 1609.4, as shown in Fig. 8a. In other case, the
content window We affects to the probability τe. Consequently, the collision prob-
ability pe and PDR will increase when the We increases, as shown in Fig. 8b.

In case 2, if a node has a safety application packet, it will attempt to transmit on
the contention period. Because both safety application and WSA/RES packets
concurrently transmit on the contention period, the probability of successful safety
transmission will be decreased. Unlike case 2, a safety application will be trans-
mitted separately from WSA/RES packet in case 1. Due to safety application is
transmitted in a node’s time slot on the reservation period, safety application
packets using TDMA access scheme more reliability and efficient than safety
application packets using distributed coordination function.

4 Conclusion

In this paper, we describe an analytical model to evaluate the performance of
HER-MAC protocol compared to IEEE 1609.4 in safety application. The safety
application packet can transmit by using two MAC access schemes. In the first
scheme, if a node has a safety application packet, it will send a HELLO packet to
reserve an EmgSlot on reservation period. After a node reserved successfully an
EmgSlot, it will transmit a safety application packet through its reserved EmgSot in
next sync interval. In the second scheme, the safety application and WSA/RES
packets transmit concurrently and both of them use distributed coordination func-
tion. In both of two schemes, the PDR in HER-MAC protocol is greater than in
IEEE 1609.4. The performance results show that the safety application packets
using TDMA access scheme more reliability and efficient than safety application
packets using distributed coordination function.

(a) (b)

Fig. 8 Safety application packets use distributed coordination function. a Packet delivery with
variable nodes. b Packet delivery ratio with variable Wes
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Wireless Information and Power Transfer
for Full Duplex Relaying Networks:
Performance Analysis

Tam Nguyen Kieu, Dinh-Thuan Do, Xinh Nguyen Xuan,
Tan Nguyen Nhat and Hung Ha Duy

Abstract Energy harvesting (EH) based on ambient radio frequency (RF) has
recently become advanced method to prolong the lifetime of the wireless networks.
This paper deals with energy harvesting architecture of the full duplex relaying
networks. By applying time switching based relaying (TSR) protocol and
Amplify-and-Forward (AF) scheme, we derive the closed-form expression of the
outage probability and hence compute the optimal throughput. An important result
can be seen clearly that the time fraction in TSR impacts on the optimal throughput.
Finally, numerical results show an efficient relaying strategy in full duplex coop-
erative networks.
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1 Introduction

Applications of renewable energy in the next generation wireless networks will be
bring huge benefits for continuing operation in mobile equipments. Among other
energy sources such as solar and wind power, power extracted from
radio-frequency (RF) signals in ambient transmitters can be considered as
replacements for traditional wired power grids. Such energy harvest from the nat-
ural environment is a promising approach to prolong the lifetime of energy con-
strained wireless networks such as cellular networks or wireless sensor networks.
Simultaneous wireless information and power transfer technology (SWIPT)
becomes appealing candidate since it realizes both useful information and energy
from RF signals at the same time, and thus potentially offers great convenience to
mobile equipments. Varshney first proposed the idea of transmitting information
and energy simultaneously in [1]. Using relay to facilitate RF energy harvest and
information transfer has also drawn significant attention, which is able to extend the
transmission range and increased capacity for system. In [2], the authors studied the
throughput performance of an amplify and-forward (AF) relaying system for both
time-switching and power-splitting protocols.

More importantly, relaying network is an effective way to combat the perfor-
mance degradation caused by fading, shadowing, and path loss. Full duplex
(FD) relay network has the potential to realize the successful information exchange
of two sources and more spectral efficiency than conventional half-duplex
(HD) technique. When comparing to the HD mode, the FD mode has higher
capacity in practical channel conditions. Alternatively, the FD mode can tolerate
high loop interference power while achieving the same capacity as the half-duplex
mode. The main disadvantage of FD communication is the self-interference from
own node transmission, which is much larger than signal of interest from the distant
node. To help the communication node that can transmit and receive signals over
the same frequency band, many techniques of suppressing self-interference have
been proposed in [3–5]. Unfortunately, the self-interference is residual due to limit
technique. The residual interference still decreases the system performance. In fact,
[6] indicates that the full-duplex mode is an attractive choice for fixed relays
provided that the loop interference power is maintained at a tolerable level. The
authors in [7] presented power allocation strategy to maximize the sum-rate of
FD-two-way relaying system under realistic residual self-interference.

Recently, a few research trends have been conducted in FD relay system in
context of the SWIPT scheme. In [8], the throughputs are analyzed for three relay
control schemes, including the maximum relay, optimal relay, and target relay.
Analytical expressions for outage probability and ergodic capacity are also pre-
sented for these considered relay control schemes. Later in [9], the authors consider
two cases depending on the number of antennas used for harvesting and demon-
strated that employing both relay antennas for energy harvesting is always bene-
ficial, compared to the HD relaying architecture, results indicate that FD relaying
can substantially boost the system throughput. The author in [10] analyzed
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performance of two-way relaying networks under non-ideal hardware where is
linear affected by impairment levels. However, no work related optimal throughput
has considered the application of one-way FD relaying in RF energy harvesting
systems.

Therefore, in this paper, we analyze the outage probability of full-duplex
relaying with novel ability of energy harvesting and information transfer. Based on
the analytical expressions, the optimal throughput and energy harvesting time are
studied.

The remainder of this paper is organized as follows. Section 2 describes the
system model of the EH enabled FD two-way relaying network. Section 3, the
outage probability and throughput analysis. Simulation results are presented in
Sect. 4. Finally, conclusion of Sect. 5 is drawn in this paper.

2 System Model

Let us consider a wireless dual-hop relay network with AF protocol system illus-
trated in Fig. 1, in which the destination node can be received at long distance
thanks to relay node. The system consisting of three nodes, source node is denoted
by S and destination node is denoted by D and one relay node R. Each node has two
antennas, one of them is responsible for signal transmission and other is responsible
for signal reception. The cooperative relay is assumed to be an energy constrained
device so that it must harvest energy from the source, and use that energy to amplify
and forward the source information to the destination node. We assume that the link
between two sources doesn’t exist due to the deep shadowing effect.

The interference cancellation mechanism is adopted to mitigate the
self-interference. As the self-interference can not be eliminated completely, certain
amount of self-interference remains. The residual self-interference channel at R is
denoted by ehR. Let dj; j ¼ 1; 2 denote the distance between S� R link and R� D
link respectively and hj; j ¼ 1; 2 denote the channel coefficients between S� R link
and R� D link respectively.

Fig. 1 System model of one
way full duplex relaying
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The scheme used in this investigation is the Time Switching-based Relaying
(TSR) protocol as derived in [2]. The main parameters of protocol are expressed in
Fig. 2.

Based on the TSR protocol proposed in [2], the communication process is
divided into two phases. In the first phase, the energy transfer from the source to the
relay with a duration of aT ; ð0\a\1Þ and the second phase, the remaining time,
1� að ÞT is used to transmit information, in which a is time switching coefficient
and T is time for the considered signal frame (Fig. 3).

During the energy harvesting phase, the received signal at the relay as

yR ¼
ffiffiffiffiffiffi
PS

dm1

s
h1xS þ nR ð1Þ

where PS is the source transmission power, which is the same in the two sources,nR
is the additive white Gaussian noise at R with zero-mean and variance of r2n.

Regarding wireless received power, the harvested energy at the relay is given
by [2]

Eh ¼ gaT
Ps h1j j2
dm1

ð2Þ

Fig. 2 Illustration of the parameters of TSR protocol

Fig. 3 One way relaying network for simultaneous wireless information and power transfer
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where m is the path loss exponent, g is the energy conversion efficiency, h1; h2 are
the channel coefficients between source-relay link and relay-destination link
respectively.

In the information transfer phase, assume that the source node transmits
respective signal xS to R and R re-transmits signal xr to the destination node.

xj; j ¼ S;R. They have unit energy and zero–mean, i.e., E xj
�� ��2h i

¼ 1 and

E xj
� � ¼ 0. Therefore, the received signal at the relay under self-interference source

is rewritten as

yR ¼
ffiffiffiffiffiffi
PS

dm1

s
xSh1 þ ehRxR þ nR ð3Þ

where ehR is the residual self-interference factor at R.
We suppose R receives yR and in the next timeslot, R uses the harvested energy

to amplify yR. Hence the magnification of the prior received signal, xR, is

xR ¼ G
ffiffiffiffiffiffi
PR

p
yR ð4Þ

where G is the amplification factor of R.
Based on AF relaying scheme at R, according to [11] the amplification factor is

given by

G�1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PS

dm1
h1j j2 þPR

ehR
��� ���2 þ r2n

s
ð5Þ

It is worth noting that harvested power then help operation for the next hop
transmission, PR is given by

PR ¼ Eh

1� að ÞT ¼ lPS
h1j j2
dm1

ð6Þ

where l is defined as l, ag
1�a.

Next, we obtain the received signal at destination as

yD ¼ h2ffiffiffiffiffiffi
dm2

p xR þ nD ð7Þ

where nd is Gaussian noise at destination node.
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Substituting (4), (6) into (7), we calculate the received signal as

yD jð Þ ¼ h2ffiffiffiffiffiffi
dm2

p G
ffiffiffiffiffiffi
PR

p h1
ffiffiffiffiffi
PS

p
ffiffiffiffiffiffi
dm1

p xS
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

signal

þ h2ffiffiffiffiffiffi
dm2

p G
ffiffiffiffiffiffi
PR

p ehRxR
|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}

RSI

þ h2ffiffiffiffiffiffi
dm2

p G
ffiffiffiffiffiffi
PR

p
nR þ nD

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
noise

ð8Þ

In the above equations, the instantaneous received SINR at Sj through R is
determined as

cOW ¼
E signalj j2
n o

E noisej j2
n o

þE RSIj j2
n o ð9Þ

By simple replacement, we obtain new formula as

c ¼
PS h1j j2PR h2j j2

dm1 d
m
2 PR ehR�� ��2

r2nPS h1j j2

PR ehR�� ��2dm1 þ PR h2j j2
dm2

þ r2n
ð10Þ

We assume that the channel gains h1j j2; h2j j2 are independent and identically
distributed (i.i.d.) exponential.

3 Outage Probability and Throughput Analysis

In this section, we analyze the outage probability of full-duplex one-way relaying
with energy harvesting and information transfer. Based on that analytical expres-
sions, the throughput of scheme is derived and the optimal amount of time for
harvesting energy a is also achieved.

3.1 Outage Probability Analysis

The outage probability of FD relaying network is calculated as

P
out

¼ Pr c� Zð Þ ð11Þ

where R is target rate and Z ¼ 2R � 1.
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Proposition 1 The outage probability of the energy harvesting enabled two way
full duplex relay is derived as

P
out

¼ Pr

PS h1j j2PR h2j j2

dm1 d
m
2 PR ehr�� ��2

r2nPS h1j j2

PR ehR�� ��2dm1 þ PR h2j j2
dm2

þ r2n
\Z

8>><
>>:

9>>=
>>;

¼1�
Z1=lZ

0

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dm1 d

m
2 Z

r2n
l þ r2ny

� �
kskd PS � lPSZyð Þ

vuut � K1 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dm1 d

m
2 Z

r2n
l þ r2ny

� �
kskd PS � lPSZyð Þ

vuut
0
B@

1
CA 1

kr
e�

y
kr dy

ð12Þ

where ks; kd ; kr are the mean value of the exponential random variables h1; h2;; ehR,
respectively and K1 xð Þ is Bessel function defined as (8.423.1) in [12]

Proof We denote x ¼ h1j j2 h2j j2 and y ¼ ehR
��� ���2 then we have:

P
out

¼ Pr x\
dm1 d

m
2 Z

r2n
l þr2ny

� �
PS�lPSZy

8<
:

9=
;; y\ 1

lZ

1; y[ 1
lZ

8>><
>>:

ð13Þ

Interestingly, the cumulative distribution function of x is calculated by

Fx að Þ ¼ Pr x\að Þ ¼ 1� 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a=kskd

p
K1 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a=kskd

p� �
ð14Þ

and y can be modeled with probability distribution function fy bð Þ ¼ 1=krð Þe b=krð Þ

then the Proposition 1 is achieved after some simple manipulations.

3.2 Optimal Throughput Analysis

In the Proposition 1, the outage probability at the scheme, when the relay harvests
energy from the source signal and uses that power to amplify and forward the
source signal to the destination is a function of the energy harvesting time α, and
exchange when α increase from 0 to 1. In the delay-limited transmission protocol,
the transmitter is communicating at a fix transmission rate R bits/s/Hz is and
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1� að ÞT is the effective communication time. Therefore, the throughput of system
is obtain as

s ¼ 1� Poutð ÞR 1� að ÞT
T

ð15Þ

Unfortunately, it is difficult to derive optimal throughput mathematically but we
can obtain the optimal value by simulation as presented in the next section.

4 Numerical Results

In this section, we use the derived analytical results to provide the outage proba-
bility, optimal throughput, optimal energy harvesting time. We set the source
transmission rate R ¼ 3; 4; 5 bps=Hzð Þ, and hence the outage SINR threshold is
given by Z ¼ 2R � 1. The energy harvesting efficiency is set to be g ¼ 1, the path
loss exponent is set to be m ¼ 3. For simplicity, we set the distance d1 ¼ d2 ¼ 1.
Also, we set ks ¼ kd ¼ 1; kr ¼ 0:1.

It can be seen from Fig. 4, the outage probability of different scenarios of time
allocation is a. The outage probability is 1 when a ¼ 0, a ¼ 1 and so-called the
worst performance of the system. The outage is minimum at approximate
a ¼ 0:75; R ¼ 3. As we can observe, the analysis curves provide a strictly
agreement with simulation curves.

As your observation, Fig. 5 examines the impact of energy harvesting time α on
the optimal throughput of systems. The throughput is maximum at approximate
a ¼ 0:36; R ¼ 4, and s � 1:45 can be called the optimal value. The throughput
increases as a increases from 0 to optimal value a, however it starts decreasing as a
increases over its optimal value. This is because for the values of a smaller than the
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optimal a, there is less time for information transmission. Consequently, less time
for forward the signal and smaller values of throughput are observed at the desti-
nation node due to outage probability increases. On the other hand, for the values of
a greater than the optimal a, more time is wasted on energy harvesting and less time
is available for information transmission. As a result, smaller throughput results at
the destination node due to smaller value of 1� að Þ.

5 Conclusion

In this paper, we have proposed a full duplex relaying network with wireless energy
harvesting and information transfer protocol, where an energy constrained relay
node harvests energy from the received RF signal and uses that harvested energy to
forward the source signal to the other sources. In order to determine the achievable
throughput, analytical expressions for the outage probability and the optimal value
of energy harvesting time in TSR protocol can be found by simulation.
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A Multi-channel MAC Protocol
with Power Control for Wireless Ad Hoc
Networks

Duc Ngoc Minh Dang, Quynh Tu Ngo, Hanh Ngoc Dang
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Abstract The medium access control (MAC) protocol is designed only for single
channel in the IEEE 802.11 standard. That means the throughput of the network is
limited by the bandwidth of the channel. While multiple channels can be exploited
by Multi-channel MAC algorithm to get more concurrent transmissions, the spatial
reuse can be achieved by power control. In this paper, we combine the
Multi-channel MAC protocol and Power Control together to exploit multiple
channels and frequency reuse. The main idea of our proposal is to use IEEE 802.11
Power Saving Scheme (PSM) with different transmission power level used in the
ATIM window and the data window. All nodes transmit ATIM/ATIM-
ACK/ATIM-RES with maximum power while contending the data channel in the
ATIM window, and use minimum required transmission power in the data window
on their negotiated channels. The simulation results show that the proposed
MMAC-PC can improve the network performance: aggregate throughput, average
delay and energy efficiency.
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1 Introduction

In ad hoc network, nodes can transmit data directly to others within their radio
transmission range without the need of an infrastructure. The performance of the ad
hoc network is affected by the hidden terminal problem as well as the limited
bandwidth of single channel. The IEEE 802.11 standard [1] provides a MAC
protocol that uses Distributed Coordination Function (DCF) to share the medium
between the nodes. To avoid hidden terminal problem, IEEE 802.11 DCF uses
channel reservation technique by exchanging “Request to Send” (RTS) and “Clear
to Send” (CTS) messages before data packets are sent. In addition, the IEEE 802.11
DCF employs a Carrier Sense Multiple Access with Collision Avoidance
(CSMA/CA) technique. Nodes have to sense the channel before transmission and if
it is busy, the node goes through a random backoff time before retrying to transmit
when channel is idle. The backoff procedure reduces collision probability as well as
ensure the fairness among contending transmission.

Although IEEE 802.11 provides multiple channels for wireless communications
at Physical Layer, the MAC protocol is designed only for a single channel. It is not
easy to design a MAC protocol that exploits multiple channels to improve the
network throughput with a single half-duplex transceiver. The transceiver can
switch channel radio dynamically, but it cannot sense all channels simultaneously,
which may lose the channel reservation messages from its neighbors on other
channels. This leads to the multi-channel hidden terminal problem [2].

Besides addressing the multi-channel hidden terminal problem, the MAC pro-
tocol design has to solve the energy problem. Wireless nodes are usually powered
by battery which are limited in power capacity. The IEEE 802.11 PSM and power
control scheme can be used to conserve energy for ad hoc networks. In addition to
providing energy conservation, power control can improve the spatial reuse of the
wireless channel.

2 Related Work

The major challenge of multi-channel transmission is to negotiate a data channel
while decrease the collision and control packet overhead. As the classification from
[3] describes, there are four approaches for multi-channel MAC protocol: Dedicated
Control Channel, Split Phase, Common Hopping and McMAC.

In Dedicated Control Channel approach [4, 5], each node has two radios: one is
tuned to the channel dedicated to control packets and another can switch to any
other channels for data transmission. In DCA-PC, sending control packets will use
maximum power on the control channel, and DATA/ACK packets use minimum
power on the data channel. This approach does not require time synchronization but
requires two radios that increases the cost of device.
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In Split Phase approach [2, 6], each node only has one radios and time is divided
into alternating sequence of control interval (or contention interval) and data
transmission interval. In MMAC [2], all nodes are on the control channel while
other data channels are free, which is a wastage of bandwidth of data channel in the
control interval. To solve this problem, Traffic Aware Multi-channel MAC
(TAMMAC) [6] proposes a mechanism to adjust the control interval dynamically
according to the network traffic.

In Common Hopping approach [7, 8], nodes have one radio and have to hop
frequently. This approach also requires a tight time-synchronization. According to
IEEE 802.11, the required time to switch channel is 224 μs, which cannot be
neglected. Pipelining Multi-channel MAC (π-Mc) [8] is similar to pipeline tech-
nique. The transmission task is divided into many subtasks. All of the subtasks are
transmitted on different channel sequentially. The last approach, McMAC [9], each
node picks a seed to generate a different pseudo random hopping sequence. Idle
node follows it “home” hopping sequence. Each node puts its seed in every packet
that it sends, so its neighbors eventually learn its hopping sequence.

Now, we will describe our proposed protocol: Multi-channel MAC protocol with
Power Control (MMAC-PC) in detail.

3 The Proposed MMAC-PC Protocol

First, we summarize our assumptions as follows:

• There are N non-overlapping channels which can be used. All channels have the
same Beacon Interval which is divided into ATIM Window and Data Window.
One channel is defined as a default channel (CH1) only in ATIM window for
channel negotiation.

• All control packets in the ATIM windows are transmitted with the maximum
power while others in the data windows are sent with negotiated power.

• Nodes have prior knowledge of how many channels are available. Each node is
equipped with a single half-duplex transceiver.

• All nodes are time-synchronized and follow the IEEE 802.11 DCF.

3.1 The ATIM Windows

The ATIM window has the same role as in IEEE 802.11 PSM. Since node A has
data for node B, node A and B use 3-way handshake to select a data channel. The
ATIM/ATIM-ACK/ATIM-RES messages are transmitted with maximum power in
this ATIM window (The ATIM window in Fig. 2):
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1. ATIM: Node A creates a list of candidate data channel called Preferable
Channel List (PCL) included in ATIM packet sent to node B.

2. ATIM-ACK: Node B tries to find the “best” channel based on its own PCL and
the PCL from node A. The selected channel and the corresponding transmission
power are transmitted to node A in ATIM-ACK message.

3. ATIM-RES: Node A confirms the selected channel and attaches its transmission
power level to ATIM-RES message that is sent to node B.

Then both nodes A and B will stay awake for the entire beacon interval. If a
node has no data packet in its buffer or does not receive any ATIM message, it goes
into doze mode after the ATIM window to save energy.

3.2 Power Control

In this section, we will describe the power control model of the proposed protocol.
In the ATIM window, the sender and receiver have to estimate the transmission
power which is used in the data window and broadcast to the neighbor nodes
through ATIM-ACK and ATIM-RES messages. Transmission power control is a
technical mechanism to prevent co-channel interference. Optimal power control
improves the frequency utilization efficiency as well as saves the energy of mobile
device with limited battery. Transmission Range (TR) is defined as the range that
the receiver successfully receive packets from the sender. Let Pti, Prij be the
transmission power from node I and receiving power of node J, respectively. By
using two-ray ground reflection model [10], the receiving power Prj is calculated
from the following formula:

Prj ¼ PtiGtGr
h2t h

2
r

d4L
ð1Þ

where
Gt, Gr antenna gains of transmitter and receiver;
ht, hr heights of the transmit and receive antennas;
d distance between transmitter and receiver;
L other losses.

Now, we consider the scenario in Fig. 1 with source S and destination D. The
relationship between the receiving power PrD and PrS is

PrD

PrS
¼ PtS

PtD
ð2Þ
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Assuming that node S sends a packet (e.g. ATIM packet) to node D with
maximum power PtS ¼ Pmax. Based on the receiving power PrD, node D calculates
the minimum transmission power PtD that it can transmit to node S successfully:

PtD � PtholdPmax

PrD
ð3Þ

3.3 Channel Usage List and Neighbor Information List

Each node maintains its data structures called the Channel Usage List (CUL) and
Neighbor Information List (NIL), as shown in Table 1. In CUL, the counter of each
channel shows the number of nodes that reserve the channel for data transmission.
It is used to balance the channel load as much as possible [2]. Whenever a node
overhears any control message from its neighbor node reserving a data channel, the
counter will be increased by one.

Each entry in NIL has 4 fields that contain all information about the neighbor
nodes: channel, power, status and interference. Channel is the one that neighbor
node will switch to after the ATIM window. Power is the required level used to
transmit to neighbor node, which is calculated by Eq. 3. Status can be busy or idle.
Interference field shows the interference level from the neighbor node.

At the beginning of each beacon, nodes set Status to Idle, Interference to No and
Counter to zero. When a node overhears ATIM-ACK or ATIM-RES packet,

(a)

(b)

Fig. 1 The power control
scheme and the ATIM
exchange diagram

Table 1 (a) Node A’s CUL (b) Node A’s NIL

Channel Counter Node Channel Power Status Interference

CH1 1 B 2 3 Idle No

CH2 0 C 4 4 Busy Yes

CH3 1 D 1 7 Busy No

CH4 2 E 3 1 Idle No

. . . . . . . . . . . . . . . . . . . . .
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it increases the counter of the corresponding channel, and updates Channel, Status,
Power level and Interference information of the corresponding node.

3.4 Rules for Creating Preferable Channel List

When a node A has data for node B, it checks whether node B is Idle or not by using
its NIL. If node B is Idle, node A creates Preferable Channel List (PCL) and sends it
to node B through ATIM. The PCL is similar to CUL, except that PCL only contains
the candidate data channels and their counters. Node A creates the PCL by using
Algorithm 1. The channel CH[i] is added to PCL that node A sends to node B.

After node B receives ATIM with PCL from node A, it also creates its own PCL.
Then, node B compares its own PCL and the received PCL from node A to find the
“best” data channel to be used in data window (Algorithm 2). The “best” data
channel is a channel that has the minimum total counter in both PCLs of node A
and node B.

3.5 The Operation of MMAC-PC Protocol

The operation of MMAC-PC is illustrated in Fig. 2. Now suppose node A has data
for node B and node D wants to send data to node C. The MMAC-PC operation is
as follow:

(a)

(b)

(c)

(d)

Fig. 2 Negotiation and data exchange in MMAC-PC
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Algorithm 1 Create PCL for node A sent to node B
for i = 1 to N channels do

if CH[i].counter = 0 then
Channel i and its counter are added to PCL

else
for j = 1 to M neighbors do

if Node[j].CHNL = i & Node[j].STAT = Busy & Node[j].INT = No &
Node[j].PWR > Node[B].PWR then

Channel i and its counter are added to PCL
end if

end for
end if

end for

Algorithm 2 Choose the ”best” data channel
total counter ← −1
for i = 1 to N do

if PCLB [i].CNTR ≥ 0&PCLA[i].CNTR ≥ 0 then
total counter = PCLA[i].CNTR+ PCL[i].CNTR
if total counter = -1 then

min counter = total counter
CH ← i

else {min counter > total counter}
min counter ← total counter
CH ← i

end if
end if

end for

1. Node A checks node B’s status in its NIL. If node B is Busy, node A has to wait
for the next beacon. If node B is Idle, node A creates PCL by Algorithm 1 and
sends ATIM packet including its PCL to node B.

2. After receiving ATIM(PCL) packet from node A, node B calculates the trans-
mission power Ptb and chooses the free common data channel CH[i] by
Algorithm 2. Now, node B includes these information into ATIM-ACK(CH[i],
Ptb), which is sent to node A.

3. Upon receiving ATIM-ACK, node A calculates its transmission power Pta to B
and sends ATIM-RES(CH[i], Pta) to confirm the selected channel CH[i].

4. If node D has data for node C, it sends ATIM(PCL) to node C. By overhearing
ATIM-ACK from node B, node C may choose another data channel or the same
channel with node A and B, but does not interfere with node B.

5. After the ATIM window, nodes A, B and nodes C, D switch to the corre-
sponding data channels. All RTS/CTS/DATA/ACK packets are transmitted at
the minimum required power level informed in the ATIM window.
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4 Performance Evaluation

In this section, we have simulated IEEE 802.11, DCA, MMAC, DCA-PC and our
proposed MMAC-PC protocols.

4.1 Simulation Model

The network consists of n2 nodes in a n x n square grid. Each node has random
location within its square grid. It generates and transmits constant-bit-rate traffic.
The destination of each source node is chosen randomly. The transmitter and
receiver have 1.5 m height antennas with the gain of 1 dBi. Other simulation
parameters in our simulations are listed in Table 2. We use the throughput, average
delay and energy-efficiency as the performance metrics.

4.2 Simulation Result

Figure 3 shows the aggregate throughput of different protocol as the network load
increases. Under low network load, all protocols perform similarly. The perfor-
mance of IEEE 802.11, DCA and MMAC protocol do not depend on the network
size in our simulation model. When network load nearly approaches saturation,
MMAC-PC performs significantly better than IEEE 802.11, DCA, MMAC and
DCA-PC. The IEEE 802.11 achieves about 80 % channel data rate because of the
overhead of RTS/CTS/ACK and the backoff algorithm. By using 2 channels for
data transmission, the throughput of DCA is twice of IEEE 802.11. In MMAC,
there is 10 % overhead used in ATIM window and 3 channels are used in data
windows. Therefore, the throughput of MMAC is about 90 % × 3 times more than

Table 2 Simulation’s
parameters

Parameters Value

Number of channels 3

Number of nodes 36

Beacon interval/ATIM window 50 ms/5 m

Basic rate/data rate 1/2 Mbps

Data packet size 512 byte

Maximum radio power 250 mW

Receiving power threshold 3.25 × 10−10 W

Power control level 8 levels

Transmit/receive power consumption 1.65/1.4 W

Idle/doze power consumption 1.15/0.045 W
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that of IEEE 802.11. With the power control, DCA-PC and MMAC-PC utilize the
spatial reuse to improve throughput.

Figure 4 shows the average delay of different protocols against packet arrival
rate. MMAC-PC has one contention phase in the ATIM window to reserve data
channel, after that the sender can send multiple packets to receiver without any
contention. Other nodes have to wait for the next beacon, therefore the delay of
packet is increased. However, when the network nearly approaches saturation, the

Fig. 3 Aggregate throughput
against the packet arrival rate

Fig. 4 Average delay against
the packet arrival rate
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average delay of MMAC-PC is lower than others because it allows more packets to
be transmitted. The average delay of IEEE 802.11 is higher than others because of
the use of one channel to transmit data packets.

Figure 5 shows the energy efficiency performance of different protocols as the
network load increases. When traffic load increases, the energy consumption per data
packet decreases for all protocols until saturation. DCA-PC and MMAC-PC have
better performance than others because the sender transmits data packets at mini-
mum required power. In IEEE 802.11, all idle nodes consume the idle power of
1.15 W. In DCA, the energy consumption is higher because of 2 transceivers. When
the traffic load is low, MMAC consumes more energy per data packet than DCA
because of the ATIM/ATIM-ACK/ATIM-RES overhead in ATIM window. When
the traffic load is high, MMAC transmits more data packets than DCA meaning its
throughput is higher as well as the energy consumption per data packet is lower than
DCA. MMAC-PC has lower energy consumption per data packet because of two
main reasons. First, MMAC-PC adopts IEEE 802.11 PSM, all nodes which don’t
have data to exchange or cannot contend the data channel in the ATIM windows
enter the doze mode with small power consumption of 0.045 W versus other pro-
tocols with idle power of 1.15 W. Second, MMAC-PC’s sender-receiver pair use the
minimum required power to transmit packets in data channels. MMAC allows many
nodes to contend for transmission in data channel so that one sender-receiver pair
exchange data packets while other nodes consumes idle power significantly com-
pared to doze power. In MMAC-PC, after nodes contend to negotiate the data
channel in the ATIM window, they switch to data channel and transmit multiple
packets without any more contention. Other nodes have no data to exchange or
cannot win the right to access data channels enter the doze mode to save energy.

Fig. 5 Energy efficiency
against the packet arrival rate
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5 Conclusions

In this paper, we propose a new Multi-channel MAC protocol (MMAC-PC) which
requires one transceiver for each node resulting in less energy consumption. The
power control algorithm helps MMAC-PC exploit the multiple channels and
increase the spatial reuse. Simulation results show that MMAC-PC protocol
improves the aggregate throughput, average delay and the energy efficiency.
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A Novel Compressed Sensing Approach
to Speech Signal Compression

Tan N. Nguyen, Phuong T. Tran and Miroslav Voznak

Abstract Compressed sensing (CS) is a technique to sample compressible signals
below the Nyquist rate, whilst still allowing near optimal reconstruction of the
signal. In this paper, we apply the iterative hard thresholding (IHT) algorithm for
compressed sensing on the speech signal. The interested speech signal is trans-
formed to the frequency domain using Discrete Fourier Transform (DCT) and then
compressed sensing is applied to that signal. The compressed signal can be
reconstructed using the recently introduced Iterative Hard Thresholding
(IHT) algorithm and also by the tradditional ‘1 minimization (basic pursuit) for
comparison. It is shown that the compressed sensing can provide better root mean
square error (RMSE) than the tradition DCT compression method, given the same
compression ratio.

Keywords Compressed sensing � Iterative hard thresholding � Speech signal
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1 Introduction

For more than six decades, the foundation of digital signal processing systems has
been based on the Nyquist Shannon sampling theorem [1, 2]. This theorem stated that
signals have to be sampled at twice the signal bandwidth so that they can be
reconstructed fully later. This increases the demand of high capacity memory devices
and high speed processing units to handle large-bandwidth signals. Furthermore,
while that theorem holds for general band-limited signals, it does not account for
additional signal structures that might be known a priori. Compressed sensing (CS) is
a recently emerging field [3–5] that exploits that additional structures. It can provide a
new way to reconstruct the original signal with a minimal number of observations. In
compressed sensing, signals are assumed to be (approximately) sparse in some
transform domain. This sparsity constraint significantly reduces the size of the set of
possible signals compared to the signal space dimension.

Instead of taking samples at the Nyquist rate, compressed sensing uses linear
sampling operators that map the signal into a small (compared to the Nyquist rate)
dimensional space, whilst reconstruction of the signal is highly non-linear. One of
the important contributions of the seminal work by Candes et al. [3, 4] and Donoho
[5] was to show that linear programming algorithms can be used under certain
conditions on the sampling operator to reconstruct the original signal with high
accuracy.

For efficient reconstruction of the signals which are compressively sampled,
several other algorithms have also been proposed. Most of them use the greedy
methods. The tradditional one is Orthogonal Matching Pursuit (OMP), which was
presented in [6], and more recently, the Compressive Sampling Matching Pursuit
(CoSaMP) [7] and the nearly identical Subspace Pursuit [8] algorithms were
introduced and analysed for compressed sensing signal reconstruction. The Iterative
Hard Thresholding (IHT) algorithm was proposed and its effectiveness was proven
by Blumensath and Davies [9] in 2009. Recently, some advanced recovery tech-
niques have also been proposed toward more efficient reconstruction for com-
pressed sensing [10, 11].

With the support of good recontruction algorithms mentioned above, com-
pressed sensing have proven its important role in many real world applications,
especially in audio and image processing [12, 13]. In the preprint [13], the authors
have made a comparative study of audio compression using compressed sensing,
but only focused on traditional methods such as FFT and OMP. In this paper, we
provide a new look to the application of compressed sensing of speech signals.
Here, instead of using the traditional reconstruction method, we we focus on using
the IHT algorithm to reconstruct the signal to increase the overall data rate of the
systems.

The rest of the paper is organized as follows. The theoretical background of
compressed sensing is introduced in Sect. 2. Section 3 presents the compressed
sensing algorithms that is applied to speech signal compression. Numerical results
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to support the proposed algorithm are given in Sect. 4. Finally, Sect. 5 concludes
the paper.

2 Compressed Sensing

2.1 Notation

The following notation will be used in this paper:

• x and y are the N-dimensional and M-dimensional real or complex vector,
respectively.

• Φ denotes the M � N sensing matrix, which may be real or complex. ΦΗ

denotes the Hermitian tranpose of Φ.
• Ck and x(k) denotes the realizations of the set Γ and the vector x at the kth

iteration.
• k � k2 is the Euclidean vector norm or, for matrices, the operator norm from L2 to

L2.
• k � k1 is the L1 vector norm.
• k � k0 is the number of non-zero elements in a vector.
• For a general vector x, the vector xs is the best s-sparse approximation to vector

x. Here, a vector is called s-sparse if no more than s of its elements are non-zero.

2.2 Compressed Sensing Concept

In compressed sensing the signal of interest is an N-dimensional real or complex
vector x assumed to be approximately sparse. Samples are then taken using a linear
mapping Φ into an M-dimensional real or complex observation space to obtain the
observed samples

y ¼ Uxþ n ð1Þ

Here, Φ is the sensing matrix and n are the observation noise added to the
systems.

In compressed sensing, there are two main problems to be considered. The first
one is to design the sensing matrix Φ that satisfies certain desirable properties (such
as the restricted isometry property), which allow for an efficient estimation of x. The
second one is the study of concrete algorithms for the efficient estimation of x given
only y and Φ.
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2.3 The Restricted Isometry Property (RIP)

The analysis of algorithms for compressed sensing relies heavily on the following
property of the sensing matrix Φ. A matrix Φ satisfies the Restricted Isometry
Property (RIP) [3] if

ð1� dsÞkxk22 �kUxk22 �ð1þ dsÞkxk22 ð2Þ

for all s-sparse x and some ds\1. The restricted isometry constant δs is defined as
the smallest constant for which this property holds for all s-sparse vectors x.

2.4 Signal Reconstruction in Compressed Sensing

Reconstruction of a compressively sensed signal involves trying to recover the
sparse vector x, given the sensing matrix Φ and the observation y. It seems that we
cannot reconstruct the signal exactly, because the number of observations (and
hence, the number of equations) is less than the number of unknowns (elements of
x). However, it has been shown that we can find a s-sparse approximation of x as
long as Φ satisfies the RIP condition in (2) [5].

There are several reconstruction algorithms used: basis pursuit (BP) [3],
orthogonal matching pursuit (OMP) [6], Compressive Sampling Matching Pursuit
(CoSaMP) [7], and the recently introduced Iterative Hard Thresholding [9]. The
first algorithm, Basic Pursuit, is basically an ‘1 minimization problem given by

ðP1Þ : minkxk1 ¼
Xn
i¼1

jxij subject to : y ¼ Ux ð3Þ

If BP simultaneously decide on elements of x, the second algorithm, OMP, does
this on a element-by-element basis. OMP successively approximates XðkÞ by finding
which basis function would contribute the most to yðkÞ ¼ UðkÞ � xðkÞ, and then
removes the contribution of this component and repeats the process.

The CoSaMP algorithm is also an iterative one. CoSaMP uses an approach
inspired by the RIP property. At each iteration, a s-sparse signal can be approxi-
mated by a “proxy” signal. The current approximation induces a residual, which is
the part of the target signal that has not been approximated. We try to identify the
large components in the residual, update the new residual, and repeat the process.

In this paper, we use IHT algorithm for signal reconstruction. This algorithm is
introduced in the next sub-section.
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2.5 Iterative Hard Thresholding

Let xð0Þ ¼ 0 and use the iteration

xðnþ 1Þ ¼ Hs xðnÞ þ lUHðy�UxðnÞÞ
� �

; ð4Þ

where Hs (a) is the non-linear operator that sets all but the largest (in magnitude)
s elements of a to zero. If there is no unique such set, a set can be selected either
randomly or based on a predefined ordering of the elements. The convergence of
this algorithm was proven in [9] under the condition that kUk2\1. In this case, the
above algorithm converges to a local minimum of the problem

ðP2Þ : min
x

y�Uxk k22 subject to : kxk0 � s: ð5Þ

3 Speech Signal Compression Using Compressed Sensing

3.1 Sparsity of Speech Signals

The sampling signal must be sparse, or approximate sparse, to be processed by
compressed sensing algorithms. Under normal condition, speech signals in general
are not sparse in nature, but through a certain transformation, we can get the
approximate sparse signal. We can transform a frame of the speech signal into some
transform-domain to make it sparse. Several transforms can sparsify the speech
signals sparse, including the ones which are listed as follows.

Discrete Fourier Transform It is the most basic sparsifying method. But it is
not suitable for speech because there are a lot of frequency components in speech,
that leads to the large amplitude values of the DFT coefficients, which does not
allow us to discard spectrum components to increase sparsity. Furthermore, the
DFT coefficients are complex numbers in general, that makes the computation more
complicated.

Discrete Cosine Transform (DCT) DCT can remove redundancy between
neighboring values, which leads to uncorrelated transform coefficients which can be
encoded independently. One important characteristic of DCT is that the energy of
signals concentrates in lower order coefficients. Hence, we can remove higher order
coefficients to make the signal sparse in frequency domain. In addtion, all DCT
components are purely real numbers.

Discrete Wavelet Transform (DWT) DWT use wavelets as basis functions.
A wavelet typically has finite support, in contrast to Fourier transforms. Hence, it
can be used to sparsify signals. However, it’s not fully suitable for speech because
DWT can’t achieve good efficiency at near-transparent compression ratios as
compare to DCT and its computational complexity makes it hard to implement.
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Linear prediction coefficients (LPC) Speech signal is produced by the con-
volution of excitation source and time varying vocal tract system components.
These excitation and vocal tract components are to be separated from the available
speech signal to study these components independently. The redundancy in the
speech signal is exploited in the LP analysis. The prediction of current sample as a
linear combination of past p samples form the basis of linear prediction analysis
where p is the order of prediction. LP residues is the prediction errors, which are
sparse and can be used to compute the original signal.

Among those sparsifying methods for speech signals, DCT and LP have been
proved to give the best sparse representation of speech. Figure 1 shows the DFT,
DCT, DWT, and LP coefficients of a speech signal. It can be observed that DCT
and LPC have very few numbers of non-zero elements. Thus we can even increase
sparsity of speech by thresholding low value components without considerably
affecting speech quality.

3.2 Compression of Speech Signal Using Compressed
Sensing

The block diagram of our speech compression system is given in Fig. 2. At the
input of the system, the speech signal is divided into frames, and then the speech
frame signal is transformed to frequency domain or LP residue domain using either
sparsifying methods mentioned in previous section. We then use compressed
sensing to sample the coefficients obtained from the first step. Here, we may
multiply the resulted spectrum with a measurement matrix to get the compressive

Fig. 1 Original signals and its DCT, DWT, and LPC
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observations. This matrix can be a random ones, which is usually Gaussian random
matrix in many CS applications, or can be predefined according to some knowledge
about the statistical characteristics of speech signals. The sampled signal is encoded
to binary stream to be stored, processed, or transmitted to the destination.

At receiver/output side, the received binary stream is first decoded to obtain the
measured values. According to the measured values, the transform coefficients are
recovered by using one of the reconstruction algorithms. Here, in this paper, we
focus on the IHT algorithm. Finally, the original speech signal can be reconstructed
by taking the inverse DCT, DFT, DWT, or LP transform.

3.3 Effect of Measurement Matrix on the Compressed
Sensing Algorithms for Speech Signals

As mentioned above, in CS theory, we usually choose Gaussian random matrix for
measurement. That means the observation samples are chosen randomly from the
original signal. However, for speech signals, certain additional signal structures
might be known a priori. In that case, we can choose the sampling position wisely
to get more information about the signals. Hence, by intuition, a well-designed
measurement matrix can also enhance the performance of the compressed sensing
algorithms for speech signals.

4 Simulation Results

4.1 Simulation Setup

In this section, we describe the MATLAB experiments to test our compression
algorithms. We try out the algorithms on a set of 3 test speech signals, namely, the
words “Hello”, “Goodbye”, and “Tiger” said by one male person. The speech

Fig. 2 Speech compression system using compressed sensing
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signals are recorded to .wav at the sampling rate of 8 kHz. The recorded speech
signal then goes through the DCT or DWT which transforms a sequence of real data
points into frequency domain. Figure 3 shows the “Hello” word recorded using the
“wavrecord” function composed of 8000 samples as well as the reconstructed
speech signal. Simulation parameters are listed in Table 1.

To make the transformed signal really sparse, we remove the small-value
coefficients that have no significant contribution to the signal. The thresholded
spectrum is then multiplied by the measurement matrix which in this case is
composed of randomly generated numbers. The compressive sampled signals are
then reconstructed using two methods: basic pursuit, which is in fact an ‘1 opti-
mization problem, and the IHT algorithm, which is the main focus of our paper.
Performance of the algorithms is evaluated by calculating the signal-to-noise ratio
(SNR) of each signal.

Fig. 3 Signals before and
after using compressed
sensing

Table 1 Simulation
parameters

Symbol Parameter name Value

N Number of samples 8000

L Signal frame length 2048

M Number of DCT points 2048

K=L Sparsity 20–80 %

wname Wavelet function Haar

level Number of DWT levels 5
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5 Results

Figure 4 shows the RMSE of the reconstructed speech signals which have been
processed using compressed sensing combined with DCT, DWT, and DCT only.
We can observed that DCT with compressed sensing outperforms the traditional
DCT compression method. Comparing between 2 transform methods, DCT gives
better performance than DWT. These results are consistent over different test
speech signals. Figure 5 shows the RMSE of the reconstructed speech signals

Fig. 4 Comparison of speech signal compression with and without compressed sensing

Fig. 5 Comparison of compressed sensing reconstruction algorithms
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obtained by using different reconstruction methods. Here, we recommend the IHT
algorithm and its performance is compared with the BP algorithm. As we expected,
the IHT algorithms can provide a slightly better RMSE performance than BP
algorithm, especially at smaller number of compressive samples. However, the
most advantage of IHT algorithm is that the execution time has been improved
significantly, compared to the BP algorithm. This is confirmed by the data given in
Table 2.

6 Conclusion

In this paper, we survey some methods of compressing speech signals using sparse
representation theory and suggest a new compressing algorithm based on the IHT
algorithm for reconstructing the compressive sampling observations. Simulation
results show that this algorithm allows to improve the performance of speech
compressing methods using compressed sensing. Among the transforming method
applied to speech signal, the DCT is best suitable for compressed sensing methods,
because it can sparsify the speech signals significantly. The performance of com-
pression can be improved further by designing the measurement matrix properly,
which is the scope of another paper.
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Optimization of Mobility Control
in Mobile Wireless Networks
for Energy Saving

Phuong T. Tran

Abstract In this paper, we consider a multi-hop wireless relay neworks, in which
the source node and destination node have fixed location while we can control the
positions of the relay nodes. Some strategies to control positions of relay nodes to
minimize energy consumption of transmission from sources to sinks is introduced
and analyzed. Three different cases were investigated, including networks with
single flow, networks with multiple flows, and networks with coverage constraints
for the relay nodes. The most contribution of this paper is providing simple
localized algorithms for relay nodes, yet optimize the energy consumption problem.
The analysis is also confirmed by numerical results.

Keywords Mobility control � Multi-hop relay � Optimization � Wireless sensor
network

1 Introduction

Recently wireless sensor networks have emerged as an interesting research topic
because of its ability to realize critical missions like in military or wildfire detection,
especially, as the capability of mobility becomes more readily available to the
wireless nodes. Typical mobile wireless sensor network consists of multiple mobile
nodes, such as mobile robots which are equipped with some limited memory and
processing capabilities, communication capabilities, and mobility, distributed over
some areas that collaboratively form an ad hoc network [1].

Different from static wireless networks, mobility makes the whole mobile
wireless network possess the self-configuration ability. If some nodes in network
can’t work because of some causes, the rest nodes can organize the network again
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through moving, repair the network topology automatically and complete
self-deployment. In addition, mobility can enhance the flexibility of the networks
and make the whole network have better node deployment and topology control for
completing specific tasks.

Hence, mobility is something that should be adaptively controlled to help net-
work reach requirements posed by specific tasks and limited resources. However, a
great deal of current work considering mobility only treats it as an uncontrollable
external factor which the communication network has to handle. As a result, the
following research is to add one more dimension, i.e. mobility, into network model
to be purposefully designed to improve the network performance.

We define the research problem as using mobility to create routing paths
between sources and sinks by moving nodes to positions such that the required
transmission power for the data flows is minimized so as to maximize the life time
of the network. The problems are formulated into optimization problems and use
convex optimization methods [2] to develop iterative algorithms to solve.

2 State of the Art

There are several recent studies on using mobility as a control mechanism to
improve network systems. Wang et al. [3] added one or a few mobile nodes in a
dense network of static nodes and derived the upper bounds of life time in two cases
of when add one mobile sink and when add one mobile relay. Then they propose a
routing algorithm based on the knowledge of the current position of the mobile
relay node to approach the bound. The results of this paper were limited at one
mobile sink or one mobile relay.

Dixon et al. [4] used SNR as input into a control system for robotic vehicles to
improve and maintain communication performance by using extremum seeking
methods, and adaptive model-free ES is presented to control the motion of 2D
nonholonomic vehicles without knowledge of the SNR field as communication
relays. This paper focused on link performance in terms of SNR but didn’t consider
the energy consumption of network.

The work most related to this study is using relay node mobility to minimize
energy consumption. Goldenberg et al. [5] presented a simple mobility control
scheme using neighboring information in which the connections between neighbor
nodes do not break. Chen et al. [6] gave two modified versions of this method by
using knowledge of optimal positions of each node. However, these paper only
studied the constraint that the communications between neighbors were not lost and
didn’t analyze the optimization problem and proved the convergence of the algo-
rithms mathematically.

The most contribution of this research are in how to develop simple localized
algorithms for relay nodes, yet optimize the energy consumption problem and prove
the convergence of the proposed algorithm mathematically.
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3 Preliminaries

The reason why mobility can reduce transmission power by reducing the trans-
mission distance between nodes lies in the transmission energy model. Power
needed for successful wireless data transmission is determined by distance between
communication nodes and the noise level of the communication channel. Let PT(d)
be the power needed for data transmission across distance d,

PTðdÞ ¼ aþ bda ð1Þ

where a, b and α are constants dependent on the characteristics of the communi-
cation channel. The value of α is greater than or equal to 2. The energy con-
sumption for transmitting L data bits accross distance d is

ETðd; LÞ ¼ L � PTðdÞ ð2Þ

For the following research, we assume that a route from the fixed source to the
fixed sink consisting of mobile nodes is already discovered and does not change
when applying movement control. And, every node has the awareness of its own
position and can get location information of its neighboring nodes.

4 Problems and Solutions

4.1 Mobility Control for Network with Single Flow

Label the network nodes as 0; 1; . . .; nþ 1, where nodes 1; . . .; n are relay nodes,
and node 0 and node n + 1 are source and sink node, respectively.

Optimization of Relay Configuration
First, we assume that the communication channels between any nodes are the same,
i.e. PT (d) are the same for every nodes, then the optimal configuration problem can
be formulated as

min
xi:i¼1;...;n

Xnþ 1

i¼1

xi � xi�1k ka2; ð3Þ

where xi � xi�1k k2 are Euclidean norms, which are convex with respect to x ¼
½x1; . . .; xn�T ; and ðdÞa; ða� 2Þ is convex for d ≥ 0, so this is a convex problem. By
first order condition, the optimal configuration is X*, such that
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@f ðX�Þ
@xðkÞi

¼ aðx�ðkÞi � x�ðkÞi�1 Þ x�i � x�i�1

�� ��a�2
2 þ aðx�ðkÞi � x�ðkÞiþ 1Þ x�i � x�iþ 1

�� ��a�2
2 ; ð4Þ

for i ¼ 0; . . .; n; k ¼ 1; 2; 3. xðkÞi is the k-th dimension of the position vector xðkÞi .
From these systems of equations, we have the solutions

x�i ¼
x�iþ 1 þ x�i�1

2
; i ¼ 1; . . .; n: ð5Þ

Localized Mobility Control to Reach Optimality
From Eq. (5), every node’s optimal position can be directly derived,

x�i ¼ x0 þ i
nþ 1

ðxnþ 1 � x0Þ; i ¼ 1; . . .; n: ð6Þ

However, for every node to reach its optimal position, it needs information of
source and sink nodes of the flow, which is often not its neighboring nodes. For
simplicity and low overhead of the algorithm implemented in network environment,
it is desirable to use localized algorithm which only requires information from one’s
neighbors.

xi ¼ xiþ 1 þ xi�1

2
; i ¼ 1; . . .; n: ð7Þ

Goldenberg [5] proved that the localized algorithm Eq. (7) can be used to make
nodes converge to optimal positions.

4.2 Mobility Control for Network with Multiple Flows

Previous section discussed the optimal positions for nodes in a single flow, how-
ever, in network a node, such as junction nodes (like node j in Fig. 2), may be
included in multiple flows (Figs. 1 and 3).

Fig. 1 Single-flow multi-hop
relay link
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Optimization of Relay Configuration
Let tij be the amount of traffic on link between nodes i and j, L be the set of all pairs
of nodes that form a link in the network, N(i) be the set of index of neighboring
nodes of the i-th node. Then, the unconstrained optimal configuration problem with
multiple flows becomes,

min
X
ði;jÞ2L

tij xi � xi�1k ka2; ð8Þ

Fig. 2 Single-flow multi-hop relay link

Fig. 3 Network with nodes moving inside coverage areas
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The gradient of the objective function is rf ¼ . . .; @f

@xðkÞi

; . . .

� �T
, where

@f ðX�Þ
@xðkÞi

¼ a
X
j2NðiÞ

tij xi � xj
�� ��a�2

2 ðxðkÞi � xðkÞj Þ:

So, we can derive that the optimal solutions satisfy,

x�i ¼

P
j2NðiÞ

tij xi � xj
�� ��a�2

2 x�j

P
j2NðiÞ

tij xi � xj
�� ��a�2

2

ð9Þ

Iterative Algorithm
To get analytical solutions from above systems of equations is usually very difficult,
but we can use iterative method to approach the optimum.

Algorithm 1 At each step, update the coordinates of the relay nodes using the
formula: xi :¼ xi þDxi:

Theorem With the update step

Dxi ¼ � 1
a� 1

xi þ 1
a� 1

:

P
j2NðiÞ

tij xi � xj
�� ��a�2

2 xj

P
j2NðiÞ

tij xi � xj
�� ��a�2

2

ð10Þ

the Algorithm 1 will converge to the optimal configuration.

Proof First, assume all variables other than xðkÞi are fixed, check the update con-

vergence of xðkÞi .

@2f

@xðkÞ2i

¼ a
X
j2NðiÞ

tij xi � xj
�� ��a�2

2

xðkÞi � xðkÞj

��� ���2
xi � xj

�� ��2
2

ða� 2Þþ 1

2
64

3
75 ð11Þ

� aða� 1Þ
X
j2NðiÞ

tij xi � xj
�� ��2

2 ð12Þ

where the inequality comes from the fact that
xðkÞi �xðkÞjj j2
xi�xjk k2

2

� 1. Since @2f

@xðkÞ2i

� 0; the

Newtons method [7] works in this case, so it is also convergent for a step size
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c ¼ aða� 1Þ P
j2NðiÞ

tij xi � xj
�� ��a�2

2

" #�1

. So, xi converges with update step,

Dxi ¼ �c @f
@xi
, which leads to (10).

4.3 Mobility Control Considering Coverage

Above problems are formulated as unconstrained optimization, however, in many
cases, there are some constraints to be included for nodes to make movement
decision. One of the examples is the coverage-awareness scenario, which com-
monly happens in sensor networks. For a node in sensor network, it not only severs
as a relay but also takes on surveillance duty to monitor phenomena in certain area.
In such a case, when nodes move for communication improvement they are subject
to be confined within the area that they are responsible for.

For simplicity, we go back to the single flow case and add coverage constraints,
then the problem can be formulated as follows,

min
xi:i¼1;...;n

Xnþ 1

i¼1

xi � xi�1k ka2; ð13Þ

subject to xi � xi0k k22 �R2
i ; i ¼ 1; . . .; n; ð14Þ

where xi0 is the center of the circle of the coverage area for i-th node, and Ri is its
radius. Here, we assume the coverage areas are all circles.

Associate Lagrange multipliers λ with the constraints. The Lagrangian is

Lðx; kÞ ¼
Xnþ 1

i¼1

xi � xi�1k ka2 þ
Xnþ 1

i¼1

ki xi � xi�1k ka2�R2
i

� �
: ð15Þ

Since the Slater condition holds, there must exist Lagrange multipliers k� such
that X* minimmize LðX�; k�Þ:

@f
@xi

¼ a xi � xi�1k ka�2
2 ðxi � xi�1Þþ a xi � xiþ 1k ka�2

2 ðxi � xiþ 1Þþ 2kiðxi � xi0Þ:
ð16Þ

Study the case of α = 2, then we have

x�i ¼
1

ki þ 2
ðx�i�1Þþ

ki
ki þ 2

xi0; i ¼ 1; . . .; n: ð17Þ
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The update equation for λ is

kðnewÞi ¼ kðoldÞi þ cð xi � xi0k k22�R2
i Þ

h iþ
; i ¼ 1; . . .; n; ð18Þ

where γ is the step size.
We can design movement policy as follows,

1. For fixed λ, move nodes to optimal positions.
2. Update λ using Eq. (18), go back to step 1.

5 Simulation Results

In this section, we evaluate the performance of the mobility control algorithm by
simulation. Algorithms for three of the above cases will be evaluated. Nodes are
distributed in a 150 � 150 m area. Use the transmission power model
PTðdÞ ¼ aþ bda, with parameters a ¼ 10�4 W/bit, b ¼ 10�7 Wm�a=bit, and
a ¼ 2. We assume that the data rate is 1 kbps, hence, the energy consumption to
transmit 1 bit is ETðdÞ ¼ ðaþ bdaÞ � 10�3 J. The total energy cost to send a bit is
the sum of the energy consumption of all links in the path from source to
destination.

5.1 Mobility Control for Network with Single Flow

For single flow case, we randomly put 8 relay nodes between a pare of fixed source
and sink. Figure 4 shows that using the localized algorithm as Eq. (7), all the nodes
converge to the optimal positions, after 269 iterations.

The original energy cost to send a bit is 2:41� 10�6 J; after position configu-
ration, it requires 1:05� 10�6 J, which is 56 % of the original cost. After sufficient
amount of data transmission, this energy saving will eventually cover the mobility
cost and gain more benefit in the long run.

5.2 Mobility Control for Network with Multiple Flows

In this scenario, we consider a network consisting of five nodes, which are two fixed
source nodes S1 and S2, two relay nodes, and two fixed sink nodes D1 and D2. In
this network there are two flows of data, one is S1 ! 1 ! 2 ! D1 and the other is
S2 ! 1 ! 2 ! D2 with flow rates are both set to 1 Kbps.
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After 19 iterations of localized computation of Eq. (10), we got the results as
shown in Fig. 5. This result reduces energy consumption from 2:34� 10�6 J/bit to
1:72� 10�6 J/bit, a 27 % saving.

Fig. 4 Nodes before (yellow)
and after (green) moving
control

Fig. 5 Multiple-flow relay
network before (yellow) and
after (green) moving control
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5.3 Mobility Control Considering Coverage

Single flow with three relay nodes is used for this example. Every node is posi-
tioned at the center of the coverage area with radium Ri ¼ 10 m. The step size γ is
chosen to be 0.01.

After 17 movement iterations, nodes reach their optimum within coverage areas
as Fig. 6 illustrates. We can see that nodes 1, 2, and 3 are at edges of the area.
Check the final value of λ, we have k1;2;3 [ 0, which is consistent with the com-
plementary condition. Power consumption rate is reduced from 1:65� 10�6 J/bit to
1:15� 10�6 J/bit, a 26 % saving.

6 Conclusion and Future Work

This work studies mobility strategies to control positions of relay nodes to minimize
energy consumption of transmission from fixed sources to sinks in network. Three
different cases were investigated, namely, (1) single flow, (2) multiple flows, and
(3) with coverage constraints. The novelty of this work is in formulating problems
into optimization whereby simple localized algorithms can be obtained.

In this paper, energy consumption by movement of delay nodes was not con-
sidered. This can be justified by the fact that this cost will eventually be paid off by
the saving in communication, after sufficient amount of data is transmitted.
However, if only limited amount of data is to be sent, then there exists a trade-off

Fig. 6 Single-flow multi-hop
relay network considering
coverage before (yellow) and
after (green) moving control
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between how much movement to make and how much communication channel to
improve, in order to achieve overall energy cost minimization. This opens the door
for another optimization study.
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Utilizing the Neural Networks
for Speech Quality Estimation Based
on the Network Characteristics

Jan Rozhon, Miroslav Voznak, Filip Rezac and Jiri Slachta

Abstract The paper deals with an issue of the speech quality estimation in Voice
over IP technology under packet loss. Packet loss is a major problem for real-time
Internet applications, we applied four-state Markov model for modeling the impact
of network impairments on speech quality, afterwards, the resilient back propaga-
tion (Rprop) algorithm was used to train a neural network. The general and
RFC3611-compliant solution, which allows for quick and precise speech quality
estimation without the need to analyze or model the voice signal carried by the RTP
(Real-time Transport Protocol) packets, is the contribution of this paper. The pro-
posed solution is tested on G.711 A-law and further generalizes the already pre-
sented concepts of the speech quality estimation in the IP environment. The
proposed approach of speech quality assessment belongs to non-intrusive methods
and is based on the back-propagation neural networks.

Keywords Markov models � Mean opinion score � Neural networks � Speech
quality estimation

1 Introduction

For many years the field of VoIP has increased in size and importance paving the
way for maintenance and administration costs reduction as well as the increase in the
offered services. Together with this trend, the increasing role of service quality
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monitoring has started to be the topic of high concern for all service providers. To
ensure stable and sufficient service quality the service providers employ various
network tools meant to measure the quality of speech (or video) in the monitored
networks. This creates the high demand for computer power and measuring time and
is, therefore, responsible for increasing the overall expenditures related especially to
the wireless communication system [1–3]. To counter these excessive expenses,
various systems capable of estimating the quality of speech have been developed.

In this paper, the system for estimating the speech quality in VoIP networks is to
be presented. This system is built upon the neural networks and takes the generally
accessible network parameters as its inputs. The output of the system is the MOS
estimation, which is then compared to the output of the ITU-T P.862 PESQ
(Perceptual Evaluation of the Speech Quality), which serves as the reference value
[4]. The aim of this paper is to present the generally usable system that would allow
the user to estimate the speech quality regardless of the signal being carried inside
the RTP packets themselves. This system effectively estimates the impact of the
packet loss on the speech quality and it can be integrated to any existing envi-
ronment because it uses general network statistics and the information from the
RTP headers. On top of that, the system can further be augmented to employ the
playout buffer model and delay model utilizing the information obtained from
the external source [5–7]. For the sake of this paper, only the G.711 A-law codec is
used to measure the influence of the individual network features and precision of
the estimate, but the same system has also been used in conjunction with the
SPEEX codec with similar results and accuracies.

2 State of the Art

The survey provided in [8] showed that the PESQ algorithm accommodates the
effects of packet loss on speech quality better than the E-model, and is, therefore,
better suited for the task making its estimation a sensible way for improving the
precision of the estimation. The speech quality estimation system proposed in this
paper is an enhancement and generalization of the system proposed in [9]. The
author in this paper uses 2-state Gilbert Model to generate the losses and tries to fit
the observed packet sequence into the model. This, however, proves problematic for
the networks with different packet loss distributions. This gap, as well as the fact that
newer version of E-model, PESQ and training algorithms for the neural networks
have been devised since the publication of this work are the main motivation for this
paper. In [10], the authors use the neural networks to map the cepstrum distance for
the frame. This approach leads to a similar error rate as described here and involves
the signal analysis of the speech sample, which makes the system much more
complex. For this reason, the work has not been used as a basis for this paper. For the
synthesized speech the recent research [11] has been performed. The authors use
neural networks and genetic algorithms to estimate the quality of speech, but again
the model-specific approach for the packet loss determination is used.
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3 System Architecture

The speech quality estimation is meant to be used with the basic characteristics of
the IP networks—the packet loss, the one-way delay and jitter. Each characteristic
impacts the speech quality differently. Moreover, only the packet loss can be
acquired by simple packet observation [7]. For jitter effect to be measured, the
playout buffer needs to be employed. For the delay measurements the external
source, such as RTCP, needs to be harnessed. The entire estimation system is
divided into several modules based on the functionality each part implements.
These parts are designed to simulate the effect of the above mentioned character-
istics and to perform the necessary calculations for the system to work. The
complete architecture with closely discussed modules highlighted is depicted in
Fig. 1. These modules are:

Fig. 1 The architecture of the speech quality estimation system
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• Playout Buffer Module simulates the effect of the playout buffer on the receiving
side.

• Packet Loss Analyzer takes the output of the playout buffer and searches for the
lost and discarded packets using the RTP sequence numbers.

• Codec Type Module detects the codec used (codec type and packetization) and
forwards the information in a binary encoded form to the neural network.

• Neural Network Module takes the loss characteristics and codec type and
estimates the MOSLQO and R-factor respectively. This module uses the
Back-Propagation Algorithm (Rprop) [12] to train the network with the topol-
ogy of 5–3–1 neurons (plus one bias neuron for each layer) and Elliot activation
function [13].
The architecture of the estimation system is depicted in the Fig. 1.

3.1 Playout Buffer Module

There is a simplistic implementation of the playout (or de-jitter) buffer function-
alities in this module. The main purpose of this module is to prove the viability and
the accuracy of the original assumption that the delay variations add to both the
network loss and network delay impairments. The playout buffer implemented for
the testing and measuring purposes is the fixed-length one with an unlimited data
space (no early-arriving packets are discarded). It initializes the with the first
arriving packet and resynchronizes the time scale after the sequence of five con-
secutive discards. Let T0 and Ti be the actual arrival times of first first and ith
arriving packet (in seconds from unix epoch) and t0 and ti be a timestamp in the
RTP header of the respective packet (in milliseconds after recalculation using codec
sampling frequency), then the ideal packet arrival timetime T′i can be calculated:

T 0
i ¼ T0 þ ti � t0 ð1Þ

By using this ideal arrival time, the packet discard happens under this condition:

Ti � T 0
i [ S ð2Þ

where S is the playout buffer size in milliseconds.
By discarding late on arrival packets the playout buffer increases the overall

statistics of the network packet loss and their characteristics causing increase in
speech quality deterioration [14]. Moreover, the fixed length of the buffer adds to
the overall packet delay, which is also used to calculate the effect of the delay.
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3.2 Packet Loss Analyzer

The Packet Loss Analyzer converts the information about the network losses and
playout buffer discards into 5 RFC 3611 compliant statistics, which are described as
follows.

Packet Loss Probability Denoted as PPL, the Packet Loss Probability is the
overall percentage of the lost packets in relation to the total number of the packets
sent (see Eq. 3).

PPL ¼ NLOST

NSENT
�½ � ð3Þ

where NLOST is the number of lost packets and NSENT the total number of RTP
packets sent.

Packet Loss Probability in Burst Denoted as PBPL, the Packet Loss Probability
in Burst is the overall percentage of packets lost in a burst (according the burst
definition in RFC 3611) defined as stated in Eq. 4.

PBPL ¼ NLOST IN BURST

NSENT
�½ � ð4Þ

where NLOST_IN_BURST is the number of packets lost in all bursts in a packet
sequence.

Burst Density Denoted as ρ, the Burst Density is the ratio of the number of lost
packets in all burst periods and the total length of all bursts in a packet sequence
(see Eq. 5).

q ¼ NLOST IN BURST

NBURST
�½ � ð5Þ

where NBURST is the number of all packets lost in all bursts in a packet sequence.
Relative Mean Burst Length Denoted as E’(B), the Relative Mean Burst

Length is derived from the characteristic defined in RFC 3611, but is related to the
total length of the captured packet stream (see Eq. 6). This “relativisation” is done
for the neural network to be able to categorize similar characteristics of the
different-length packet sequences.

E0ðBÞ ¼ NBURST

NSENT � KBURST
�½ � ð6Þ

where KBURST is the number of bursts in a packet sequence.
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Relative Mean Gap Length Denoted as E′(G), the Relative Mean Gap Length
is the complement of the E′(B) and is defined in Eq. 7.

E0ðGÞ ¼ NGAP

NSENT � KGAP
�½ � ð7Þ

where NGAP is the number of packets in all gaps and KGAP is the number of gaps in
a packet sequence.

The definition of the burst relies on the Gmin parameter (RFC 3611), which in this
case was set to default of 16 packets as it is recommended in the mentioned RFC.

4 Modeling the Network Characteristics

The network characteristics were, for the purposes of this paper, generated using
two models. The first one is the 4-state Markov Model [15, 16] generating the
network losses. For this model, the transition probabilities were set to cover the
whole range of the MOSLQO scale. The second model is the model simulating
the jitter effect. For this purpose, the simple Normal Distribution model has been
used. The model was implemented with just one parameter—the jitter threshold,
which is the value equal to 2.575 σ of the model. This setting results in 99 % of the
observations falling into the interval (–threshold, threshold).

5 Estimating the Effect of Network Impairments
on the Speech Quality

There were 10 sound samples encoded in mono-channel linear 16-bit PCM as the
simulation inputs, which were taken from the P.862 recommendation. These sound
files were transformed into G.711 A-law encoded RTP packets, which were ide-
alized in time (exact 20 ms long packet spacing) and then stored in a PCAP file.
These files were then manipulated using the models mentioned above and recon-
structed to form the input for the PESQ algorithm.

5.1 Network Losses

First of all, the simulation consisting in pure packet loss manipulations was per-
formed. The 4-state loss model was set with the combinations of transition prob-
abilities stated in Table 1. All unique combinations were used 4 times to smoothen
the effect of possible outliers, which resulted in 12,200 observations for training and
validation and 3840 observations for testing of neural network.
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The given settings produced the network statistics with statistical features of the
training set as they are depicted in Fig. 2. For the purposes of readability the MOS
is scaled to fit in the range from 0.2 (equals to 1) to 1 (equals to 5).

20 % of randomly chosen observations from the training set then formed a
validation set, which was then used to confirm the ability of the neural network to
estimate the speech quality of the samples, the features of which resemble those of
the training samples. The remaining training set was then preprocessed in a way, so
that the groups of same input vectors had the same output. This step is necessary
because the neural network is not capable of learning multitude of outputs for the
single input. The training and testing was repeated 10 times.

As it is obvious from the Fig. 3 the proposed system achieves high correlation
with Pearson’s Correlation Coefficient around the 0.95 and RMSE of 0.2 (MOS),
which corresponds to an error of approximately 7 % (related to the middle of the
MOS Scale). Due to the fact that packet loss has a great impact on speech quality,
the most of the observations in all sets are below tolerable value of MOS and can be
discarded as unusable. For the threshold of 2.5 (MOS; all observations below this
are discarded), the 3819 observations in training set fit this condition and resulting

Table 1 Settings of
individual probabilities in a
4-state loss model

Probability Training values (%) Testing values (%)

p13 0, 1, 3, 5, 10 1, 3, 7, 15

p14 0, 1, 3, 5, 10 1, 3, 7, 15

p32 0, 1, 3, 5, 10 1, 3, 7, 15

p31 60, 75, 90 50, 80

p23 100 100

p41 100 100

Fig. 2 The statistical features of the observed training set
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RMSE gets higher to approximately 0.25. This estimation error is the same as
presented in [9], but with the system being able to work with any possible loss
model (not just the Gilbert Model). The cumulative distribution function of an error
is then depicted in Fig. 4 and shows almost ideal features of the Normal
Distribution, which is the desired behavior. In absolute value, around 75 % of the
observations lie under 10 % error.

5.2 Jitter

As it was stated in the previous sections, the effect of jitter can be split into the
packet loss part and the delay part. Since the delay impact can be calculated using
E-model, only the packet loss effect is to be studied. For this purpose the jitter
threshold (as it is described above) was set from 0 to 100 ms. The jitter buffer size
was set to 30 ms. And each simulation was performed again on 10 unique sound
samples and repeated 10 times. This way 10,000 observations were made. For the
purposes of estimation, the best performing (in terms of RMSE) neural network
from the previous subsection was used to confirm the validity for entirely different
loss model. The Fig. 5 shows the appropriate correlation diagram.

Fig. 3 The correlation diagrams for the estimations training, validation and testing sets. MOSLQO
is the reference from PESQ and MOSLQE is the estimation
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The performance in this case is 0.989 for Pearson’s correlation coefficient and
0.185 for RMSE, which proves the model network is trained well. The error dis-
tribution is again very similar to the Normal Distribution.

Fig. 4 The relative error
distribution and the
cumulative error distribution

Fig. 5 The correlation
diagram for the jitter
observations
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6 Conclusion

In this paper the speech quality estimation system has been presented. This system
takes the observed network loss statistics compliant to those defined in RFC 3611
and perform the MOSLQE estimation using the neural network model. The system
has been successfully tested with two codecs—G.711 A-law (no internal PLC) and
SPEEX (internal PLC).

The speech quality estimation can be done with RMSE around the 0.25 MOS,
which equals to approximately 8 % error, which is the level achieved in similar
solutions. The training time for the network has always been below 30 s. Moreower,
with more intense data preprocessing the training time can be decreased to
approximately 3 s. On the other hand, however, no statistically significant
improvement in speech quality estimation has been achieved with any kind of data
preprocessing. Due to the general nature of the system, it can be deployed in any
existing environment. If there is a need to incorporate the delay effect as well, the
E-model calculation can be added to the system seamlessly. This approach, how-
ever, requires an external source of the measured one-way delay.
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Bit Error Rate Performance of Clipped
OFDM Signals Over Fading Channel

Dang Le Khoa, Huynh Quoc Anh, Nguyen Huu Phuong
and Hiroshi Ochi

Abstract In OFDM systems, the same phase subcarriers add together and create
signal peaks. These peaks create nonlinear distortion in the ADC and the amplifier.
Clipping method can be used to remove the peaks before putting the OFDM signal
into the ADC and the amplifier but the clipping also creates nonlinear noise that
degrades the performance of OFDM system. In this paper, we propose a method for
determining the bit error rate of clipped OFDM signal over Rayleigh and Rician
fading channel. The BER equation is analyzed based on power spectral density
function. We build equations and evaluate the analyzed results by simulation. The
simulation results fit perfectly with BER equations at any different clipping ratio.

Keywords OFDM � Clipped signal � Bit error rate � Fading

1 Introduction

OFDM technique is more popular because of the spectrum utilization efficiency and
simple implementation. The idea of OFDM is the transmission of multiple sub-
carriers consisting of narrowband orthogonal frequencies overlapping on one
another in a wideband. A high speed data stream is split into multiple low speed
data streams. Therefore, the OFDM can reduce the influence of multi-path delay
and convert the frequency selective fading into flat fading.
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However, a major drawback of OFDM is the high peak-to-average power ratio
(PAPR) [1]. OFDM signal is the sum of subcarriers, therefore in some cases, the
same phase subcarriers will add together creating signal peaks that decrease the
SQNR (Signal to -Quantization Noise Ratio) of the ADC and the efficiency of the
power amplifier. Thus we need to reduce the peaks. Several algorithms have been
proposed for PAPR reduction such as clipping, PTS, SLM [2, 3]. The clipping is
the simplest PAPR reduction and of high commercial value [4]. The method is done
by setting a fixed threshold. When the OFDM signal amplitude is higher than the
threshold, it will be clipped to the threshold, but this creates nonlinear noise that
degrades the BER performance of OFDM system.

The paper [4, 5] have investigated the BER of the clipped OFDM signal over
AWGN channels, the paper [6] has investigated the BER of the clipped OFDM
signal over the Rayleigh channel but the analyses were weakly fitted with the
simulations. The paper [7] has analyzed the bit error ratio of clipped OFDM over
Rayleigh but assuming the clipping distortion is much higher than the AWGN. In
this paper, we build the BER equation for determining the bit error rate of clipped
OFDM signal over Rayleigh and Rician fading. The BER equations were tested by
simulation. The rest of this paper is organized as following. Section 2 presents the
PAPR problem and clipping methods, Sect. 3 derives the BER equations of the
clipped OFDM over Rayleigh and Rician fading, Sect. 4 presents the simulation
results, and the last part is the conclusion.

2 Background

2.1 The PAPR Problem

Let d be the input data stream, which is splitted to N parallel lower speed data
streams ak, where k is subcarrier index, and then modulated by a subcarriers /kðtÞ.
The subcarriers /kðtÞ are orthogonal to one another. The baseband OFDM signal
with N subcarriers is given by:

s tð Þ ¼ 1ffiffiffiffi
N

p
XN�1

k¼0

ak/k tð Þ ¼ 1ffiffiffiffi
N

p
XN�1

k¼0

ake
j2pkDft; 0� t\T ð1Þ

where kDf corresponds to each k th subcarrier at baseband, T is the duration of an
OFDM symbol.

From Eq. (1) we see that the OFDM signal comprises many subcarriers. In some
situations, the same phase subcarriers will add together and create peaks as Fig. 1.
One of the most popular method to limit the peaks is by clipping.
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2.2 Clipping for PAPR Reduction

The clipping is done by setting a threshold. When the OFDM signal amplitude is
higher than the threshold, it will be clip to the threshold. Let xðnÞ be the OFDM
signal in the time domain, and N is the subcarrier. After clipping, the signal
becomes:

yðnÞ ¼ xðnÞþ cðnÞ ð2Þ

where cðnÞ is clipped signal.
Based on Bussgang theoretical [8], we can write yðnÞ as:

y nð Þ ¼ ax nð Þþ d nð Þ ð3Þ

where a ¼ Ryxð0Þ
Rxxð0Þ, Ryxð0Þ is the cross correlation of xðnÞ and yðnÞ, d(n) and Rxxð0Þ

is the autocorrelation of x(n) at zero time shift.
When N is large, the envelope of OFDM signal is Rayleigh, and the value a

becomes:

a ¼ 1� e�
A2
Px þ A

Px

Z1

A

e
�r2
Px dr ð4Þ

where A is the clipping threshold, and Px the signal power before clipping.

a ¼ 1� e�c2 þ c
ffiffiffi
p

p
2

erfcðcÞ ð5Þ

where c ¼ A=
ffiffiffiffiffiffiPx

p
is the clip factor, and erfcð:Þ the complementary error function.
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Fig. 1 OFDM signal with
high peak value
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erfc xð Þ ¼ 2ffiffiffi
p

p Z1

x

e�t2dt ð6Þ

Input Back-Off (IBO) is:

IBO ¼ 10 log
A2

Px

� �
ð7Þ

Signal power after clipping is:

Py ¼ 1� e�c2
h i

Px ð8Þ

The nonlinear distortion adds to the clipped signal and Py is the total noise and
distortion power of the signal with the distortion power D, the power relation is
given by:

Py ¼ a2Px þD ð9Þ

Therefore:

D ¼ Py � a2Px ¼ ð1� e�c2 � a2ÞPx ¼ GPx ð10Þ

where G ¼ 1� e�c2 � a2.

3 Clipping Performance Over Fading Channels

3.1 BER Over the Rayleigh Fading Channel

The probability density function of Rayleigh fading is given by [9]:

fp pð Þ ¼ 1
Pr

e�
p
Pr ð11Þ

where Pr is the average fading power, and p is the instant power.
Let s be the simultaneous signal to noise and distortion ratio (SNDR) after

transmitting on the fading channel, then s can be written as:

s ¼ a2Pxp
pDþN ¼ a2p

p D
Px

þ N
Px

¼ hðpÞ ð12Þ
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where N is the noise power of AWGN channel. Also

Px

N ¼ Es

N0
¼ log2 Mð Þ Eb

N0
ð13Þ

where M is M-level modulation format, Eb=N0 is the energy per bit (, Eb) to the
spectral noise power density before clipping.

Therefore:

s ¼ a2p

pGþ N0
Es

ð14Þ

p ¼ s
ES
N0
ða2 � GsÞ ¼ gðsÞ ð15Þ

where p is the instant power, and p[ 0. The condition for s is:

s
ES
N0
ða2 � GsÞ [ 0 ¼ [ 0� s� a2

G
ð16Þ

The probability density function of s is given by [9]:

fs sð Þ ¼ fp g sð Þ½ � dg sð Þ
ds

� �
; 0� s� a2

G
ð17Þ

Probability density function of s over Rayleigh channel by [11]:

fs sð Þ ¼ a2

Pr
ES
N0

a2�Gsð Þ2 e
� s

Pr
ES
N0

a2�Gsð Þ; 0� s� a2
G

0; Otherwise

8<
: ð18Þ

BER over Rayleigh channel can be calculated by [12]:

BER ¼ Za
2
G

0

BERAWGN sð Þfs sð Þds ð19Þ

In case of QPSK M ¼ 4ð Þ, we have:

Es

N0
¼ 2 � Eb

N0
ð20Þ

BERAWGN�QPSK sð Þ ¼ 1
2
erfc

ffiffi
s

p
sin

p
4

� �� �
ð21Þ

Bit Error Rate Performance of Clipped OFDM … 115



BER ¼ Za
2
G

0

Z1ffiffi
s
2

p
1ffiffiffi
p

p a2

Pr
2Eb
N0

a2 � Gsð Þ2 e
�t2� s

Pr
2Eb
N0

a2�Gsð Þdtds ð22Þ

3.2 BER Over the Rician Fading Channel

The probability density function of Rician fading is given by [10]:

fp pð Þ ¼ Kþ 1ð Þ
Pr

e�
K þ 1ð Þp
Pr

þK½ �I0 2
ffiffiffi
p

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K Kþ 1ð Þ

Pr

s !
ð23Þ

where K-factor is the power ratio of LOS and NLOS components. I0 is the th-zero
order Bessel function of first kind. Probability density function of s over Rayleigh
channel:

fs sð Þ ¼
a2 Kþ 1ð Þ

Pr
ES
N0

a2�Gsð Þ2 e
� K þ 1ð Þs

Pr
ES
N0

a2�Gsð Þ
þK

� �

�I0 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sK Kþ 1ð Þ

Pr
ES
N0

a2�Gsð Þ

r !
8>>>>><
>>>>>:

9>>>>>=
>>>>>;
; 0� s� a2

G

0 Otherwise

8>>>>>>><
>>>>>>>:

ð24Þ

BER over Rician channel can be calculated as [12]:

BER ¼ Za
2
G

0

BERAWGN sð Þfs sð Þds ð25Þ

In case of QPSK M ¼ 4ð Þ, we have:

BER ¼ Za
2
G

0

1
2
erfc

ffiffiffi
s
2

r� �
a2ðKþ 1Þ

Pr
2Eb
N0

a2 � Gsð Þ2 e
� K þ 1ð Þs

Pr
2Eb
N0

a2�Gsð Þ
þK

� �

�I0 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sK Kþ 1ð Þ

Pr
2Eb
N0

ða2 � GsÞ

s !
ds

ð26Þ
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To determine BER by using software, we substitute the modified Bessel function
[13] into above equation to obtain:

BER ¼ Za
2
G

0

Zp

�p

Z1
ffiffi
s
2

p
1

2p
ffiffiffi
p

p a2ðK þ 1Þ
Pr

2Eb
N0

a2 � Gsð Þ2

�e
� t2 þ K þ 1ð Þs

Pr
2Eb
N0

a2�Gsð Þ
þK

� �
þ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sK Kþ 1ð Þ

Pr
2Eb
N0

ða2�GsÞ

r
cosu

dtduds

ð27Þ

4 Simulation Results

To verify the above equation, we simulated the OFDM system using QPSK with
the number of subcarrier of 64, and cyclic prefix of ¼. We assumed that the system
was perfectly synchronized, single tap channel, and perfect channel information.
The simulation was carried out using data of 108 bit. BER equation over Rician
channel needs triple integrals, and we use software to numerically calculate those
equations [14].

Figure 2 compares the theory with the simulation over Rayleigh channel. The
simulation results fit perfectly with BER equations. When the clipping factor is
large, the BER approaches the idea case. Figures 3 and 4 present the simulation for
K factor of 1 and 10, respectively.

The simulation results fit perfectly with BER equations. For the case of K = 10,
the BER performance is degraded when clipping. The BER performance is 10−2

when IBO is −5 dB at Eb/No = 20 dB. The BER performances are similar for a
small clipping factor (compare Figs. 3 and 4). These results show that clipping
factor causes more degrading for larger K factor.
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5 Conclusion

In this paper, we build the BER equation for determining the bit error rate of
clipped OFDM signal over Rayleigh and Rician fading. The simulation results fit
perfectly with BER equations. The results show that when the clipping factor is
negligible, the BER performance degrades seriously. BER equation over Rayleigh
channel needs double integrals while BER equation over Rician channel needs
triple integrals. However, these calculations are easily done by using software. We
are currently analyzing more complex channels.
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Machine Learning Based Phishing
Web Sites Detection

Huu Hieu Nguyen and Duc Thai Nguyen

Abstract Phishing is a major problem that involves web sites and fraudulent
emails that aim to reveal users important information such as financial data, emails,
and other private information. Phishing activities have been in the increasing trend,
and many unsuspecting users have fallen victims of these websites and fraudulent
emails. This paper has analyzed the evaluation and design of the features used to
detect and reduce any false activity. The selected features not only depend on the
characteristics of the URL (Uniform Resource Locator), but also on the website
content. The TF-IDF algorithm is used to calculate the top keywords of the website
content that is used to extract one of the important features. The technique was
evaluated on the dataset of 4.420 legitimate URLs and 5.389 phishing URLs. By
considering features and evaluating using 5 classification algorithms, the resulting
classifiers obtain 98.8 % accuracy on detecting phishing website URLs.

Keywords Phishing � Malicious URL � Phished website � Machine learning

1 Introduction

Phishing is web-based attack that fraudsters use to steal the identity of Internet users
such as user id, password, and credit card information [1]. Attackers have a ten-
dency of constructing websites, and use them to fraud users by tricking them into
provide their private information. Phishers perform two main activities to make a
successful attack. First, they develop a website that is similar in terms of design and
functioning to a legitimate website owned by a famous organization. In addition,
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they urge normal users to visit those websites and trick them to provide sensitive
information via online form. The information is then saved to repositories that can
be accessed by attackers.

There has been an increasing tendency in phishing sites since 2006 with a 15 %
increment per year. The cost of phishing has not been properly documented, but it
has been approximated to range from 2 to 3.5 billion dollars per year [2]. Many
software companies have introduced several anti-phishing tools that enable them to
detect and prevent fraudulent activities. For instance, Google has a free
anti-phishing toolbar that enables users to detect suspicious activities [3]. Moreover,
eBay has a tool that allows its users to detect sites that are owned by the company.
There have been many anti-phishing toolbars that are available online and allow
users to download and use them. However, the evaluation of the available
anti-phishing tools indicates that very few of these toolbars can detect up to sixty
percent of the fraudulent websites and activities without any false positive [4]. The
above analysis leads to a need of creating a better model that has the ability to detect
these algorithms automatically.

In this paper, the authors proposed a mechanism to detect a phishing web page
using the machine learning method. The authors have used techniques to derive
properties of an URL, and then predicted whether the target URL is a phishing
website using 5 famous classification algorithms. The work made the following
contributions:

• Implementation of a system which collected many legit and phishing URLs and
extracted effective features for URL classification. The features are extracted
from both URL and website content information.

• With the collected dataset, the authors evaluated and compared various classi-
fication algorithms such as J48 Decision Tree (DT), Random Forest (RF),
Support Vector Machine (SVM), Naive Bayes (NB), and Neural Networks
(NN).

The rest of the paper is organized as follows. Section 2 presents related works of
anti-phishing methods that are currently used. The details of our approach to URL
classification are discussed in Sect. 3. In Sect. 4, the author presents the evaluation
results through many of classification algorithms. Section 5 is the conclusion of this
paper.

2 Related Works

Although phishing is not a new security problem, internet users are still tricked into
typing their private information on malicious web pages. To overcome this kind of
attack, many of anti-phishing solutions have been developed to make people aware
of this kind of attacks.

The phishing detection techniques, which proposed in [5, 6], is implemented
using the blacklist method. A database of phishing website URLs is built using
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many reported phising sources. When an URL is submitted, it will be looked up in
the database. If the target URL is found in the database, then it is marked as a
phishing URL. Unfortunately, this is not a efficient solution because a lot of new
phishing websites are created day by day.

Most popular phisihing detection method is using the browser-integrated addon.
These addons such as PwdHash [7], SpoofGuard [8] are installed in the browser to
protect user’s identity and other private information. SpoofGuard determines if the
web page is a phishing one by checking for symptoms (e.g. obfuscated URLs).

AntiPhish browser addon [9] helps users to protect their information by warning
them whenever their sensitive information is submitted to a site that has different
location to the current site. This system has a problem when users want their
information to be used in multiple sites, because the system will alert whenever the
data is reused.

The machine learning approach [10–12] extracts many features of the URL and
the website content, these features are combined using an classification algorithm to
detect the phishing URL. In this paper, the author is not only focused on the
information in the URL, but also studied the the Google result when querying top
keywords derived from website content using the TF-IDF (Term Frequency Inverse
Document Frequency).

3 Approach and Implementation

This section has focused on implementation of a crawler, and uses it to analyze the
URL and its website content to extract the characteristics.

URLs are separated into 2 classes:

(a) Legitimate: URL is safe and the website provides normal services.
(b) Phishing: Website performs unintended actions to get sensitive data of its

users such as email, password, and credit card details by tricking users to enter
their personal information into a form.

3.1 Feature Extraction

The implemented crawler is used to extract features and information of URLs, and
categorize them into 3 groups:

(a) Lexical Features
IP Address:
Every URL has a numeric address that uniquely identifies it. The numeric
value is called the Internet Protocol (IP), and they are a series of numbers used
to identify a computer network. Phishing URLs usually contain IP addresses
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instead of a domain name. The feature identifies if the domain name of a web
page is its IP address [11].
Suspicious URL:
The feature checks if the target URL contains the symbol @ or maybe a dash
in its domain name. The symbol @, is responsible for making a string on the
left to be disregarded while that on the right is identified as the actual URL for
the web page. The limited size of the address bar in the address makes it
possible to identify a legitimate URL. Moreover, very limited number of
legitimate sites uses dashes on its URL.
Length of hostname:
Legitimate hostname is not long or short. The legitimate sites are also easy to
identify through the spelling of the hostname, and any other manipulation used
by phishing site. A legitimate site would have a hostname such as www.
facebook.com. However, phishing sites would use hostnames such as www.
facebooks.com.co. In other instances, the hostname is not spelt correctly or
might contain illegitimate extensions that the user can easily identify.

(b) Page Content Features
TF-IDF: The significance of the word increases proportionally, but it is set by
the number of times it appears in the corpus. The term frequency (TF) refers to
the amount of time a word appears in a given document. These terms have to
be normalized for long document to prevent any form of biasness in term of its
importance. On the other hand, the inverse document frequency (IDF) is the
measure of any general significance of a specific term. It measures how
common a term is in a given document [13]. Therefore, a word has a high rate
of TF-IDF by having a high rate of frequency of the term in a specific doc-
ument, and having a low rate of frequency in a collection of a specific
document.
Many online criminals modify their website to copy a legitimate URL and
redirect any user information to their sites. Many companies have fallen
victims of such illegal websites including eBay and Google among others. The
model detects such modifications and traces the original website that the
criminal modified [2].
This feature is calculated by fetching the HTML content of the given URL,
deriving 5 terms that mostly occur in the document using the TF-IDF algo-
rithms, then querying them as the keywords in Google search engine. If the
domain in the given URL does not appear in top 5 results, then the given URL
is more likely to be a phishing site.
Suspicious Links:
This feature checks for any URL links provided in the web page. The testing
procedure is the same as the test of suspicious URL described above. If any of
the URL link fails the scan, the page is considered as phishing site.
Forms: The Hypertext Markup Language is used to determine the legitimate
sites. The HTML for legitimate sites identifies texts that are used by the host to
validate the user details. The feature identifies any form of HTML texts that
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ask users for their credit card number and any other personal information.
Many phishing sites contain these form that ask users for their personal data.

(c) Domain Features
Site Popularity (Alexa): Alexa determines the website popularity based on
users review and number of users who have ever used the site in the past.
However, phishing sites have low popularity, few, or no reviews and lack any
standard rating. This feature is used to determine how popular the web site is
among users. A low rate in popularity might indicate a phishing site.
Age of Domain: Many phishing sites create a domain name before they send
out emails to users. Using WHOIS to implement the given feature is impor-
tant. As such, this feature examines the number of days from the day of the
domain registration [11]. If the domain name has just been registered for a few
months, it’s more likely a phishing site.

3.2 Dataset

The dataset contains two kinds of samples:

• Legitimate website URLs are collected from [14], the site lists top 5000 websites
in the world. People can view the list for free. The authors collected 4.420
website URL from this source by using a crawler.

• 2. Phishing samples are collected from Phish Tank [15], an open project that
allows users to submit phishing URLs. 5.389 phishing URLs were collected.

With all the collected URLs, a tool is designed to extract all the needed feature
information as described above to create the dataset of 9.809 samples for training
and testing process.

3.3 Training

In the training process, the authors used fivefold method to train/test with 5 clas-
sifiers in Weka [16]. This software contains a collection of machine learning
algorithms, and can be applied to the dataset easily. Below are the classifiers that
the authors used to evaluate the dataset.

(a) Support Vector Machine:
This is the most effective evaluation method that utilizes decision line to create
decision boundaries [4, 17]. A decision plane ensures the approach has a series
of objectives in a class membership. This method also classifies objects in two
categories: red or green. The red objects fall to the right of the selected line
while the green objects to the left of the decision plane.
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(b) Naive Bayes:
The Naive Bayes classifier [17] originates from the Bayes Theorem, and is
effective when the inputs are high. However, the method is complex and
requires the user to have extensive knowledge of the model being used. The
classifiers used require variable parameters that are highly scaled to output the
maximum probability. Moreover, these classifiers are used to evaluate
close-form parameters using linear time rather than the iterative estimate.

(c) J48 decision tree:
The J48 decision tree allows the user to make a decision by eliminating the
irrelevant data [18]. The tree checks for the information gain within a given set
of data. Imagine a dataset that has the predictor lists and independent variable.
In addition, the dataset contains the required target or the dependent variable.
The J48 decision tree would help the user to determine the appropriate target
for each new record provided.

(d) Random forest:
Random forest works as the random hyperlink in the model [19]. It assumes
that an individual knows the formation of a single category. The forest forms
other three classifications in the process. The testing and training data process
requires the user to record any result from the implementation process. The
implementation process also requires the user to take several experiments to
validate the importance of the results.

(e) Neural Networks:
Neural networks [20] are networks of units (neurons) based on the real neural
structure of the brain. Units are arranged in layers. Neural networks “learn” by
processing records and comparing their classification of the record with the
known actual classification of the record. The errors from current classification
step are used to adjust the networks algorithm in the next step, and so on for
many iterations.

4 Evaluation

4.1 Feature Group Comparison

The authors separated all the features into 3 groups: Lexical Features, Page Content
Features, and Web Page Features to find out how much each feature group affects
the classification accuracy. For each feature group, the authors applied 5 learning
algorithms: Support Vector Machine, Naive Bayes, J48 Tree Decision, Random
Forest and Neural Networks to compare the results. From Fig. 1, the domain
features group and the page content feature group have made higher contributions
to the classification performance, the yellow columns which show 89.3–97.9 %, the
orange columns which show 94.9 % of accuracy while classifying URLs. The
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lexical features group contributes the least with 70.3–72.8 % of accuracy (the blue
columns).

4.2 Classifier Comparison

Given the dataset with 8 features extracted, the authors used 5 classifiers to compare
the performance. The results of training/testing the dataset of 9.809 samples using
fivefolds method are shown in Table 1. The metadata within the result table is:
Runtime Latency (RL), True Positive Rate (TPR), and False Positive Rate
(FPR) for each algorithm. Based on the results, the RF algorithm has performed the
best classification accuracy with the true positive rate 98.8 %. The NN has nearly
the same TPR and FPR with the RF but it’s runtime latency is higher (8.47 vs.
1.5 s). The NB has the shortest runtime latency (0.06 s) but the true TPR is not high
(96.6 %). The time latency when running SVM algorithm is too high (744.6 s) and
the classification accuracy is relatively low. So, the RF learning algorithm gives the
best accuracy in acceptable time when working with the dataset.

Fig. 1 Classification
accuracy for each group
of features

Table 1 Traing/testing result
for 5 algorithms

SVM NB J48 TD RF NN

TPR (%) 86.1 96.9 98.5 98.8 98.4

FPR (%) 11.4 2.8 1.5 1.2 1.6

RL (s) 744.6 0.06 0.48 1.5 8.47
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5 Conclusion

The paper has proposed the machine learning approach in order to separate web
page URLs into 2 classes: legitimate and phishing. A crawler is developed to
extract the feature data from 9.809 URLs, which are classified into three groups:
Lexical Features, Page Content Features, and Web Page Features. The dataset is
trained/tested with 5 classifiers. After selecting features and evaluating with 5
learning algorithms, the system can detect phishing websites with 98.8 % accuracy.
It is believed that this approach is complementary to previous approach on detecting
phishing website URLs. In future, it is recommended the use of hybrid learning
algorithm that could enhance the accuracy of URL classification problem.
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Simulation and Optimization
of a Non-linear Dynamic Process
Using Mathematica

Tran Trong Dao, Vo Hoang Duy, Ivan Zelinka, Luu Minh Tung
and Pham Nhat Phuong

Abstract Evolutionary algorithms (EAs) have proven to be a powerful and robust
optimizing technique even for complex optimization problems. The main aim of
this work is to show that such a powerful simulating and optimizing of a non-linear
dynamic process. In this paper, the complex reaction sequence used to study var-
ious reaction kinetics by optimization the rate constants. Two algorithms from the
field of artificial intelligent—Differential evolution (DE), Self-organizing migrating
algorithm (SOMA) are used in this investigation. Two optimization techniques
were developed using Mathematica for accurately determining the rate constants of
the reaction at certain temperature from the experimental data. The results show that
EAs are used successfully in the process optimization.
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1 Introduction

The optimization of dynamic process has received growing attention in recent years
because it is essential for the process industry to strive for more efficient and agile
manufacturing in face of saturated market and global competition [1]. Designing
optimal reactor parameters including control constitutes is one of the most complex
tasks in process engineering. The situation is particularly complicated by the fact
that the precise mechanism of chemical reaction kinetics is very often unknown. For
this reason it is necessary to carry out extensive measurements of input and output
concentration dependencies of components on time, temperature, etc.

Nowadays, Optimization is one of these words which is used almost every day in
different fields of human activities. Everybody wants to maximize profit and
minimize cost. This means optimizing in every task of industry, transportation,
medicine, everywhere. For these purposes, we need to have suitable tools which are
able to solve very difficult and complicated problems. As previous years proved,
use of artificial intelligence and soft computing contribute to improvements in a lot
of activities. One of such tools of soft computing are evolutionary algorithms [2, 3].

For chemical reactions, the determination of the rate constants is both very
difficult and a time consuming process. From the experimental concentration-time
data, initial values of rate constants were calculated. Experimental data encountered
several types of errors, including temperature variation, impurities in the reactants
and human errors. This research was to develop computer programs for determining
the rate constants for the general form of any complex reaction. The development of
such program can be very helpful in the control of industrial processes as well as in
the study of the reaction mechanisms. Determination of the accurate values of the
rate constants would help in establishing the optimum conditions of reactor design
including pressure, temperature and other parameters of the chemical reaction [4].

In this paper, the modelling of dynamic chemical engineering processes is
presented using the unique combination of simplified fundamental theory and direct
hands-on computer simulation; then the complex reaction sequence used to study
various reaction kinetics by optimization the rate constants by evolutionary algo-
rithms. Two algorithms from the field of artificial intelligent—Differential evolution
(DE), Self-organizing migrating algorithm (SOMA) are used in this investigation.
The optimized reactor was used in a simulation with optimization by evolutionary
algorithms and the results are presented in graphs.

2 Description of a Complex Reaction

This work uses a mathematical model of a complex reaction from the book
Chemical Engineering Dynamics: An Introduction to Modelling and Computer
Simulation [5].
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2.1 System

The complex bath reaction between formaldehyde, A, and sodium p-phenol sul-
phonate, B, proceeds in accordance with the following complex reaction scheme.
All the reactions follows second-order kinetics. Components C, D and F are
intermediates, and E is the final product.

Reaction Rate constants

A + B → C k1

A + C → D k2

C + D → E k3

B + D → F k4

C + C → F k5

C + B → G k6

A + G → F k7

A + F → E k8

2.2 Model

For a constant volume batch reaction, the balance equations for each component
lead to

dCA

dt
¼ �k1CACB � k2CACC � k7CACG � K8CACF

dCB

dt
¼ �k1CACB � k4CBCD � k6CCCB

dCC

dt
¼ k1CACB � k2CACC � k3CCCD � 2k5C2

C � k6CCCB

dCD

dt
¼ k2CACC � k3CCCD � k4CBCD

dCE

dt
¼ �k3CCCD þ k8CACF

dCF

dt
¼ k4CBCD þ k5C2

C þ k7CACG � K8CACF

dCG

dt
¼ k6CCCB � k7CACG

where C: Concentration (kmol/m3); k: Rate constants (m3/kmol min); R: Rate
(kmol/m3 min) A, B, C, …, G refer to component 1, 2, 3 …, 8 refer to reactions.
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3 Simulation of Chemical Process

Many different digital simulation software packages are available on the market.
Modern toll are numerically powerful, highly interactive and allow sophisticated
types of graphical and numerical output. Many packages also allow optimization
and parameter estimation. In this work, we used program Mathematica 7.0 to
simulate and present concentration-time profiles using parameters as given in the
program, time for simulation is 1000 (Fig. 1).

4 Methods and Optimization

4.1 Select Evolutionary Algorithms

For the experiments described here, stochastic optimisation algorithms, such as
Differential Evolution (DE) [6], Self-Organizing Migrating Algorithm (SOMA) [3]
were selected. Main reason why DE, SOMA have been seed comes from con-
temporary state in chemical engineering and EAs use. Since now has been done
some research with attention on use of EAs in chemical engineering optimization,
including DE. This participation has to show that applicability of relatively new
algorithms is also positive and can lead to applicable results, as was shown for
example in [7], SOMA is a stochastic optimization algorithm that is modelled on
the social behaviour of co-operating individuals [3].

Differential Evolution (DE)
Differential Evolution [1] is a population-based optimization method that works on
real-number coded individuals. For each individual xi,G in the current generation
G, DE generates a new trial individual x’i,G by adding the weighted difference
between two randomly selected individuals xr1,G and xr2,G to a third randomly
selected individual xr3,G. The resulting individual x’i,G is crossed-over with the
original individual xi,G. The fitness of the resulting individual, referred to as
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perturbated vector ui,G + 1, is then compared with the fitness of xi,G. If the fitness
of ui,G + 1 is greater than the fitness of xi,G, xi,G is replaced with ui,G + 1,
otherwise xi,G remains in the population as xi,G + 1. Deferential Evolution is
robust, fast, and effective with global optimization ability. It does not require that
the objective function is differentiable, and it works with noisy, epistatic and
time-dependent objective functions. Pseudocode of DE shows (Fig. 2).

Self Organizing Migrating Algorithm (SOMA)
SOMA is a stochastic optimization algorithm that is modelled on the social
behaviour of co-operating individuals [3]. It was chosen because it has been proved
that the algorithm has the ability to converge towards the global optimum [3].
SOMA works on a population of candidate solutions in loops called migration
loops. The population is initialized randomly distributed over the search space at the
beginning of the search. In each loop, the population is evaluated and the solution
with the highest fitness becomes the leader L. Apart from the leader, in one
migration loop, all individuals will traverse the input space in the direction of the
leader. Mutation, the random perturbation of individuals, is an important operation
for evolutionary strategies (ES). It ensures the diversity amongst the individuals and
it also provides the means to restore lost information in a population. Mutation is
different in SOMA compared with other ES strategies. SOMA uses a parameter
called PRT to achieve perturbation. The PRT Vector defines the final movement of
an active individual in search space.

The randomly generated binary perturbation vector controls the allowed
dimensions for an individual. If an element of the perturbation vector is set to zero,
then the individual is not allowed to change its position in the corresponding
dimension. An individual will travel a certain distance (called the path length)
towards the leader in n steps of defined length. If the path length is chosen to be

Fig. 2 Pseudocode of DE
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greater than one, then the individual will overshoot the leader. This path is per-
turbed randomly. For an exact description of use of the algorithms see [3] for
SOMA. Pseudocode of SOMA is (Fig. 3).

4.2 Static Optimization of Complex Reaction

Simulation of the kinetic reactions is performed with the aid of a Mathematica
computer program. The simulation program reads the initial values of the rate
constants, the initial concentration of the reactants and the simulation start, end and
interval times.

The simulation results are compared with experimental results at each measured
point. All deviations between experimental and calculated values are and summed
up to form an objective function F:

F ¼
Xt

t¼0

exp:conc:� calc:concj j

where: exp. conc.: experimental concentration; calc. conc.: calculated
concentration.

The summation starts from the initial time and ends at the final time. The value
of the objective function is stored (Table 1).

Parameter settings for algorithms
The control parameter settings have been found empirically and are given in
Table 2 (SOMA) and Table 3 (DE). The main criterion for this setting was to keep
the same setting of parameters as much as possible and of course the same number
of cost function evaluations as well as population size (parameter PopSize for
SOMA and NP for DE).

Fig. 3 Pseudocode of SOMA
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5 Optimization Results

Due to the fact that EAs are partly of stochastic nature, a large set of simulations has
to be done in order to get data for statistical data processing. Two algorithms
(SOMA, DE) have been applied 50 times in order to find the optimal rate constant
reaction parameters. All important data has been visualized directly or/and pro-
cessed for graphs demonstrating performance of two algorithms. Table 4 present
rate constants parameters and their best results which has been optimization done
by SOMA and DE. Estimated parameters and their diversity (minimum, maximum
and average) are depicted in Figs. 4 and 5. The history of the evolution by SOMA
and DE shown in Fig. 6. From those pictures it is visible that results from two
algorithms are comparable.

Table 1 Initial values

Second oder rate constants (m3/kmol) Initial concentrations (kmol/m3)

k1 = 0.16 A0 = 0.15 INIT A = A0

k2 = 0.05 B0 = 0.1 INIT B = B0

k3 = 0.15 C0 = 0 INIT C = C0

k4 = 0.14 D0 = 0 INIT D = D0

k5 = 0.03 E0 = 0 INIT E = E0

k6 = 0.058 F0 = 0 INIT F = F0

k7 = 0.05 G0 = 0 INIT G = G0

k8 = 0.05

Table 2 SOMA parameter
setting

A

Path length 3

Step 0.41

PRT 0.1

PopSize 20

Migrations 40

Min div −1

Individual length 6

CF evaluations 6951

Table 3 DE parameter
setting

A

NP 20

F 0.9

CR 0.2

Generations 200

Individual length 6

CF evaluations 4000
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Graphics results

Table 4 Rate constants optimal parameters by SOMA and DE

Rate constants Optimal parameters by SOMA Optimal parameters by DE

k1 0.154071 0.164234

k2 0.0619295 0.0608726

k3 0.221181 0.278205

k4 0.140526 0.18626

k5 0.0525599 0.0372953

k6 0.0905671 0.106854

k7 0.0620407 0.0654213

k8 0.0509923 0.0534687
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6 Conclusion

Research on this work is concerned with the field of simulation and optimization of
chemical engineering through EAs using program Mathematica. From the results,
we had successful realized:

• description and analysis of the chosen dynamic system more concretely those in
the processes of a complex reaction,

• modelling of dynamic chemical engineering processes is presented using the
unique combination of simplified fundamental theory and direct hands-on
computer simulation,

• selecting and demonstrating EAs and practical method to optimize the chemical
process, especially of complex bath reaction,

• demonstrating the use of designed algorithms for global optimization in oder to
determine the rate constants of a complex reaction and comparison between
SOMA and DE algorithm.

The results produced by the optimizations depend not only on the problem being
solved but also on the way how to define a given function. All simulations were
repeated 50 times for each EA with the same initial conditions for each simulation
in oder to determine the optimal rate constants parameters.

The proposed procedures could be modified to simulate any kinetic reaction, of
any order and nature. Determination of accurate rate constants is very helpful in
establishing the optimum conditions of pressure, temperature, feed composition,
reactor design and other chemical parameters.

In addition, from this research, we can conclude that EAs have shown great
potential and ability to solve complex problems of optimization, not only at the field
of chemical engineering process but also in diverse industrial fields.
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Personality Disorders Identification
in Written Texts

Petr Saloun, Adam Ondrejka, Martin Malčík and Ivan Zelinka

Abstract This article describes a method for dealing with the detection of possible
personality disorder without the necessary presence of specialists and using the
patient’s self-essays. Written text is analyzed by using NLP techniques and is
categorized into one of the three main groups of personality disorders we chosen—
fear, procrastination and intolerance of uncertainty. We customized approach based
on features extraction, sentiment analysis and classification by well-known classi-
fiers: Naive Bayes, Multi-Class Support Vector Machine, k-Nearest Neighbors and
Decision Tree. The first experiential, based on real data consulted with specialists,
have shown promising results. Greater or lesser personality disorders are due to a
stressful and time-titch way of life quite frequent nowadays. In the cases of
restrictions or complications in the suffering individual’s life is early identification
and problem solving more than desirable. But some people consider visiting a
specialist as a personal failure a and due a shame they do not solve the problem
even if it suspects themselves. Psychologists and psychiatrists on the other hand use
several methods to detect personality disorders today, either by observation during
the interview, a questionnaire and a written self-essay.
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1 Introduction

The most widespread and most reliable way to detect personality disorder is, of
course, a personal examination by a specialist—psychiatrist. Part of the people who
suspect that they might be with something wrong, do not seek professional help,
consider it as a kind of personal failure and mental illness deemed inferior physical
illness. Such people then worried unnecessarily longer than people who seek help in
time. Often they decide to visit only after pushing around. Another way of at least
tentatively estimated mental disorder without direct personal contact can be suitably
prepared in an advance by answering questions that will lead to at least partial
identification or otherwise providing information in written form.

We are focusing on this last possibility of the indirect contact. In our web system
user can determine whether his behavior and feelings show signs of one of the three
personality disorders, which primarily focuses, namely: fear and anxiety, pro-
crastination and tolerance of uncertainty. The user will be able to choose two ways
to ascertain this information. Either by questionnaire or by writing essays himself
summed up his feelings and problems. In this article we focus on the problems
identified in the self-essay, both approaches are obviously designed and consulted
with experts in the field of psychiatric and personality disorders.

This work builds on our previous research [1]. In the first phase of research, we
decided to verify that you can recognize personality disorders from text using
features extraction, their classification and machine learning. We abandoned the
idea of simple comparing the occurrences of words and their frequency in relation
to the reference models. Text features are extracted by methods using natural
language processing and by estimating polarity, thus analyzing sentiment using our
earlier research in this area [2]. The acquired features are then categorized by
several well-known classifiers with real data obtained from a medical clinic web site
by web engineering method.

Fig. 1 Identifying personality disorders in user’s self-essay
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The research described in this article is part of an Internet project dealing with
psychology and mental health problems, which is still under development. Web is,
except tools to detect personality disorders, also informative in nature and will
include a description of mental illness, prevention advice and contacts to special-
ized units. Our approach is illustrated in Fig. 1.

2 State of the Art

The solving of our problem is offered by documents classification and catego-
rization in which have been already many works, but none of them directly deal
with searching for personality disorders or any other mental disorders from the text.

Zang in work [3] to classify web document presents a method based on fuzzy
k-Nearest Neighbors (k-NN) network which is modified k-NN. Features extraction
is carried out according to the properties used term frequency/inverse document
frequency. The experiments indicate that the proposed method is better in com-
parison with the simple k-NN and SVM.

Quiang in [4] focused on the features extraction from the documents and their
following categorization. To obtain the document features he use the Categorical
Term Frequency Probability (CTFP), which defines the characteristics of the main
terms for each category. Then is used the Mean-Variance-based CTFP to selects
key features. Experiments conducted using SVN classifier and data from corpora.
The results shown that the chosen method has a better FI-metric for document
categorization.

In [5] Li presents learning algorithm using back-propagation neural network for
document categorization which, as is shown in article, solve problem with slowness
and involving into local minimum in case of common neural network algorithm.
The experimental results also shown higher categorization effectiveness.

Work [6] by Polajnar improves Explicit semantic analysis (ESA) method to
computing similarities between documents. Article provides two solutions for
integration of concept-concept similarities into the ESA model with promising
results.

Li use in [7] finds similarity between documents by content analysis. They use a
linked-based method based on random walk on graphs. Experimental study shows
good accuracy, performance and fast convergent-rate.

Islam presents in [8] a method for measuring the semantic similarity of texts
using a corpus-based measure of semantic word similarity. He also describes
modified version of Longest Common Subsequence string matching algorithm
which uses to support texts similarities. Experiment is although focused on short
paragraph, but should be applicable for long texts too. Experiments shown algo-
rithm is better then several competing methods.

Turney in [9] deals with semantic processing of text in Vector space models
(VSM). The work summarizes the literature in the field of semantic research in
VSM and provides a new perspective. Turney describes methods and approaches
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for three main VSMs classes, based on term-document, word-context, and
pair-pattern matrices.

Vikas in [10] compares coefficient for finding out the most relevant documents
by genetic algorithm. He tries Jaccard, Dice and Cosine coefficient for the given set
of keywords retrieved from Google search results. The experiment showed the most
relevant results were given by Cosine similarity coefficient followed by Dice and
Jaccard.

3 Features Extraction

For above mentioned three basic types of personality disorders we created basic
models in cooperation with a specialist. The basic models is consisted of keywords,
supporting phrases and reference text. The keywords are words which strongly
mean analyzed text showing signs of some kind of personality disorder. The words
are of negative meaning such as indecisiveness, withdrawal, loneliness. The sup-
porting phrases are more general in nature. They have no power as keywords,
according to them, we can determine whether a person has or does not have the
problem of psychological nature. They include phrases like: leave me alone, it’s
somehow turns out, I do not want to deal with. The reference texts are the full texts
in sentences, to illustrate how could the description of an individual personality
disorder appear.

After the first draft looking for similarities between the words of the text, we
decided to use approach based on machine learning algorithms. For this process is
necessary to select and extract the correct features of texts that are inputs to the
classifiers. Our chosen solution is shown in Table 1.

The features 1–3 means similarity value between compared self-essay and each
of three personality disorder models. Similarity is expressed as origin Dice coef-
ficient [11], Eq. 1.

dðA;BÞ ¼ 2
PjA\Bj

i¼1 ai
jAj[jBj ð1Þ

where A and B are sets of compared keywords, a is keyword, a 2 A\B; dy;i, is
difference between actual year and author’s publication of attribute ai.

Table 1 Model of extracted
feature used for classification

Feature no. Name

1–3 Keywords similarity

4–6 Support phrases similarity

7–9 Reference text similarity

10 Polarity
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The features 4–6 are again similarity, but for supporting phrases in reference
models, 7–9 means similarity between whole compared text and personality dis-
orders models’ reference texts. The last 10th feature represents polarity of text, the
sentiment in other words. All available compared texts had negative polarity, so we
assume one of the sign of personality disorder is negativity in user self-essay.

To obtain these features is needed to properly adjust the text yet. For this
purpose we use the library for Python NLTK [12] and a Czech text parser
Morphodita [13]. The text in the first step goes through natural language pro-
cessing. Firstly, we prepare text for following Morphodita parser to get better
results. The excess blank spaces and special characters are removed, possible errors
in text, like missing comma accents characters, are corrected. In next step modified
text is parsed by Morphodita. We retrieve information about structure of sentences,
lemmas, words’ part-of-speech, named entities and label whether examining word
is negated or not. During our examination we found that the decisive word and
phrases are often adjectives, verbs and adverbs, so for these the weight-term is
increased. The polarity is estimated by these acquired data. Before finding simi-
larities between reference models are removed stop-words, named entities as
Person, Place which could cause noise in the resulting comparison. Solving similar
problem with similar approach, but for Slovak language, is mentioned in work [14].

4 Self-essay Polarity

To determine polarity–sentiment of self-essay we continue are previous research
[2]. In the Czech language, we meet with ways to create sentences that complicate
the analysis of sentiment. These include the use of double negation, which turns the
original idea and gives it the opposite meaning. We use a lexicon approach in
combination with sentence analysis. The method is shown in Fig. 2.

Firstly we process text to be more unified, the steps described in previous
Chapter are used. We define three sets of words (lexicons): polarity phrases, po-
larity strengths and exceptions. The polarity phrases contains possible words and
phrases occurring in texts that describes the moods and feelings of people written in
the first person, so they could be considered as self-essays to identify personality
disorders. The second lexicon, polarity strengths, contains phrases with defined
strength of polarity. Values are in interval h�2; 2i where −2 is strongly negative
and 2 is strongly positive. For each found word or phrases in analyzed self-essay is
assigned the right value from lexicon. The last lexicon, exceptions, rules defines
exceptions for special cases appearing in Czech language. It is, e.g. double nega-
tion, where the rule switch found polarity to the other or shift it to another word.

The step of formula transformation is probably the most important in whole
algorithm. A sentence is transformed to formula which is later evaluated for the
polarity. In this phase the words and phrases are searched in the all three lexicons
and found expressions are evaluated for the final sentiment. The chance of finding
match between text and lexicons is increased by performed lemmatization. This
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step is very important especially for Slavic languages where inflection of words is
various. When the formula is evaluated polarity can be recognized. The result is an
polarity class which is based on polarity value from interval h�2; 2i and named as
megative2, negative1, neutral, positive1, positive2. There is also a list of all related
polarity classes. Unfortunately, from this results it can be difficult sometimes to
decide about polarity, so sometimes human intervention could be necessary.

5 Finding Personality Disorders

For finding and identifying the personality disorders in written self-essays we
choose a way of learning classifiers by training datasets. For this purpose we use the
Python library scikit-learn.1 The four classifiers were selected: Multi-Class Support
Vector Machine, k-Nearest Neighbors classifier, Decision Trees.

Fig. 2 Polarity analysis in
self-essays

1http://scikit-learn.org/.
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5.1 Multi-class Support Vector Machine

Support Vector Machine (SVM) [15] are supervised learning models with associ-
ated learning algorithms. The task classification SVM searches hyperplane in the
feature space optimally divides the training data. The optimal hyperplane is such
that the points located in the opposite half-space and the value of the minimum
distance points from the plane is the greatest. In other words, around hyperplane it
is on both sides of the widest streak without points (the maximum distance,
maximal margin). On description hyperplane simply the closest points which is
usually little—these points are called support vectors. This method is binary by
their nature, thus divides the data into two classes. Dividing hyperplane is linear in
the feature space.

Since we want to classify more than two classes, a special version Multi-Class
SVN [16] is used. In this case is created nclass � ðnclass � 1Þ=2 classifiers, where
nclass means number of classes.

5.2 K-Nearest Neighbors Classifier

K-Nearest Neighbors classifier (KNN) is a method of supervised learning, which
are classified elements represented by multidimensional vectors into two or more
classes. In the learning phase is pretreated training set, so that all symptoms had a
mean value of 0 and variance 1—This places each element of the training set to
some point in N-dimensional space. Classification stage will put the interviewee
element into the same space and find the nearest neighbors. The object is then
classified into the class where most of those closest neighbors.

5.3 Decision Trees

Decision Trees (DT) [17] are a non-parametric supervised learning method used for
classification and regression. are one of the most popular data mining techniques.
The reasons for the application of these techniques are several. The main reason lies
in its clarity and ease of interpretability, which allows users to quickly and easily
evaluate the results and identify key items and retrieve interesting segments of the
cases. The aim of the decision tree is to identify the objects described by different
attributes to classes. We can imagine them as rows in a table, where each column of
attributes (color of eyes, length of the tail). Since it is a tree, the algorithm is very
fast. A decision tree must first create a set of given trained dataset.
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5.4 Naive Bayes

Naive Bayes (NB) [18] methods are a set of supervised learning algorithms based
on applying Bayes’ theorem with the naive assumption of independence between
every pair of features. NB learners and classifiers can be extremely fast compared to
more sophisticated methods. The decoupling of the class conditional feature dis-
tributions means that each distribution can be independently estimated as a one
dimensional distribution. This in turn helps to alleviate problems stemming from
the curse of dimensionality.

6 Experiments

Since we modified algorithm of polarity-sentiment analysis, especially change
content of lexicons, we had to verify ability of polarity decision, as well as abilities
of each classifiers.

6.1 Verifying Polarity-Sentiment Analysis

To test the polarity analysis, we used 100 real posts similar to self-essays. We
examined five levels polarity: negative2, negative1, neutral, positive1, positive2.
Results are in Table 2.

In the first column is retrieved polarity level. Last column is F-Measure result,
the popular measurement of a test’s accuracy which is defined in Eq. 2.

F ¼ 2� precision� recall
precisionþ recall

ð2Þ

The experiment showed slightly worse results compared to the results achieved
in the original article. This may be caused by using new lexicons, but will also play
the role of subjectivity that occurs when evaluating sentiment. Posts can be labeled
according to subjective opinion to a different level than it would be evaluated by
other person.

Table 2 Verification of
polarity analysis

Level F-measure (%)

Negative2 80

Negative1 73

Neutral 82

Positive1 72

Positive2 80
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6.2 Verifying Classifiers

At this early stage, we tested mentioned classifier to decide if compared self-essay
has signs of personality disorders and which type it has. For testing purpose were
chosen posts from online advice forum on web site ulekare.cz.2 We manually
selected 90 posts of them. Posts were divided into groups. The first group of 60
posts were texts which have replied by specialists containing possible diagnoses of
personality disorder. The second group contained 30 posts of texts which had
characteristics of self-essay, but were positive, without signs of personality disor-
ders. The posts were also written as self-essays, samples are very close to real data
which will be inputted in preparing web system (Table 3).

The trained dataset consists of 30 retrieved posts and next 10 real self-essays
obtained from specialist. The tested dataset contained 30 posts from web site ule-
kare.cz. The Table 4 describes results of first simple self-essay classification, if it
has any kind of personality disorder or was written by mentally healthy user.

In the first column is shown name of classifier method. The second column
describes how many of healthy self-essay were correctly detected. The third column
summarize number of correctly detected self-essays containing one of three per-
sonality disorders. The last column contains F-measure.

As the table shows, the best results reaches the SVN classifier with F-Mesaure
72 %. It correctly identified 21 of 30 healthy posts and 34 of 60 sick posts. The
second best result achieved NB with F-Mesaure equals to 69.1 %. The third was
K-NN with 67.7 % and last one is DT classifier with F-Measure only 54.8 %.

In the second phase we tested classifiers to verify an ability to deal with cate-
gorization of sick self-essay to the right personality disorder category. The same
classifiers were chosen. Results are shown in table

The first columns labels used classifier. In the second column is shown number
of self-essays which were identified to correct personality disorder category (one of
fear, procrastination and intolerance of uncertainty). The third column describes
wrongly categorized self-essays and in last column is again the F-measure of
classifier. The best results were given by SVN again. It correctly identified 44 from
60 self-essays with F-measure 73 %. Similar results were in cases in KNN and NB.

Table 3 Verification of
classifiers to identify types
of personality disorders

Classifier Correct
healthy

Correct
sick

F-measure (%)

SVN 21/30 34/60 72.4

KNN 20/30 31/60 67.7

NB 20/30 32/60 69.1

DT 17/30 27/60 54.8

2http://www.ulekare.cz/poradna-lekare.
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They returned 39 and 40 correctly identified personality disorders, F-Measure was
64 % for KNN and 65 % for NB. The worst result was returned by DT classifier,
but not so significantly as in the previous experiment. F-Measure was 61 %.

7 Conclusion

The main goal of this work was to create method to identify personality disorders in
self-essays, the texts summarizing feelings and mood of user. We have chosen a
different way of document classification. For features extraction are used similarity
with reference models by Dice coefficient and modified polarity-sentiment analysis
from our previous research. Identification of personality disorders were decided by
well-known classifiers: Multi-Class Support Vector Machine, K-Nearest Neighbors
Classifier, Decision Tree and Naive Bayes. In the case of modified sentiment
analysis success ratio stay around 72–82 % as in previous research. Slightly worse
results were caused by modified lexicons and subjective evaluation polarity of
tested posts. The identification of disorders was tested by real dataset of 90 posts
from online advice forum. Firstly was verified ability of recognition if tested
self-essay is or is not one with personality disorders. The best result achieved the
SVM with F-measure 72 %. Secondly, the categorization into individual personality
disorders was tested. From previous dataset were selected 60 sick posts and clas-
sified with same classifiers. The best one was again the SVM with F-Measure
around 71 %.

The next research will aim to increase the training dataset for classifiers and
improving and to improve the success rate of identifying the correct personality
disorders. We also want to continue in sentiment analysis and add more sophisti-
cated features for sentiment evaluation.
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Table 4 Verification of classifiers to identify healthy self-essays and personality disorders

Classifier Rightly identified Wrongly identified F-measure (%)

SVN 44 16 73

KNN 39 21 64

NB 40 20 65

DT 35 25 61
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Power System



Compare Different Recent Methods
and Propose Improved Method for Risk
Assessment of Damages Due to Lightning

Quyen Huy Anh, Le Quang Trung and Phan Chi Thach

Abstract This paper compares and analyzes the different methods of risk assess-
ment of damages due to lightning in IEC 62305-2 and AS/ANZ 1768 standards.
From there, proposes the improved method based on the calculation method rec-
ommended by IEC 62305-2 standard, with some additional and more detailed
calculation formulas proposed by AS/ANZ 1768 standard and the shielding factors
along the distribution line proposed by IEEE 1410 standard. The LIRISAS program
for calculating the risk of damages due to lightning is built on the proposed method,
has the reliable result, high accuracy and the user utility.

Keywords Risk assessment due to lightning � Damage caused by lightning �
Lightning protection

1 Introduction

Vietnam is a country which has monsoon tropical climate, so lightning activity is at
a high level and the risk of damage caused by lightning is very serious. Currently,
the selection of lightning protection solutions for structures mainly based on
experience and preliminary calculation, not based on the results of risk assessment
of damage due to lightning. In the world and our country there have currently
been a lot of standards and researches on risk assessment of damages caused by
lightning, such as: IEC 62305-2 [1, 8–10]; AS/ANZ 1768 [2]; BS EN: 62305 [4];
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NFPA 780 [5]; ITU-T K.39 [6]; QCVN 32:2011/BTTTT [7];…, each of which has
its own advantages, risk assessment approaches and ranges of applications. In
particular, the IEC 62305-2 standard and AS/ANZ 1768 standard are the most
generic and detailed. For appropriate lightning protection measures adequate to the
nature and current status of the structure, and lightning activity in the region. The
construction of improved method of risk assessment caused by lightning with the
detailed level of the input parameters shall be carried out to bring the accuracy
results and the reasonable solutions for lightning protection.

2 Comparison of Risk Components and Proposal
for Improvement

2.1 Risk Components Related to Injury to Living Beings
When Lightning Strikes to the Structure

1. Comparison of risk components related to injury to living beings when lightning
strikes to the structure (Table 1):

Where: RA, Rh are the risk of injury to living beings; ND, Nd are the number of
dangerous events due to flashes to structure; AD, Ad are the collection area for
flashes to structure; CD, Cd are the location factor; LA, δh are loss of human life; PA,
Ph are the probability of injury to living beings by electric shock due to touch and
step voltage; PTA is the probability reducing PA depending on protection measures
against touch and step voltages; pB is the probability of physical damage to a
structure, ph is the probability that lightning will cause a shock to human being; k1
is the reduction factor for structure lightning protection system; ps is the probability
of a dangerous discharge based on construction materials of the structure.

From the Table 1 above, we can see the difference in the calculation of the
probability of shock to living beings due to touch and step voltage (PA, Ph) when
lightning strikes to the structure. Whereas, in [2] with the additional probability of a
dangerous discharge based on construction materials of the structure (ps).
2. Proposal for improvement:

To increase the accuracy of the probability PA for risk component RA in [1], the
probability of dangerous discharge based on structure construction materials (ps)
should be added as follows:

PA ¼ k1 � Ph � ps ð1Þ

Table 1 Risk of injury to living beings when lightning strikes to the structure

IEC 62305-2 [1] AS/ANZ 1768 [2]

RA ¼ ND � PA � LA
ND ¼ NG � AD � CD � 10�6

PA ¼ PTA � pB

Rh ¼ Nd � Ph � dh
ND ¼ Ng � Ad � Cd

Ph ¼ k1 � ph � ps
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2.2 Risk Components Related to Physical Damages Due
to Lightning Strikes to the Structure

1. Comparison of risk component related to physical damages due to lightning
strikes to the structure (Table 2):

Where: RB, Rs are the risk of physical damage; ND, Nd are the number of
dangerous events due to flashes to structure; PB is the probability of physical
damage to a structure; LBi (i = 1,4) is the loss in structure related to physical
damage; Ps is the probability a direct strike to structure will cause physical damage,
δf is the damage factor for fire, kh is the increasing factor for fire and overvoltage; rp
is the factor reducing loss due to provisions against fire; rf is the reducing loss
depending on risk of fire; hz is the factor increasing the loss when special hazard
present; LF is the loss in the structure due to physical damage; nz is the number of
possible endangered persons; nt is the expected total number of person, tz is the time
in hours per year that persons are present in a dangerous place; kf is the reduction
factor for fire protection; pf is the probability that a dangerous discharge will initiate
a fire, explosion; k1 is the reduction factor for structure lightning protection system;
ps is the probability of a dangerous discharge based on construction materials of the
structure; Pewd is the probability that external wiring carries a surge from structure
that cause physical damage; ca is the value of animals in the zone; cb is the value of
the building relevant to the zone; cc is the value of the content in the zone; cs is the
value of internal systems; ct is the total value of the structure.

From Table 2 above, we can see the level of details when calculating the
probability Ps in [2] compared with the probability Pb selected from the table in [1].
However, the reduction factor for fire protection kf and the probability of lightning
discharges cause fire, explosion, mechanical destruction or chemical release pf in
[2] are corresponding to two coefficients rp and rf in equations of calculating
coefficient LBi in [1].
2. Proposal for improvement:

To increase the accuracy of the probability PB for risk component RB in [1], the
probability that external wiring carries a surge from structure that causes physical
damage (Pewd) and the probability of dangerous discharge based on structure
construction materials (ps) should be added as follows:

PB ¼ k1 � ps þPewd ð2Þ

Table 2 Risk of physical damage due to lightning strikes to the structure

IEC 62305-2 [1] AS/ANZ 1768 [2]

RB ¼ ND � PB � LBi; ði ¼ 1; 4Þ
LB1 ¼ rp � rf � hz � LF � nz=nt � tz=8760
LB4 ¼ rp � rf � LF � ðca þ cb þ cc þ csÞ=ct

Rs ¼ Nd � Ps � df � kh
Ps ¼ kf � pf � ðk1 � ps þPewdÞ
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2.3 Risk Components Related to Failure of Internal Systems
Due to Lightning Strikes to the Structure

1. Comparison of risk components related failure of internal systems due to
lightning strikes to the structure (Table 3):

Where: RC, Rw are the risk of failure of internal systems when lightning strikes
directly to the structure risk of physical damage; ND, Nd are the number of dan-
gerous events due to flashes to structure; PC, Pw are the probability of failure of
internal systems; LC is the loss related to failure of internal systems; δ0 is the
damage factor for overvoltage, kh is the increasing factor for fire and overvoltage;
PSPD is the probability reducing PC when coordinated SPD (surge protected devi-
ces); CLD is the factor depending on grounding and isolation condition, k1 is the
reduction factor for structure lightning protection system; ps is the probability of a
dangerous discharge based on construction materials of the structure; pi is the
probability of a dangerous discharge based on internal wiring type; k2 is the
reduction factor for isolation equipment on internal equipment; k3 is the reduction
factor for SPD on input of equipment, kw is the correction factor for impulse level of
equipment; Pewd0 is the probability that external wiring carries a surge from
structure that cause a damaging overvoltage to internal equipment.

According to [1, 2] and from Table 3 above, the probability PW in [2] is cal-
culated more detail when considering the factors such as: the probability of dan-
gerous discharge based on structure construction materials (ps); the probability of
dangerous discharge based on internal wiring type (pi); reduction factor for surge
protective device on input of equipment (k3); correction factor for impulse level of
equipment (kw) and probability that external wiring carries a surge from structure
that causes a damaging overvoltage to internal equipment (Pwedo).
2. Proposal for improvement:

When calculating the probability of failure of internal systems due to lightning
strikes to the structure PC in [1], the coefficients such as calculated probability Pw in
[2] should be added as follows:

PC ¼ 1� ð1� k1 � ps � pi � k2 � k3 � kwÞð1� Pewd0Þ ð3Þ

Table 3 Risk of internal systems due to lightning strikes to the structure

IEC 62305-2 [1] AS/ANZ 1768 [2]

RC ¼ ND � PC � LC
PC ¼ PSPD � CLD

Rw ¼ Nd � Pw � d0 � kh
Pw ¼ 1� ð1� k1 � ps � pi � k2 � k3 � kwÞð1� Pewd0Þ
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2.4 Risk Components Due to Lightning Strikes to and Near
Service Lines

1. Comparison of risk components due to lightning strikes to and near service lines
(Table 4):

Where: PU, PV, PW, PZ are the probability of injury to living beings, physical
damage, failure of internal systems due to lightning strikes to service lines and
failure of internal systems due to lightning strikes near service lines; PTU is the
probability depending on protection measures against touch voltages; PEB is the
probability reducing PU and PV depending on line characteristics and withstand
voltage of equipment when equipotential bonding is installed, PLD is the probability
reducing PU and PV depending on line characteristics and withstand voltage of
equipment when lightning strikes to service lines; CLD is factor depending on
shielding, grounding and isolation conditions of the line for flashes to a line; PSPD is
the probability reducing PC when coordinated SPD; k5 is the reduction factor for
sure protective device on entry point of service line; Pc1p, Pc1 are the probability
direct strike to overhead power line and to other overhead line will case a damaging
overvoltage to internal equipment; Pc2p, P2p are the probability direct strike to
underground power line and to other underground line will case a damaging
overvoltage to internal equipment; nohp, noh are the number of overhead power line
and other overhead line; nugp, nug are the number of underground power line and
other underground line; Pe0, Pe1 are the probability of dangerous discharge based
on external wiring type of power line and other line; Pe2 is the probability of
dangerous discharge based on external service type.

From Table 4, we can see that when calculating the probability of lightning
strikes directly and indirectly to service lines in [2], the number of overhead lines
noh and the number of underground lines nug connected to the structure should be
considered.
2. Proposal for improvement:

To increase the accuracy when calculating PU, PV, PW, and PZ, the number of
service lines should be added. The equations for calculating PU, PV, PW, and PZ for
overhead lines are defined as follows:

PU=oh ¼ PTU � PEB � PLD � CLD � noh ð4Þ

PV=oh ¼ PEB � PLD � CLD � noh ð5Þ

Table 4 The probability for the risk components when lightning strikes to and near service lines

IEC 62305-2 [1] AS/ANZ 1768 [2]

PU ¼ PTU � PEB � PLD � CLD

PV ¼ PEB � PLD � CLD

PW ¼ PSPD � PLD � CLD

PZ ¼ PSPD � PLI � CLI

Pc1p ¼ nohp � k5 � Pe0

Pc1 ¼ noh � k5 � Pe1

Pc2p ¼ nugp � k5 � Pe0

Pc2 ¼ nug � k5 � Pe2
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PW=oh ¼ PSPD � PLD � CLD � noh ð6Þ

PZ=oh ¼ PSPD � PLI � CLI � noh ð7Þ

And the equations for calculating PU, PV, PW and PZ for underground lines are
defined as follows:

PU=ug ¼ PTU � PEB � PLD � CLD � nug ð8Þ

PV=ug ¼ PEB � PLD � CLD � nug ð9Þ

PW=ug ¼ PSPD � PLD � CLD � nug ð10Þ

PZ=ug ¼ PSPD � PLD � CLI � nug ð11Þ

2.5 Shielding Factor for Calculating the Number
of Lightning Strikes to and Near the Overhead Service
Lines

1. Shielding factor in IEEE 1410 [10]:
When calculating the number of lightning strikes to and near the overhead

service lines NL and Nl, in [1]. The coefficients such as: installation factor Cl;
environmental factor CE, and line type factor CT as in Eqs. (12) and (13) are
mentioned.

NL ¼ NG � AL � Cl � CE � CT � 10�6 ð12Þ

Nl ¼ NG � Al � Cl � CE � CT � 10�6 ð13Þ

Where: NG is the lightning ground strikes density (strikes/km2/year); AL is the
collection area for strikes to the service lines (m2); Al is the collection area for
strikes near the service lines (m2).

However, environmental factor CE in Eqs. (12) and (13) without reference to the
terrain where the service lines go through as: the pole height h, the horizontal
distance between the outer wires b and shielding factor Sf of the object height H, the
distance to the service line x (Fig. 1), and in this case, the number of lightning
strikes directly to line service follow [3] is determined by equation:

NL ¼ NG � Cf � 10�6 ð14Þ
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Where: Cf is the reduction factor due to the shielding of the objects near the line.
Cf is defined as follow:

Cf ¼ ðbþ 28h0:6Þ10�1ð1� Sf Þ ð15Þ

2. Proposal for improvement:
To improve accuracy when calculating the number of lightning strikes directly

and indirectly on the overhead service lines, coefficient CE in (12) and (13) should
be replaced by the coefficient Cf defined in (15). The number of lightning strikes to
and near overhead service lines is defined by the following equations:

NL ¼ NG � AL � Cl � Cf � CT � 10�6 ð16Þ

Nl ¼ NG � Al � Cl � Cf � CT � 10�6 ð17Þ

3 Calculate the Risk of Damages Due to Lightning
by Improved Method

3.1 The Program Calculates the Risk of Damages Due
to Lightning LIRISAS

The program calculating the risk assessment of damages due to lightning LIRISAS
is built on the basis of improved method of risk assessment in Sect. 2. Flowchart of
the program is shown in Fig. 2.

In LIRISAS program, the user enters the structure dimensions, the lightning
ground strikes density, number and length of service lines connected to the struc-
ture; and allows users to choose the types of structure risk assessment needed
correspond to the types of damage, the elements of environmental conditions,

2h 2h
2H

b

h h

H

x

Sf

Fig. 1 Shielding power line by nearby object
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construction materials, fire prevention and protection measures, the existing light-
ning protection measures… the program will calculate the results of risk of damage
caused by lightning for the structure.

3.2 Case Study

• Calculation of risk assessment of damage due to lightning for a commercial
building (Fig. 3) in Ho Chi Minh City.

• Structure dimensions: 20 × 15 × 35 m
• Lightning density: 12 (strikes/km2/year) [11], no other buildings nearby.
• Power line has a length of 200 m, overhead; telecommunication cable has a

length of 1000 m, underground.

The results of risk of damage caused by lightning for risk of loss of human life in
structure R1 and risk of loss of economic value in structure R4 are calculated by IEC
62305-2 and LIRISAS program as follow:

Identify the types of loss relevant to the structure

Identify the structure to be 
protected

For each type of loss determine the tolerable risk RT

For each type of loss, identify and calculate the risk 
components RA, RB, RC, RM, RU, RV, RW, RZ

R > RT

Intall adequate protection measures to reduce R

Structure protected for this type of 
loss

Yes

No

Fig. 2 Flowchart of the program calculates the risk assessment of damage due to lightning. Note
RT is the tolerable risk; RA is the risk of injury to living beings, RB is the risk of physical damage,
RC is the risk of failure of internal systems when lightning strikes directly to the structure; RM is the
risk of failure of internal systems when lightning strikes near the structure; RU is the risk of injury
to living beings, RV is the risk of physical damage, RW is the risk of failure of internal systems
when lightning strikes directly to the service lines; RZ is the risk of failure of internal systems when
lightning strikes near the service lines; R is the total value of risk
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From Table 5, the results of risk assessment are calculated by LIRISAS program
are lower than 26.2 % for R1 and 12.95 % for R4 compared with the results
calculated by IEC 62305-2.

4 Conclusions

The paper compared different calculation methods of risk assessment of damage
due to lightning in IEC 62305-2 and AS/ASZ 1768. The proposal for improving the
accuracy level of the probability coefficient for risk components in IEC 62305-2
based on additional coefficients such as: the probability of dangerous discharge
based on structure construction materials; the probability that external wiring carries
a surge from structure that causes physical damage; number of incoming services
line; shielding factor according to IEEE 1410 standard has also been added in the
calculation of the number of lightning strikes directly and indirectly to the overhead
service lines.

The improved calculation method of risk assessment caused by lightning has
lower results with greater detail than the previously methods. It appears from this,
the investment costs for lightning protection system will be reduced, while ensuring
the technical requirements for structures against lightning.

Power line (overhead)

LP = 200 m LT = 1000 mW = 15m

H = 35 m

Telecom line (under ground)

Fig. 3 The structure need to assess the risk of damage due to lightning

Table 5 The risks of value of the building

Type of risk of damage IEC 62305-2 [1] LIRISAS Tolerable risk RT

R1 1.24 × 10−4 3.25 × 10−5 10−5

R4 0.255 0.222 10−3
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LIRISAS program built to support the risk assessment calculations for damage
caused by lightning with intuitive interface helps users easily manipulated, for
quick and more accurate results.
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An Improvement Forward Floating
Search Algorithm for Feature Selection
in Power System Transient Stability
Classification

Ngoc Au Nguyen, Huy Anh Quyen, Trong Nghia Le
and Thi Thanh Binh Phan

Abstract This paper proposed feature selection algorithm in power system tran-
sient stability classification. Feature selection is a very important stage aimed at
reducing a number of features, retaining distinctive features to reduce memory,
increasing identification accuracy. The proven effectiveness of Improvement
Forward Floating Search algorithm (IFFS) was compared with Sequential Forward
Selection (SFS), Sequential Forward Floating Selection algorithm (SFFS) and
Relief algorithm through analysis of results in power system transient stability
classification using K-Nearest Neighbour (K-NN) on IEEE 30-bus standard power
network. The analytical results showed that the IFFS achieved effective reduction
features and recognition accuracy higher than other methods.

Keywords Classification/pattern recognition � Feature selection � Power system �
Sequential forward selection

1 Introduction

Large oscillations of power system transient stability state were caused by faults
that must be treated quickly so that the power system can be brought back to
stability more easily. The problem of transient stability is usually divided into two
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main categories [1]: assessment [2] and prediction [3]. The key question in transient
stability prediction is: the transient swings are finally ‘Stable’ or ‘Unstable’ [1, 3,
4]. Pattern recognition or classification method is one of the methods that can meet
this requirement and has received great attention of researchers in recent years [1, 3,
5, 6]. However, the recognition system can work quickly, the first thing is to handle
features that aim to reduce feature subset size.

Feature selection is actually feature reduction that helps reducing computer
memory, improving recognition accuracy and speeding prediction up. In [3]
applied ranking method (R) and SFS, sequential backward search (SBS) with
distance function Fisher, Divergence and weighting method relief. The Relief
algorithm is weight method. Features were ranked in descending order then the
top of features was selected. The ranking method has advantages that are simple
calculations, but a good subset feature is not guaranteed to be formed by many
good single features. In [6] applied SFS for feature selection. Sequential search
algorithm includes SFS, SBS, SFFS and sequential backward sequential search
algorithm (SBFS). SBS started searching with whole feature set, so SBS has
difficulty in calculating the value of covariance matrix or even can not calculate
with a large number of features. SBFS is more complex than SBS. SFS is an
advantage over SBS because of starting with an empty feature set. During the
search, SFFS searches with forward and backward combination, so it can expand
more space search than the SFS. In [7], Authors proposed the IFFS algorithm. It
was improved from SFFS algorithm. The process backward of searching was
extended to finding and replacing a weak feature by a new good feature to
improving current subset feature.

The IFFS was presented in this paper as a new algorithm approach to feature
selection in power system transient stability prediction. Scatter matrix was chosen
as fitness function to driving search algorithm. This paper focused on the stage of
feature selection. The K-NN was chosen as the classifier. The K-NN participated in
the evaluating recognition accuracy stage. The IFFS was compared with the SFS,
SFFS and Relief algorithm. The study was done on IEEE 30-bus power network
with the support of simulation software PowerWorld 18.

2 Method

2.1 Scatter Matrix [8, 9]

Let the n data samples be x1, x2,…, xN; n = [1, N]. The sample covariance matrix,
Sm, is given by (1):

Sm¼ 1
N

XN
n¼1

ðxn �m)(xn �m)T ð1Þ
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SW, within-class scatter matrix, is:

Sw ¼ 1
N

Xc

i¼1

Ni

N
Si ð2Þ

Si ¼ 1
Ni

X
xn2c

ðxn �miÞðxn �miÞT ð3Þ

Goal is to find a feature subset for which the within-class spread is small and the
between-class spread is large. The fitness function is:

J¼ trace S�1
w Sm

� � ð4Þ

Where: m is the sample mean of all data; mi is the sample mean of class ci; c is the
number of class; Ni is the number of sample mean of class ci; N is the number of all
samples; Si is the covariance matrix for class i. The value of J is bigger means that
the feature subset is more important. The selected feature subset meets maximum
fitness function.

2.2 IFFS Algorithm

Search strategy is divided into a global search and local search. An advantage of
global search algorithm is that get an optimal result, but it is not feasible to a large
feature set. A sequential search algorithm will spend less time searching because the
search process is not through an entire search space.

The SFS begins with an empty set (k = 0), adds one feature at a time to selected
subset with (k + 1) features so that the new subset maximizes a fitness function J
(k + 1). It stops when the selected subset meets the d desired number of features,
k < d.

The SBS method begins with all input features D (k = D), removes one feature at
a time to selected subset with (k − 1) features so that the resultant subset maximizes
a fitness function J(k − 1). The algorithm stops when the resultant feature set get the
d desired number of features, k < d. It stops when the selected subset meets the d
desired number of features, k < d.

The SFFS is one of two algorithms of Floating Search Algorithm that are SFFS
and SBFS. The SFFS starts with an empty feature set and uses the SFS to add one
feature at a time to the selected feature subset. Every time a new feature is added to
the current feature set, the algorithm tries to backtrack by using the SBS algorithm
to remove one feature at a time to find a better subset. The algorithm terminates
when the size of the current feature set is larger than the d desired number of
features. It stops when the selected subset meets the d desired number of features,
k < d.
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That the IFFS improved the SFFS algorithm proposed in [7]. The IFFS starts
with an empty feature set and It stops when the selected subset has the d desired
number of features, k < d. The SFS was using to add one feature at a time to
selected good feature. However, The IFFS is not only applying SBS but also
replacing the weak feature in the currently selected feature subset.

This is the following notation in describing the algorithm to select the best subset
of d features from the set X of D features.

• X: the set of all D features.
• SET: the current feature subset.
• k: the number of feature in SET.
• Xk: the subset of k features selected by the IFFS algorithm.
• Jk: the value of the fitness function J of Xk.
• d: desired number of features.

The IFFS algorithm follows [7]:
Begin
k = 0, SET = ∅, Jk = 0 for k = 1:D.
Step 1 Adding a feature to the current feature subset: Use the SFS algorithm to

add a feature SET and increase k by 1. If k > d, terminate of the algorithm.
Otherwise, compute J for new SET. If J(SET) > Jk, set Xk = SET and Jk = J(SET),
else set SET = Xk.

Step 2 Checking if backtracking with searching inside current subset: Remove
the weak feature xj in SET i.e. the one such that J(SET\xj) = max1≤i≤k(SET\xi). That
is, removing xj from SET gives the largest J value of all the resulting subset of
(k − 1) features. If J(SET\xj) > Jk−1, decrease k by 1 and set SET = SET\xj, then set
Xk = SET, Jk = J(SET), and repeat Step 2. Otherwise go to Step 3.

Step 3 Checking if replacing the weak feature with searching outside current
subset: Generate k new feature subsets of k features SETo

i for i = 1:kSETo
i is found

by first removing the ith feature in SET and then using the SFS algorithm to add the
best new feature to each resultant feature subsets. Among these SETo

i, find the one
with the largest J value, call it SETo

s, i.e., JðSETo
sÞ ¼ max1� i� kJ SETo

ið Þ: If
J SETo

ið Þ [ Jk; set Jk ¼ J SETo
ið Þ and SET ¼ SETo

i and go to step 2; else go to
step 1.

2.3 Feature Set, Samples

General Description
The classifier-based power system transient stability can be formulated as a map-
ping yi = f (xi) after learning from a stability database D ¼ fxi; yigni¼1. Where: xi is
feature; it is n-dimensional input vector that characterizes the system operating
state; and yi is output vector. The feature subset selection consists of selecting a
d dimensional feature vector z, d < n; The d selected features represent the original
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data in a new knowledge base Dnew ¼ fzi; yigdi¼1, and the new mapping
ynewi = fnew(zi).

Initial feature set selection
A large number of samples are generated through off-line simulation and the stable
status was evaluated for each fault under study. Data for each bus or line fault
occurring in the test systems are recorded in which samples of data are kept in a
database.

The input is the vector of system state parameters that characterize the current
system state. Fault-on features are variables that characterize at fault-on state of
power system occur such as voltage drops in the nodes, changes in nodal powers, in
power flows in transmission lines, in powers of generators [4, 10].

Vector output features represent the stable conditions of the power system. The
output variables are assigned to label binary variable y{1, 0}. Class 1{1} is stable
class and class 2{0} is unstable class.

Simulating observation results, if the angle of the relative rotor generators is
larger than 180° then the system is ‘Unstable’, and less than 180° then the system is
‘Stable’ [3, 6]. The corresponding data will be put into unstable and stable class.
For each considered load samples, the generator sample has been get accordingly
by running optimal power flow (OPF) tool in PowerWorld software. The data set is
normalized before training.

Classification accuracy
To test the studied methods without loss of generality, the database is randomly
partition into k subsets that are D1, D2,…, Di,…, Dk, each equal size. The model is
trained on all the subsets except for one that is tested to measuring of validation
accuracy. Training and testing is performed k times. The validation accuracy or
classification rate is computed for each of the k validation sets, and averaged to get
final cross-validation accuracy. Classification rate of training or testing is deter-
mined by the formula (5):

r ð%Þ ¼ nr
N

� 100 ð5Þ

Where: nr is an accurate number of samples for training or testing; N is a total
number of samples for training or testing.

3 Results and Discussion

3.1 Feature Set and Samples

The IFFS was tested on the IEEE 30-bus scheme. It includes 30 buses, 21 loads,
6 generators. This is well-known diagram. It can also be downloaded from the
website [11]. Off-line simulation was implemented to collection data for training.
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Load levels is (20–160) % base load. Setting fault clearing time is 50 ms [12] with
three-phase fault at buses and along transmission lines.

Input and output features are x{ΔVbus, ΔPload, ΔQload, ΔPflow, ΔQflow, ΔPge,
ΔQge} and y{1,0}. Total of input variables is 166(30 + 21 + 21 + 41 + 41 + 6 + 6),
and two output features.

From simulated results, there were 463 samples with 305 stable samples and 158
unstable samples. Full feature set was randomly divided into ten feature subsets.
Each training subset had 363 samples (230 stable samples, 133 unstable samples).
Each testing subset had 100 samples (75 stable samples, 25 unstable samples).

3.2 Results

In this paper, IFFS, SFFS, SFS and Relief were four feature selection approaches
that were tested to comparing of feature subset selection results. From full feature
set, each feature subset selection method had 8 feature subsets that were found.
Sizes of each subset were from 8 features to 15 features.

The K-NN was chosen for the experiments. We used k = 1 in K-NN (1-NN) to
simplify the evaluation process.

Programs were performed by laptop with CPU Intel CoreTM i3-380 M, 2 GB
DDR3 Memory, 500 GB HDD.

Figure 1 showed the average classification rate results obtained by four feature
selection methods. Table 1 showed the highest average classification rate of four
feature selection methods corresponding feature subset sizes. Table 2 showed the
average time calculation of three feature selection methods corresponding feature
subset sizes of ten, and 166 features with Relief method. Table 3 showed the
average classification rate results of the IFFS method corresponding feature subset
sizes of ten and full 166 features of feature set.

8 9 10 11 12 13 14 15
0.92

0.93

0.94

0.95

0.96

0.97

Feature (d)

C
la

ss
ifi

ca
tio

n 
ra

te
 (

%
)

IFFS

SFFS
SFS

Relief

Fig. 1 The average
classification rate results of
feature selection methods

172 N.A. Nguyen et al.



3.3 Discussion

Figure 1, in the size range from 8 to 15 features of each subset showed that the IFFS
algorithm yielded the highest recognition accuracy with the smallest feature subset
size compared with others.

Table 1, the average classification rate was 96.8 % with the 10 selected features
of the IFFS, 96.6 % with the 11 selected features of the SFFS, 96.7 % with the
selected 11 features of the SFS, 94.9 % with the 15 selected features of the Relief.
The Relief method had the lowest classification rate.

Table 2, time calculation of the IFFS was longer than others. Time calculation of
SFS was shorter than others.

Table 3, comparing with all features set, the average classification rate of the 10
selected feature subset of the IFFS increased by 0.2 % and the number of features
decreased by 16.6 times. This shows that the IFFS algorithm removed the weak and
noisy features improving recognition accuracy.

With 10 selected features of the IFFS, the average of classification rate got
96.8 %. This result was also considered acceptable for some studies applying
pattern recognition to power system stability. For instance, the expected value in
[10] accepted 90 % or more, in [3] 94–97 %, in [1] 95 %.

Table 1 The highest average
classification rate of feature
selection methods

Algorithm r (%) d (Feature)

Relief 94.9 15

SFS 96.7 11

SFFS 96.6 11

IFFS 96.8 10

Table 2 Time calculation of
feature subset selection

Algorithm Time (s) d (Feature)

Relief 4.16 Ranking, 166

SFS 0.68 10

SFFS 1.17 10

IFFS 14.5 10

Table 3 The average
classification rate results

Algorithm d (Feature) r (%)

IFFS 10 96.8

All features 166 96.6
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4 Conclusions

This paper proposed the use of the IFFS algorithm in power system transient
stability classification. Feature selection is aimed at reducing the number of fea-
tures, retaining distinctive features to reduce memory and increasing identification
accuracy.

The proven effectiveness of the IFFS was compared with SFS, SFFS and Relief
method through analysis of results in power system transient stability classification
using K-NN on IEEE 30-bus standard power network. The analytical results
showed that the IFFF achieved effective reduction features and recognition accu-
racy higher than other methods.

The number of features decreased by 16.6 times while the average classification
rate increased by 0.2 %. This showed that the IFFS algorithm removed the weak
and noisy features, improving recognition accuracy.
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Technical Efficiency
and Recommendations for Overcurrent
Relay Protection Setting

Tran Hoang Quang Minh

Abstract Among the relay protections, overcurrent relay protections have a large
proportion. To study, analyze and develop technical effect criterion for selection of
overcurrent relay protection settings (high-voltage lines) and technical efficiency
criterion for estimating this setting is main purpose of this paper. The probability
statistical algorithms are used to calculate the above criteria. Finally base on these
criteria, setting options and recommendations of overcurrent protection are given.

Keywords Technical effect � Technical efficiency � Overcurrent relay protection �
Setting � Criterion � Criteria

1 Introduction

In many years, probabilistic approaches, algorithms and methods for designing and
setting of relay protection and automation are developed [1, 2]. The latest works of
Fedoseyev A.M., Smirnov E.P. are based on the definition of efficiency of relay
protection [3–5]. In these materials the concept technical efficiency relay protection
is specified as the difference between the potentially possible effect p(A) (the
probability of faults on the protected object, which is designed to eliminate the
faults) and probability of losses P(Л). Losses of relay protections are formed as:
(1) refusals of work p(O) when faults are in the protected object, (2) excessive
actions P(И) when faults are in the external elements of the electrical network,
(3) false actions P(Л) when there are no faults at all. False actions are possible in the
working and abnormal modes. However there are problems of imposing appearance
different components of statistical data. Some data, for example, faults are mass
enough, but such events as refusals of operation relay protection, false actions at
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asynchronous modes, etc. are very rare. In this connection it is wrongful to use
statistical characteristics with different reliability in interesting criteria functional.
Therefore there is an actual problem of support statistical adequacy of all compo-
nents in considered functional.

The modern technical solutions in the construction equipment of relay protection
(differential protection, protection of lines with the information exchange) practical
completely eliminate these losses [6, 7]. However large number of these losses has
occurred in operating of overcurrent relay protection and distance relay protection.
Then the new algorithm for each stages settings of these relay protections is nec-
essary to provide and develop. For distance relay protection, analysis, algorithm
and recommendation for their setting are provided in many works [8–12]. In this
paper analysis, algorithm and recommendations for setting overcurrent relay pro-
tection with using criterion technical efficiency are provided, analyzed, developed
and calculated.

2 Main Part

2.1 Analysis Technical Efficiency of Overcurrent
Relay Protection

To calculate the technical efficiency of overcurrent relay protection is needed set-
ting values and probabilistic characteristics of regime (current distribution coeffi-
cients) for the transfer of electrical quantities at its own coordinates to the
neighboring previous and related network elements. For this purpose it is necessary
to provide and learn about analysis technical efficiency of overcurrent relay pro-
tections in electrical network. Developed a mathematical description of the tech-
nical efficiency and algorithms allows to produce mode-switching analysis of
technical efficiency of the line overcurrent relay protection in the area of
high-voltage network. This analysis (Fig. 1) shows the dependence of the technical
efficiency of the overcurrent relay protection on setting time and current setting and
their relations with setting overcurrent relay protection on previous lines. The
parameter of protected and previous lines in Fig. 1 is displayed in the form of
positive sequence resistance. The analysis for setting overcurrent relay protection is
illustrated in Fig. 1, which indicated:

S—The structure of the electrical network: (1) A, B, C, D—substation network;
(2) protected line№, previous line p and the previous to previous line pp; (3) 1, 2—
circuit breakers at the ends of lines; (4) e1,…, e6—electrical sources; (5) z1,…, z4—
resistance of other electrical sources; (6) OC1, OC2—bypass shunt connection of the
protected and the previous p lines.

T—change of the current (y-axis i) through the protection №1, p1, pp1 for faults
along the lines of the network (the x-axis—positive sequence impedance z1) and
temporal characteristics (second ordinate axis t) protection stages along the same
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lines as the weak bypass sources OC1 and OC2. Indicated on the curves and
straight lines: (1) letter i—currents with lower indices: max—the maximum, and
min—the minimum currents through protection №1, p1, due to regime-switching
state on the network; (2) the letter i—current setting with lower indices:№1, p1 and
superscripts: I, II, III, IV corresponding stages; (3) the letter t—setting the time with
the same subscripts: №1, p1 and superscripts: I, II, III, IV stages; (4) the letters zi
with the same subscripts №1, p1 and superscripts: I, II, III, IV stages—display
current settings in the coordinates of the positive sequence impedance z1 lines.

E—Change in the technical efficiency of I, II, III, IV stages overcurrent relay
protection №1.
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The solid lines in Fig. 1 shows the curves and straight lines for ordinary cases,
setting protection levels, points, dotted line—in the case of ordinary transfer set-
tings setting the second stage protection №1 short of the previous line. The network
shows only line, not transformers and auto-transformers because these not funda-
mentally affect to the discussed setting.

Based on the above, setting the first stage overcurrent relay protection without
communication channel and the second stage based on sensitivity is the best option.
The second option of setting overcurrent relay protection without communication
channel defined by setting of the second stage on the basis of sensitivity, and the
first stage by optimizing technical efficiency. Setting back-up stages according to
minimizing excessive action and technical efficiency.

2.2 Algorithm of Technical Efficiency

Technical effect and its components of overcurrent relay protection are given
below:

ð1Þ

The letter p designates probabilities of events: A—faults on a protected line,
O—operation refusals, И—excessive ations; Л—false actions.

1. For main stages of overcurrent relay protection:

ð2Þ

where №—overcurrent relay protection, m—main stages.
Probabilities faults p(AmÞ:

ð3Þ

where ω№—the flow parameter of interest fault types on the protected lines,
average detection fault duration of the main stages (substantially the setting time of
main stages).

ð4Þ

where p(1)—the probability of a single-phase faults; p(4)—the probability of the
two-phase ground faults; L—length of the line; x0—the probability of faults on the
100 km line length.
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Probabilities refusals of work

ð5Þ

Probabilities false actions.

ð6Þ

where R—type of the false actions
Excessive actions of the first stage

ð7Þ

where Д, O—joint action, refusals of protection for the 1pi-th elements, BК—faults
on the 1pi-th elements (Fig. 2).

The definition of conditional probabilities of the joint action, refusals of the
previous elements protections (first stage) are show in (7).

ð8Þ

where maximum (max) and minimum (min) are the maximum and minimum
boundaries of the first stage (protection of the protected line) in the space of each
the previous elements [13, 14].

The unconditional probability of the external faults at 1pi-th previous elements
determined by the product of the flow parameter fault on the

previous line and the average duration of detection (lock) fault channels of the
first stage (protection) of the previous line .
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Excessive actions of the second stage

ð9Þ

The definition of conditional probabilities of the joint action, refusals of the
previous elements protections (second stage) are show in (9).

ð10Þ

where maximum (max) and minimum (min) are the maximum and minimum
boundaries of the second stage (protection of the protected line) in the space of each
the previous elements (Fig. 2) [13, 14].

The unconditional probability of the external faults at 1pi-th previous elements
determined by the product of the flow parameter fault on the

previous line and the average duration of detection (lock) fault channels of the
second stage (protection) of the previous line .

2. For back-up stages of overcurrent relay protection:

ð11Þ

where the lower indexes: №—protected line, p—previous lines (elements), pp—
previous (elements) of previous lines (elements) (Fig. 1). The letter p designates
probabilities of events: A—faults on a protected line, O—operation refusals, И—
excessive actions.

Probabilities faults.

ð12Þ

where the flow parameter of fault types on 1pk-th line, and ,
average duration of detection (lock) fault channels of the back-up stages (third and
fourth stage time setting).

Probabilities refusals of work.

ð13Þ
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Probabilities false actions.

ð14Þ

where R—type of the false actions.
Mechanism of excessive actions of the back-up stages:

ð15Þ

2.3 Numerical Results

A numerical results with using the developed algorithms and packet simulation
program ARAM CZA (Russian Version) are shown below on the example of
the calculation and analysis of distance relay protection line 220 kV Substation
Surgust—Substation Contur (Overcurrent relay protection on side of the substation
Surgust) on Russian power system. The topology of the analyzed area is shown in
Fig. 3. Line p1, p2 and p3 are previous lines (the first periphery); pp1 and pp2 lines
are lines of second peripheral.

The settings of the overcurrent relay protection on the lines p1, p2, p3 are chosen
by the guidelines [1, 15, 16]. The maximum technical efficiency of overcurrent
relay protection №,1 by varying the settings are presented in the Tables 1 and 2.

Numerical results show that: setting overcurrent relay protection with criterion
technical efficiency is closed to and better than setting overcurrent relay protection
with [15, 16] (value technical efficiency is nearer to 1). For first and second stage,
from the results setting value can choose setting value of overcurrent relay pro-
tection from maximum value of technical efficiency.
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Fig. 3 The topology of the analyzed area
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2.4 Recommendations for Setting

On the basis of the analysis and criterion technical efficiency, the method of
selecting the settings presented below in the form of customization options. The
choice of a particular variant is due to the technical capabilities of its implemen-
tation and economic considerations.

Main stages
Option 1 In the previous short lines (short lines of the first periphery) is set relay

protection with the information exchange at the ends of these lines
(Relay protection with absolute selectivity) [1, 2]. Then, setting the
second stages of the protected line may not be consistent with the
previous lines, and it is selected on the basis of the conditions of
sensitivity

Option 2 On all lines of electrical network set overcurrent relay protection with
absolute selectivity [15]. Wherein the second stage are reserved for relay
protection with absolute selectivity. Settings such steps clearly and
logically selected based on the sensitivity or high technical efficiency

Option 3 The second stage are selected with sensitivity and the first stage with
maximum technical efficiency.

Table 2 Technical efficiency of the back-up stage distance relay protection №,1

Stage Setting
value (A)

Setting method Technical
efficiency

Sensitivity

III 896 [15, 16] 99.8727 1203
2292 ¼ 1:34

III 360 Criterion technical efficiency 99.8913 1203
2292 ¼ 3:34

IV 127 Criterion technical efficiency 99.9439 –

Table 1 Technical efficiency of the main stages overcurrent relay protection №,1

Stage Setting
value (A)

Setting method Technical
efficiency

Sensitivity

I 2292 [15, 16] 99.7881 1203
2292 ¼ 0:52

I 1830 Criterion technical
efficiency

99.8178 1203
2292 ¼ 0:65

II 1706
(Optimal)

Criterion technical
efficiency

99.8254 –

II 1500 Criterion technical
efficiency

99.7362 –

II 1000 Criterion technical
efficiency

80.7519 –
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Back-up stages
Setting back-up stages of overcurrent relay protection can be carried out both on the
basis of the criterion of technical efficiency, and on the basis of its components—the
minimum probability of excessive operations.

3 Conclusion

The main results obtained in the paper are as follows:

1. Analysis technical efficiency of overcurrent relay protection in connection with
electrical network regime is given.

2. In connection with the criterion of technical efficiency, the mathematical
description of the technical efficiency of overcurrent relay protection is
designed.

3. Based on regime analysis and mathematical description of the technical effi-
ciency, setting options and recommendations are proposed.

4. Numerical results in the paper is closed to and better than the results from the
analysis and the setting guide.

5. For future research, full mathematical algorithm and automatic program for
setting and estimating setting of overcurrent relay protection is necessary to
propose, develop and apply on electrical network.
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Enhanced Fault Ride-Through Capability
of DFIG Wind Turbine Systems
Considering Grid-Side Converter
as STATCOM

Tan Luong Van and Van Cuu Ho

Abstract This paper proposes a combined control strategy of energy storage
system (ESS) and braking chopper (BC) for fault ride-through (FRT) capability and
generated output power smoothening of the doubly-fed induction generator (DFIG)
wind power system. At the grid voltage sag, the DC-link voltage is controlled by
the energy storage systems (ESS) instead of the grid-side converter (GSC), whereas
the GSC is emploited as STATCOM to feed the reactive current into the grid for
purpose of the grid voltage recovery. The validity of the proposed system is verified
by simulation results for a 2-MW DFIG wind turbine system.

Keywords Braking chopper � DC-link voltage � Doubly-fed induction generator �
Energy storage system � Ride-through � Wind turbine

1 Introduction

Among various renewable energy sources, the wind power generation has been
concerned as one of the most rapidly growing energy sources. Compared to
fixed-speed cage-type induction generator wind turbines, the variable-speed
doubly-fed induction generator (DFIG) turbine systems provide the benefits of
more power extraction and less mechanical stress, while they give the lower system
cost and lower power losses in comparison with the variable-speed PMSG turbine
systems [1].

Recently, some countries have issued the dedicated grid codes for connecting the
wind turbine system to the electric grid [2, 3]. Also, the micro-grid and the
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smart-grid have been researched for managing the power efficiency [4, 5]. In these
systems, however, the grid voltage is much more fluctuated than that in the con-
ventional one. Thus, a ride-through control scheme is needed for the wind power
generation system in the grid abnormal conditions. For some national grid codes
[3], the wind power systems should stay connected to the grid for the grid fault
conditions. In the power system where the wind power generation is of a major
portion, the grid will experience the power outage if the wind farms trip off.
A diagram of the low-voltage ride-through (LVRT) requirements in which wind
turbines should remain connected for voltage sags is shown in Fig. 1 [3].

Several solutions have been proposed for the LVRTs in the variable-speed wind
turbine systems. For this purpose, a crowbar system containing an external resistor
is connected in the rotor-side of the DFIG to absorb the active power during the grid
fault [6, 7]. The wind turbine continues its operation to generate the active power,
whereas the reactive power or the voltage at the point of common coupling
(PCC) controlled by the GSC for the grid voltage compensation. In the case of a
weak grid and during a grid fault, however, the GSC cannot provide enough
reactive power or voltage support since the power capacity is small and there is the
risk of voltage instability. Also, the ESS added to the wind generation systems can
not only suppress the output power smoothening but also offer fault ride-through
capability [8]. However, the cost of the ESS is too high to solve this problem
practically. Moreover, a braking chopper (BC) with the low cost advantage and the
simple control has been employed for the LVRT in the PMSG wind turbine systems
[9, 10]. Nevertheless, the power quality at the output of the wind turbine systems is
not much improved since the BC can just dissipate the power without capability of
returning the power to the grid. Another method using the hybrid system of the ESS
and the BC has been introduced in [11, 12], in which the ESS (electric double-layer
capacitors (EDLC)) and the BC are connected to the DC-link side of the
back-to-back converter in a PMSG wind turbine system. With this method, the
power smoothening and fault ride-through can be achieved effectively. The ESS is
used to control the power which is absorbed from the system or released to the grid
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Fig. 1 Spanish grid code [3]. a Low-voltage ride-through requirement. b Reactive current
requirement
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for both normal and fault conditions. Meanwhile, the GSC is used to control the
DC-link voltage under both normal condition and grid sags and the power mis-
matched between the turbine and the grid-side are stored in the inertia by increasing
the generator speed. However, the amount of energy stored in the turbine inertia is
not so large, when the generator operates near the rated speed before the grid sags
happen.

In this paper, a novel method combining the BC and ESS is proposed for the
LVRT during the grid fault. By switching control mode, the ESS is used to control
the DC-link voltage of the back-to-back converters during the grid voltage sags,
instead of the GSC. The GSC is used to control the reactive current according to the
grid code requirements. Thus, the grid voltage can be recovered rapidly without an
external STATCOM after fault clearance. Also, the output power fluctuation of
wind turbine system in the steady state is smoothened by the ESS. The validity of
the proposed control algorithm is verified by simulation results.

2 Control of DFIG Wind Turbine

2.1 Control of RSC

The control block diagram of the RSC is shown in Fig. 2a. Under unbalanced grid
voltage sags, the dual rotor current controllers for positive-sequence dq-axis and
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negative- sequence dq-axis components are adopted for the RSC. The q-axis rotor
current reference of the positive-sequence component and the d-axis rotor current
reference of the positive-sequence component are determined by the stator active
power controller and stator reactive power controller, respectively. Therefore, the
stator active power reference is achieved from the appropriate MPPT method, while
the reference of the stator reactive power is set to zero. To eliminate the ripples in
the stator reactive power, its oscillating terms (see in [13]) must be nullified
(Q�

ss ¼ Q�
sc ¼ 0).

2.2 Control of GSC

The GSC controls the DC-link voltage, Vdc, to be constant under normal condition.
The cascaded control structure consisting of the inner current control loop and the
outer DC-link voltage control loop is employed [14, 15]. However, the DC-link
voltage is controlled by the ESS when the grid voltage sags happen. Thus, the GSC
is exploited as a STATCOM to provide the reactive current to the grid according to
the requirement of the grid code. For this reason, the control strategy of the GSC is
similar to the control of STATCOM in which the GSC operates as a current source
[16, 17].

In the case of unbalanced grid sags, the dual-current controllers for positive- and
negative-sequence components are adopted for the GSC. The control block diagram
of the GSC is shown in Fig. 2b. At normal operation, the current references for
positive- and negative-sequence current controllers are calculated from the output
of the DC-link voltage controller as shown in Fig. 2b [15]. At grid sags, this
DC-link voltage controller is deactivated and hence the GSC injects the reactive
current component to the grid. Thus, the reference of the active current component,
I þ

�
qe , is set to zero. In this work, the Spanish grid code as shown in Fig. 1 is referred.

The reactive current references, I þ
�

de , depends on the grid voltage drop levels, which
are expressed in Fig. 1b. The dq-axis current references of the negative-sequence
component, I�

�
dqe, are set to zero to eliminate the unbalanced current component

flowing into the grid.

3 Control of ESS and BC

The ESS is used to suppress the generator output power fluctuation under normal
condition by absorbing or releasing the pulsated power component from or to the
grid, whereas the ESS power reference, P�

ESS, is achieved through a high-pass filter
[18]. The ESS power is regulated by an outer PI regulator, whereas the superca-
pacitor current is controlled by an inner PI regulator.
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At grid sags, the DC-link voltage of the back-to-back converter is controlled by
the ESS instead of the GSC.

3.1 DC-Link Voltage Control

Neglecting the power losses of the converters and considering the active power
negligible flowing into the grid, the dynamic equation of the DC-link voltage is
expressed as

Pr � PBC � PESS ¼ 1
2
C
dV2

dc

dt
ð1Þ

where C is the DC-link capacitance, Pr is the rotor power, PBC is the power
dissipated by the BC, PESS is the power of the ESS computed from the ESS voltage,
VESS, and the supercapacitor current, IESS, as

PESS ¼ VESS � IESS ð2Þ

From (1), in order to keep the DC-link voltage as constant, the ESS should be
able to absorb the generator power fully. For this, selecting the rating of the ESS has
been described in detail in [19], in which the rating of the ESS is chosen 30 % of the
system power rating for reducing the total system cost.

From the control block diagram shown in Fig. 3, the controller output, I�ESS, is
given as

I�ESS ¼ Kp2ðV�
dc � VdcÞþ KI2

s
ðV�

dc � VdcÞþ Pr � PBC

VESS
ð3Þ

where Kp2 and KI2 are PI controller gains of the DC-link voltage control. By
expanding Taylor series of the DC-link voltage at operating point Vdc0

V2
dc ¼ V2

dc0 þ 2Vdc0ðVdc � Vdc0Þ ð4Þ

From (1)–(4), the equation of theDC-link voltage can be rewritten in “s” domain as

CVdc0sVdc ¼ �VESSKp2ðV�
dc � VdcÞ � VESS

KI2

s
ðV�

dc � VdcÞ ð5Þ

The transfer function of the voltage controller is obtained as

VdcðsÞ
V�
dcðsÞ

¼
VESSKp2ðsþ KI2

Kp2
Þ

s2 þ VESSKp2

CVdc0
sþ VESSKI2

CVdc0

¼
VESSKp2ðsþ KI2

Kp2
Þ

s2 þ 2nxnsþx2
n

ð6Þ
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where ξ and ωn are the damping ratio and natural frequency, respectively.
It is indicated in (6) that the transfer function has a zero and two poles, which

they are located in left-half plane. Hence, the control stability is achieved. In this
work, the poles of the transfer function are selected as s1;2 ¼ �40� j40 by a
trial-and-error method, from which the PI controller gains are computed as Kp2 = 10
and KI2 = 800.

3.2 Super-Capacitor Current Control

To set up the current control law for the DC/DC converter, a voltage across the
inductance, VL, is investigated. The dynamic equation of the inductance voltage is
described as

VL ¼ Lf
dIESS
dt

¼ DESSVdc � VESS ð7Þ

where Lf and DESS are the boost inductance and duty cycle, respectively.
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As shown in Fig. 3, the output of the current controller, V�
L , is given as

V�
L ¼ Kpc I�ESS � IESS

� �þ Kic

s
I�ESS � IESS
� � ð8Þ

where Kpc and Kic are the proportional and integral controller gains of the current
control, respectively. In this research, the PI controller gains are selected as Kpc ¼
14:21 and Kic ¼ 803:87.

The error signal between the super-capacitor current and the current reference is
processed to produce a voltage across the inductance, VL [20], which is the output
of the super-capacitor current controller as shown in Fig. 3. The duty cycle, DESS, is
calculated by

DESS ¼ VESS þV�
L

Vdc
ð9Þ

As shown in Fig. 3, the gating signal for switches S1 and S2 are produced by
comparing the duty cycle with the carrier waveform of 2 kHz.

3.3 BC Control

During the grid voltage sags, the ESS may not absorb the full generator power, and
then the BC will be activated to dissipate the rest of the power, PBC as

PBC ¼ Pr � PESS ð10Þ

As shown in Fig. 3, the BC is controlled by the switch S3. The duty ratio D3 for
the switch depends on PBC, which is expressed as

D3 ¼ RBC

V2
dc

PBC ð11Þ

where RBC is the braking resistance.

4 Simulation Studies

PSCAD simulations have been carried out for a 2-MW DFIG wind turbine system
to verify the feasibility of the proposed method. For WT: R = 44 m;
ρ = 1.225 kg/m3; λopt = 8. For the DFIG: the grid voltage is 690 V/60 Hz; the rated
power is 2 MW; Rs = 0.00488 pu; Rr = 0.00549 pu; Lls = 0.0924 pu;
Llr = 0.0995 pu; and J = 200 kg m2.
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Figure 4 shows the performance of the GSC at voltage sags. Figure 4a shows the
grid voltage, where three grid-phase voltages drop to 40, 40, and 100 %, respec-
tively during 0.25 s. The q-axis grid current of the positive-sequence component is
shown in Fig. 4b, in which it becomes zero during the grid sag since no active
power flows into the grid. The reactive current component is injected to the grid as
shown in Fig. 4c. The negative-sequence components of q- and d-axis GSC currents
are shown in Fig. 4d, e, respectively, in which they are controlled to zero to obtain
the balanced GSC current as shown in Fig. 4f.

Figure 5 shows the response of DFIG wind turbine system under unbalanced
grid voltage. The stator and rotor power of the DFIG are shown in Fig. 5a, b,
respectively. Due to the reduction of generator power reference, the power differ-
ence between the turbine and DFIG power accelerates the system. During the grid
faults, the rotor speed is increased, as shown in Fig. 5c. The active power produced
from the GSC is shown in Fig. 5d. As illustrated in Fig. 5e, the generator torque is
also reduced and fluctuated due to the unbalanced grid sags.

Figure 6 shows the performance of the ESS and the BC. The DC-link voltage is
controlled well as shown in Fig. 6a, in which its transient value is less than 3.2 %.
Figure 6b shows the ESS powers, in which the control performance is good for
normal condition. When the grid fault occurs, the power controller is deactivated
and the power is absorbed by the ESS as seen in Fig. 6b to keep the DC-link
voltage. The current control performance is shown in Fig. 6c. Since the ESS is not
able to absorb the full generator power, the rest of the power is dissipated by the
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BC, in which the BC current is shown in Fig. 6d. The super-capacitor voltage is
increased as shown in Fig. 6e.

Figure 7 shows the comparison of the DC-link voltage control between the
existing method suggested in [18] and the proposed one. The three-phase voltage
interruption is considered as shown in Fig. 7a. It can be seen in Fig. 7b that, at this
fault, the DC-link voltage can not be controlled well by the grid-side converter.

*
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(a) (d)

(b) (e)
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Fig. 5 Generator performance under unbalanced sag. a Stator power (MW). b Rotor power (MW).
c Generator speed (rpm). d Active power produced from GSC (MW). e Generator torque (pu)
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The DC-link voltage is increased by about 5.8 % and includes high ripples during
the grid fault. With the suggested method, however, the DC-link voltage is con-
trolled well by the ESS, which is shown in Fig. 7c. The increase of the DC-link
voltage is less than 3.2 %.

By switching mode 1, Fig. 8 shows the response of the system when the wind
speed varies as shown in Fig. 8a. The super-capacitor will absorb or release the
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high-frequency components of the power, which are obtained through the high-pass
filter with the cut-off frequency of 0.628 rad/s. The fluctuated components of the
generator power is alleviated before delivering to the grid. Thus, the grid power
becomes smoother than the generator power as shown in Fig. 8b. The performance
of the super-capacitor is shown in Fig. 8c–e. Figure 8c shows the performance of
the power controller and the fluctuated component of the generator power. The
performance of current controller is good as shown in Fig. 8d. During the operation,
the super-capacitor voltage varies as shown in Fig. 8e.

5 Conclusions

This paper has proposed a method which combines the ESS and the BC for the
LVRT in DFIG wind turbine systems. The DC-link voltage is controlled by the
ESS, where the GSC is used as STACOM to control the required grid reactive
current to able to comply with the grid code. For this, the grid voltage can be
recovered rapidly without the added STATCOM after fault clearance. Also, the
output power fluctuation of wind turbine system operating in steady state is
smoothened by the ESS. The validity of the proposed control algorithm is verified
by simulation results.
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The Solar Collector and Thermal Storage
System Using High Temperature Oil

Nguyen Dao, Nguyen Quang Dung and Nguyen Bon

Abstract While solar energy has very large potential in Vietnam, its exploitation
and using remain limited. This paper introduces a solar-thermal accumulator using
hot oil and proposes theoretical basis to calculate, and design equipment with
specific data. This framework could help fabricate a thermal storage system by
using solar energy, which provides heat for living and industry. This research also
introduces an approach to save energy by building a container with minimum area
and a method to calculate the thickness of heat insulation with required accuracy.
These methods simultaneously provide safe solutions in design and operation of
this solar-thermal accumulator.

Keywords Solar energy � Solar thermal accumulator � Solar storage system �
Solar collector � Parabolic trough collector � Solar tracking system

1 Introduction

At present, the increasing demand for energy, the continuous reduction in existing
sources of fossil fuels, and the growing concern regarding environment pollution
have pushed mankind to explore new technologies for the production of energy
using clean, and renewable sources, such as solar energy, wind energy, etc. Among
the non-conventional, renewable energy sources, solar energy is the best candidates
for massive energy production.
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Solar energy can be directly converted into electricity (by means of photovoltaic
cells) or thermal energy (by means of solar thermal collectors). The temperature
level achieved when converting solar radiation into thermal energy depends on the
type of system which is used for the conversion. Parabolic-trough collectors can
produce hot water or air to 400 °C [1]. Though this temperature value is an
approximation, it gives a good idea about the typical temperature range for the
system mentioned.

Compared to a fixed trough, a parabolic trough driven by a solar tracker is kept
under the best possible insolation for all positions of the Sun, as the light falls close
to the geometric normal incidence angle. Automatic solar tracking systems (using
light intensity sensing) may boost consistently the conversion efficiency of a
parabolic trough, thus in this way extract more energy from the sun [2–4]. Among
the proposed solar tracking systems for improving the efficiency of solar energy
receiving, we can mention single-axis solar tracking [5].

2 A Proposed Solar Thermal Storage System
Using Hot Liquid

The sun is a source of immense, and endless renewable energy. However, the
instantaneous intensity radiation through the atmosphere to the ground Et sð Þ ¼
Ensinð2pssn Þ is small, and discontinuous, so it is difficult to create high energy, and use
in the factory at night [6, 7].

To overcome the disadvantages and expand the range of applications of solar
energy, we propose a solar collection and storage system as described in Fig. 1. In
that system oil is heated by solar radiation to a temperature of t > 200 °C, by the

1 n- 1 n

7

1
2

3

6 5 4

Fig. 1 A proposed design of solar thermal storage system using hot liquid. Where: 1—oil heater;
2—oil hot container; 3—oil boiling container; 4—water boiler; 5—fried equipment; 6—oil cold
container; 7—oil pump
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parabolic trough 1, then heat is stored in the accumulator overnight and provide for
life or production (4) and (5) when needed. The input parameters for design of solar
thermal collector, and storage system are shown in Table 1.

3 Base Design of Solar Collector Parabolic Trough

3.1 Determining the Temperature Distribution Function

The temperature distribution function over time t(τ) of oil from the heating pipes in
the parabolic collector, with a structure and parameters given in Fig. 2, could be
determined according to the heat balance equation for oil during ds 2 ½s� sþ ds�
has form [8]:

dQ1 ¼ dIm þ dIG þ dQ2; ð1Þ

or e F1DþF2D
3RþF3RD

� �
En sin xsð Þds=Re; ðJ): ð2Þ

After transform T sð Þ ¼ t sð Þ � t0 and set (operator A,Bmeans set A ¼ B):

a ¼ eEn F1DþF2D3RþF3RDð Þ
qVCp

¼ p
C
; ðK/s); ð3Þ

Table 1 Input parameters for
design [8]

No Parameter Symbol Value

1 Density of oil ρ 756 kg/m3

2 Heat capacity of oil Cp 2482 J/kg K

3 Inlet temperature of oil to 27 °C

4 Boiling temperature of oil ts 340 °C

5 Diameter of oil pipeline d1 0.03 m

6 Diameter of glass shield
pipeline

d2 0.04 m

7 Radius of parabolic
contour

R 0.6 m

8 Length of parabolic
semi-cylinder

L 2 m

9 Solar absorption
coefficient

ε 0.95

10 Clarity of glass D 0.95

11 Mirror reflectivity R 0.94

12 Maximum radiation
intensity

En 940 W/m2

13 Day cycle sn 24 h
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and b ¼ 1
qVCp

GCp þ L
Rc

� �
¼ W

C
; ðs�1Þ; ð4Þ

then the system of equations for determining T (t) is:

T
0
sð Þþ bT sð Þ ¼ a sin xsð Þ; x ¼ 2p=sn; ðrad/s)

T 0ð Þ ¼ t 0ð Þ � T0 ¼ 0

�
ð5Þ

Integral equations t will receive the function of oil temperature:

T sð Þ ¼ affiffiffiffiffi
b2

p
þx2

sin xs� artg
x
b

� 	
¼ t sð Þ � t0; ðoC): ð6Þ

3.2 Determining Parameters of the Heating Process

We could determine all specific parameters of the heating process of the solar heat
collector by investigating the function T sð Þ. The main parameters are as follow [8]:

Maximum temperature: tm ¼ affiffiffiffiffiffiffiffiffiffiffi
b2 þx2

p þ t0, when sin 2ps
Tt

� artg x
b

� �� 	
¼ 1, it

means when sm ¼ sn 1
4 þ 1

2p artg
x
b

� �
; sn ¼ 24 h:

2rL,fR

f h=
r 2

/4
f

d 2 D

d1 ε
α , t o

F 2

F 1

ρC p to ts

GCpto

t (τ ) r

E n sin (ωτ )

Fig. 2 Dimension of solar
collector parabolic trough
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The average integral heating degree in a day is:

Tn ¼ 2
sn

Zsn
0

T sð Þds ¼ a x2 þ 2b2ð Þ
pb x2 þ b2ð Þ ¼ tn � t0; ðoC): ð7Þ

The average useful thermal power generated by hot oil is: Qn ¼ GCpTn; Wð Þ:
The hot oil production at temperature tn ¼ Tn þ t0 after sunday is:

M ¼ Gsn=2; kgð Þ.
The hot oil heating efficiency are: g ¼ Qn

�E 2pL ¼
pGCpTn
4EnrL

;% with �E denotes the

average intensity radiation to the ground, �E ¼ 2
sn

Rsn=2
0 En sin 2p

sn

� 	
dsn ¼ 2En

p ; ðW/m2Þ;
for example in DaNang city at latitude 16 °N, the maximum intensity radiation is
En ¼ 555W/m2 and the average intensity radiation is �E ¼ 598W/m2.

3.3 Determining the Necessary and Sufficient Conditions
of Boiling Process of Hot Oil

Conditions in which liquid could be boiled at temperature Tm ¼ ts � to in the
collector is: T sð Þ� Ts or Tm ¼ affiffiffiffiffiffiffiffiffiffiffi

x2 þ b2
p � Ts. By replacing the above parameters

into (3), (4) and solve the inequation, we can find:

• The necessary condition so that liquid could be boiled is that the heat capacity of

oil has to be less than critical boiling heat capacity Cs: C ¼Pn
i¼1 qiViCi � q

xTs
¼ eEnDðF1 þF2D2RþF3R

xTs
,C; (C\Cs is necessary condition in

older to
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2
s � C2

p
is a real number).

• The sufficient condition in which boiling liquid is such as:

W ,GCp þ L
Re

�x
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2
s � C2

p
,W ;

G� Ws� L
Re

Cp
,Gs:

(
ð8Þ

3.4 Determining the Boiling Process Parameters

After adjusting parameter G to satisfy the boiling condition G < Gs in which the
boiling oil separate to the other container (Fig. 1: Container 3), the parameters of
boiling process could be calculated as follows:
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Time of beginning boiling process ss1 and time of finishing boiling process s ss2

could be determined by solving equation: T sð Þ ¼ affiffiffiffiffiffiffiffiffiffiffi
x2 þ b2

p sin 2p
sn
s� artg x

b

� 	
¼ Ts,

find s roots of those equation with sunday condition, s 2 0; sn=2½ �; we have:

ss1 ¼ sn
2p artg x

b þ arsin Ts
ffiffiffiffiffiffiffiffiffiffiffi
x2 þ b2

p
a

h i
;

ss2 ¼ sn
2p pþ artg x

b þ arsin Ts
ffiffiffiffiffiffiffiffiffiffiffi
x2 þ b2

p
a

h i
:

8<
: ð9Þ

The volume of boiling oil after a sunny day is: Ms ¼ G2 Ts2 � Ts1ð Þ; kgð Þ:
The oil boiling efficiency:

g, MsCpTs
�E Fsn

2

¼ pG2CpTs ss2 � ss1ð Þ
2rLEnsn

;% ð10Þ

In case that is no separation of boiling oil, the boiling oil flows to container and
average temperature is computed tn ¼ Tn þ t0, then the other parameters of hot oil
are calculated according to the formula as Sect. 3.2.

3.5 Calculating Design Parameter of Solar Collector

The design procedure of the solar thermal storage system using parabolic trough to
generate hot oil would be presented in Tables 2 and 3 as follows.

4 Basic Design of Heat Storage Container

Because of heat losing through the cover of thermal storage Q, the cover should be
designed with the minimum area, then calculated insulation as required storage
system.

4.1 Determining the Size of the Container

Among of the storage with various shapes, the cube one has minimum area of

cover, which is equal to: Fc ¼ pd2 ¼ p 6V
p

� �2=3¼ 4:836V2=3;m2: But because
spherical shape is difficult to make and inconvenient to use, especially in engi-
neering, liquid containers with cylindrical body (diameter d and height h) are often
used.

With a given volume V and hc ¼ d=4, we should calculate the optimal ratio
x ¼ h

d in so that the area of container is minimum [10] (Fig. 3).
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Table 2 Calculating design parameter of solar collector [9]

Type Parameter Formula Value

Intermediate
parameter

Direct radiation
area

F1 ¼ d1L 0.06 m2

Glass area F2 ¼ d2 � d1ð ÞL 0.02 m2

Reflective area F3 ¼ 2r � d2ð ÞL 2.32 m2

Radiation
concentration of
parabolic trough

k, Etdl
Et

¼ 2rRþ d1ð1�RÞ
pd1

11.30

Coefficient /¼ k
d2
C GrPrð Þn þ ero T4

w�T4
oð Þ

Tw�To

10 W/m2

The volume of oil
in the pipe

m ¼ qd21Lp=4 1.07 kg

heat capacity of
system oil + pipe

C ¼ mCp 3287 J/kg

Total thermal
resistance of pipe

Re ¼ 1
2pkk

ln d2
d1
þ 1

pd2a
2.5 mK/W

The maximum
heating rate

a, p=C 0.34 K/s

Angular speed of
earth rotation

x ¼ 2p=sn 7.27 × 10−5 rad/s

Critical boiling
parameters

Critical boiling
heat capacity

Cs ,P=xTs 53,049 J/K

Equivalent of
water at boiling
point

Ws ,x
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2
s � C2

p
3.85 W/K

Flow at boiling
point

Gs , ðWs � L=ReÞ=Cp 0.00123 kg/s

Designed
parameters

Flow of hot oil G1 ¼ 1:2Gs 0.00147 kg/s

Flow of boiling oil G2 ¼ 0:8Gs 0.001 kg/s

Parameters of
hot oil and
boiling oil

Equivalent of
water G1

W1 ¼ G1Cp þ L=Re 4.45 W/K

Equivalent of
water G2

W2 ¼ G2Cp þ L=Re 3.3 W/K

Temperature
frequency of hot
oil

b1 ¼ W1=C 0.00135 s−1

Temperature
frequency of
boiling oil

b2 ¼ W2=C 0.001 s−1
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Table 3 Specific parameter of oil heating (G1) and boiling process (G2) [9]

Type Parameter Formula Value

Parameters
of oil
heating
process

Maximum
heating
degree

Tmax ¼ affiffiffiffiffiffiffiffiffiffiffi
b2 þx2

p 251 °C 340 °C

Maximum
oil
temperature

tmax ¼ Tm þ to 278 °C 368 °C

Point time tm sm ¼ sn 1
4 þ 1

2p artg
x
b

� �
6.11 h 6.28 h

Temperature
at the end of
the day

tc ¼ to þ ax
x2 þ b2 40.5 °C 40.6 °C

Average
integral
heating
degree

Tn ¼ a x2 þ 2b2ð Þ
pbðx2 þ b2Þ

160 °C 216 °C

Average
temperature
of oil

tn ¼ Tn þ to 187 °C 233 °C

Effective
power of
equipment

Qn ¼ GCpTn 583.8 W 536 W

Heat
production

Q ¼ Qnsn=2 25.2 MJ 23.15 MJ

Hot oil
production

M ¼ Gsn=2 104 kg 69 kg

Heating
efficiency via
G1 and G2

g ¼ Qn
EFn

¼ pGCpTn
2EnEh

63 % 43.2 %

Ending point
time of
boiling
process

ss2 ¼ sn
2p artg x

b � arsin Ts
ffiffiffiffiffiffiffiffiffiffiffi
b2 þx2

p
a

� 	
0 8.67

Time of
boiling
process

DTs ¼ Ts1 � Ts2 0 4.95

Volume of
boiling oil

Ms ¼ G2DTs 0 28.5

Boiling
efficiency

gs ¼ MsCpTs
EFsn
2

¼ pG2GpTsDss
En2rLsn

0 35.7 %
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The relationship F ¼ Fðx;VÞ could be presented as below.

V ¼ pd2
4 xdþ 2 pd2

4
d
4�3 ¼ p

24 d
3 1þ 6xð Þ leads to d ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
24V

p 6xþ 1ð Þ
3
q

F ¼ pd � xdþ 2p
d
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d
2

� �2

þ d
4

� �2
s

¼ pd2

4
4xþ

ffiffiffi
5

p� 	
ð11Þ

The area of container when we assigned d = d(V,x) is:

F ¼ 9pV2
� �1=34xþ ffiffiffi

5
p

6xþ 1ð Þ ,Af xð Þ: ð12Þ

The function f xð Þ ¼ 4xþ ffiffi
5

p
6xþ 1ð Þ reaches minimum when x ¼

ffiffi
5

p �1
2 ¼ 0:618:

The ratio x ¼ 0:618 is called optimal ratio, or gold ratio. This ratio helps to
choose optimal size for design of container. From gold ration x ¼ 0:618 we could
calculate sizes of designed container:

Diameter of container d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi

24V
p 6xþ 1ð Þ

3
q

¼ 1:175V
1
3.

Height of container: h ¼ x � d ¼ 0:726V
1
3.

Area of container’s cover: Fmin ¼ 9p 3
ffiffiffi
5

p � 2
� �

V2
� �1=3¼ 5:106V2=3; m2ð Þ:

Compared to spherical container, the deviation of area of cover is
e ¼ j1� Fm=Fcj ¼ 5:6%:

4.2 Design of Insulation for Solar Thermal Storage
Container by Hot Oil

Insulation requirements: Input parameters for design of insulation cover have been
chosen: material of insulation cover, making of porous vitreous [9]:

Fig. 3 Dimension of design
heat storage container
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• area of container cover, F = 6.69 m2;
• volume of storage heating oil M = 10M1 = 1041 kg;
• the initial temperature of the oil tn = 187 °C, mounted in air condition with

temperature to = 27 °C, α = 9.5 W/m2 K.
• storage time without load: Ds ¼ sn=2 ¼ 12 h;
• final temperature of hot oil: t sn

2

� �� tc ¼ 180 �C:

Next step of design of insulation contains: calculating the length δc of insulation
layer and determining heat transfer coefficient k through insulation layer with
condition tðsn2 Þ� tc.

Value k could be exactly determined in differential heat balance equation for oil

dl ¼ dQk ! MCp �dtð Þ ¼ t � tf
� �

kFds !
Z t

tn

dt
t � tf

¼
Zs

0

� kF
MCp

ds: ð13Þ

Solved differential Eq. (12) gives result: ln t�tf
tn�tf

� 	
¼ � kF

MCp
s:

From here the distribution t sð Þ in storage process could be calculated by the
formula:

t sð Þ ¼ tf þ tn � tf
� �

exp � kFs
MCp

� 	
; and heat transfer coefficient

k ¼ 2MCp

Fsn
ln
tn � to
tc � to

;
W

m2 K


 �
:

Length δc of insulation layer could be determined by k.

dc ¼ kc
1
k
� 1
a

� �
¼ kcFsn

2MCp ln tn�to
tc�tf

� 	� kc
a
; mð Þ: ð14Þ

Results of calculating numerical value are shown in Table 4.

5 Automatic Solar Tracking System

Solar tracking systems are of several types and can be classified according to
several criteria. A first classification can be made based on the number of rotation
axes. Thus we can distinguish solar tracking systems by one rotation axis,
respectively by two rotation axes. Since solar tracking implies moving parts and
control systems that tend to be expensive, single-axis tracking systems seem to be
the best solution for small solar heat collector. Automatic solar tracking system
contains two parts: mechanic and control system (electric part).
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5.1 Mechanic Design

The mechanic system is designed to hang the solar collector trough, and rotate them
toward the sun. The number of parabolic collectors of design system is 10, so it’s
large to mount on one chassis. We arrange five collectors on one chassis. The solar
collector system needs two chassis in total. System is designed on module basis:
easy to mount or unmount. Mechanic system includes: chassis, on which solar
parabolic collector troughs is hung on, and the transmission system. The chassis is
designed with rectangular shape, and has bearings in order to mount the shaft of
solar parabolic trough. Transition mechanism includes gears and chain that allows
to rotate all collector trough with same position (Fig. 4).

5.2 Electric Design

Block diagram shows below (Fig. 5).

Table 4 Numerical results of design station [10]

Type of
parameter

Name of
parameter

Formula Value Description

Hot oil Number of
parabolic
collector

10 Chosen
n = 10

Total
volume of
hot oil

M1 ¼ nG1sn=2 1041 kg At
tn1 ¼ 200 �C

Capacity
of storage
container

V ¼ 1:1M1=q 1.509 m3 V = 110 %
Vd

Diameter
of storage
container

d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

24V
p 3

ffiffi
5

p �2ð Þ3
q

1.348 m

High of
storage
container

h ¼ ffiffiffi
5

p � 1
� �

d=2 0.833 m h: optimal
high of
container

High of hc ¼ d=4 0.337 m

Area of
cover

Fmin ¼ 9p 3
ffiffiffi
5

p � 2
� �

V2
� �1=3

Heat
insulation

Heat
coefficient

a ¼ k
d2
C GrPrð Þn þ ero T4

w�T4
oð Þ

Tw�To

9.5 W/m2 K

k ¼ 2MCp

Fsn
ln tn�to

tc�to
1.094 W/m2 K

Thick of
insulation
layer

dc ¼ kc 1
k � 1

a

� �
0.029 m
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The block electric diagram contains 4 main blocks: power supply, solar sensor,
microcontroller and DC motor. After reading signal from solar sensor, microcon-
troller processes it and generates control signal to DC motor for rotation solar
parabolic trough. The power module converts AC with 220 V to DC with 5 V for
microcontroller and 24 V for DC motor.

Solar sensor is composed of two photoresistances, as shown in the Fig. 10. The
controller reads the voltage value of two photoresistances and compares them. If
there is difference between the voltages of two photoresistances, the DC motor is
turn on and rotates the solar parabolic trough, directing to the sun. For economical
reason, the controller should read the signal from sensor and send control signal to
control the motor for rotation solar parabolic trough after each 10 min (Fig. 6).

Fig. 4 Installation of solar parabolic trough

MicrocontrollerSolar sensor DC Motor

Power supply

Fig. 5 Block diagram of electronic system

Fig. 6 Design of solar sensor
with two photoresistances
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DC motor The parameters of the DC motor used as the motion mechanism are:
rated voltage is 24 V, rated current is 3 A, maximum speed is 3000 rpm, gear box
with a speed reduction ratio of 1:20.

To command the DC motor and read analog signal from 2-wire sensor, we used
the microcontroller PIC 16F684. This microcontroller, which has 4 I/O and
8 analog inputs/outputs, satisfies all requirements of task: reading analog signal,
generating control signal for DC motor (clockwise, and counterclockwise).

6 Experiment Result

Based on the detail design presented in the previous section, we executed a com-
pletely operational small scale experimental model. Starting from this small scale
equipment, we can go forward and implement the proposed technology in full scale.
The experimental model includes one trough with design parameters given in
Table 1 and one container, which is one-half scale of the full-size one mentioned in
Table 4.

Experiment procedure was carried out on model and received data (Fig. 7). The
dependence of the measurement data t on τ and G is shown in Fig. 8. The error ε
between experimental and theoretical data lies in interval e 2 0� 10ð Þ%; and the
mean error is em ¼ 3:5%:

Some conclusions can be drawn from the research result:

• The calculation formulas derived in Sect. 4 are strongly supported by experi-
mental data, with only insignificant error has been found. Thus the formula
could be used in design of thermal storage and solar collector system.

• Using the parabolic trough could provide high energy which is enough for
application needs in production.

The test of the solar tracking system was conducted from 12h8′ AM to 1h38′ PM
in June, 23 2015, that took about 45 min, and the results are shown in Fig. 9.

Fig. 7 Graphs t(τ) of liquid and t(τ, G) of hot oil
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The experimental data show that the angle of parabolic trough has decreased
from around −10° at 12h8′ AM to −45° at 1h38′ PM. The change of angle of solar
trough help receive more energy for system.

Fig. 8 Experimental data at 12h8′ AM

Fig. 9 Experimental data at 12h38′ AM
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7 Conclusion

Based on research results we can conclude that the proposed solution for design of
solar thermal collector and storage system, including solar thermal collector trough,
the storage container system with minimum area, and solar tracking system has the
some advantages: low cost; simple design convenient with local condition. With
input parameters in Table 1 we designed solar trough with detail parameters in
Sect. 3. The storage system is designed in Sect. 4, in which the area of designed
storage container is minimum, so that fabricating is simplify. On the other hand this
paper proposed solution for the effective using solar tracking system. The solar
tracking system is controlled by microcontroller PIC 16F684, which receives signal
of solar sensor and generates commands to the DC 24 V motor to rotate the solar
trough toward the sun. The design system was verified by model in smaller scale.
The experimental data show positive result.
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Abstract This paper presents a modified cuckoo search algorithm (MCSA) for
solving bi-objective short-term cascaded hydrothermal scheduling (BO-STCHTS)
problem. The objective of the problem is to determine the optimal operation for
thermal plants and a cascaded reservoir system while satisfying all constraints
including electrical constraints of both hydro and thermal plants and hydraulic
constraints of reservoirs so that the total generation of fuel cost and pollutant
emission from thermal power plants are minimized. The MCSA has been developed
by modifying the search strategy via Lévy flights to improve the performance of the
conventional cuckoo search algorithm for solving the problem. The result com-
parison from a test system with nonconvex fuel cost function and cascaded reser-
voir between the proposed MCSA and other methods in the literature has shown
that the MCSA is very efficient for the BO-STCHTS problem. Therefore, the
proposed NCSA can be a efficient method for solving the nonconvex BO-STCHTS
problem.
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1 Introduction

Bi-objective short-term cascaded hydrothermal scheduling is to determine the
optimal generation of thermal plants and optimal water discharge via hydro turbine
so that both fuel cost and the pollutant emission released from the thermal plants are
minimized while electrical and hydraulic constraints including power balance,
limits on generations, water discharge rate, and as well as reservoir storage limits
are exactly met [1].

In recent years, many meta-heuristic algorithms have been employed to solve the
bi-objective variable head short-term hydrothermal scheduling problems including
evolutionary programming based interactive fuzzy satisfying method (EP-IFS) [2],
differential evolution [3, 4], improved quantum-behaved particle swarm optimiza-
tion (IQPSO) [5], multi-objective differential evolution (MODE) [6] and non-
dominated sorting genetic algorithm-II (NSGA-II) [6], improved quantum-behaved
particle swarm optimization (IQPSO) [7], Quadratic approximation based differ-
ential evolution with valuable trade off approach (QADEVT) [8], and Particle
swarm optimization (PSO) [9]. Among the mentioned methods, EP-IFS [2] was the
first application for solving the multi-objective variable head short-term
hydrothermal scheduling problem and the results obtained by the methods in
terms of cost, emission and computational time are worse than those from the other
methods. In the study, the bi-objective problem is simplified by converting into
single-objective one, a set of nondominated solutions needs to be determined and
the interactive fuzzy satisfying method is then employed to determine the best
compromise from the nondominated solutions. MODE and NSGA-II have also
determined the set of nondominated solutions and then another technique has been
employed to choose the best compromise solution. On the contrary, the studies in
[3, 4, 7–9] have converted the bi-objective problem into single objective one by
using price penalty factor and only the value of price penalty factor needs to be
selected in case of finding the best compromise solution in stead of determining a
set of nondominated solutions like studies [2, 6].

In this paper, a modified Cuckoo Search Algorithm (MCSA) is first proposed for
the BO-STCHTS problem considering cascaded hydropower plants. The MCSA
was developed by Walton et al. [10] by improving the search ability of the
Conventional Cuckoo search algorithm with several modifications. Namely, in the
first new solution generation via Lévy flights all initial eggs are ranked and clas-
sified into two groups where top group consists of better eggs and abandoned group
contains other eggs, and the updated step size associated with the Lévy flights is
adaptive for the two groups at each iteration. The MCSA has ever been successfully
applied to short-term fixed hydrothermal scheduling [11] and in the paper, the
effectiveness of the proposed MCSA methods has been tested on one system and
the obtained results have been compared to those from methods reported in the
paper.
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2 Problem Formulation

In this section, the mathematical formulation of the BO-STCHTS problem con-
sisting of N1 thermal units and N2 hydro units scheduled in M time sub-intervals
with tm hours for each is mathematically formulated.

2.1 Economic Dispatch

The fuel cost function can be accurately modelled in terms of real power output as a
non-smooth cost function as follows:

F1 ¼
XM
m¼1

XN1

i¼1

tm asi þ bsiPsi;m þ csiP
2
si;m esi � sin fsi � Pmin

si � Psi;m
� �� ��� ��n o

ð1Þ

where asi, bsi, csi, esi, fsi are fuel cost coefficients of thermal plant i; Psi,m is power
output of thermal unit i at subinterval m; tm is the duration of subinterval m;

2.2 Emission Dispatch

The emission produced can be also expressed in form of a quadratic and expo-
nential function as follows:

F2 ¼
XM
m¼1

XN1

i¼1

tm asi þ bsiPsi;m þ csiP
2
si;m þ gsi exp dsiPsi;m

� �h i
ð2Þ

where αsi, βsi, γsi, ηsi, and δsi are emission coefficients of thermal unit i.

2.3 Combined Economic and Emission Dispatch

In this paper, the bi-objective optimization problem is converted to a single
objective one using a price penalty factor based method as follows.

Minimize

TC ¼ w1 � F1 Ps;im
� � þw2 � PRm � F2 Ps;im

� � ð3Þ

wherew1 andw2 are respectively weight factors associate with fuel cost objective and
emission objective; PRm is the price penalty factor during subinterval m. The way to
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determine the price penalty factor PRm for a particular load over optimal interval is
described in [12].

2.4 Considered Constraints

The objective function (3) above must be minimized subject to many following
constraints:

(1) Load Demand Equality Constraint
The total power generation from thermal and hydro units must satisfy the load

demand neglecting power losses in transmission lines.

XN1

i¼1

Psi;m þ
XN2

j¼1

Phj;m � PL;m � PD;m ¼ 0 ð4Þ

where PL,m and PD,m are load demand and transmission loss at subinterval m; Phj,m
is the power output of hydro plant j at subinterval m and is defined as the following
function of water discharge and reservoir volume

Phj;m ¼ C1hjðVj;mÞ2 þC2hjðQj;mÞ2 þC3hjQj;mVj;m þC4hjVj;m þC5hjQj;m þC6hj ð5Þ

where C1hj, C2hj, C3hj, C4hj, C5hj, C6hj are the coefficients of the jth hydropower
plant

(2) Hydraulic Continuity Equation

Vj;m�1 � Vj;m þ Ij;m � Qj;m þ
XNu
i¼1

XM
m¼1

ðQi;m�si;j
Þ ¼ 0 ð6Þ

where Vj,m, Ij,m and Sj,m are reservoir volume, water inflow and spillage discharge
rate of jth hydropower plant in mth interval; τi,j is the water delay time between
reservoir j and its up-stream i at interval m and Nu is the set of up-stream units
directly above hydro-plant j.

(3) Initial and Final Reservoir Storage

Vj;0 ¼ Vj;initial; Vj;M ¼ Vj;End ð7Þ

(4) Reservoir Storage and water discharge Limits

Vj;min �Vj;m �Vj;max; j ¼ 1; 2; . . .;N2; m ¼ 1; 2; . . .;M ð8Þ

Qj;min �Qj;m �Qj;max; j ¼ 1; 2; . . .;N2; m ¼ 1; 2; . . .;M ð9Þ
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where Vj,max and Vj,min are the maximum and minimum reservoir storage of the
hydro plant j, respectively; Qj,max and Qj,min are the maximum and minimum water
discharge of the hydro plant j.

(5) Generator Operating Limits

Psi;min �Psi;m �Psi;max; i ¼ 1; 2; . . .;N1; m ¼ 1; 2; . . .;M ð10Þ

Phj;min �Phj;m �Phj;max; j ¼ 1; 2; . . .;N2; m ¼ 1; 2; . . .;M ð11Þ

where Psi,max, Psi,min and Phj,max, Phj,min are maximum, minimum power output of
thermal plant i and hydro plant j, respectively.

3 Modified Cuckoo Search Algorithm for BO-STCHTS
Problems

3.1 Modified Cuckoo Search Algorithm

In conventional CSA, the new solutions generated via Lévy flights are obtained as
below [11]:

Xnew
i ¼ Xi þ a: Xbest � Xið Þ v� rx bð Þ

ry bð Þ
� �

ð12Þ

where Xbest and Xi are the best egg and the ith egg among the number of eggs; α > 0 is
an updated step size. The value of α has a significant influence on the final solution
because it will lead to different new solutions as it is set to different values. If this
parameter is set to a high value, there is a huge difference between the old and new
solutions and the optimal solution is either obtained fast or omitted. As the current
iteration is high, the new obtained solution should be searched nearby the previous
solution. However, the method has to find the optimal solution in a large search zone
for this set value which may not reach the best optimal solution. Based on the
analyzed drawback of the conventional CSA, it is clearly better to search for the
optimal solution in a small zone as the iteration counter is increased to the maximum
number of iterations which is predetermined for the iterative process [10].

3.2 Units Calculation of Power Output for Slack Thermal
Unit

The slack variables consisting of the water discharge of jth reservoir at subinterval
M, Qj,M,d and power output of thermal unit 1 at subinterval m, Ps1,m are obtained as
follows [11]:
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Qj;M;d ¼ Vj;0 � Vj;M þ
XM
m¼1

Ij;m �
XM�1

m¼1

Qj;m þ
XNu
i¼1

XM
m¼1

ðQi;m�si;jÞ ¼ 0 ð13Þ

Ps1;m ¼ PD;m þPL;m �
XN1

i¼2

Psi;m �
XN2

j¼1

Phj;m ð14Þ

3.3 Implementation of the Modified Cuckoo Search
Algorithm

3.3.1 Initialization

Similar to other meta-heuristic algorithms, each nest of Np nests is represented
by Xd = [Psi,m,d Qj,m,d] (d = 1,…, Np). Each nest Xd is randomly initialized where
Psi,min ≤ Psi,m,d ≤ Psi,max (i = 2,…, N1; m = 1,…, M) and Qj,min ≤ Qj,m,d ≤ Qj,max

(j = 1,…, N2; m = 1,…, M − 1). The reservoir volume at mth subinterval is obtained
using Eq. (4), and Qj,M,d and Phj,m,d are then respectively obtained using (13) and
(5). The slack thermal unit is obtained using (14).

Based on the initial population of nests, the fitness function to be minimized
corresponding to each nest for the considered problem is calculated.

FTd ¼
PM
m¼1

PN1
i¼1

w1 � F1 Ps;im
� � þw2 � PRm � F2 Ps;im

� �� �þKs
PM
m¼1

ðPs1;m;d � Plim
s1 Þ2

þKV
PN2
j¼1

PM�1

m¼1
ðVj;m;d � V lim

j Þ2 þKQ
PN2
j¼1

ðQj;M;d � Qlim
j Þ2

	 

þKh

PN2
j¼1

PM
m¼1

ðPhj;m;d � Plim
hj Þ2

0
BBB@

1
CCCA

ð15Þ

where Ks and Kh are respectively penalty factors for the slack thermal unit 1 and all
hydro units; KV and KQ are respectively penalty factors for reservoir volume over
M – 1 subintervals and water discharge at the subinterval M; The limits of variables
in (15) are taken from [13].

In the MCSA all nests are first sorted in the descending order of their fitness
function value and then classified into two groups. The nests with high fitness
function value Xabandonedd are put in the abandoned group and the other ones
Xtopd are put in the top group. A nest which is randomly picked among the Xtopd
nests is called Xtopr and another one with the best quality is named Xbestd. The two
new solution generations are respectively described as below.
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3.3.2 Generation of New Solution via the Lévy Flights

New Solution Generation for the Abandoned Group

Based on the modification applied to the abandoned eggs (d = Notop + 1,…, Np

where Notop and Np are the number of eggs in the top group and in the initial
population, respectively), the optimal path for the Lévy flights is calculated using
Mantegna’s algorithm as follows:

Xabandonednewd ¼ Xabandonedd þ a� rand � DX ð16Þ

The step size α is determined by 1=
ffiffiffiffi
G

p
where G is the current iteration number,

and ΔX is an increased step [11].

New Solution Generation for the Top Egg Group

The modification is applied to the eggs in the top group (d = 1,…, Notop). The new
solution for the top group is obtained as follows [11]:

Xtopnewd ¼ Xtopd þ a� rand � DXtopnewd ð17Þ

3.3.3 The Second New Solution Generation via Discovery
of Alien Eggs

In the MCSA, all eggs of the top group and abandoned group are combined into one
group first. The new solution due to this action can be found as follows:

Xdis
d ¼ Xbestd þK � DXdis

d ð18Þ

where K is the updated coefficient and ΔXd
dis is the increased value [11]. The new

solutions can violate their limits and need to be redefined [13].

3.3.4 Stopping Criteria

The above algorithm is stopped when the maximum iteration is reached.

3.3.5 Overall Procedure

The overall procedure of the proposed MCSA for solving the BO-STCHTS
problem is described as follows.
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Step 1: Select parameters including number of nests Np, probability of alien eggs
to be abandoned Pa, the ratio of the number of eggs in top group to that in
abandoned group and maximum number of iterations Nmax

Step 2: Initialize a population of Np host nests as in Sect. 3.3.1 and calculate the
slack water discharge and slack thermal unit 1 using Eqs. (13) and (14).
Set the initial iteration counter G = 1

Step 3: Evaluate the fitness function using (15) to evaluate and classify the eggs
into two groups including abandoned group, Xabandonedd (d = Notop +
1,…, Np) and top group, XTopd (d = 1,…, Notop). The egg with the lowest
fitness function value is set to Gbest in the population

Step 4: Generate new solutions via Lévy flights for abandoned group and top
group as described in Sects. ‘New Solution Generation for the Abandoned
Group’ and ‘New Solution Generation for the Top Egg Group’, and
calculate the slack water discharge and slack thermal unit 1 using
Eqs. (13) and (14)

Step 5: Put the new eggs in top group and abandoned group in the integrated
group and evaluate all the eggs to determine the best egg with the lowest
fitness function

Step 6: Generate new solutions via the discovery of alien eggs as described in
Sect. 3.3.3. Calculate the slack water discharge and slack thermal unit 1
using Eqs. (13) and (14)

Step 7: Evaluate the fitness function using (15) to determine the best egg, Gbest
Step 8: If G < Gmax, G = G + 1 and go back to step 3. Otherwise, terminate the

iterative procedure

4 Numerical Results

The proposed MCSA has been implemented for solving one hydrothermal system
consisting of four cascaded hydropower plants and three thermal plants considering
valve-point loading effect and 24 one-hour scheduled subintervals. The data of the
system are taken from [6]. The proposed MCSA is coded in Matlab platform and
run fifty independent trials on a 1.8 GHz PC with 4 GB of RAM.

For implementation of the proposed MCSA, the number of nests and the
maximum number of iterations are respectively set to 100 and 15,000 meanwhile
the value of probability of alien egg discovery is from 0.1 to 0.9 with a step of 0.1.
The optimal solutions of the bi-objective hydrothermal system scheduling problem
are obtained for three dispatch cases including economic dispatch, emission dis-
patch and economic emission dispatch. Each dispatch is performed depending on
values of w1 and w2 in Eq. (3). Namely, w1 and w2 are respectively fixed at 1 and 0
for economic dispatch, and fixed at 0 and 1/PRm for emission dispatch whereas the
values are set to 0 and 1 for economic emission dispatch. After performing the
MCSA fifty independent runs for each value of Pa, the best optimal solutions are
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achieved at Pa = 0.8, 0.3 and 0.7 corresponding to economic dispatch, emission
dispatch and economic emission dispatch. The obtained cost and emission obtained
by the MCSA are compared to those from other methods in [6] including real-coded
genetic algorithm (RCGA), non-dominated sorting genetic algorithm-II (NSGA-II),
differential evolution (DE), Multi-objective differential evolution (MODE) and
reported in Table 1. Clearly, the total fuel cost and emission released into the air for
electricity generation by using the proposed MCSA are much less than those from
other. Furthermore, the execution time of searching optimal solution by MCSA is
also much faster than the others. Note that all methods in [6] have been run on a
Pentium-IV, 3.0 GHz computer. Consequently, the MCSA is more effective and
robust than the methods and it is deserving of a powerful optimizer for solving the
bi-objective short-term cascaded hydrothermal scheduling problem where the
valve-point loading effect is taken into account.

5 Conclusion

In this paper, the proposed MCSA method has been applied for finding the optimal
solution for the bi-objective short-term cascaded hydrothermal system scheduling
where cascaded reservoir with water time delay from the upper reservoir flowing to
the lower ones and the valve-point loading effects of thermal plants are considered.
In the MCSA, the updated step size is adaptive at each iteration and there is no task
for selection of the parameter. This is considered an advantage of the MCSA
compared to the conventional CSA. The proposed MCSA has been tested on a
four-hydropower plant and three-thermal plant system for three dispatch cases
including economic, emission and economic emission dispatches. The results
obtained by the proposed method in terms of generation fuel costs, emission and
computational time have been compared to those from several other methods
available in the paper and the result comparisons have revealed that the MCSA is
more effective and robust than these methods. Therefore, the proposed MCSA is
one of the promising modern optimizers for searching optimal solution of the
bi-objective short-term cascaded hydrothermal scheduling problem.

Table 1 Comparison of result obtained by the proposed MCSA and other methods

Method Economic dispatch Emission dispatch CEE dispatch

Cost ($) CPU (s) Emission (ton) CPU (s) Cost ($) Emission (ton) CPU (s)

RCGA 112,940 3156.5 11.6256 3261.4 – – –

NSGA-II – – – – 127,200 18.9605 4301.1

DE 110,810 2554.1 11.4994 424.4 – – –

MODE – – – – 126,820 17.7019 2957.2

MCSA 94278.4 113 9.5294 124 101,949 13.9674 118
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A Backtracking Search Algorithm
for Distribution Network Reconfiguration
Problem
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Abstract This paper proposes a distribution network reconfiguration
(DNR) methodology based on a backtracking search algorithm (BSA) for mini-
mizing active power loss and minimizing voltage deviation. The BSA is a new
evolutionary algorithm for solving of numerical optimization problems. It uses a
single control parameter and two crossovers and mutation strategies for powerful
exploration of the problem’s search space. The effectiveness of the proposed BSA
has been tested on 69-node distribution network system and the obtained test results
have been compared to those from other methods in the literature. In addition to
BSA, two other algorithms—particle swarm optimization (PSO) and cuckoo search
algorithm (CSA)—are implemented for comparisons. The simulation results show
that the proposed BSA can be an efficient and promising method for distribution
network reconfiguration problems.
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1 Introduction

An electric power power distribution network (DN) system carries electricity from
the transmission system to individual consumers. Recently, DN systems are
becoming large and complex leading to higher system losses and poor voltage
regulation. Therefore, loss reduction and voltage profile enhancement in DN sys-
tems have constituted one of the most important objectives for researchers. There
are many methods available for reducing power loss and improvement of voltage
profile at distribution level: capacitor installation, load balancing, reconfiguration
and distributed generator installation. Reconfiguration is one of the most economic
method among them.

In the last two decades, many researches have been carried out to solve DNR
problems using different methods. Merlin and Back [1] were the first to report a
method for distribution network reconfiguration to minimize feeder loss. Later on,
several intelligent algorithms have been developed for loss minimization and/or
voltage profile improvement. The most important algorithms in this category are
genetic algorithm (GA) [2, 3] tabu search [4, 5] particle swam optimization
(PSO) [6, 7] ant colony optimization (ACO) [8, 9] Recently, several novel methods
based on artificial intelligence techniques have been implemented for DNR prob-
lems such as shuffled frog leaping algorithm (SFLA) [10], fireworks algorithm
(FWA) [11], hybrid big bang-big crunch algorithm (HBB-BC) [12]. In general,
most of the above intelligence techniques all inevitably involve a large number of
computation requirements and have a lot of control parameters.

The backtracking search optimization algorithm (BSA) developed by Pinar
Civicioglu is a new evolutionary algorithm for solving optimization problems [13].
The BSA has a unique mechanism for generating a trial individual which enables it
to solve numerical optimization problems successfully and quickly. The BSA uses
three basic genetic operators: selection, mutation and crossover to generate trial
individuals. In this paper, the BSA is proposed for solving DNR problem consid-
ering power losses in transmission systems and voltage profile improvement. The
effectiveness of the proposed BSA has been tested on 69-node distribution network
system and the obtained results have been compared to those from other methods
available in the literature.

This paper is organized as follows: The problem formulation is given in
Section ‘Problem formulation’. The implementation of BSA for the problem is
presented in Section ‘Backtraking search optimization algorithm for DNR’. The
numerical results are provided in Section ‘Numerical results’. Finally, the conclu-
sion is given.
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2 Problem Formulation

The reconfiguration is defined as the process of changing the topology of system for
a certain objective. The DNR is accomplished by changing open/close state of
switches. In this study, the objective is to minimize total system active power loss
and voltage deviation. The objective function can be described as follows [11, 14]:

minimize F ¼ DPR
loss þDVD ð1Þ

The net power loss reduced (DPR
loss) is taken as the ratio of total power loss

before and after the reconfiguration of the system:

DPR
loss ¼

Prec:
loss

P0
loss

ð2Þ

The total power loss of the system is determined by the summation of losses in
all line sections:

Ploss ¼
XNbr
i¼1

Ri � P2
i þQ2

i

V2
i

� �
ð3Þ

The voltage deviation index (DVD) can be defined as follows:

DVD ¼ max
V1 � Vi

V1

� �
8i ¼ 1; 2; . . .;Nbus ð4Þ

The reconfigured process will try to minimize the DVD closer to zero and thereby
improves voltage stability and network performance.

The constraints of objective function are as follows:
(1) For the proposed configuration, the computed voltages and currents should

be in their premising range.

Vmin �Vi �Vmax; i ¼ 1; 2; . . .;Nbus ð5Þ

0� Ii � Imax;i; i ¼ 1; 2; . . .;Nbr ð6Þ

(2) The radial nature of DN must be maintained and all loads must be served.

3 Backtracking Search Optimization Algorithm for DNR

BSA comprises five processes: initialization, selection-I, mutation, crossover, and
selection-II. The BSA method is implemented for DNR problem as follows.
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3.1 Initialization

To maintain the radial topology of the network in DNR process, the number of open
branches should always be equal to the number of tie-switches (Nts) and could be
obtained through Eq. 7:

Nts ¼ Nbr�ðNbus�NssÞ ð7Þ

Therefore, the number of switches which must be open after reconfiguration is
specific and must be used as a variable in algorithm. These switches are called
tie-switches (SW). Therefore, every member of the initial population is a radial
structure of the network. In DNR process using BSA, each radial structure of the
network is considered as an individual. A population is represented by Pi ¼
Pi
1; . . .;P

i
Nts�1;P

i
Nts

� �
with i = 1, 2,…, N. Where N and Nts are the population size,

problem dimension, respectively. In which each Pi represents a solution vector of
variables given by:

Pi ¼ SWi
d

� �
; with d ¼ 1; 2; . . .Nts ð8Þ

where SWi
d (d = 1, 2,…, Nts) are the tie-switches of corresponding to individuals i to

maintain the radial topology of the network.
In order to reduce searching space of each tie-switch, the codification presented in

[15] was used for the method proposed in this work. According to [15], the number
of tie-switches is also equal the number of fundamental loops. Thus, an individual i is
a vector with Nts positions in which each position corresponds to a fundamental loop.

In the BSA, each individual can be regarded as a solution which is randomly
generated in the initialization. Therefore, each individual i of the population is
randomly initialized as follows:

Pi ¼ round SWi
min;d þ rand � SWi

max;d � SWi
min;d

� �h i
ð9Þ

where SWi
min;d and SWi

max;d are minimum tie-switch and maximum tie-switch which
are encoded in fundamental loop d.

Based on the initialized population, the load flow using Newton-Raphson load
flow method is run then the fitness of each individual is calculated by the objective
function Eq. 1.

In addition, BSA is a dual-population algorithm that uses both current and
historical populations. It remembers the population of a randomly selected gener-
ation for use in calculating the search direction matrix. The historical population is
also initialized by Eq. 10

oldPi ¼ round SWi
min;d þ rand � ðSWi

max;d � SWi
min;dÞ

h i
ð10Þ
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3.2 Selection-I

In this stage, BSA generates the historical population oldP, used as the search
direction. At the beginning of each iteration, BSA redefines oldP by comparing
between two randomly generated numbers according to Eq. 11:

If rand 0; 1ð Þ\rand 0; 1ð Þ then oldP ¼ P ð11Þ

BSA memory remembers oldP as the historical population in each iteration until
it is changed. This ensures that BSA designates a population belonging to a ran-
domly selected previous generation. After determining the historical population
based on the aforementioned equation, BSA changes the order of the individuals in
oldP randomly through Eq. 12.

oldP ¼ permuting oldPð Þ ð12Þ

where permuting function is a random shuffling function.

3.3 Mutation

The mutation process of BSA generates Mutant as the initial form of the trial
population through Eq. 13.

Mutant ¼ Pþ round F � ðoldP� PÞ½ � ð13Þ

where F is a function that controls the amplitude of the search direction matrix,
which is the difference between the population and the historical population. In this
paper, the standard Brownian movement with F = 3 × rand (0,1) is used.

3.4 Crossover

This operation generates the final form of the trial population. In this process, the
initial trial population Mutant is changed to the final trial population T through a
crossover operator. Trial individuals with better fitness values for the optimization
problem are used to evolve the target population individuals. The crossover process
has two steps. The first step set the value of T to Mutant, then a binary
integer-valued matrix (map) with N rows and d columns is generated to select the
individuals that have to be manipulated. If map (i,j) = 1, where i = {1, 2,…, N} and
j = {1, 2, 3,…, d}, the individual T(i,j) is updated with T(i,j) = P(i,j). The second
step applies a procedure related to a mix-rate parameter (mixrate) which is the only
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control parameter during optimization that controls the number of elements of
individuals that will modify in a trial.

Some individuals of T may violate the boundary condition of the optimization
problem, so they are redefined at the end of the crossover process, as follows:

If T(i,j) < SWminj or T(i,j) > SWmaxj then:

Ti ¼ round SWi
min;d þ rand � ðSWi

max;d � SWi
min;dÞ

h i
ð14Þ

3.5 Selection-II

In Selection-II stage, the individuals of population T with better fitness values than
the corresponding particles of population P are used to update P based on a greedy
selection. The global minimum among all the individuals is also updated according
to the fitness values for T and P.

3.6 Stopping Criteria

In the proposed BSA method, the stopping criterion for the algorithm is based on
the maximum number of iterations (Itermax). The algorithm is terminated when the
number of iterations (Iter) reaches the maximum number of iterations (Fig. 1). The
flowchart of the proposed BSA for DNR problem is given in Fig. 2.

4 Numerical Results

To demonstrate the performance and effectiveness of the proposed method using
BSA, it is applied to 69-node test system and compared the results with those of
PSO which has been applied for many optimal problems related to power system
[16] as well as cuckoo search algorithm (CSA), which is a recently developed
optimization algorithm [17] and has been applied successfully applied for DNR
problem [18]. The BSA based methodology was developed by Matlab R2014a in
2 GHz, i3, personal computer.

4.1 Selection of Parameters

In the proposed BSA method, there are three control parameters to be handled
including population size, maximum number of iterations (Itermax) and mix rate
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parameter (mixrate). In the BSA, mixrate controls the number of elements of
individuals to be engaged in the crossover process and it ranges from 0 to 100 % of
population size. To analyze the performance of BSA in DNR problem, the value of
mixrate will be also adjusted in the range from 0 to 100 % with a step 10 % with the
same initial population set. For comparisons, the parameters of PSO algorithm used
in the simulation of network are weighting factors C1 = 2, C2 = 1.5, and CSA are
probability of an alien egg to be discovered pa = 0.25 [18] and the mixrate of
proposed BSA is 100 % [19].

Randomize a number of population
P = [tie-sw1, tie-sw2, …, tie-swd]

Randomize a number of historical population
oldP = [tie-sw1, tie-sw2, …, tie-swd]

Begin

Check the radial topology, run power flow and evaluate the fitness function

Redefine historical population oldP based on population P via Eq. 10
Permute randomly the order of the individuals in oldP

Generate Mutant poulation:
Mutant = P + round[F x (oldP - P)], with F = 3 x rand (0,1)

Generate the manipulated matrix map = zeros(N,Nts)
Generate a vector U containing a random permutation of the integers 1:Nts

map(i, U(1: mix-rate x Rand x Nts)) = 1, i=1,..,N
Generate the offspring population:
T = Mutant .x not(map) + map .x P

Check the boundary condition of the population T via Eq. 14

Check the radial topology, run power flow and evaluate the fitness function
If fitness(Ti) < fitness(Pi) then fitness(Pi) = fitness(Ti) and Pi=Ti with i = 1,…, N

Iter <= ItermaxIter = Iter + 1

Stop

No

Yes

Selection-II

Crossover

Mutation

Selection-I

Fig. 1 Flowchart of proposed algorithm based on BSA
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4.2 69-Node System

The 69-node distribution system, which is a medium-scale system, includes 69
nodes, 73 branches. There are 68 sectionalizing switches and 5 tie switches and
total loads are 3.802 MW and 2.696 MVAr [20]. The schematic diagram of the test
system is shown in Fig. 3. In a normal operation, switches {69, 70, 71, 72 and 73}
are opened.

After performing the proposed reconfiguration problem based on BSA, switches
{14, 57, 61, 69, 70} are opened and the network losses are reduced from 224.95 to
98.5875 kW. It is observed that nearly 56.17 % of total power loss has been reduced
in the optimum case. Figure 3 shows the voltage profile improvement achieved by
the proposed BSA algorithm. As shown, most of the bus voltages have been
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improved after reconfiguration. The minimum bus voltage before reconfiguration
was equal to 0.9092 p.u. and after reconfiguration; it is raised to 0.9494 p.u.

The performance of BSA on 69-node system is also compared with the results of
GA, Harmony Search Algorithm (HSA) and FWAmethods available in the literature
and presented in Table 1. From Table 1, it is observed that the results of the proposed
method is encouraging and better than all other methods compared in terms of power
loss minimization and voltage profile enhancement. The minimum power loss
obtained by proposed algorithm is 4.70 and 0.76 kW lower than GA and HSA
respectively. Also the minimum bus voltage is 0.0083 and 0.0066 p.u. higher than
GA and HSA respectively. This demonstrates well the applicability of proposed
method in a medium-scale radial distribution system. In addition, the best and the
worst values among the best solutions as well as the average value and STD for the
best solutions of PSO, CSA and the proposed algorithm in 200 times are also
compared and presented in Table 1. From Table 1, although all three algorithms find
the optimal configuration in 200 independent runs, the average power losses of BSA
is 98.9055 kW which is 2.8465 kW lower than the PSO and this value is 0.318 kW
higher than the CSA but BSA takes only 16.75 s to solve the problem while CSA has
calculated the problem in 34.82 s while PSO has calculated in 17.01 s.

To demonstrate the performance of BSA in DNR problem, the value of mixrate
will be adjusted in the range from 0 to 100 % of population size with a step of 10 %
with the same initial population set. For each mixrate value, the DNR problem is

Table 1 Performance analysis of BSA for the 69-bus test system

Item Base
case

Optimum case

GA
[21]

HSA
[21]

FWA
[14]

PSO CSA BSA

Tie-switches 69, 70,
71, 72,
73

14, 53,
61, 69,
70

13, 18,
56, 61,
69

14, 56,
61, 69,
70

14, 57,
61, 69,
70

14, 57,
61, 69,
70

14, 57,
61, 69,
70

PlossBest (kW) 224.95 103.29 99.35 98.59 98.5875 98.5875 98.5875
PlossWorst (kW) – – – – 109.0315 98.5875 104.9106

PlossAverage (kW) – – – – 101.752 98.5875 98.9055
STD of Ploss – – – – 0.0743 0 0.0318
Average % loss
reduced

– – – – 54.77 56.17 56.03

Best % loss
reduced

– 54.08 55.85 56.17 56.17 56.17 56.17

Vworts (p.u.) 0. 9092 0.9411 0.9428 0.9495 0.9494 0.9494 0.9494
ΔVD 0.0908 0.0589 0.0572 0.0505 0.0506 0.0506 0.0506

Average
iterations

– – – – 27.06 56.63 63.98

Average CPU
time (s)

– – – – 17.01 34.82 16.75
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solved 100 times repeatedly. The effect of the mixrate on the optimal solution by
BSA method for 69-node system is analyzed and obtained results which are given
in Table 2. From Table 2, it is observed that, the proposed BSA method can obtain
the optimal solution for the values of mixrate from 0.0 to 100 % of population size
with the average values are very close to the minimum values in all cases and the
best value of mixrate for this system is 70 % with the minimum fitness and the
average fitness are 0.4888 and 0.4916, respectively. Also from Table 2, it is very
clear that the STD’s value of power losses are very small from 0.07 to 0.57 in all
cases, which shows that most of the best solutions are close to the average value.
This demonstrates well the applicability of proposed method in DNR problem.

5 Conclusion

In this paper, the recent BSA method has been successfully applied for DNR
problem. The objective is to minimize the active power loss and voltage profile
enhancement of power distribution systems. The effectiveness of proposed method
is demonstrated on 69-node distribution network. The numerical results verify that
the proposed algorithm can converge to optimum solution quickly with better
accuracy compared to other methods mentioned. The numerical results also show
that the proposed method can solve distribution network reconfiguration problem
more effectively and stably with less iteration and fewer time. In addition, the BSA
based technique needs very little effort in turning the algorithm parameters, which is
an advantageous for implementation perspective. Therefore, the proposed method
based on BSA can be applied to practical distribution networks.

Table 2 The performance of BSA with different values of mixrate over 100 runs

Mixrate
(%)

Fitness DeltaP (kW) ΔVD

Max Min Average STD Max Min Average STD 0.0506

0 0.5367 0.4888 0.4965 8e-4 109.03 98.5875 100.29 17e-2 0.0506

10 0.5367 0.4888 0.4941 5e-4 109.03 98.5875 99.77 12e-2 0.0506

20 0.5169 0.4888 0.4939 13e-4 104.91 98.5875 99.70 28e-2 0.0506

30 0.5169 0.4888 0.4938 23e-4 104.91 98.5875 99.71 52e-2 0.0506

40 0.5169 0.4888 0.4924 4e-4 104.91 98.5875 99.41 8e-2 0.0506

50 0.5169 0.4888 0.4920 3e-4 104.91 98.5875 99.31 7e-2 0.0506

60 0.5169 0.4888 0.4923 25e-4 109.03 98.5875 99.36 56e-2 0.0506

70 0.5169 0.4888 0.4916 25e-4 104.91 98.5875 99.22 57e-2 0.0506

80 0.5169 0.4888 0.4922 3e-4 104.91 98.5875 99.35 8e-2 0.0506

90 0.5169 0.4888 0.4930 4e-4 104.91 98.5875 99.54 10e-2 0.0506

100 0.5169 0.4888 0.4919 25e-4 104.91 98.5875 99.26 56e-2 0.0506
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A Study on the Firing Angle at the Mode
Conversion to Improve the Output
Characteristics of the Double Converter
for Urban Rail DC Power Supply

Sung Woo Han, Seung Sam Seo, Jin Han Lee, SeongGyu Kim,
Min Kim and Gi Sig Byun

Abstract This paper proposes a thyrister rectification type of double converter
rectification equipment to simplify trolley line equipment and return the regener-
ative power into AC motion without storage equipment by converting the double
converter into Converter(Forward) or Inverter(Reverse) based on voltages supplied
for the trolley lines using high current thyristers and keeping voltages supplied for
the trolley lines constant and an optimal thyrister firing angle to improve output
characteristics in mode conversion of Converter(Forward) or Inverter(Reverse) by
the simulation and experiments for operation and output characteristics of the
double converter rectification equipment.

Keywords Double converter � Regenerative power � Urban rail DC substation
equipment � Railway technology

1 Introduction

To fill transportation demands of big cities and reduce air pollution by the exhaust
gas from vehicles in South Korea, some metropolitan cities are constructing urban
railways and running for them by national support. In urban rail DC substation
equipment, diode rectification and thyrister rectification methods are used. Only in
Busan city railways of South Korea, the thyrister rectification method is used. Other
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cities except for Busan city in South Korea are using the diode rectification method.
The diode rectification method has simple equipment and easy maintenance, but it
cannot make the DC output track load change of the trolley line and must install
rectifier separation devices (insulated sections) on lines of trolley lines in prepa-
ration for unbalance of DC voltage during rectification time in a substation.
Moreover, in rising line voltages of trolley lines by regenerative power generated in
deceleration of an electrical train, its electrical equipments must be protected for the
insulation protection of the interior electrical equipments of the electrical train by
installing resistors on the electrical train and dissipating the rising voltage with heat.

Recently, researches recovering the regenerative power generated in deceleration
of the electrical train for the urban rail management efficiency through the electrical
energy reduction have been actively reported. However, urban rail management
organizations are avoiding installing IGBT regenerative inverter or energy storage
equipments to the diode rectification type of the substation equipment or IGBT
regenerative inverter or energy storage equipments due to low power regeneration
rate, the excessive installation area, the increase of the number of member for
maintenance, etc. [1–3]. Because a thyrister rectification type of double converter
rectification equipments keeps constant voltages of the trolley lines by the mode
conversion into Converter(Forward)/Inverter(Reverse) based on line voltage of the
trolley lines, its equipment can be simplified, the regenerative power in deceleration
of the electrical train can returned be into AC motion without storage equipment.

This paper proposes a thyrister rectification type of double converter rectification
equipment with high current and an optimal thyrister firing angle to improve
operation and output characteristics of the double converter rectification equipment
by simulation and experiment.

2 Thyrister Rectification Type of Double Converter
System

2.1 Configuration and Operation of Double Converter

A thyrister rectification type of double converter system is operated with both
converter (forward) mode and inverter (reverse) mode and supplies power needed
for an electrical train. It is operated in bi-direction and can return the regenerative
power into AC motion in braking the electrical train. It can keep constant trolley
line voltages of the electric train by adjusting its power supply depending on load.
Figure 1 shows the double converter to be operated with 6 phases and 12 pulses by
connecting Y type of thyrister converter with 3 phases and 6 pulses and D type of
thyrister converter with 3 phases and 6 pulses in parallel.

238 S.W. Han et al.



2.2 Phase Control of the Double Converter

Figure 2 shows the 12-pulse phase controlled rectifier that two 3-phase 6-pulse
phase controlled rectifiers connected with the D� D� Y transformer have parallel
structure as shown in Fig. 2.

Average output voltage of the two 3-phase 6-pulse phase controlled rectifier can
be represented as

V0 ¼ 1
T

Z 2T þ a

T þ a
Vm;l�l sinðxtÞdxt ð1Þ

where T is a period of the voltage wave, a is a firing angle of SCR, and Vm;l�l is an
effective value of line voltage.

3-Phase AC Source
(AC 22,900V)

D-D-Y Transformer

Harmonic Filter

Harmonic Filter

Filter capacitor

Fig. 1 Structure of the double converter system

Fig. 2 12-pulse phase controlled rectifier
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Input voltage of the phase controlled rectifier is supplied from the D� D� Y
transformer. Because the phase difference between line voltages of D� D and
D� D is 30�, the output voltage supplied to the phase controlled rectifier is sup-
plied with a 6 phase 12 pulse type with the period of 30�. That is, since the period of
the voltage wave T is p

6, Eq. (2) can be expressed as follows:

V0 ¼ 1
p=6

Z 2p
6 þ a

p
6þ a

Vm;l�l sinðxtÞ dxt ¼ 6Vm;l�l

p

Z 2p
6 þ a

p
6þ a

Vm;l�l sinðxtÞ dxt ð2Þ

Taking integral of Eq. (2) yields

V0 ¼ 6Vm;l�l

p
� cosxt½ �2p6 þ a

p
6þ a ¼

6Vm;l�l

p
� cosð2p

6
þ aÞ � � cosðp

6
þ aÞ

n o� �

¼ 6Vm;l�l

p
� cosð2p

6
þ aÞþ cosðp

6
þ aÞ

� � ð3Þ

By applying cosine theorem and sine theorem in Eq. (3), the following is
obtained:

V0 ¼ 6Vm;l�l

p
ð� cos

2p
6
cos aþ sin

2p
6
sin aÞþ ðcos p

6
cos a� sin

p
6
sin aÞ

� �

¼ 6Vm;l�l

p
ð

ffiffiffi
3

p � 1
2

cos aþ
ffiffiffi
3

p � 1
2

sin aÞ
� �

¼ 3ð ffiffiffi
3

p � 1ÞVm;l�l

p
ðcos aþ sin aÞ ¼ 6ð ffiffiffi

3
p � 1ÞVl�l

p
cosða� p

4
Þ

ð4Þ

In the 6-phase 12-pulse phase controlled rectifier, the average output voltage is
not influenced in the range of the firing angle of 0°–15°. Therefore, by applying the
phase difference of p

6 to Eq. (4), Eq. (4) can be represented as follows:

V0 ¼ 6ð ffiffiffi
3

p � 1ÞVl�l

p
cosða� p

4
þ p

6
Þ ¼ 6ð ffiffiffi

3
p � 1ÞVl�l

p
cosða� p

12
Þ ð5Þ

To verify the effectiveness of Eq. (5), PSIM simulation as shown in Fig. 3 is
done. The effective value of output line voltage of the D� D� Y transformer is
87:5 V and only resistance load is connected without a harmonic wave filter.

To show the effectiveness of Fig. 3, calculated results by Eq. (5) and simulation
results with respect to firing angles are given in Table 1.
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2.3 Analysis of Control Algorithm for Double Converter

2.3.1 Control Algorithm of the Double Converter

Figure 4 shows the control configuration for the double converter system. By
detecting 0 voltage of 3-phase voltage, triggering time of the firing angle a is
determined. Moreover, by detecting DC voltage Vdc and DC current Idc, DC voltage

Fig. 3 Double converter phase control simulation configuration

Table 1 Calculated and
simulation results of DC
voltage output V0 with respect
to the firing angle

Firing angle Calculated results Simulation results (V)

0° 122.33 123.35

15° 122.33 123.35

45° 105.945 V 105.53

64.1605246° 80 V 79.2

Vdc

Mode 
Control

Gate 
Control COS -1 PI Controller

Vdc ,ref

Vdc

Thyristor Double  Converter

D-D-Y Transformer

Trigger

Trigger Gate

Gate
Sync signal

Fig. 4 Control configuration of the double converter system
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Vdc and DC current Idc are input to PI controller for determination of the double
converter mode and calculation of the firing angle a.

The controller makes the thyrister triggered with the firing angle a suitable to the
operation condition of converter mode and inverter mode by the signals generated
from the control algorithm.

The control objective of the double converter is to keep the voltages supplied to
the trolley lines constant based on control conditions. Figure 5 shows a flowchart of
the basic control algorithm for this task.

Mode conversion of converter mode and inverter mode must be satisfied with
mode conversion conditions and must be complemented to prevent short to each
other. When DC voltage Vdc is decreased to less than Vref � Vmin, the double
converter is operated as the converter mode and controls the DC voltage Vdc to track
the referencevoltage Vref . When DC voltage Vdc is increased to more than
Vref � Vmin, the double converter is operated as the inverter mode and controls the
DC voltage Vdc to track the reference voltage Vref . A voltage hysteresis band is used
not to generate the sudden mode conversion [3].

Fig. 5 Flowchart of the
double converter control
algorithm
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2.3.2 Control Algorithm of the Conventional Double
Converter System

Figure 6 shows configuration for the PSIM simulation. The fire angle a of the
conventional double converter system used for the substation of Busan city railway
is verified by PSIM of Fig. 6. The specification of Table 2 is used for the PSIM
simulation. The 3-phase 22.9 kV input voltage received from AC motion is
transformed into 3-phase 1,750 V voltage by the D� D� Y transformer and this
3-phase 1,750 V voltage is input to the double converter.

For the double converter, converter mode and inverter mode are used alternately
based on line voltage and current conditions supplied for the trolley lines. Table 3
shows control conditions for the double converter.

Figure 7 shows simulation results for the double converter. When the trolley line
voltage Vdc is over 1,700 V, the double converter is operated with inverter mode.
When the trolley line voltage Vdc is greater than or equal to 1,600 V, the double
converter is operated with converter mode. Therefore, Vdc keeps constant inde-
pendently of load change. When the double converter is converted to
converter/inverter, it is shown that undershoots/overshoots occurred by the accu-
mulation of errors within the hysteresis band of PI controller.

Fig. 6 Configuration of the PSIM simulation
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When the mode conversion of the double converter is done, the mode conversion
of the double converter is performed based on the control conditions of Table 3.
The mode of the double converter can be shown in mode signals of Fig. 7. In case
that the mode signal is “1”, the double converter is operated with converter mode.
On the other hand, in case that the mode signal is “0”, the double converter is
operated with inverter mode. The fire angle a in converter mode is shown in
Forward Alpha of Fig. 7 and is in the range of 0�\aFor\90�. In conversion from

Table 2 Specifications of the double converter used for simulation

Transformers Input voltage 3Φ 22.9 kV

Connection △ − △ − Y

Transformer turns ratio 22,900: 1,750: 1; 750
� ffiffiffi

3
p

Output voltage 3Φ 1,750 V

Double
converter

Rated output voltage DC 1,650 V

capacity 8.25 MW

DC load current Maximum current 2,500 A

Minimum current −2,500 A

Table 3 Control conditions
for the double converter

Converter mode DC voltage Vdc\1600V

DC current Idc [ 20A

Firing angle range 0�\a\90�

Inverter mode DC voltage Vdc [ 1700V

DC current Idc\� 20A

Firing angle range 90�\a\180�

Fig. 7 Simulation results for the double converter
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inverter mode to the converter mode, aFor ¼ 70:4�. The fire angle a in inverter
mode is shown in Reverse_Alpha of Fig. 7 and is in the range of 90�\aRev\180�.
In conversion from the converter mode to the inverter mode, aRev ¼ 154:7�.

3 Optimal Firing Angle in Mode Conversion
of Double Converter

3.1 Analysis of Optimal Firing Angle
for the Double Converter

When the mode conversion of the double converter is done, converted to
converter/inverter, it is important to choose the initial firing angle to prevent
undershoots/overshoots generated by the accumulation of errors within the hys-
teresis band of PI controller and to make DC voltage Vdc track reference voltage
Vref fast as possible. Therefore, simulation is done to verify the output character-
istics in conversion of the mode of the double converter due to the choice of the
initial firing angle as shown in Fig. 6 showing configuration for the PSIM simu-
lation of the conventional double converter system used for the substation equip-
ment of Busan city railway. Table 4 shows the specification used for simulation in
analyzing the initial fire angle. Table 4 applies 1/20 time of the real model in output
voltage and current and 1/400 time of the real model in capacity for verification by
experiment and manufacture of prototype in future. PI gain values are limited as the
minimum value of 0.5 and the maximum value of 0.9 to prevent short between the
double converter.

Table 4 Specification used for simulation

Division Items Settings

Transformers Connection △ − △ − Y

Input and output frequency 60 Hz

Primary input voltage 3Φ 380 V

Secondary △ connection side output voltage 3Φ 87.5 V

Secondary Υ connection side output voltage 3U 87:5=
ffiffiffi
3

p
V

Transformer turns ratio 380 : 87:5 : 87:5=
ffiffiffi
3

p
V

Double
converter

Capacity 5 kVA

Output voltage DC 80 V

Double
converter
controller

DC voltage reference 80 V

Forward mode Vdc\ 75 V and Idc [ 2A

Reverse mode Vdc [ 85V and Idc\� 2A

Zero current hysteresis band �1A \Idc\1A
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3.1.1 Control Algorithm of the Conventional Double
Converter System

Table 5 shows relation between the initial firing angle and PI value when the double
converter is converted to converter mode.

Figure 8 shows conversion characteristic graph with respect to the initial firing
angle when the double converter is converted to converter mode. In the initial fire
angle of að0Þ ¼ 70�, Fig. 8 shows the fast response, the smallest voltage fluctuation
rate and the best tracking performance voltage to the reference voltage of the DC
voltage.

3.1.2 Response Characteristics with Respect to the Initial
Firing Angle in Inverter Mode

Table 6 shows the relation between the initial firing angle and PI value when the
double converter is converted to inverter mode. Figure 9 shows conversion char-
acteristic graph with respect to the initial firing angle when the double converter is
converted to inverter mode.

Table 5 Relation between
initial firing angle and PI
value in the converter mode
for simulation

No. Initial firing angle PI value

1 58° 0.5299

2 62° 0.4694

3 68° 0.4067

4 70° 0.3420

5 74° 0.2756

6 78° 0.2079

7 82° 0.1391

Fig. 8 Conversion characteristics in converter mode with respect to with the initial firing angle
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In the initial fire angle of að0Þ ¼ 154�, Fig. 9 shows the fast response, the
smallest voltage fluctuation rate and the best tracking performance voltage to the
reference voltage of the DC voltage.

Because the initial firing angle is influenced by high pass filter and current
reference in mode conversion, the real value of the firing angle used for Busan city
railways and the value of the optimal firing angle in simulation were different a little
as shown in Table 7.

Table 6 Relation between
the initial firing angle and PI
value in invert mode for
simulation

No. Initial firing angle PI value

1 130° 0.6427

2 134° 0.6946

3 138° 0.7431

4 142° 07880

5 146° 0.8290

6 150° 0.8660

7 154° 0.8987

Fig. 9 Conversion characteristics in inverter mode with respect to the initial firing angle

Table 7 Measured and simulated values of the firing angle of Busan city railway

Division Converter mode conversion from
the inverter

Inverter mode conversion from
the converter

Busan city railway
firing angle

70.4° 154.7°

Simulating firing angle 70° 154°
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4 Conclusions

This paper proposed the control of a double converter to be able to reuse the
regenerative energy. When the mode conversion of the double converter was done,
the simulation results were shown to minimize the undershoot and the overshoot by
the optimal initial firing angle. The simulation results showed that the optimal firing
angle was a ¼ 70� in the converter mode and a ¼ 154� in the inverter mode.

Acknowledgement This study is a study carried out with the support of the South Korea Agency
for Infrastructure Technology Advancement (14RTRP-B091404-01).
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A Synchronization Method
for Three-Phase Grid-Connected Inverters
Using Levenberg-Marquardt Technique

Tran Quang Tho, Pham Huu Ly, Truong Viet Anh
and Le Minh Phuong

Abstract The controllers of three-phase grid-connected inverters usually need
improvements to allow distributed generations to meet the stringent grid codes with
high power quality and the fault ride through ability. Therefore, the performance of
the grid-connected inverter depends on the response of the selected synchronization
method. This paper proposes a method with high accuracy and good dynamics
under the unbalanced and highly distorted voltage. The proposed method bases on
the least squares technique using the Levenberg-Marquardt algorithm to rapidly
converge the solution, thus requiring less hardware and associated cost for real-time
implementation. The technique does not base on interdependent loops offering
stability and easy estimating process. The robustness and accuracy of the proposed
technique are better than the techniques basing on the dual second-order general-
ized integrator (DSOGI) and the conventional PLL. The simulation results in
MATLAB/Simulink under the unbalanced and harmonic voltage conditions vali-
dated the performance of the proposed method.

Keywords Grid-connected inverters � Synchronous reference frame based
phase-locked loop (SRF-PLL) � Second-order generalized integrator (SOGI) �
Synchronization method � Newton-type algorithm (NTA)
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1 Introduction

The requirement of quick and accurate estimation of grid voltage parameters is one
of the priority duties of grid-connected inverters. The estimation of fundamental
parameters of grid voltage from a clean sinusoidal waveform is a relatively easy
task [1]. However, the parameters of the actual input grid voltage in the
grid-connected inverters are often changed such as voltage and frequency fluctu-
ations, unbalance, high harmonics, and dc offset typically introduced by the mea-
surements and data conversion processes. Therefore, the estimation of the distorted
grid voltage parameters becomes a relatively difficult duty to meet stringent grid
codes [2–9]. Many digital signal processing (DSP) techniques for estimation of the
fundamental frequency of grid voltage have been presented in the technical liter-
ature. Phase locked loop (PLL) is one of the efficient DSP techniques for estimating
the parameters of the fundamental grid voltage [10–15]. However, the estimated
parameters of PLL usually contain ripples due to the presence of the harmonic, dc
offset, and unbalance voltage [2, 3, 16–18]. In order to reject the ripples from the
estimated parameters at the expense of lower bandwidth, the in-loop filters are
usually used. But these lead to a slower dynamic response [19]. In addition, the
presence of the interdependent loops makes the tuning of PLL controller parameters
more complicated. The technique of tuning adaptive frequency [20] uses differ-
entiation and moving average filters in order to avoid the interdependent loops.
Thus, it also leads to a slower dynamic response. The significantly high overshoot
of estimated parameters of the PLLs is also an obstacle during phase jumps and thus
causes delay in the synchronization process [21].

The techniques of quadrature signal generator basing on a second-order gener-
alized integrator (QSG-SOGI) [22–24] can be used to reject high order harmonics
and lock the frequency by frequency-locked loop (FLL) methods, but they cannot
reject the lower order harmonics and dc offset. They also therefore introduce sig-
nificant ripples into the estimated fundamental parameters. The technique that
combines Multi-Sequence/Harmonic Decoupling Cell (MSHDC) with the con-
ventional PLL [25] offers good dynamics. However, this is computational burden
and low accuracy. The technique using DSOGI of [26] rejects the effects of
unbalance and slow dynamics and the enhanced PLL (EPLL) combines with the
DSOGI to detect the positive consequence (but not completely) are also compu-
tational burden, thus requiring the strong and expensive hardware.

The Newton-type algorithm (NTA) [27, 28] is a nonlinear technique that can
identify the parameters of grid voltage [29]. However, this can be unstable under
the large voltage transient. To increase the stability, a technique combining Notch
filters and low-pass filters (LPF) with the NTA least-square method (NTA-LS) is
proposed in [30]. But this also makes the dynamic response poor. In order to
improve the dynamic response, a technique combining the NTA with a
second-order IIR band-pass filter (BPF) at the input to reject the dc offset com-
ponent is also introduced in [31]. In this technique, a LPF is cascaded with a
recursive differentiation filter (DF) for better attenuation of ripple from the
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estimated frequency at the expense of a slower dynamic response (NTA-DF).
However, the response is also very low.

Levenberg-Marquardt algorithm (L-M) [32, 33] is a standard technique usually
applied for solving problems of nonlinear least squares. Least squares problems
arise when estimating a function of parameters to a set of measured data points by
minimizing the sum of the error squares between the data points and the estimated
parameters [34]. The L-M behaves like the gradient-descent technique when the
parameters are far away from their optimal values, and behaves like the
Gauss-Newton technique when the parameters are near to their optimal values.
Therefore, the L-M leads to the faster convergence and the smaller number of
iterations and does not require the expensive and strong DSP.

In the conventional PLLs, the voltages vα and vβ must be used to detect the
phase angle θ. When the unbalance of the three-phase voltage happens, the
amplitudes of vα and vβ are not equal. These amplitudes can be equally adjusted by
the voltages vα

+ and vβ
+ in the SOGI PLL but not completely. This paper proposes a

PLL using the method of least squares that relies on the L-M to rapidly converge to
the solution and decrease the number of iterations. In the proposed PLL, the only
voltage vα is used to define the phase angle θ. This completely rejects the negative
effects of the unbalanced voltage. The simulation results of the proposed method
validated the performance in the quick and accurate estimation of the frequency
under the unbalanced and harmonic conditions compared to the DSOGI and the
conventional PLL. The higher accuracy and quick of the estimated frequency result
in the higher quality of the estimated phase angle.

2 PLL Basing on the Synchronization Reference Frame

The structure of a three-phase grid-connected inverter system [35] is shown in
Fig. 1. The duty of PLL is to quickly and accurately estimate the phase angle θ of
fundamental grid voltage. Then, the PLL must produce clean unit amplitude sine
and cosine signals, which are called the unit vectors. The clean unit vectors are
adopted to synchronize with the grid voltage through the generation of the reference
in the closed-loop control of the inverters.

Fig. 1 The structure of a three-phase grid-connected inverter system [35] using PLL
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2.1 The Conventional PLL

An SRF-PLL is also shown in Fig. 2. The voltages vα and vβ are defined as (1). The
response of SRF-PLL is not good under the unbalanced grid voltage [26].

va
vb

" #
¼ 2

3
1 �1=2 �1=2
0 � ffiffiffi

3
p

=2
ffiffiffi
3

p
=2

� � va
vb
vc

2
4

3
5 ð1Þ

2.2 The Dual SOGI-PLL

Two SOGIs are used in the quadrature-signals generator to yield two couples of
clean orthogonal signals. These four signals are entered in the positive sequence
detector. This technique has frequency-adaptive response under the harmonic
conditions. Actually, the harmonics are filtered before entering in the PLL [36].
However, the accuracy and dynamics are not good under the unbalanced conditions
(Fig. 3).

Fig. 2 The general structure of conventional SRF-PLL

Fig. 3 The block diagram of DSOGI based PLL
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3 The PLL Using the Levenberg-Marquardt Technique

Since the transformation from abc to αβ in (1) can reject harmonics and offset
dc, the three-parameter model using the L-M technique is shown in Fig. 4 with
respect to m samples of input grid voltage. Then, the output μ of the L-M
technique consists of three estimated parameters Vmag, f, and ϕ. These param-
eters are also filtered by a discrete second-order filter in order to reject harmonic
ripples.

Assume that the data column vector contains the sequence of measurement
samples y = [y1…ym]

T taken at time instants {t1, …, tm}. It is also assumed that
data of voltage can be modeled by (2).

yðtÞ ¼ Vmag sinð2pftþ/Þ ð2Þ

where Vmag is the voltage amplitude, f is the frequency, and ϕ is the initial phase
angle. Then, (2) can also be rewritten as

yðtÞ ¼ Vmag sinðhÞ ð3Þ

Thus, a vector μ of three parameters can be expressed as

l ¼ Vmag f /½ �T ð4Þ

Then, the sum of the weighted squares of errors χ2(μ) with respect to the
unknown parameters μ as

v2ðlÞ ¼ 1
m

Xm
i¼1

yðtiÞ � y
^
ti; lð Þ

� �

wi

2
664

3
775
2

ð5Þ

f

Vmag

Fig. 4 The PLL structure using the Levenberg-Marquardt technique
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where wi is a value of measure of the error in measurement y(ti), ŷðti; lÞ is the
fundamental sine wave described by the estimated parameters μ. Then, (5) can be
rewritten as

v2ðlÞ ¼ y� ŷðlÞð ÞTW y� ŷðlÞð Þ ð6Þ

v2ðlÞ ¼ yTWy� 2yTW ŷ lð Þþ ŷ lð ÞTW ŷ lð Þ ð7Þ

where the weighting matrix W is diagonal with Wii = 1/wi
2. The parameters are

estimated by minimizing χ2(μ) with respect to the parameters through an itera-
tive method. The objective of each step of iteration is to find a perturbation
value Hessian (H) respect to the parameters that reduce the estimated errors.
Then, the gradient of the objective function with respect to the parameters is as
follows:

@v2

@l
¼ � y� ŷ lð ÞÞð ÞTWJ ð8Þ

where the matrix J is a Jacobian as (9). It represents the local sensitivity of the
function ŷ with respect to the variation of the parameters μ. Then, the perturbation
H that moves the parameters in the direction of steepest descent is given by (10).
Where the positive value α defines the length of the step in the steepest-descent
direction.

Jm�4 ¼ @ŷ lð Þ
@l

� �
¼

@ŷ t1;lð Þ
@Vmag

@ŷ t1;lð Þ
@f

@ŷ t1;lð Þ
@/

..

. ..
. ..

.

@ŷ tm;lð Þ
@Vmag

@ŷ tm;lð Þ
@f

@ŷ tm;lð Þ
@/

2
664

3
775 ð9Þ

H ¼ aJTW y� ŷ lð Þð Þ ð10Þ

In the Gauss-Newton technique, the perturbation H is defined as:

Hg ¼ JTW y� ŷ lð Þð Þ JTWJ
� ��1 ð11Þ

While the Levenberg-Marquardt adaptively varies the updates of parameter
between the Gauss-Newton update and the gradient descent update as

HLM ¼ JTW y� ŷ lð Þð Þ JTWJ þ kI
� ��1 ð12Þ

where small values of λ result in a Gauss-Newton update. On the contrary, large
values of λ result in a gradient descent update. The value λ is initialized to be
large. If the iteration happens to result in a worse approximation, λ is increased.
When the solution approaches the minimum, λ is decreased, the L-M behaves
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like the Gauss-Newton, and the typical solution rapidly converges to the local
minimum.

JTWJ þ kdiag JTWJ
	 
� �

HLM ¼ JTW y� ŷ lð Þð Þ ð13Þ

In each iteration ith, the step H is evaluated by comparing χ2(μ) to χ2(μ + H). The
step will be accepted if the metric γi(H) is greater than a user-defined value, ε.

ci Hð Þ ¼ v2 lð Þ � v2 lþHð Þ
2HT kiHþ JTW y� ŷ lð Þð Þð Þ ð14Þ

If γi(H) > ε in each iteration, then μ is substituted by μ + H and λ is decreased by
a factor. On the other hand, λ is increased by a factor, and the technique goes to the
next iteration.

k0 ¼ kinitial;
JTWJ þ kidiag JTWJð Þ½ �H ¼ JTW y� ŷ lð Þð Þ;
f ci Hð Þ[ e : lþH ! l; kiþ 1 ¼ max ki

LD
; 1e� 8

� �
;

otherwisekiþ 1 ¼ kiLI ;

9>>=
>>;

ð15Þ

4 The Simulation Results

The simulation performance of the proposed technique in MATLAB/Simulink is
implemented in this section to compare to the techniques of the DSOGI and the
conventional PLL. The input voltages va, vb, and vc in Fig. 5 are distorted by 7 % of
the 5th, 7 % of the 7th, 5 % of the 11th, and 5 % of the 13th harmonics (total
harmonic distortion 12.17 %). The amplitudes of va and vb are jumped from 311 V
(normal) to 217.7 V (70 % of normal) at the time t = 0.1 s. The fundamental
frequency reference is jumped from 50 to 47 Hz at the time t = 0.2 s.
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Fig. 5 The input voltage va, vb, and vc
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The factors of the DSOGI and the conventional PLL are chosen K as
ffiffiffi
2

p
, Kp as

0.2958, and Ki as 0.0136 [8]. The window size of the proposed technique has m as
22 and the sampling frequency of input voltage is chosen as 1 kHz. The initial
parameter vector is β = [300 45 0]T, LD = 9, LI = 11, and λinitial = 0.01. The
simulation results are shown in Figs. 6, 7, 8 and 9.

The voltages vα and vβ in stationary reference frame in Fig. 6 show that har-
monics and dc offset are rejected by the transformation in (1). The estimated phase
angles of three case studies are also shown in Fig. 7.

In the interval 0–0.1 s, the estimated frequencies in Fig. 8 under the balanced
voltage showed that the dynamic response of the proposed and the conventional are
the same with the settling time of 0.03 s (1.5 fundamental periods). Whereas that of
the DSOGI is the worst and the settling one is 0.1 s (five fundamental periods). The
steady-state error of the three cases is very good and lower than 0.05 Hz. This
means that the steady-state error of the three cases is lower than the standard limit of
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Fig. 6 The voltages vα and vβ in stationary reference frame
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0.1 % of IEEE-1547 [7] according to the calculation method of total vector error
(TVE) described in [37].

In the interval 0.1–0.2 s, the estimated frequencies in Fig. 8 under the unbal-
anced voltage showed that the error of the conventional (up to 1.5 Hz) is the worst
and much higher than the limit. Because the negative sequence components are still
in the voltages vα and vβ. The response of estimated frequencies zoomed in Fig. 9
also shows that the settling time of the DSOGI is 0.1 s, whilst that of the proposed is
0.03 s (1.5 fundamental periods). The error of the DSOGI is 0.1 Hz and also higher
than the limit, whereas that of the proposed technique in Fig. 9 is lower than
0.01 Hz and lower than the limit. The frequency undershoot of the DSOGI is
similar to the proposed.

In the interval 0.2–0.3 s, the estimated frequencies in Fig. 8 under the unbal-
anced voltage and frequency jump also yield the similar results as those in the
interval 0.1–0.2 s. Thus, the simulation results show that the conventional cannot
well operate under the unbalanced voltage due to the effects of the negative
sequence components. The DSOGI yields the better results by the capability of
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detecting the positive sequence components but the steady-state error of the esti-
mated frequency is still higher than the limit [7], whereas the proposed offers the
best both the dynamics and the steady-state error of the estimated frequency. Thus,
the best phase angle is also.

Therefore, the simulation results have validated the performance and the
robustness of the proposed PLL under the severe conditions of input grid voltage.
The only voltage vα is used in the proposed PLL to reject the negative effects of the
unbalanced voltage. This is an outstanding advantage.

5 Conclusions

The paper proposed a PLL technique for synchronization of grid-connected
inverters. The proposed basing on the L-M technique is used to quickly and
accurately estimate the parameters of input grid voltage. The simulation results
showed the performance and the robustness of this technique compared to the
conventional and the DSOGI. The proposed PLL is also immune from the negative
effects of input voltage such as dc offset, harmonics, unbalanced voltage, frequency
fluctuation. The simulation results also showed that the proposed PLL can meet the
stringent standards of IEEE.
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Improved Control Strategy of Three-Phase
Four-Wire Inverters Using Sliding Mode
Input-Ouput Feedback Linearization
Under Unbalanced and Nonlinear Load
Conditions

Tan Luong Van, Le Minh Thien Huynh, Tran Thanh Trang
and Duc Chi Nguyen

Abstract In this paper, a novel nonlinear control scheme is proposed to regulate
the three-phase output line-to-neutral voltages of a three-phase split-capacitor
inverter as an AC power supplies. First, the nonlinear model of the system con-
sisting of LC filter is obtained in the d-q-0 synchronous reference frame. Then, the
input-output feedback linearization is applied through the sliding mode approach
which avoids the complex calculations and simplifies further the controller struc-
ture. Also, a low-pass filter is employed for the sliding mode control to reduce the
chattering of the load variations to acceptable levels without affecting the perfor-
mance of the controller. The validity of the control method has been verified by
simulation results.

T.L. Van (&) � L.M.T. Huynh
Department of Electrical and Electronic Engineering, Sai Gon University,
273 an Duong Vuong, Ho Chi Minh City, Vietnam
e-mail: luongees2@yahoo.com

L.M.T. Huynh
e-mail: hlmthien@gmail.com

T.T. Trang
Department of Engineering and Technology, Van Hien University,
665-667-669 Dien Bien Phu, Ho Chi Minh City, Vietnam
e-mail: trangtt@vhu.edu.vn; trangtranthanh1979@gmail.com

T.T. Trang
National Key Lab of Digital Control and System Engineering,
University of Technology, Vietnam National University Ho Chi Minh City,
268 Ly Thuong Kiet Ho Chi Minh City, Vietnam

D.C. Nguyen
Department of Electrical and Electronic Engineering, Thu Duc College of Technology,
53 Vo van Ngan, Ho Chi Minh City, Vietnam
e-mail: ducchi.nguyen@mail.tdc.edu.vn

© Springer International Publishing Switzerland 2016
V.H. Duy et al. (eds.), AETA 2015: Recent Advances in Electrical
Engineering and Related Sciences, Lecture Notes in Electrical Engineering 371,
DOI 10.1007/978-3-319-27247-4_23

261



Keywords Nonlinear load � Three-phase split-capacitor inverter � Sliding mode �
Unbalanced load

1 Introduction

Recently, three-phase inverter for standalone applications has been rapidly
increased. The applications could be the vehicles, trucks, or the photovoltaic power
systems, and so on [1–3]. These loads could be the three-phase loads and/or
single-phase loads which can cause a three-phase unbalanced load, an irregularly
distributed single-phase load or a balanced three-phase load running at a fault
condition. If the phases are unequally loaded, they produce undesired negative and
zero sequence currents. The negative sequence component will cause excessive
heating in machines, saturation of transformers and ripple in rectifiers. The zero
sequence currents cause both excessive power losses in neutral lines and affect
protection.

The three-phase inverter can be interfaced with load which is typically a
four-wire system, where the neutral is grounded. There are several methods to
provide the neutral point of the source side. The Δ/Υ transformer has been used, in
which the Δ windings are connected to the inverter and the Υ windings are con-
nected to the load [4]. Thus, the zero-sequence current is trapped in the Δ windings.
However, the use of this transformer causes a bulky, heavy and costly topology.
Also, the three-phase split-capacitor inverters and the four-leg inverters which are
formed by eight switches consisting of 16 switch combinations have been
employed. Nevertheless, the two switches should be added to the four-leg inverters
and the complex three-dimension space vector modulation is required [5].
Fortunately, a three-phase three-leg inverter with split DC bus is one topology
which can implement the three-phase four-wire system with a neutral point, as seen
in the connection point of the load in Fig. 1. Compared to a three-phase three-wire
system, this topology can face with the zero-sequence to regulate the output volt-
ages in balance and the zero-sequence current can flow in the connection between
the neutral point and the mid-point of the capacitive divider.

Several researches focusing on regulating the output voltages of the three-phase
split-capacitor inverters in the unbalanced load conditions have been proposed. In
[6], a control strategy applying the symmetrical sequence decomposition technique
to extract the unbalanced three-phase signals as sum of positive, negative and
zero-sequence have been developed. The PI controllers for the current and voltage
are used to regulate the output voltages of the inverter. However, the using of
twelve PI controllers and the processes of the sequence decomposition and com-
position could increase the calculation time. Also, this control strategy is suitable
for only the case of unbalanced linear loads. Another control method using the
sliding mode control scheme have been applied to improve the operation of the
wind turbine system under grid fault conditions [7]. The discrete sliding mode
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controller achieved relatively good control performance such as the fast dynamic
response, and insensitiveness to parameter and load variations.

This paper proposed a nonlinear control of three-phase split-capacitor inverters
using sliding mode (SM) input-output feedback linearization approach in the case of
unbalanced linear/nonlinear loads. The feedback linearization theory via a sliding
mode approach is applied to avoid the complex calculations and simplifies further
the controller structure. Also, the sliding mode control employing a low-pass filter is
to reduce the chattering effects of the types of loads affecting the performance of the
controller. The simulation results show the validity of the proposed control method.

2 System Modeling

The three-phase split-capacitor inverter in Fig. 1 can be represented in synchronous
d-q-0 reference frame. Due to unbalanced load condition, the zero-sequence com-
ponents are taken into account as

Fig. 1 Block diagram of the simplified sliding mode (SM) controller
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_idq ¼ 1
Lf

vdq � 1
Lf

vldq � jxidq ð1Þ

_i0 ¼ 1
Lf þ 3Ln
� � v0 � 1

Lf þ 3Ln
� � vl0 ð2Þ

_vldq ¼ 1
Cf

idq � 1
Cf

ildq � jxvldq ð3Þ

_vl0 ¼ 1
Cf

i0 � 1
Cf

il0 ð4Þ

where Lf is the filter inductance, Ln is the neutral filter inductance, Cf is the filter
capacitance, vdq and v0 are the d-q-0 axis inverter output voltages, vldq and vl0 are the
d-q-0 axis phase load voltages, idq and i0 are the d-q-0 axis inverter output currents,
ildq and il0 are the d-q-0 axis load currents, and ω is the source angle frequency.

From (1) to (3), a state-space modeling of the system is derived as follows:

_id
_iq
_i0
_vld
_vlq
_vln

2
666666664

3
777777775
¼

0 x 0 �1=Lf 0 0

�x 0 0 0 �1=Lf 0

0 0 0 0 0 � 1
Lf þ 3Ln

1=Cf 0 0 0 x 0

0 1=Cf 0 �x 0 0

0 0 1=Cf 0 0 0

2
6666666664

3
7777777775

id
iq
i0
vld
vlq
vln

2
666666664

3
777777775

þ

1=Lf 0 0

0 1=Lf 0

0 0 1
Lf þ 3Ln

0 0 0

0 0 0

0 0 0

2
666666664

3
777777775

vd
vq
vn

2
64

3
75þ

0

0

0

�ild=Cf

�ilq=Cf

�iln=Cf

2
666666664

3
777777775

ð5Þ

3 Sliding Mode Input-Output Feedback Linearization
Controller

3.1 Input-Output Feedback Linearization Control

An MIMO feedback linearization approach is proposed for the purpose of elimi-
nating the nonlinearity in the modeled system [8]. Consider a multi-input
multi-output (MIMO) system as follows:
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_x ¼ f ðxÞþ g � u ð6Þ

y ¼ hðxÞ ð7Þ

where x is state vector, u is control input, y is output, f and g are smooth vector
fields, h is smooth scalar function.

The dynamic model of the inverter in (5) is expressed in (6) and (7) as

x ¼ id iq i0 vld vlq vln
� �T

; u ¼ vd vq vn
� �T

; y ¼ vld vlq vln
� �T

To generate an explicit relationship between the outputs yi¼1;2;3 and the inputs
ui¼1;2;3, each output is differentiated until a control input appears.

y1
::

y2
::

y3
::

2
4

3
5 ¼ A xð ÞþE xð Þ

u1
u2
u3

2
4

3
5 ð8Þ

Then, the control law is given as

v�d
v�q
v�0

2
64

3
75 ¼

u1
u2
u3

2
4

3
5 ¼ E�1ðxÞ �AðxÞþ

v1
v2
v3

2
4

3
5

2
4

3
5 ð9Þ

where

A xð Þ ¼

2
Cf
xiq � 1

Lf Cf
þx2

� �
vld � 1

Cf
_ild � 1

Cf
xilq

� 2
Cf d

� 1
Lf Cf

þx2
� 	

vlq � 1
Cf

_ilq þ 1
Cf

xild

� 1
Lf þ 3Ln
� �

Cf
vln � 1

Cf

_iln

2
66666664

3
77777775
;

E�1 xð Þ ¼
Lf Cf 0 0

0 Lf Cf 0

0 0 Lf þ 3Ln
� �

Cf

2
64

3
75

v1, v2, and v3

are new control inputs.
A desired dynamic response can be imposed to the system by selecting

v1
v2
v3

2
4

3
5 ¼

y�1
::

þ k11 _e1 þ k12e1
y�2
::

þ k21 _e2 þ k22e2

y�3
::

þ k31 _e2 þ k32e2

2
664

3
775 ð10Þ

where e1 ¼ y�1 � y1, e2 ¼ y�2 � y2 and e3 ¼ y�3 � y3. y�1, y
�
2, and y�3 are the reference

values of the y1, y2, and y3, respectively.
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The following error dynamics can be formulated from (8) to (10) as

e1
:: þ k11 _e1 þ k12e1 ¼ 0

e2
:: þ k21 _e2 þ k22e2 ¼ 0

e3
:: þ k31 _e3 þ k32e3 ¼ 0

ð11Þ

which are stable if the gains k11, k12, k21, k22, k31, and k32 are positive [9].
In order to have an exact idea of the controller complexity, the control inputs of

(8) can be formulated separately as

u1
u2
u3

2
4

3
5 ¼

Lf Cf v1 � 2
Cf
xiq þ 1

Lf Cf
þx2

� �
vld þ 1

Cf
_ild þ 1

Cf
xilq

h i
Lf Cf v2 þ 2

Cf
xid þ 1

Lf Cf
þx2

� �
vlq þ 1

Cf
_ilq � 1

Cf
xild

h i

Lf þ 3Ln
� �

Cf v3 þ 1
Lf þ 3Lnð ÞCf

vln þ 1
Cf
_iln


 �

2
66664

3
77775 ð12Þ

As can be seen from (12), even though the voltages (vld ; vlq; vln) are already
linearized, it is not so easy to implement even for the most advanced digital signal
processors since it contains many complex operations such as quadratic terms and
divisions, and still appears the time derivative of currents (ild ; ilq; iln). To overcome
this drawback, a simple alternative controller based on sliding mode control is
proposed, in which the controller input–output linearizes the system and can be
easily implemented with a digital or an analog approach.

3.2 Sliding Mode Input-Output Feedback Linearization
Controller

The sliding surfaces with the errors of the indirect component voltages are
expressed as:

s1 ¼ _e1 þ k11e1 þ k12

Z
e1dt

s2 ¼ _e2 þ k21e2 þ k22

Z
e2dt

s3 ¼ _e3 þ k31e3 þ k32

Z
e3dt

ð13Þ

If the system states operate on the sliding surface, then s1 ¼ s2 ¼ s3 ¼ 0 and
_s1 ¼ _s2 ¼ _s3 ¼ 0. Substituting (13) into _s1 ¼ _s2 ¼ _s3 ¼ 0 yields

e1
:: ¼ �k11 _e1 � k12e1; e2

:: ¼ �k21 _e2 � k22e2; e3
:: ¼ �k31 _e3 � k32e3 ð14Þ
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It is guaranteed in (14) that the system states (vld ; vlq; vln) will exponentially
converge towards the reference values when they are kept the sliding surface to be
equal to 0. The equivalent control concept of a sliding surface is the continuous
control that allows for the maintenance of the state trajectory on the sliding surface
s ¼ _s ¼ 0. The equivalent control is obtained from (13) as

_s1 ¼ e1
:: þ k11 _e1 þ k12e1 ¼ v1 � 2

Cf
xiq þ 1

Lf Cf
þx2

� 	
vld þ 1

Cf

_ild þ 1
Cf

xilq


 �
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:: þ k21 _e2 þ k22e2 ¼ v2 þ 2

Cf
xid þ 1

Lf Cf
þx2

� 	
vlq þ 1

Cf

_ilq � 1
Cf

xild


 �

_s3 ¼ e3
:: þ k31 _e3 þ k32e3 ¼ v3 þ 1

Lf þ 3Ln
� �

Cf
vln þ 1

Cf

_iln

" #

ð15Þ

where v1, v2 and v3 coincide with the new inputs of the system, whose expressions
are

v1 ¼ v�ld
::

þ k11 _e1 þ k12e1

v2 ¼ v�lq
::

þ k21 _e2 þ k22e2

v3 ¼ v�lo
::

þ k31 _e3 þ k32e3

ð16Þ

The equivalent control is obtained by making _s1 ¼ _s2 ¼ _s3 ¼ 0 as follows:

u1eq ¼ Lf Cf v1 � 2
Cf

xiq þ 1
Lf Cf

þx2
� 	

vld þ 1
Cf

_ild þ 1
Cf

xilq


 �

u2eq ¼ Lf Cf v2 þ 2
Cf

xid þ 1
Lf Cf

þx2
� 	

vlq þ 1
Cf

_ilq � 1
Cf

xild


 �

u3eq ¼ Lf þ 3Ln
� �

Cf v3 þ 1
Lf þ 3Ln
� �

Cf
vln þ 1

Cf

_iln

" # ð17Þ

It is noted that the obtained equivalent control is the same as the ones achieved in
(12). To drive the state variables to the sliding surface s1 ¼ s2 ¼ s3 ¼ 0, in the case
of s1; s2; s3 6¼ 0, the control laws are defined as

u1 ¼ u1eq þ c1sign s1ð Þ; u2 ¼ u2eq þ c2sign s2ð Þ; u3 ¼ u3eq þ c3sign s3ð Þ ð18Þ

where γ1 > 0, γ2 > 0, γ3 > 0.
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The reaching law can be derived by substituting (18) into (15), which gives

_s1 ¼ �c1sign s1ð Þ; _s2 ¼ �c2sign s2ð Þ; _s3 ¼ �c3sign s3ð Þ ð19Þ

The stability and robustness can be tested using Lyapunov’s function which are
presented in [8]. The idea is to overcome the controller’s complexity by assigning a
switching function, usw, to each sliding surface and then just averaging the fast
discontinuous switching by a simple low-pass filter as

�uieq ¼ x0

sþx0
uiSW ¼

x0
sþx0

uþ
imax if si [ 0

x0
sþx0

u�imin if si � 0

�
ð20Þ

where ω0 = 2πf0 is the cut-off frequency of the filter. The selection of the cut-off
frequency should be neither too low to avoid the delay effect on the system
dynamics, nor too high in order to avoid excessive chattering in the system states.
In this research, f0 is selected as to be 2000 Hz. Also, the chattering of the system
can be reduced even more if the switching gains such as uþ

1max, u
þ
1min, u

þ
2max, u

þ
2min,

uþ
3max, uþ

3min, are chosen around the stationary state of the control inputs
(u1st; u2st; u3st) of the system. The steady state of and can be derived from (2)
and (3) as

u1st ¼ 1
1

Lf Cf
þx2

� � 2
Cf

xiq � 1
Cf

xilq


 �
;

u2st ¼ 1
1

Lf Cf
þx2

� � � 2
Cf

xid þ 1
Cf

xild


 �
;

u3st ¼ 0

ð21Þ

The values uþ
1max and u

þ
1min can be simply chosen as uþ

imax ¼ uist þDi and uþ
1min ¼

uist � Di in which Δi is a constant value designed to assure the system stabilization
around the operating point. Also, the system chattering is related to the magnitude
of Δi.

Finally, the same input functions (18) have been replaced as

u1 ¼ �u1eq þ c1sign s1ð Þ; u2 ¼ �u2eq þ c2sign s2ð Þ; u3 ¼ �u3eq þ c3sign s3ð Þ ð22Þ

where the terms γ1, γ2, and γ3 guarantee the existence of the sliding mode in the
surface.

Figure 1 shows the block diagram of the simplified sliding mode input-output
feedback linearization controller, in which the reference value of the d-axis voltage
(V�

ld) is considered. The other reference values are set to zero since the inverter must
supply the balanced three-phase voltage.
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4 Simulation Results

To verify the feasibility of the proposed method, PSIM simulations have been
carried out for the unbalanced and nonlinear loads. An DC-link voltage at the input
of inverter from a three-phase ac source is 500 V, the switching frequency of
inverter is 10 kHz. The filter inductor Lf is 3 mH and the filter capacitor Cf is
100 µF which correspond to a cut-off frequency at 450 Hz. The parameters of loads
and controllers are shown in the Tables 1 and 2, respectively.

The simulation results for the proposed control and PI control under the different
types of the loads are shown from Figs. 2, 3 and 4. Each of figures illustrates the

Table 1 Parameters of loads Type of load Parameters

Unbalanced
resistor load

Ra = Rb = 20 Ω, Rc = 1 kΩ

Unbalanced
nonlinear load

Ls = 1 mH, C = 4.7 mF,
Rdca = 50 Ω, Rdcb = Rdcc = 1 kΩ

Table 2 Parameters of
controllers

Controller Type Gain of controller

Unbalanced
resistor
load

Unbalanced
nonlinear
load

PI control Current
controller

kp = 5.4
ki = 4000

kp = 17.5
ki = 13,100

Voltage
controller

kpv = 0.21
kiv = 682

kpv = 0.32
kiv = 896

SM control k11 = k21 = k31 = 5 × 103,
k12 = k22 = k32 = 8.4 × 106

0

100 [V]/divL
oa
d
vo
lta
ge

0

5 [A]/div

0

5 [A]/div

vla vlb vlc

ila ilb ilc

in

5 [ms]/div

0

100 [V]/div

0

5 [A]/div

0

5 [A]/div

vla vlb vlc

ila ilb ilc

in

5 [ms]/div

L
oa
d
cu
rr
en
t

N
eu
tr
al
cu
rr
en
t

L
oa
d
vo

lta
ge

L
oa
d
cu
rr
en
t

N
eu
tr
al
cu
rr
en
t

(a) (b)

Fig. 2 Dynamic response of a PI controller and b proposed SM controller under unbalanced load
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three-phase output line-to-neutral voltages, three-phase load currents, and neutral
line current. As can be seen, the phase load voltages always maintain in balanced
conditions and the total harmonic distortion (THD) of the phase load voltages is
recorded in the Table 3. As can be clearly seen, the THD of two controllers are not
much different in the case of unbalanced linear loads. However, the THDs of
phase-A load voltage of PI control are significantly increased by 2.14 and 2.5 % in
the case of nonlinear load and unbalanced nonlinear load, respectively, in which
those of SM control are 0.95 and 1.05 %. The SM control method achieves better
control performance than PI control in the cases of nonlinear load and unbalanced
nonlinear load.
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Fig. 4 Dynamic response of a PI controller and b proposed SM controller under unbalanced
nonlinear load
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5 Conclusions

The paper proposed a novel output voltage control of three-phase split-capacitor
inverter using sliding mode input-output feedback linearization approach. This
control method can regulate the load voltages in balanced condition in the case of
unbalanced linear and/or nonlinear load. The application of a feedback linearization
controller has been studied to overcome the limitations of the linear controller.
However, due to complex calculations, a sliding mode is proposed, which simplifies
the controller structure. Also, to reduce the chattering of the load variations
affecting the performance of the controller, a low-pass filter is employed for the
sliding mode. The feasibility of the proposed control of three-phase split-capacitor
inverter is verified by simulation results, which show the better performance than
conventional PI method.
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The Structural Characteristics of ZnO
Nanorods for Flexible Gas Sensor Grown
by Hydrothermal Method

JaeHeon Ock, JaeHyeon Oh, HyunMin Lee, SangHyun Kim
and Nakwon Jang

Abstract We study the characterization of ZnO nanorods for the fabrication of
new types of flexible gas sensors. However, the crystal structure of the amorphous
as well as the surface morphology of polyestersulfone (PES) substrate is poor.
Therefore, we introduced a ZnO buffer layer to facilitate ZnO nanorods growth.
Furthermore, in order to control characteristic on the growth of ZnO nanorods, we
grew ZnO nanorods on PES in various growth conditions. Additionally, we ana-
lyzed the structural characteristics using XRD, FE-SEM for the fabrication of
flexible gas sensors.

Keywords ZnO � Nanorod � Hydrothermal method � Flexible � Gas sensor

1 Introduction

Recently, lightweight, flexible, and easy-to-carry electronic devices have been
widely studied because of their potential applications, such as gas sensors, displays,
solar cells, and large sensor arrays [1].

Among these, demand for solid-state gas sensors is dramatically growing for a
wide range of applications, including the detection of hazardous gases, toxic gases,
environmental gas monitoring, humidity and air quality control, and chemical
process control [2–4].

Semiconductor gas sensors have the merits of low cost, small size, and high
selectivity. In the field of solid-state gas sensors, widespread applications for gas
sensors based on semiconducting metal oxides have been found in the past few
decades [5].
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Zinc oxide (ZnO) is a key electronic material and is particularly promising in
nano device applications because of its wide direct band gap of 3.37 eV and large
exciton binding energy of 60 meV, and it can be grown on selected patterned
substrates, as demonstrated in an earlier publication [6].

However, the sensitivity of the ZnO bulk material is not sufficiently high. The
sensitivity can be improved by increasing the surface area of the thin film by
growing nanorods.

Recently, several groups applied ZnO nanoparticles as seeds for the growth of
large-scale and well-oriented ZnO nanorods on silica substrates. However, it is
more significant to synthesize one-dimensional (1D) nanoscale materials on flexible
substrates, such as polyestersulfone (PES), polycarbonate (PC), and thermoplastic
polyurethane (TPU), for flexible applications [7, 8].

In nanorod synthesis methods, physical vapor deposition (PVD), chemical vapor
deposition (CVD), and pulsed laser deposition (PLD) have been used to obtain 1D
well-aligned ZnO nanorods arrays. However, these vapor-phase processing fabri-
cation techniques require vacuum conditions, high energy consumption, sophisti-
cated equipment, and rigid experimental conditions.

In order to fabricate a good sensitivity of the flexible gas sensor, it is necessary to
increase the surface area. So, we grew the ZnO nanorods on a flexible substrate to
increasing the surface area for sensitiveness of gas sensor.

However in order to use flexible substrates, a high temperature process is dif-
ficult to use, because the flexible substrate has a low softening point.

Therefore, we grew the ZnO nanorods on a flexible substrate using hydrothermal
methods. Hydrothermal methods do not require a high temperature process or
vacuum conditions.

Additionally, polyestersulfone (PES), the crystal structure of the amorphous as
well as the surface morphology, is poor. Therefore, we introduced a ZnO buffer
layer for the growth of ZnO nanorods.

In this study, we research to find the best conditions for fabricate of the flexible
gas sensor. The ZnO nanorods were grown on PES substrate with a ZnO buffer
layer using hydrothermal methods. Additionally, the structural properties of the
ZnO nanorods were investigated in various growth conditions.

2 Experimental Details

2.1 The Deposition of ZnO Buffer Layer

In this experiment, we used an RF magnetron sputter system for the deposition of
the ZnO buffer layer. Before deposition, the substrate, which was PES, was
1 × 1 cm. In addition, the PES substrate was cleaned with an ultra-sonic cleaner
using methanol and DI water. The base pressure of the chamber was maintained at
6.0 × 10–6 Torr.
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We also supplied the Ar gas at 20 sccm to create plasma. After that, the
deposition pressure of the chamber was maintained at 5 mTorr. However, the
crystal structure as well as the surface morphology is not good in PES substrate.

2.2 Growth of ZnO Nanorods

For the growth of the ZnO nanorods, the ZnO solution was produced using zinc
nitrate hexahydrate, hexamethylenediamine (HMT), and deionized (DI) water. The
amount of zinc nitrate hexahydrate and HMT was changed according to the con-
centrations of the ZnO solutions.

Additionally, we stirred two solutions in each beaker for 15 min. We then placed
the flat-bottom flask in a large beaker and warmed it up in a double boiler system
using Si oil on the hot plate. The PES substrate was placed upside-down in the
flask, because we chose the bottom-up growth method.

The mechanism for the growing of the ZnO nanorods using HMT can be
summarized in the following equations:

ðCH2Þ6N4 þ 6H2O ! 6COH2 þ 4NH3 ð1Þ

NH3 þ H2O ! NHþ
4 þ OH� ð2Þ

Zn NO3ð Þ2�6H2O ! Zn2þ þ 2NO�
3 þ 6H2O ð3Þ

Zn2þ þ 2OH� ! Zn OHð Þ2 ! ZnO þ H2O ð4Þ

Zn2+ is known to react readily with OH− to form more soluble Zn(OH)2 com-
plexes, which act as the growth units of ZnO nanorods. Finally, ZnO nanorods are
obtained through the decomposition of Zn(OH)2. Therefore, the key parameter for
the growth of ZnO nanorods is controlling the supersaturation of the reactants as
Eq. (4).

An Energy-Dispersive X-ray Spectrometer (EDS) was used for analyzing the
surface and structural properties of the PES substrate-deposited ZnO buffer layer.
Additionally, a Field Effect-Scanning Electron Microscope (FE-SEM) was used for
analyzing the structural properties of the ZnO nanorods grown through
hydrothermal methods.

3 Results and Discussion

PES substrate has an amorphous structure. Therefore, for obtaining uniform ZnO
nanorods, a buffer layer is needed. We deposited the ZnO buffer layer on the PES
substrate using the RF magnetron sputter system.
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First, we analyzed the ZnO buffer layer. The deposition conditions of the ZnO
buffer layer are shown in Table 1.

The structural properties of the ZnO buffer layer are analyzed using XRD.
The XRD results are shown in Fig. 1. The peak of the ZnO buffer layer is located
near 34.50, the intensity of the ZnO buffer layer is a high value, and the Full Width
at Half Maximum (FWHM) is 0.3509. Therefore, the structural properties of the
ZnO buffer layer had great structural properties in this deposition condition. Thus,
the ZnO nanorods were grown using this ZnO buffer layer on PES substrate.

We then grew the ZnO nanorods on PES substrate with a ZnO buffer layer. The
ZnO growth conditions are shown in Table 2.

Table 1 Deposition
conditions of ZnO buffer
layer on PES

Property Settings

Target ZnO

Substrate PES

Power 100 W

Deposition time 20 min

Thickness 100 nm

Deposition temperature Room temperature

Fig. 1 XRD results of ZnO
buffer layer

Table 2 Growth conditions
of ZnO nanorods position
conditions of ZnO buffer
layer on PES

Property Settings

Concentration 0.05, 0.1, 0.3, 0.5 M%

Growth time 1 h

Growth system Bottom up

Growth temperature 90 °C
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We analyzed the components of the ZnO nanorods using EDS. EDS is equip-
ment that measures the thin-film components or other materials of semiconductors
using the X-ray emission spectrum. Before the analysis, we coated the ZnO
nanorods on PES substrate to enhance conductivity. This is because that the PES
substrate is a transparent and flexible plastic substrate. We used Pt (Platinum) when
coating the ZnO nanorods on PES substrate. The thickness of Pt was approximately
20 nm. The EDS results are shown in Fig. 2.

According to the EDS results, the ZnO nanorods had ions, such as Zn, O, C, and
Pt. C is carbon tape, and it was attached to enhance conductivity.

In general, the amounts of Zn were increased to 1.2 from 1.05 k according to the
increasing concentrations of the Zn solutions. However, the C and Pt were main-
tained at fixed values.

Furthermore, We analyzed the structural properties of the ZnO nanorods using
FE-SEM. FE-SEM images were used to observe the fine ZnO nanorods according
to the concentration of growth, and the size of each nanorod is shown in a graph in
Fig. 4. And Fig. 3. is Schematic describing the operation of the SEM.

As the result of the FE-SEM images, the diameters and lengths of the ZnO
nanorods were increased according to the concentration of zinc nitrate solution.

Additionally, the density of the ZnO nanorods was increased by increasing the
concentration of the aqueous solution.

Fig. 2 EDS results: a 0.05 M%, b 0.1 M%, c 0.3 M%, and d 0.5 M%
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However, in 0.5 M%, it can be seen that the growth was in several directions in
the polycrystalline structure.

The ZnO nanorods were also analyzed to obtain the diameters and the lengths of
the ZnO nanorods. The diameters and the lengths are shown in Fig. 5.

In the results of Fig. 5, the diameter is increased linearly. However, in the case of
a concentration of 0.5 M%, the diameter of the ZnO nanorods is increased rapidly
compared to that of a concentration of less than 0.5 M%.

Additionally, the diameter of the ZnO nanorods is approximately 140 nm at a
concentration of 0.5 M%. The length of the ZnO nanorods was increased to a
certain size, which was approximately 145 nm.

At the concentration of 0.05 %, the size of the ZnO nanorods was very small,
because the Zn source was not enough for sufficient growth.

However, the lengths of the ZnO nanorods at the concentration had any value.
This is the reason for the length of the ZnO buffer layer and the small growth of the
ZnO nanorods.

Fig. 3 Schematic describing the operation of the SEM
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Fig. 4 FE-SEM images of ZnO nanorods grown at different concentrations of Zn2+ for 1 h.
Experiments were conducted in Zn2+ concentrations of a 0.05 M%, b 0.1 M%, c 0.3 M%, and
d 0.5 M%

Fig. 5 Diameters and lengths
of ZnO nanorods at various
concentrations of solutions
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4 Conclusion

In this study, we studied the structural properties of ZnO nanorods at various
concentrations based on the PES substrate. A ZnO buffer layer was produced using
the RF magnetron sputter system. Additionally, the ZnO nanorods were grown by
changing the concentration of the Zn solution. The results obtained in our study on
the ZnO nanorods growth are as follows.

1. By introducing the ZnO buffer layer, we can grow well-aligned ZnO nanorods
on a flexible substrate with the hydrothermal method.

2. As a result of the structural properties of the ZnO nanorods, the ZnO nanorods
with direction were grown at a concentration of less than 0.3 M%.

3. Various peaks have been observed in several directions of the polycrystalline
structure because of the supersaturated solution at the concentration of 0.5 M%.

4. The optimum solution concentration is 0.3 M% for the growth ZnO nanorods.
At this concentration of Zn source, the ZnO nanorods grown having a
directional.
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SiO2 Powder: A Novel Solution
for Improving Spatial Color Uniformity
of White LED Lamps

Nguyen Doan Quoc Anh, Yu-Nan Liu, Hsin-Yi Ma and Hsiao-Yi Lee

Abstract This study proposes the addition of SiO2 scattering-particles into the
phosphor layer of a multi-chip white light LED (MCW-LED) for enhancing its
performances. It is demonstrated by computer simulations that SiO2 particles can
bring significant effects on the correlated color temperature (CCT) uniformity and
luminous flux. Through the simulation experiments, it is found that the MCW-LED
with hybrid SiO2 structure with SiO2 particle size around 1 µm can achieve higher
color uniformity than other package structures. We investigate the influence of SiO2

(quartz) concentration on the CCT and the output flux of the MCW-LED with
CCTs 7000, 7700 and 8500 K, respectively. Comparing with the LED package
without SiO2, SiO2 packages can shrink the CCT deviation about 48 %. In the
study, it is demonstrated that the participation of about 5–10 % SiO2 can accom-
plish the MCW-LED with higher spatial color uniformity and optimal lumen
output.
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1 Introduction

MCW-LED, because of its advantages in the cost, the efficiency, the stability as
well as the lifetime, are considered as the best candidate to compete with traditional
lights. Recently, there are several methods proposed for improving the MCW-LED
performances, relating to the Fresnel lens, the chip arrays and the patterned
reflectors, [1, 2]. However, the color uniformity and the luminous flux still need to
be further improved for the MCW-LED to stand in the current lighting market [3].
With increasing applications, the performances of MCW-LEDs in luminous flux
and white light uniformity become more and more important. Therefore, how to
optimize the lumen output and the angular color uniformity of MCW-LED is
essential for LED lighting development [4, 5].

The phosphor silicone layer (PSL), the mixture of the phosphor particles and the
silicone glue, is deposited on the chip surfaces of white light LEDs generally. The
phosphor particles can scatter incident light and incur the blue light absorption to
make the yellow emission. The PSL absorbs the exciting blue light from the chips
to stimulate the yellow light so as to result in the white light [6]. However, there are
differences between the phosphor-scattered blue light and the phosphor-emitted
yellow light in the radiant intensity distributions. In consequence, a yellow ring
phenomenon appears in the illuminating plane, causing worse angular color uni-
formity (ACU).

In the white light LED packages, the size, the thickness and the concentration as
well as the refractive index of the phosphor are the factors in deciding the color
temperature, but not beneficial for controlling the CCT distribution [7–9]. There are
methods proposed before to solve the ACU problem, but which are demonstrated
only for a single-chip LED.

Because of the necessary applications in super high power LED light,
MCW-LEDs are considered as the best candidate to serve for the LED lighting
market. An MCW-LED consists of multiple blue chips inside, so the interaction
process between the light and the LED structures is more complicated than that of
the conventional LED with a single chip.

In this study, we apply SiO2 particles in the phosphor layer or the silicone layer
of an MCW-LED to optimize its CCT uniformity and output flux. Through various
LED structures involving SiO2 particles, we will show that the particles can
dominate the light scattering process in the MCW-LED, so that the LED light
distribution can be independent of its wavelength to achieve the CCT uniformity.
The influences on the output efficiency and the spatial color distribution for each
proposed LED package with SiO2 are investigated to find the optimized solution.
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2 Theory

In order to investigate the light scattering effect incurred by SiO2 and phosphor
particles in the proposed MCW-LED structures, we use MATLAB software to
compute the scattering intensity functions S1j j2 and S2j j2, which is based on
Mie-scattering theory [7, 10]. Mie-scattering intensities S1j j2 and S2j j2 are plotted as
a function of cosθ. The results are displayed as the polar diagram of θ with S1j j2 in
the upper half circle (0 < θ < Π) and S2j j2 in the lower half circle (Π < θ < 2Π). The
angular scattering amplitudes, S1 and S2 can be calculated by the following
equation:

S1 ¼
X1

n¼1

2nþ 1
nðnþ 1Þ anðx;mÞpnðcos hÞþ bnðx;mÞsnðcos hÞ½ � ð1Þ

S2 ¼
X1

n¼1

2nþ 1
nðnþ 1Þ anðx;mÞsnðcos hÞþ bnðx;mÞpnðcos hÞ½ � ð2Þ

Here x = 2πα/λ is the particle size parameter, α is the spherical particle radius,
λ is the relative scattering wavelength, m is the relative refractive index of the
particle. The Mie-scattering depends on x and m values significantly. The scattering
functions S1 and S2 are symmetric with respect to both half circles. In the Eqs. (1)
and (2), the angular functions πn(cosθ) and τn(cosθ) describe the angular scattering
patterns of the spherical harmonics. The parameters an and bn are the expansion
coefficients with even symmetry and odd symmetry in turn. If the involved SiO2

particle is with radius 0.1 µm, then its size parameters are 2.08 for 453 nm and 1.7
for 555 nm. As for the phosphor particle, the size parameters are set as 150.76 and
123.05 for 453 and 555 nm based on the data of commercial MCW-LED samples,
respectively.

In this work, our study focuses on MCW-LEDs with CCTs 7000, 7700 and
8500 K, respectively. We use commercial MCW-LEDs of the Siliconware Precision
Industries Co., Ltd., MPBGA (Multi-Package Ball Grid Array) as our simulation
experimental models. In the simulation processes, the blue light with wavelength
453 nm and the yellow light with wavelength 555 nm are utilized. The computed
results show that the light scattering angular distribution angle increases as the SiO2

particle size decreases, as shown in Fig. 1. And it can be observed that the angular
distributions at 453 and 555 nm wavelengths for SiO2 particles are both broader
than those of the phosphor particle, if the SiO2 particle’s radius is set as 0.1 µm. In
other words, it is shown that the SiO2 particles can dominate the phosphor layer
scattering process and make the intensity of the scattered blue light stronger. The
yellow ring phenomenon usually accompanied with PC-LEDs illumination can thus
be balanced to yield better ACU. With optimized package structures, it has been
presented that MCW-LEDs can own uniform angular CCT distribution as well as
high output lumens at the same time [11].
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3 Optical Simulation Experiments and Simulation Results

In order to enhance the angular CCT uniformity and keep high lumen output, we
propose four kinds of SiO2 structures for MCW-LEDs. The conformal structure and
the dispense structure are shown in Fig. 2a, b, and SiO2 particles are involved in the
phosphor layer deposited on chips and the silicone layer respectively. The hybrid
SiO2 structure is the combination of the conformal structure and the dispense
structure, as shown in Fig. 2c. In the in-cup structure, phosphor and SiO2 are mixed
together in the silicone layer, as shown in Fig. 2d. Based on the commercial

Fig. 1 The Mie-scattering diagrams of the various SiO2 particle radii, including 0.1 µm (blue),
2 µm (black), 10 µm (red) and that in the phosphor particle size of 7.25 µm (yellow) for 453 nm
(top) and 555 nm (bottom)
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MCW-LED samples, the model structure consists of a reflector cup, a phosphor
layer and a silicone layer. The reflector has a bottom length of 8 mm, a height of
2.07 mm and a length of 9.85 mm at its top surface. The phosphor layer depositing
on the nine LED chips has the fixed thickness 0.08 mm. Each LED chip with a
square base of 1.14 mm and a height of 0.15 mm is bonded in the cavity of the
reflector. The radiant flux of each blue chip is 1.16 W, which peak wavelength is
453 nm.

LightTools 8.1.0 optical software is used for the model building and optical
analysis in the optical simulation experiments. The refractive index and the density
of the quartz particles are 1.54 and 2.65 g/cm3, respectively. In the proposed
MCW-LEDs, the phosphor layer consists of SiO2 particles, phosphor particles as
well as silicone glues. The average radius of the phosphor particles is 7.25 µm and
the SiO2 particle size is varied for optimizing illumination CCT uniformity and
output efficiency. Phosphor particles are assumed to be spherical and have a
refractive index of 1.83 at all wavelengths of light. The refractive index of the
silicone layer and the silicone glue is 1.47 and 1.5, respectively.

The angular CCT uniformity is characterized by CCT P-V deviation, and which
is calculated by the subtraction of maximum CCT and minimum CCT. The total
weight percentage of the phosphor layer is the sum of the silicone glue’s, the
phosphor’s and the SiO2’s in the MCW-LED. In order to evaluate the performances
of the MCW-LEDs with the original structure (0 % SiO2), the conformal, the
dispense and the in-cup SiO2 structures, their CCT P-V deviation and luminous
output are investigated by Monte Carlo ray-tracing methods [12].

In the four proposed SiO2 structures, there are two locations of the phosphor
layer. The first one is the conformal phosphor packages including conformal, dis-
pense and hybrid SiO2 structures, with the CCT P-V deviation of 2770 K and the
luminous flux of 702 lm (without SiO2 case). The rest is in-cup phosphor package

Fig. 2 Schematic diagrams of SiO2 structure packages: a the conformal SiO2 structure; b the
dispense SiO2 structure; c the hybrid SiO2 structure; d the in-cup SiO2 structure
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with the CCT P-V deviation of 9065 K and the luminous flux of 943 lm (without
SiO2 case). Through the Monte Carlo ray-tracing analysis, the lower CCT deviation
can be obtained with about 5–10 % SiO2 concentration in the conformal SiO2

structure, see Fig. 3 (top). As to the dispense SiO2 structure, the CCT P-V deviation
decays harshly with the increase of the SiO2 concentration when the SiO2 weight
percentage rises more than 5 %, see Fig. 4a. The CCT deviation of the MCW-LED
with SiO2 can drop 48 % with respect to the package without SiO2.

The simulation data in Fig. 3 (bottom) and Fig. 4b suggest that the SiO2 con-
centration has influences on the lumen output. When the SiO2 weight percentage
increases, the lumen output depresses due to the excessive backward scattering

Fig. 3 (top) CCT P-V deviation and (bottom) luminous flux corresponding to various SiO2

concentrations for the conformal SiO2 structure in MCW-LEDs

Fig. 4 a CCT P-V deviation and (b) luminous flux corresponding to various SiO2 concentrations
for the dispense SiO2 structure in MCW-LEDs
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accordingly. With the increase of SiO2 concentration, the differences of the lumi-
nous output between the proposed SiO2 structures become larger, and the confor-
mal SiO2 structure has the higher luminous flux than the dispense SiO2 structure.
The reason should be that the conformal SiO2 structure has thinner SiO2 layer to
absorb less light.

If the SiO2 concentration is increased over 5 %, the dispense SiO2 structure
performs better than the conformal SiO2 structure in the CCT P-V deviation. The
more scattering events and the larger viewing angle generated by SiO2 particles in
the dispense SiO2 structure should be the cause.

The MCW-LEDs optimization can be resulted by finding the way to decrease the
CCT deviation and the loss of the output lumen at the same time. Through the
analysis of the simulation experimental results, the most suitable SiO2 weight
percentages for each SiO2 structure can be found.

In order to more understand the effect that the SiO2 particle radius change can
bring, the SiO2 particle radius is varied between 0.1–10 µm and SiO2 concentration
is fixed for proceeding optical simulations. The effect of SiO2 particle sizes on the
luminous flux and the CCT P-V deviation of the proposed SiO2 structures are
presented in Fig. 5 (top) and (bottom) respectively. The phosphor concentration
needs to be adjusted for maintaining MCW-LEDs with a certain CCT as the SiO2

particle size is varied for experiments. The phosphor concentration needs to grow
with the SiO2 particle size to maintain the CCT. In the size range from 0.1 µm to

Fig. 5 (top) The luminous
flux and (bottom) the CCT
P-V deviation corresponding
to various SiO2 particle sizes
in the proposed MCW-LEDs
structures with average CCT
8500 K
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3 µm, the scattered light has more probabilities to propagate along the large angle
direction. And the spatial color distribution gets broader and more backward
scattered light are incurred. The energy reflected backward to the MCW-LED
package within the encapsulant layer and is trapped inside. Therefore, the lower
lumen output is shown in this range. As to 4–10 µm SiO2 particles, most of the
scattered light forwards within a small angle of direction, thus causing worse
angular color uniformity But, the absorbed blue light by the chips becomes less, and
which results in the higher output luminous flux.

The conformal phosphor package has a better overall CCT uniformity (lower
CCT P-V deviation) than the in-cup one, as shown in Fig. 5. However, the con-
formal phosphor package provides a lower luminous flux, and the more
backscattering light absorbed by the chips is mainly the cause.

In summary, the higher angular color uniformity occurs at SiO2 particle size
around 1 µm with the hybrid structure. If we have to use the conformal or dispense
structures, it is better to select 2 µm SiO2 particles for accomplishing the
MCW-LED with optimal performance. In the in-cup SiO2 structure case, 0.1–3 µm
SiO2 particles are more suitable to be used than the larger ones.

4 Conclusions

The lumen output and the angular color uniformity of the MCW-LED packages
with the four proposed SiO2 geometry structures are dependent on the SiO2 particle
size. Under the same conditions, the hybrid SiO2 structure has the advantageous
tendency to the spatial color distribution and the better performance obtained by
SiO2 particle with size around 1 µm. In addition, for each structure or each average
CCT of the proposed MCW-LED in the study, applying 5–10 % SiO2 concentration
seems a better choice for achieving the lowest CCT P-V deviation under the least
loss of lumens. Moreover, it is found the CCT P-V deviations rise with respect to
the increase of the average CCTs of MCW-LED generally, no matter what SiO2 is
added or not. Therefore, it is more difficult to optimize an MCW-LED with high
CCTs.
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Optical Fiber-Coupled Compact Terahertz
Transceiver Module

Hyeon Sang Bark, Young Bin Ji, Dong Woo Park, Sam Kyu Noh,
Seung Jae Oh and Tae-In Jeon

Abstract We developed an optical fiber-coupled compact terahertz (THz)
transceiver module which uses photoconductive generator and detector driven by a
mode-locked Ti:Sapphire laser. The cross section of the module has a diameter of
10 mm and a length of 18 mm, making it small enough to be used as an endoscope
system. For a feasibility test, the transceiver module was used to measure the
reflective THz signals from glandular stomach (GS) and fore stomach (FS) samples
of rats. The THz reflection from the GS samples was 6 % greater than that of the FS
sample, indicating that the adipose content of FS in the tissue is greater than that of
GS in the tissue.

Keywords Transceiver � Fiber � Module � THz

1 Introduction

The sensitivity of Terahertz (THz) electromagnetic waves is useful for measuring
biomedical samples. Because the low energy of the THz frequency does not harm
the human body, many studies in the biomedical field have investigated the dif-
ferent properties of the THz frequency [1]. Recently, one study reported the pos-
sibility of diagnosing colon, oral, and brain cancer using THz time-domain
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spectroscopy (THz-TDS) [2]. The THz system for in vivo measurements should be
small enough to detect cancers organs.

The fiber-coupled THz system [3] is a relatively small THz system [4]. In
addition, THz transceiver chips can be used to create smaller modules because the
transceiver chip requires only one chip to generate and detect THz beams. Recently,
Zhang et al. suggested a single transceiver chip which uses only one antenna to
generate and detect THz beams [5]. Because the antenna, however, requires DC
bias to generate the THz beam, the THz signal contains offset and noise from the
DC bias. Koch et al. added a bias filter to the antenna to reduce noise and offset
problems when the transceiver serves as a receiver [6, 7]. More recently, Sakai’s
group designed a twin antenna which is used as a transmitter and receiver at one
chip to avoid the DV bias problem [8]. The separated twin antennas have a higher
signal-to-noise ratio (SNR) than a single transceiver antenna because the receiver
antenna is less affected by bias noise. Because the THz antenna module is relatively
large and cannot freely moves in any direction, it is not feasible for use in
biomedical applications.

The THz transceiver module developed here is very small. Moreover, it can be
moved in any direction by means of optical fiber. We demonstrate how a THz pulse
from the transceiver module can be distinguished between two types of rat stom-
achs, in this case a GS and a FS.

2 Optical Fiber-Coupled THz Transceiver System Setup

Due to the dispersion of laser pulses in optical fiber, optical fiber-coupled THz
transceiver systems usually have a relatively narrow THz band spectrum compared
to THz-TDS systems which have independent transmitter and receiver modules
delivered by femtosecond laser pulses which travel through air. We measured a
frequency bandwidth up to 1.5 THz using a 6 × 6 mm optical fiber-coupled THz
transceiver chip.

The laser excitation beam delivered by polarization maintaining (PM) optical
fiber was focused onto a dipole antenna gap biased at 12 V. A Ti:Sapphire laser
provides 790 nm, 60 fs laser pulses at a repetition rate of 80 MHz with an average
power of 12 mW at both antennas. The end of the PM optical fiber is located
approximately 5 µm from the dipole antenna to expose the laser beam without an
optical lens. The generated THz pulses are emitted to air through a crystalline
silicon lens with a diameter of 10 mm and a height of 6.5 mm which was attached to
the back side of the transceiver chip, as shown in Fig. 1a. The size of the transceiver
module is 10 mm diameter and the length is 18 mm. The module includes an
18-mm-long optical fiber tube, a 6 × 6 mm transceiver chip, and the crystalline
silicon lens.

The transceiver chip has two dipole antennas which generate and detect THz
pulses. The dipole antenna used as a transmitter in this research consists of two
20-µm-wide stubs separated by a 5-µm gap in a coplanar transmission line
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consisting of two parallel 10-µm-wide metal lines separated from each other by
30 µm. The receiver antenna consists of the same dipole antenna structure expect
with two parallel 5-µm-wide metal lines separated from each other by 10 µm as
shown in Fig. 1b. The two dipole antennas are separated by 250 µm. These antenna
structures are fabricated on a low-temperature grown GaAs wafer.

The THz pulses generated by the dipole antenna of the transceiver chip, biased at
12 V, are emitted to air by the silicon lens. The emitted THz pulses are reflected by
a parabolic mirror, where the THz beam is re-collimated into a highly directional
beam as shown in Fig. 1c. The sample on a quartz window is positioned in the THz
beam path. Finally, the THz beam is reflected in a backward direction by the quartz
and the sample interface. The reflected THz beam travels to the receiver antenna of
the transceiver chip through the parabolic mirror and the silicon lens. Because only
one silicon lens is used, the focal point of the silicon is positioned between the two
dipole antenna gaps to ensure the maximum THz signal.

The transceiver chip has two dipole antennas which generate and detect THz
pulses. The dipole antenna used as a transmitter in this research consists of two
20-µm-wide stubs separated by a 5-µm gap in a coplanar transmission line con-
sisting of two parallel 10-µm-wide metal lines separated from each other by 30 µm.
The receiver antenna consists of the same dipole antenna structure expect with two
parallel 5-µm-wide metal lines separated from each other by 10 µm as shown in

Fig. 1 (a) THz transceiver module. (b) The antenna structure used at the transceiver
chip. (c) Schematic diagram of the experimental setup of the THz transceiver system
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Fig. 1b. The two dipole antennas are separated by 250 µm. These antenna structures
are fabricated on a low-temperature grown GaAs wafer.

The THz pulses generated by the dipole antenna of the transceiver chip, biased at
12 V, are emitted to air by the silicon lens. The emitted THz pulses are reflected by
a parabolic mirror, where the THz beam is re-collimated into a highly directional
beam as shown in Fig. 1c. The sample on a quartz window is positioned in the THz
beam path. Finally, the THz beam is reflected in a backward direction by the quartz
and the sample interface. The reflected THz beam travels to the receiver antenna of
the transceiver chip through the parabolic mirror and the silicon lens. Because only
one silicon lens is used, the focal point of the silicon is positioned between the two
dipole antenna gaps to ensure the maximum THz signal.

3 Measurement and Analysis

Figure 2a shows the measured THz pulse which is reflected by the interface
between the quartz and aluminum metal surfaces. Because metal is a nearly perfect
conducting material in the THz region, it is useful for carrying the reference THz
pulse of the system. To determine the THz beam profile, the THz beam is measured
at open apertures of 16, 12, and 8 mm which are located below the quartz plate.
When the diameter of the aperture is reduced from 16–12 mm and to 8 mm, the
peak-to-peak pulse amplitudes are reduced to 790, 570, and 430 pA, respectively.
When the diameter of the aperture is 12 mm, the SNR is approximately 1000:1,
which is five times higher than the earlier measurement [5]. Moreover, the band-
width and the peak amplitude of the spectrum are 1.5 and 0.4 THz, respectively.
These THz beam profiles are much better than earlier measurements [8]. Because
the dipole length of the receiver antenna of the transceiver chip is only 10 µm
including a 5-µm gap, the bandwidth is likely at a high frequency. The frequency at
the peak amplitude of the spectrum is typically given as [9]

Fig. 2 a Measured time-domain THz pulses as reflected from a metal surface with different open
apertures, b the corresponding amplitude spectra of (a)
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fo ¼ c
2d

ffiffiffiffiffiffi
eeff

p ;

where c is the speed of light, d is the antenna length, and εeff is the effective
dielectric constant, i.e. (εd + 1)/2. Because the substrate of the transceiver chip is
LT-GaAs, the dielectric constant is 13. The measured frequency at the peak
amplitude of the spectrum is 10 times lower compared to the theoretical calculation,
as the THz beam is not focused on the receiver dipole antenna gap by the Si lens.

In order to apply the THz transceiver module, we measured two different rat
stomach samples, termed here the GS and FS samples. Figure 3 shows the mea-
sured THz pulses and associated spectra when the aperture is 12 mm and with the
samples located on 3-mm-thick quartz plate to create the plate surface. The refer-
ence THz pulse is measured using water on a quartz plate, as most biomedical
tissues are composed mainly of water. The peak-to-peak amplitude of the THz
pulses reflected from the water is reduced by approximately 80 % compared to that
of the THz pulses reflected from metal due to the smaller refractive index. The THz
bandwidth of the samples is reduced to 1.4 THz due to the high absorption of the
high frequency range. The peak-to-peak amplitude of the THz pulse reflected by the
GS sample is 6 % greater than that of FS sample, which is in good agreement with
the finding of previous research. [10] The water spectrum has the largest amplitude
at all measured bandwidths. The amplitude of the GS spectrum is between that of
the water and the FS spectra. The different adipose contents of the two sample
tissues may have caused the relatively high amplitude of the GS spectrum as
compared to that of the FS spectrum. Because adipose tissue has a lower refractive
index [10], the FS spectrum has a smaller amplitude than the GS spectrum.

Fig. 3 a Measured time-domain THz pulses as reflected from water, GS, and FS, b the
corresponding amplitude spectra of (a)
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4 Summary and Conclusions

We developed an optical fiber coupled THz transceiver module with a diameter of
10 mm and a length of 12 mm. The THz transceiver chip in the module has two
dipole antennas which are independently aligned by a femtosecond laser beam
guided by optical fiber. In order to determine the THz beam profile, the THz beam
is measured with an open aperture of 16, 12, and 8 mm. Using the THz transceiver
module, we measured two different GS and FS stomach rat samples. The THz
reflection from the GS sample was found to be 6 % greater than that of the FS
sample because the adipose content of FS in the tissue is greater than that of GS in
the tissue. We hope that the proposed module can be used for in situ biomedical
measurements in the future.
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Study of a Novel Secondary Lens for LED
Fishing Lamps

Thieu Quang Tri and Nguyen Doan Quoc Anh

Abstract A novel LED fishing/working light is proposed for enhancing the
lighting efficiency of a fishing boat. The study is focused on the freeform secondary
lens design for creating a lamp to attract fishes and shine light on the deck for
fishing work. The experimental results show that the proposed multi-segmented
freeform lens (MSFL) can accomplish the proposed light three times illuminance
more than that of the traditional HID fishing lamp under the same input electrical
power.

Keywords Light-emitting diodes � Optical engineering � Illumination design �
Optical design and fabrication � Non-imaging optics

1 Introduction

The conventional lights used for fishing ships are incandescent lamps or high
intensity discharge (HID) lamps. However, the lamps emit a large amount of
infrared energy or ultraviolet rays, so that they are not only inefficient to absorb
fishes, but also get fisherman with skins or eyes terrible illness. Furthermore, the
light from these lamps is omnidirectional, so most of it does not reach to the target
areas, such as the deck and the attracting fish water area, so as to incur much
electrical power wasting [1, 2]. LEDs have many advantages such as high effi-
ciency, long lifetime, and fast response as well as climate impact resistance [3–5].
Thus, an LED has been considered as the most promising lighting solution for
future. However, an LED usually cannot provide the required intensity distribution
for its applications alone. A LED usually needs to be equipped with an additional
optical device, called the secondary lens, to tailor its intensity distribution to
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achieve the targeted illumination with a high light efficiency [6–9]. According to
our investigation to thousands of fishermen, we get their essential and common
requirement for the fishing lamp—the ideal lamp of a fishing boat needs to be
efficient and can be competent for their fishing work on deck and fishes attracting.
In consequence, instead of using conventional fishing lamps or area-focused LED
fish lighting attractors, we propose a novel LED lamp, which is not simply used for
attracting fishes, and can shine light on the deck for fishing work at darkness. Our
study is mainly focused on the freeform secondary lens design of the proposed
light. The experimental results will show that the multi-segmented freeform lens
(MSFL) can accomplish the proposed light three times illuminance more than that
of the traditional HID fishing lamp, no matter which light is on the fish attracting
water area or the fishing work region of the deck.

2 Principles

The MSFL design is mainly based on Snell’s law, the Monte Carlo ray-tracing
method and optimization algorithms. Through optical software simulations, we
understand that the conventional conic surface is not competent for implementing
the proposed lamp. We find that the proposed MSFL needs to be segmented into at
least three sections to accomplish the LED rays as area focused beam for attracting
fishes and the large angled beams to light up the whole deck surface for fishing
work at darkness. The relations among the incoming light direction vector I, the
optical surface normal vector N, and the outgoing light direction vector O are
precisely governed by snell’s law. The normal vector N can be calculated by Eq. (1)
[10–15]:

N ¼ I � O
I � Oj j ð1Þ

Assuming that the center of LED source is located at the origin of a Cartesian
coordinate system, one incident ray Ii from a source point is aimed at the corre-
sponding point Qi to generate the refracted ray Oi. The Qi is set in the middle
position between Pi−1 and Pi and the surface segment is expressed as fi(x) (i = 1, 2).
The f’(x) is the derivation of f(x) and can be calculated to get Ni, which is the
surface normal of fi(x) at Qi. The end points of each generatrix are preset as Pi
which are the boundary conditions of the ordinary differential Eq. (1) involving
f’(x). Thus, the line shape of the generatrix f(x) can be obtained by solving the
ordinary differential equation.

In the MSFL optimization process, making use of the non-sequential ray tracing
mode and the global searching methods of ZEMAX software, fi(x) is set free to
vary, so that Ni is changed until O1 and O2 are directed to the target angle of 70°
and 0° with respect to y axis respectively, as shown in Fig. 1.
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The design process of the LED fishing/working light is presented by the flow
chart shown in Fig. 2. In order for optimizing MSFL efficiently, spherical surface
functions are served as fi(x). The center position and the radius of the spherical
surfaces are set as variables for searching the optimized MSFL solution. Once the
optimization process is finished, O1 and O2 will be in the target angles 70° and 0°
with respect to y axis respectively, then the fi(x) can thus be decided to construct the
MSFL structure.

3 Experiments and Experimental Results

In order to find out the best MSFL solution, we used the Solidworks software and
the optical design software ZEMAX to optimize the MSFL surfaces. The optimized
MSFL is shown in Fig. 3. A 5000 K 1 W CREE XPE white Lambertian LED with
110 lumens is used as the light engine and mounts on the optimized MSF to serve
as the fishing/working lamp model for experiments. By means of the optical ray
tracing functions of TracePro software, the 3D and the 2D intensity distributions of
the fishing/working lamp model are resulted and shown in Figs. 4 and 5, respec-
tively. As the Fig. 5 showing, the distributed light within 0°–40° is used for
attracting fishes and that within 50°–80°, like a pair of bird wings, is for on deck
lighting.

The prototype of the proposed LED fishing/working lamp is produced according
to the structures of Fig. 3, as shown in Fig. 6a, and its 3D optical intensity dis-
tribution measured by a Goniophotometer is shown in Fig. 6b. In order to evaluate
the similarity between the LED fishing/working lamp model and the real LED
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Segment 2
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N2

O1
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f1(x)

f2(x)
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Fig. 1 The two-dimensional
ray tracing plot of the MSFL
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fishing/working lamp sample, we compare them by using the normalized cross
correlation (NCC) in intensity angular distribution by Eq. (2).

NCC ¼
P
n

I hnð ÞeIe
� �

I hnð ÞsIs
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
n

I hnð ÞeIe
� �2P

n
I hnð ÞsIs
� �2r ð2Þ

Fig. 2 The flow chart of
constructing the proposed
LED fishing/working light

Fig. 3 The MSFL solid body
plot
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Fig. 4 The simulated 3D optical intensity distribution map of the proposed fishing/working lamp

Fig. 5 The simulated 2D optical intensity distribution curves of the proposed fishing/working
lamp
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Here Is and Ie are the simulated and real experimental values of the relative light
intensity, respectively. hn is the n-th angular displacement, Is and Ie are the average
values of simulations and optical measuring experiments accomplished by a
goniophotometer. While comparing the data of Fig. 6b with that of Fig. 4, it is
found that the NCC value is higher than 97.5 %, so the proposed LED
fishing/working lamp model is encouraged to be used in the following experiments.

In order to demonstrate the advantages of the proposed fishing/working lamp,
we build a 72,000 lumens/675 W LED light composed of the arrays of the proposed
fishing/working lamps to compare the 2,25,000 lumens/2000 W philips HID con-
ventional fishing lamp in their fishing lighting performances. The measured light
distribution curve of the HID fishing lamp is shown in Fig. 7. Two 12 m(L) × 3 m
(W) fishing boats with a deck 2 m higher than the water surface are utilized for our
simulation experiments. One boat is with 20 sets of the 675 W new LED
fishing/working lights, shown in Fig. 8 (top). The other one is with 20 sets of the
2000 W HID fishing lamps, as shown in Fig. 8 (bottom). The fishing lights are hang
on the poles located on both sides of the fishing boats equally, and 2 m higher than
the deck.

Making use of Dialux lighting softwares, we import the intensity distribution file
(IES file) of the lights for illumination simulation. The accomplished illuminance
distribution on the deck and the water surface around the fishing boat are shown in
Figs. 9 and 10, respectively. From the experimental data shown in Figs. 9 and 10,
it can be understood that the illumination performances of the proposed LED
fishing/working lights are better than the traditional HID lamp, no matter which use
is for on deck lighting or attracting fishes. Furthermore the proposed light con-
sumed only 1/3 of electrical power the traditional HID lamp does. In order to study

Fig. 6 (a) The prototype of the proposed LED fishing/working lamp sample, (b) The measured
3D optical intensity distribution map of the LED fishing/working lamp sample by a
goniophotometer
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Fig. 7 The measured light intensity distribution of the HID fishing lamp

(a) (b)

Fig. 8 (a) The simulation of the fishing boat equipped with 20 sets of the new LED
fishing/working lamp, (b) The simulation of the fishing boat equipped with 20 sets of the 2,000 W
HID fishing lamp
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the underwater light intensity distribution, which is essential for attracting fishes,
ZEMAX optical design software is used to investigate the illumination distribution
under water. While considering the seawater absorption, the seawater surface
reflectivity and the light spectrum, the illumination distribution at 1 m deep
underwater is computed and shown in Fig. 11. According to the simulation results,
we found that the seawater transmission efficiency of the new fishing/working light
is 93 %, and that of the traditional HID fishing lamp is 84 %. Therefore, it is not
difficult to understand that the proposed fishing light performs better than the
traditional ones even under the water surface.

Fig. 9 (top) The simulated illuminance distribution map on the deck of a fishing boat, equipped
with 20 sets of the 675 W new LED fishing/working lights; (bottom) The illuminance distribution
map on the deck of a fishing boat, equipped with 20 sets of the 2000 W HID lamps
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Fig. 10 (top) The simulated illuminance distribution map on the water surface around a fishing
boat, equipped with 20 sets of the 675 W new LED fishing/working lights, (bottom) The simulated
illuminance distribution map on the water surface around a fishing boat, equipped with 20 sets of
the 2000 W HID lamps
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Fig. 11 (a)The Illumination at 1 m deep underwater, achieved by the fishing boat equipped with
20 sets of the 675 W new LED fishing/working lamps; (b) The Illumination at 1 m deep
underwater, achieved by the fishing boat equipped with 20 sets of the 2000 W Philips HID fishing
lamps

Table 1 The lighting performances of the new LED fishing/working light and the traditional HID
fishing light for the fishing boat

Lamps 20 sets of new
LED
fishing/working
lights/boat

20 sets of HID
fishing
lights/boat

Total consuming electrical power (w) 13500 40000

Output total lumens (lm) 72000 225000

Eav

(averaged
illuminance) (lx)

On deck surface area 5968 5940

On seawater surface area
(15 m2) around the fishing
boat

2438 1779

Emin (minimum
illuminance) (lx)

On deck surface area 5.96 31

On seawater surface 2.66 6.80

U0 ≡ Emin/Eave On deck surface area 0.001 0.005

On seawater surface 0.001 0.004

Total Lumens (lm) On seawater surface area
(15 m2) around the fishing
boat

944060 1212100

1 m deep underwater (15 m2)
around the fishing boat

886030 1022100

Optical transmission efficiency through seawater
surface (%)

93.853 84.324
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4 Conclusion and Discussion

We design and optimize an multi-segmented freeform lens for a high power white
light LED to construct a new fishing/working lamp. The fishing/working lamp is
used for replacing the traditional HID fishing lamp to serve for attracting fishes and
work lighting on the deck of a fishing boat. In order to promise the accuracy of our
simulation experiments, it is demonstrated that the proposed LED fishing/working
lamp model is largely consistent with the real produced lamp sample through the
NCC analysis of the light intensity angular distributions.

450 pieces of the proposed fishing/working lamp are used to build a new 72,000
lumens/675 W fishing light, and 20 sets of the light are set up in a fishing boat.
According to the simulation experimental results, it is found that the proposed light
can accomplish better illuminance performance and 3 times efficiency than the
traditional HID lamp. The performances data are listed and presented in Table 1.
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Sliding Mode Observer for Induction
Motor Control

Chau Dong, Pavel Brandstetter, Huu Hau Vo and Vo Hoang Duy

Abstract The control of induction motor drives constitutes a vast subject, and the
technology has further advanced in recent years. In control algorithms, continuous
rotor position is mandatory. But the presence of encoder increases cost, reduces
reliability. Therefore, elimination of this sensor is desirable. A sensorless of the
vector controlled induction motor means the vector control without using any speed
sensor. In the paper, a sliding mode observer and its applications in the sensorless
control of the induction motor drive are proposed. The mathematical equations of
induction motor, sliding mode observer and vector control are described in the
paper. The stability of observer is proved base on Lyapunov theory. Simulation
results are also presented in the paper.

Keywords Sliding mode observer � Induction motor � AC drive � Lyapunov �
Vector control � Sensorless control

1 Introduction

Induction machines, a type of AC drives, are used widely in practice for variable
speed applications in wide power ranges. These machines are very economical,
rugged and reliable [8]. However, the control and estimation of important quantities
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of AC drives with induction motors is difficult because of variable frequency of a
supply stator phase voltages realized by frequency converters, complex dynamics of
AC machines, machine parameters variations, and signal processing of feedback
signals [6]. In many decades, induction motor control methods are developed. The
control methods of induction machines can be listed as scalar controlling, field
oriented control (FOC) and direct torque and flux control (DTC) [4, 6]. Scalar
control is simple, easy to implement in practice but it disregards the coupling effect.
So it has inferior performance, especially in low speed applications and now scalar
control diminished in real world. The DTC, an advanced scalar control method, is
introduced in the mid-1980s. The torque and stator flux are controlled by inverter
voltage space vector through look-up table [4]. The disadvantage of DTC is that
DTC is not stable at low speed. The field-oriented control or vector control was
introduced firstly in 1970s. The vector control has been used in industry for high
performance, especially in low speed [7]. This method is complicated. However,
with developing of semiconductor technology, powerful microcontroller or DSP are
used so that FOC overcome its disadvantages and become an industry standard
control for AC drives.

In FOC, a flux control loop has been added for precision control of flux. The
torque component is generated from the speed control loop. So induction motor
control requires accurate flux and motor rotor speed. The flux and rotor speed can
be achieved by using Hall sensor and encoder. However, in recent researches,
sensors are eliminated because of complexity, higher cost and lower reliability [3, 8,
9, 13]. The observers are used instead. Many kinds of observers are proposed, such
as Extended Kalmanm Filter (EKF), Luenberger Observer (LO) and Sliding Mode
Observer (SMO) [3–6, 8–10, 12, 13]. Among the observers, the EKF observers get
high accuracy at medium and high speed range [9, 13]. They can operate well at the
rotor speed above 60 rpm while the SMO and LO observers can work well at very
low speed, about 15 rpm [8, 9, 13]. In case of parameters of induction motor not
known exactly and noise, the SMOs and LOs have superior performance over to the
EKF observers [9, 13]. Among these observers, sliding mode observers have strong
robustness to parameter variations such as stator resistance, mutual inductance, etc.
[13]. They also have superior performance when the noise increases and they can
handle nonlinear systems like IM very well [4, 13]. Moreover, LO and SMO are
more applicable in practical than EKF [13].

Because of their outstanding characteristics in nonlinear systems and parameter
variations, sliding mode observers are focused in this paper. The mathematical
model of induction machines is introduced in Sect. 2. Sliding mode observer and
the current model are used to estimate the rotor flux and speed are presented in
Sect. 3. In this section, the stability of the method based on Lyapunov’s theory is
also analyzed. Next, Sect. 4 introduces vector control of induction motor. Some
simulation results are presented in Sect. 4. At last, the conclusions are in Sect. 5.
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2 Mathematical Model of Induction Machines

Dynamic model of an induction motor in two-phase stationary frame are described
as follows [5, 6, 14]:

diSa
dt

¼� L2hRR þ L2RRS
� �

rLSL2R
iSa þ LhRR

rLSL2R
wRa þ

Lhxr

rLSLR
wRb þ

1
rLS

vSa

diSb
dt

¼� L2hRR þ L2RRS
� �

rLSL2R
iSb � Lhxr

rLSLR
wRa þ

LhRR

rLSL2R
wRb þ

1
rLS

vSb

dwRa

dt
¼ LhRR

LR
iSa � RR

LR
wRa � xrwRb

dwRb

dt
¼ LhRR

LR
iSb þxrwRa �

RR

LR
wRb

ð1Þ

where iSa, iSb—stator current vector components in a; b½ � stator coordinate system;
vSa; vSb—stator voltage vector components in a; b½ � stator coordinate system;
wRa; wRb—rotor magnetic flux in a; b½ � stator coordinate system; Lh—magnetizing
inductance; LR—rotor inductance; LS—stator inductance; RR—rotor phase resis-
tance; RS—stator phase resistance; xr—rotor angular speed; r—total leakage factor

r ¼ 1� L2m
LRLS

� �
; p—the number of poles.

The electrical torque produced by induction motor is:

Te ¼ 3
2
p
2
Lh
LR

wRaiSb � wRbiSa
� � ð2Þ

3 Sliding Mode Observer

3.1 Sliding Mode Observer for Speed Estimation

Depending on field oriented control of induction motor, the stator currents, rotor
fluxes and rotor speed need to be estimated. The stator currents iSa; iSb, rotor speed
xr are estimated by using sliding mode observer.

According to Eq. (1), the dynamic model of induction motor is rewritten under
state space as follows:

_x ¼ A � xþB � v
y ¼ C � x ð3Þ

x ¼ iSa iSb wRa wRb

� �T
; v ¼ vSa vSb

� �T ð4Þ
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A ¼
a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
a41 a42 a43 a44

2
664

3
775; B ¼ 1

rLS

1 0
0 1
0 0
0 0

2
664

3
775; C ¼ 1 0 0 0

0 1 0 0

� 	
ð5Þ

a11 ¼ a22 ¼ � L2hRR þ L2RRS
� �

rLSL2R
; a12 ¼ a21 ¼ 0; a13 ¼ a24 ¼ LhRR

rLSL2R
; a14 ¼ �a23 ¼ Lhxr

rLSLR

a31 ¼ a42 ¼ LhRR

LR
; a32 ¼ a41 ¼ 0; a33 ¼ a44 ¼ �RR

LR
; a34 ¼ �a43 ¼ �xr

ð6Þ

The sliding mode observer can be given as:

d
dt
x̂ ¼ Â � x̂þB � vþG � sign y� ŷ½ �

y ¼ C � x̂
ð7Þ

Â ¼ A xr¼x̂rð Þ; G ¼
g1 �g2
g2 g1
g3 �g4
g4 g3

2
664

3
775 ð8Þ

Sliding surface is chosen:

S ¼ y� ŷ ð9Þ

The time derivation of sliding mode observer is:

_S ¼ _y� _̂y ¼ C _x� C _̂x ð10Þ
_S ¼C � A � xþB � v� Â � x̂� B � v� G � sign y� ŷ½ �� �
¼C � A� Â

� � � xþ Â � ~x� G � sign y� ŷ½ �� � ð11Þ

where ~x ¼ x� x̂—the error between the real value and estimated value.

A� Â ¼
0 0 0 Lh

rLSLR
0 0 � Lh

rLSLR
0

0 0 0 �1
0 0 1 0

2
664

3
775~xr ¼ W ~xr ð12Þ

where ~xr ¼ xr � x̂r—speed difference between actual rotor speed and estimated
rotor speed.
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Choosing the positive definite Lyapunov function as follows [7]:

V ¼ 1
2

S2 þ ~x2
r

a


 �
ð13Þ

The time derivation of Lyapunov function is derived:

_V ¼ ST � _S� 1
a
_̂xr ~xr ¼ ST � C � Â � ~xþW � ~xr � x� G � sign y� ŷ½ �� �� 1

a
_̂xr ~xr

¼ ST � C � Â � ~x� ST � C � G � sign y� ŷ½ �

þ ~xr �
_̂xr

a
þ Lh

rLRLS
iSa � îSa
� �

wRb �
Lh

rLRLS
iSb � îSb
� �

wRa

 !

ð14Þ

For global asymptotic stability, the time derivation of Lyapunov function _V must
be negative definite function. We obtain:

ST � C � Â � ~x� ST � C � G � sign y� ŷ½ �\0

~xr � _̂xr
a þ Lh

rLRLS
iSa � îSa
� �

wRb � Lh
rLRLS

iSb � îSb
� �

wRa

� �
¼ 0

(
ð15Þ

We can derive the following equations for the calculation of G matrix elements
[17]:

g1 ¼ k k � 1ð Þ RSLR þRRLSð Þ; g2 ¼ � k � 1ð Þx̂r

g3 ¼ � k � 1ð Þ RRLS � kRSLRð Þ
Lh

; g4 ¼ k � 1ð Þ
kLh

x̂r

k ¼ 1
LRLS � L2h

ð16Þ

Moreover, the rotor speed of induction motor satisfies:

�
_̂xr

a
þ Lh

rLRLS
iSa � îSa
� �

wRb �
Lh

rLRLS
iSb � îSb
� �

wRa ¼ 0 ð17Þ

x̂r ¼ KR

Z
zdt ð18Þ

where z ¼ iSa � îSa
� � � wRb � iSb � îSb

� � � wRa
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According to the (18), the rotor speed of induction motor can be estimated
depending on the following update law:

x̂r ¼ KP � zþKI

Z
z � dt ð19Þ

3.2 Flux Estimator

After estimating the stator currents iSa, iSb, the rotor fluxes wRa, wRb are observed by
using current model.

The current model is as follows:

dwRa

dt
¼ Lh

TR
iSa � 1

TR
wRa � xrwRb

dwRb

dt
¼ Lh

TR
iSb þxrwRa �

1
TR

wRb

ð20Þ

where TR ¼ LR
RR

is the rotor circuit time constant. The stator currents iSa, iSb, and
rotor speed xr are the output of sliding mode observer mentioned above.

4 Simulations

The vector control with sliding mode observer diagram is shown in Fig. 1.
All simulations were carried out in MATLAB—SIMULINK, on the three phase

two pole machine. The motor parameters used are listed as follows.

• Pn ¼ 2:7 kW; Tn ¼ 19 Nm; xmn ¼ 1360 rpm; p ¼ 2
• ISn ¼ 7:51 A; IRn ¼ 17 A; ISxn ¼ 6:8 A; ISyn ¼ 8:16
• USn ¼ 400=230 V; wSn ¼ 0:877Wb
• RS ¼ 1:83X; RR ¼ 2:19X; LS ¼ 0:137 H; LR ¼ 0:137 H; Lm ¼ 0:129H;

TR ¼ 0:0546 s

In controlling induction machine, the flux is needed to get the reference flux as
fast as possible. In this application, the time response of flux is chosen 10 ms so in
flux loop control, PI parameters are chosen T R Im ¼ 10ms; K Rm ¼ 10: In
torque loop control, the time respone is chosen about 50 ms, so PI parameters of
this loop are T R omega ¼ 50ms,K Romega ¼ 2 The simulation results are
shown in following figures.
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The estimated stator current vector components iSa est; iSb est are shown in
Fig. 2. Figure 3 shows the error between the real and the estimated of stator current
vector iSa est; iSb est. The error between the real stator current vector components
and the estimated stator current vector components is small, the maximum is just
only 0.04 and oscilations are around −0.02 and 0.02 in average.

In Fig. 4, firstly, the reference speed is zero, the magnetizing current component
iSx is maximum (8A) so that the flux goes to the reference flux. The rising time of
magnetizing current component is about 10 ms. After that, the flux reach to ref-
erence flux so the magnetizing current component iSx is unchanged, the torque
current component changes depending on the reference torque. The time response
of torque current component is about 50 ms. Figure 5 is the estimated rotor flux
vector components wRa est; wRb est.

Fig. 1 Schematic of induction motor control

Fig. 2 Estimated stator current vector components iSa est, iSb est
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Figures 6 and 7 show estimated speed compared to reference speed and the
speed difference between the actual speed and the estimated speed. The charac-
teristics of speed are very good. The time response is about 0.1 s, the overshoot is
about 10 %, the static error between the actual speed and reference speed is zero.

Fig. 3 Current differences eSa, eSb

Fig. 4 Magnetizing current component iSx and torque current component iSy

Fig. 5 Estimated rotor flux vector components wRa est, wRb est
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The maximum speed difference between the actual speed and the estimated speed is
1 rpm (1 %) in Fig. 7.

5 Conclusions

The estimation technique for sensorless induction motor drive with vector control
was presented in the paper. The sliding mode observer was used to estimate the
speed of induction motor. The induction motor drive with the presented speed
estimator gives good dynamic responses and the estimation of the mechanical speed
is good in steady state and also in transient state, even with the presence of torque
load. The disadvantage of this paper is that the speed estimator does not work well
when the errors between the real parameters of the induction motor and the nominal
parameters occur. In the next research, a sliding mode controller will be proposed
together with the sliding mode observer to improve the control characteristics, even
with the noise and parameter variations.

Fig. 6 Reference rotor speed xm ref and estimated rotor speed xm est

Fig. 7 Speed difference between actual rotor speed xm and estimated rotor speed xm est
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MRAS Observers for Speed Estimation
of Induction Motor with Direct Torque
and Flux Control

Hau Huu Vo, Pavel Brandstetter and Chau Si Thien Dong

Abstract The paper describes Model Reference Adaptive System (MRAS)
observers for the speed estimation of an induction motor with direct torque and flux
control. The first estimator is a reference frame MRAS (RF-MRAS) and the second
estimator is a current based MRAS (CB-MRAS). At first, direct torque controlled
induction motor drive with two estimators are implemented on Matlab-Simulink
environment. Then, comparison of two observers is done by evaluation of the rotor
speed difference. The simulation results confirm that both MRAS estimators are
simple to simulate and experiment. By comparison of both observers, the
CB-MRAS observer gives higher accuracy of the rotor speed estimation.

Keywords RF-MRAS � CB-MRAS � Speed control � Direct torque control �
Induction motor � AC drive

1 Introduction

The control and estimation of induction motor drives is almost unbounded subject,
and the technology has been developing very strong in last few decades. The
induction motor drive with a cage type of machine has many applications in
industry such as pumps and fans, paper and textile mills, subway and locomotive
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propulsions, electric and hybrid vehicles, machine tools and robotics, home
appliances, heat pumps and air conditioners, rolling mills, wind generation systems.
These applications often require adjustable speed and wide power range [1, 2].

The control methods without speed encoder can be classified as follows:

• Methods with machine model [3–9]: open loop estimators, MRAS and obser-
vers (such as extended Kalman filter, Luenberger observer, sliding mode
observer).

• Methods without machine model [10–14]: estimators with injection methods
and estimators using artificial intelligence.

2 Modelling an Induction Motor

State-space equations of induction motor in [α, β] coordinate system can be
expressed into [9] (Table 1):

Table 1 Induction motor quantities and parameters

Quantities/parameters Value/unit Definition

usα, usβ Stator voltages in [α, β] coordinate system

isα, isβ Stator currents in [α, β] coordinate system

îsa; îsb Estimated stator currents in [α, β] coordinate system

ψRα, ψRβ Rotor fluxes in [α, β] coordinate system

ŵRa; ŵRb
Estimated rotor fluxes in [α, β] coordinate system

p 2 Number of pole pairs

Rs 1.115 Ω Stator resistance

Lm 0.2037 H Magnetizing inductance

Ls 0.2097 H Stator inductance

Rr 1.083 Ω Rotor resistance

Lr 0.2097 H Rotor inductance

Tr 0.1936 s Rotor time constant

J 0.02 kg m2 Moment of inertia

σ 0.0562 Total leakage constant

ωr rad s−1 Rotor speed

Te Nm Motor torque

TL Nm Load torque

ξ Adaptive signal of adaptive mechanism in MRAS
structures

KP 2000 Proportional coefficient of adaptive mechanism in
MRAS structures

KI 1,000,000 Integral coefficient of adaptive mechanism in MRAS
structures
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dX
dt

¼ AX þBUs ð1Þ

Y ¼ X ð2Þ

where X, Us, Y are the state variable vector, the input vector and the output vector,
respectively as follows:

X ¼ isa isb wRa wRb

� �T
Us ¼ ½ usa usb �T

ð3Þ

A ¼

� L2mRr þ L2r Rs

rLsL2r

� �
0 LmRr

rLsL2r
Lmxr
rLsLr

0 � L2mRr þL2r Rs

rLsL2r

� �
� Lmxr

rLsLr
LmRr
rLsL2r

LmRr
Lr

0 � Rr
Lr

�xr

0 LmLr
Lr

xr � Rr
Lr

2
666664

3
777775

ð4Þ

B ¼

1
rLs

0
0 1

rLs
0 0
0 0

2
664

3
775 ð5Þ

r ¼ 1� L2m
LrLs

ð6Þ

The rotor speed ωr has relation with the torques as following equation:

Te ¼ 3
2
Lm
Lr

p wRaisb � wRbisa
� �

Te ¼ TL þ J
dxm

dt
¼ TL þ J

p
dxr

dt

ð7Þ

3 MRAS Observers

The rotor speed can be estimated by the MRAS. First, difference between the output
general quantity XRM of reference model and the output general quantity XAM of an
adaptive or adjustable model is evaluated by adaptation mechanism. Then, this
mechanism uses a controller (PI controller) for tuning the rotor speed so that the
difference between XRM and XAM reach to zero (Fig. 1).
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3.1 RF-MRAS

The structure of a reference frame model reference adaptive system (RF-MRAS) for
the rotor speed estimation is shown in Fig. 2. The stator voltage and current signals
are measured and used for calculating the rotor flux vector in this figure. In this
model, we can get fluxes from the inputs (stator currents) only if we know the rotor
speed exactly. In ideal condition, the fluxes from two models (reference and
adaptive) will match. An adaptation algorithm with PI controller can be used to tune
the rotor angular speed so that the adaptive signal ξ reach to zero.

The reference model is described with the following equations:

wRa ¼
Lr
Lm

Z
usa � Rsisað Þdt�rLsisa ð8Þ

wRb ¼
Lr
Lm

Z
usb � Rsisb
� �

dt�rLsisb ð9Þ

The adaptive model is described with the following equations:

ŵRa ¼
Z

Lm
Tr

isa � 1
Tr

ŵRa � x̂rŵRb

� 	
dt ð10Þ

ŵRb ¼
Z

Lm
Tr

isb � 1
Tr

ŵRb þ x̂rŵRa

� 	
dt ð11Þ

Fig. 1 MRAS structure

Fig. 2 Structure of RF-MRAS
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Using the Popov’s criterion for hyperstability for a globally asymptotically
stable system, we obtain the adaptation algorithm as following equations:

n ¼ ŵRawRb � ŵRbwRa ð12Þ

x̂r ¼ KpnþKI

Z t

0

ndt ð13Þ

where KP > 0, KI > 0.
In practice, this method is difficult to implement, particularly at low speeds

because of the pure integration of the voltage signals. The integration, however,
would be subject to long-term drift in practice and special techniques should be
taken to correct this drift. For example, the I-controller with the limitation can be
used. Besides that, the estimation accuracy can be good if parameters of motor are
constants. However, accuracy is decreased because of parameter variation.

3.2 CB-MRAS

This MRAS estimator uses output stator currents of the induction motor as output
quantities of the reference model [15]. The Fig. 3 shows the structure of the
CB-MRAS speed observer.

In the RF-MRAS speed observer, the voltage model is used as a reference
model, and the current model is an adaptive model. In the CB-MRAS observer, the
induction motor is used as a reference system, and the current model together with
the current estimator are adaptive models [15].

The current estimator of CB-MRAS is described with the following equations:

îsa ¼ 1
Ti

Z
K1usa þK2ŵRa þK3x̂RŵRb � îsa

� �
dt ð14Þ

Fig. 3 Structure of CB-MRAS
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îsb ¼ 1
Ti

Z
K1usb þK2ŵRb � K3x̂RŵRa � îsb

� �
dt ð15Þ

K1 ¼
Lr
Lm

LrRs
Lm

þ Lm
Tr

; K2 ¼ Lm
LrRsTr þ L2m

; K3 ¼ 1
LrRs
Lm

þ Lm
Tr

; Ti ¼
LsLr�L2m

Lm
LrRs
Lm

þ Lm
Tr

ð16Þ

The current model of CB-MRAS is also described with the Eqs. (9)–(10). In the
CB-MRAS estimator, the adaptation algorithm is different from the RF-MRAS
method and is based on the error between estimated and measured stator current,
according to the formula used in the full-order flux observer with speed adaptation,
developed in [16, 17] (basing on the minimization of the Lyapunov function).
The PI controller is also used to tune the speed as Eq. (12) with the adaption signal
as the following equation:

n ¼ isa � îsa
� �

ŵRb � isb � îsb
� �

ŵRa ð17Þ

4 Direct Torque Control

The direct torque control (DTC) has comparable performance with the vector
control. In this scheme, the torque and the stator flux are controlled directly by
selecting voltage space vector of the inverter through a look up table. The block
diagram of DTC is shown in Fig. 4. Firstly, this techniques compare the command
torque and stator flux with estimated values. Then, the errors will be processed by
hysteresis-band controllers.

Fig. 4 Block scheme of the direct torque control
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High performance control, such as vector control or direct torque control, is
based on a dynamic model of the induction motor expressed in a stationary coor-
dinate system or rotating coordinate system which is oriented on the rotor magnetic
flux vector.

The flux controller has two levels:

Hw ¼1 for Ew [ þHBw

Hw ¼� 1 for Ew\� HBw
ð18Þ

The torque controller has three levels:

HTe ¼1 for ETe [ þHBTe

HTe ¼� 1 for ETe\� HBTe

HTe ¼0 for � HBTe\ETe\þHBTe

ð19Þ

The signal computation block (see Fig. 4) calculates signals from the voltage
model of the induction motor. This block also seeks where stator flux vector lies
(see Fig. 5).

DTC technique has some special features:

• no feedback current control,
• no traditional PWM algorithm,
• no vector transformation,

Fig. 5 a Trajectory of the stator flux vector in DTC control. b Inverter voltage vectors and
corresponding flux variation in time Δt
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• feedback signal processing is similar to stator flux-oriented vector control,
• hysteresis-band controller generates flux and torque ripple and switching fre-

quency is not fixed (like hysteresis-band current control) (Figs. 6 and 7).

5 Simulation Results

The described induction motor drive was simulated using Matlab-Simulink. The
time courses of important quantities were obtained from the control structure with
two observers at the jump of the load torque TL = 2 Nm (see Figs. 10 and 11). The
simulation results showed that the speed difference (see Figs. 8 and 9) and torque
ripple (see Figs. 10 and 11) of the CB-MRAS were smaller than those of the
RF-MRAS.

Fig. 6 RF-MRAS, reference speed (blue) and estimated speed (green)

Fig. 7 CB-MRAS, reference speed (blue) and estimated speed (green)
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Fig. 9 CB-MRAS, difference between real speed and estimated speed

Fig. 10 RF-MRAS, motor torque (blue) and load torque (green)

Fig. 8 RF-MRAS, difference between real speed and estimated speed
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6 Conclusion

The estimation technique for sensorless induction motor drive with the direct torque
control was presented in the paper. The speed estimator was based on application of
the MRAS observers. The induction motor drive with two MRAS estimators gave
good dynamic responses and the estimation of the mechanical speed was good in
steady state and also in transient state. The CB-MRAS observer gave higher
accuracy of the rotor speed estimation than the RF-MRAS observer. This MRAS
estimator could be used for rotor speed estimation without speed encoder in the
control system with digital signal processor.
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Application of Servo Controller Design
for Speed Control of AC Induction Motors
Using Polynomial Differential Operator

Dae Hwan Kim, Pandu Sandi Pratama, Phuc Thinh Doan,
Sea June Oh, Van Tu Duong, Jung Hu Min, Young Seok Jung
and Sang Bong Kim

Abstract This paper proposes a servo controller design method for speed control
of AC induction motors using polynomial differential operator. To do this task, the
followings are done. First, nonlinear modeling for an induction motor is introduced
and is linearized at equilibrium points using Taylor’s series. Second, an observer is
designed to estimate flux, and an extended system incorporating the internal model
principle to construct the extended system is shown using polynomial differential
operator in case that the types of reference inputs are differential polynomials.
Third, a state feedback control law for the extended system to track the given
reference input is designed by a regulator design method. A control system is
constructed for speed control of the 1.5 KW AC induction motor. The simulation
and experimental results are shown to verify the applicability of the proposed
controller compared to conventional PI controller for the AC induction motor with a
step type of disturbance to track its speed of 3 types of the references such as step,
ramp and parabola.

Keywords AC induction motor � Internal model principle � Servo controller �
Speed control � State feedback control law
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1 Introduction

AC Induction motors are the most popular motor used in industrial fields due to
their simple construction, reliability, robustness and low cost. The robust ser-
vomechanism problem of AC motors is one of the most basic problems in control
engineering.

Naouar [1] proposed FPGA-based speed control of a synchronous machine using
P-PI controller with a speed estimator using an absolute encoder. Verghese et al. [2]
proposed observers for flux estimation in induction machines. Khalil et al. [3]
proposed sensorless field–oriented speed control of induction motors without rotor
position sensors using flux and speed observers with PI controllers via linearization
to regulate the q-axis current to the reference. They augmented the traditional
approach with flux and speed observers and derived a sixth-order nonlinear model
in field oriented coordinates. The nonlinear model was linearized to the third order
linear model at the desired equilibrium point, and the well known PI controller was
adopted for sensorless speed control. They showed that PI-approach based con-
troller has some serious limitation for the robust property and stabilization. The PI
controller was not adequate for more high order types of reference signals with
disturbances. Davison [4] proposed the output control of linear time-invariant
multivariable systems with immeasurable arbitrary disturbances. To solve robust
servomechanism problem for SISO system, Kim et al. [5] proposed a bilinear
transformation method using internal model principle and pole assignment method
in a specific region.

In this paper, a different concept based servo controller design method is pro-
posed for sensorless (or sensor) speed control by adopting polynomial differential
operator method. To do this task, the followings are done. First, nonlinear modeling
for an induction motor is introduced and is linearized. Second, an observer is
designed to estimate flux, and an extended system incorporating the internal model
principle to construct the extended system is shown using polynomial differential
operator. Third, a state feedback control law for the extended system to track the
given reference input is proposed. A control system is constructed for speed control
of the 1.5 KW AC induction motor. The simulation and experimental results are
shown the applicability of the proposed controller compared to conventional PI
controller.

2 System Description and Modeling

The induction motor can be represented in the state frame of reference by [3]

_kr ¼ �arIþ pxHð Þkr þ arLmis ð1Þ
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_is ¼ �b �arIþ pxHð Þkr � bas þ barLmð Þis þ cts ð2Þ

_x ¼ �lkTr His � bx� TL
J

ð3Þ

where kr ¼ krd krq½ �T2 R2 is the rotor flux vector, is ¼ isd isq½ �T2 R2 is the
stator current vector, ts ¼ tsd tsq½ �T2 R2 is the stator voltage vector, x is the
rotor speed, Ls; Lr; Lm denote rotor, stator and mutual inductances, Rr;Rs are rotor
and stator resistances, p is the number of pole pairs, J is rotor’s moment of inertia,
b1 is a friction coefficient, TL is load torque,

I ¼ 1 0
0 1

� �
; H ¼ 0 �1

1 0

� �
; r ¼ 1� L2m

LsLr
; ar ¼ Rr

Lr
; as ¼ Rs

Ls
;

b ¼ b1
J
; l ¼ 3pLm

2JLr
; b ¼ 1� r

rLm
¼ Lm

rLsLr
; and g ¼ 1

r
:

Under the conditions of estimates R̂s; R̂r; Ĵ; b̂1 of uncertain parameters
Rs;Rr; J; b1, Eqs. (1)–(3) can be represented based on the direct-axis components
krd; isd; tsd; ed and on the quadrature-axis components kq (= 0:flux of rotor in
q� axis), isq; tsq; eq; ed as follows:

_krd ¼ �ârkrd þ ârLmisd ð4Þ

_isd ¼ barkrd � bas þ barLmð Þisd þ ctsd þ pxref isq þ ârLm
i2sq
krd

� arbed � bpxeq

ð5Þ

_isq ¼ �bpxkrd � pxref isd � bas þ barLmð Þisq þ ctsq � ârLm
isdisq
krd

þ bpxed

� arbeq ð6Þ

_x ¼ l½isqðkrd � edÞþ isded� � bx� TL
J

ð7Þ

where âs ¼ R̂s
Ls
;âr ¼ R̂r

Lr
;b̂ ¼ b̂1

Ĵ
; and l̂ ¼ 3pLm

2ĴLr
:

Error dynamics and rotor flux estimator error vector are presented as follows:

_ed ¼ _̂krd � _krd ¼ �ared þðpxref � pxþ ârLmisq
krd

Þeq þðâr � arÞðLmisd � krdÞ
ð8Þ

Application of Servo Controller Design … 339



_eq ¼ _̂krq � _krq

¼ �ðpxref � pxþ ârLmisq
krd

Þed � areq þðâr � arÞLmisq þ pðxref � xÞkrd ð9Þ

ek ¼ k̂r � kr ð10Þ

where ek ¼ ed eq½ �T is the rotor flux estimation error vector, k̂r ¼ ½ k̂d k̂q �T is
the estimated vector of kr which can be estimated by an observer and also regulated
by the well known PI controller, and xref is the reference rotor speed.

An observer to estimate the rotor flux vector is adopted as follows:

_̂kr ¼ �ârIþ pxref H
� �

k̂r þ ârLmis ð11Þ

In this paper, the sensorless speed controller design on the state space is the main
goal. So how to simplify the model of Eqs. (4)–(11) is important to accomplish the
target goal. It is assumed that the speed is estimated by an observer shown in [3]
and the flux regulator acts fast enough to regulate the reference rotor flux of krd to
the reference rotor flux in d � axis of kref (krd ¼ kref ), and the stator current in
d � axis of isd ¼ kref

�
Lm, then the speed controller can be designed as the

third-order nonlinear model as

_ed ¼ �ared þ pxref � pxþ ârLmisq
�
kref

� �
eq ð12Þ

_eq ¼ � pxref � pxþ ârLmisq
�
kref

� �
ed � areq þðâr � arÞLmisq þ pðxref � xÞkref

ð13Þ

_x ¼ l isqðkref � edÞþ kref
�
Lm eq

� �� bx� TL
J

ð14Þ

X ¼ kref � ed
kref

	 

xþ areq

pkref
� aisq ð15Þ

a ¼ ðâs � asÞ½ �gþðâr � arÞbLm�=ðbpkref Þ

where X is viewed as the measured output under the equilibrium point with X ¼
xref as the followings:

�ed ¼ �eq ¼ 0; �x ¼ xref þ ðâs � asÞLm�isq
pkref

; �isq ¼ bxref þ TL=J

lkref � bðâr�arÞLm
pkref

ð16Þ

with âs ¼ as.
The nonlinear model of Eqs. (12)–(15) under the above equilibrium point with

âs ¼ as can be linearized as the following linear model:
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_x ¼ AxþBu ð17Þ

y ¼ CxðtÞþ duðtÞ ð18Þ

A ¼ AðtÞj�x;�isq¼
�ar

arLm
kref

�isq 0

� arLm
kref

�isq �ar �pkref

�l�isq l kref
Lm

�b

2
64

3
75; B ¼ BðtÞj�x;�isq¼

0
ðâs � asÞLm

lkref

2
4

3
5;

C ¼ CðtÞj�x;�isq¼
��x
kref

ar
pkref

1
h i

; d ¼ dðtÞj�x;�isq¼ �ðâr � arÞLm
pkref

;

xðtÞ ¼ ed eq x½ �T¼ x1 x2 x3½ �T ; u ¼ isq; y ¼ X; �x ¼ �ed �eq �x½ �T

where the speed can be estimated by an observer [3] or measured by sensor, and
x; y; u are state variable vector, output variable and input variable.

At the equilibrium points with âs ¼ as and âr ¼ ar; the followings are obtained.

A ¼
�ar

arLm
kref

�isq 0

� arLm
kref

�isq �ar �pkref

�l�isq l kref
Lm

�b

2
64

3
75; B ¼

0
0

lkref

2
4

3
5; C ¼ ��x

kref
ar

pkref
1

h i
;

d ¼ 0;

xðtÞ ¼ ed eq x½ �T¼ x1 x2 x3½ �T ; u ¼ isq;y ¼ X; ~x ¼ �x� xref ¼ 0;

�x ¼ �ed �eq �x½ �T¼ 0 0 xref½ �T ; �u ¼ �isq ¼ bxref þ TL=J
lkref

;

�y ¼ Xj�x;�isq ¼ xref ¼ �x ¼ yr:

where �x;�y; �u are state variable vector, output variable and input variable at the
equilibrium point respectively, and yref is the reference output.

3 Speed Controller Design

3.1 Servo Controller Design Using Polynomial
Differential Operator

The plant to be controlled is assumed to be described by the following SISO linear
invariant model with a disturbance from Eqs. (17) and (18) as
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_xðtÞ ¼ AxðtÞþBuðtÞþ e ð19Þ

yðtÞ ¼ CxðtÞ ð20Þ

where x 2 Rn is the state vector, y 2 Rp is the output vector ðp ¼ 1Þ; u 2 Rm is the
input vector ðm ¼ 1Þ; e 2 Rn is an unmeasurable disturbance vector, A 2 Rn�n is
the system matrix, B 2 Rn�1 is the input matrix, C 2 Rp�n is the output matrix
ðp ¼ 1Þ. It is assumed that ðA;BÞ is controllable, and ðA;CÞ is observable. The
output error is defined by

e ¼ y� yr ð21Þ

where yr is the reference output and e is the output error.
It is assumed that the following homogeneous differential equation forms for

reference and disturbance using linear polynomial differential operators of LrðDÞ
and LeðDÞ are satisfied, respectively:

LrðDÞyr ¼ 0 and LeðDÞe ¼ 0 ð22Þ

where Lr Dð Þ and Le Dð Þ are assumed as the following differential polynomial
operators with constant coefficients.

Lr Dð Þ ¼ Dr þ qr�1D
r�1 þ � � � þ q0 and Le Dð Þ ¼ Dl þ ll�1D

l�1 þ � � � þ l0
ð23Þ

where D ¼ d=dt is the differential operator, qi; li are constant coefficients, r; l are
orders of differential polynomials.

This includes the case of most common type of disturbance and reference signals
occurring in practice such as polynomial, sinusoidal type signals, etc. R Dð Þ is the
greatest common divisor of Lr Dð Þ and Le Dð Þ as follows:

Lr Dð Þ ¼ RðDÞUðDÞ and Le Dð Þ ¼ RðDÞVðDÞ ð24Þ

where RðDÞ;UðDÞ;VðDÞ are factors of Lr Dð Þ and Le Dð Þ, respectively.
If the greatest common divisor R Dð Þ of the differential polynomial operators

Lr Dð Þ and Le Dð Þ is equal to a constant, Lr Dð Þ and Le Dð Þ are coprime. Furthermore,
finding the least common multiple of the two differential polynomial operators
involves finding their common multiple with the smallest order polynomial.

L Dð Þ is defined as the least common multiple of Lr Dð Þ and Le Dð Þ and can be
obtained from Eq. (24) as the polynomial differential operator as follows:

L Dð Þ ¼ Le Dð ÞLr Dð Þ
R Dð Þ ¼ U Dð ÞR Dð ÞV Dð Þ ¼ VðDÞLrðDÞ or UðDÞLe Dð Þ

¼ Dq þ aq�1D
q�1 þ � � � þ a0

ð25Þ
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where dimfVðDÞg ¼ q� r and dimfUðDÞg ¼ q� l; dimfRðDÞg ¼ lþ r� q and
dimfLðDÞg ¼ q� dimfLrðDÞg or dimfLeðDÞg.

To adopt the internal model principle (IMP) to the tracking control system, we
will introduce the polynomial differential operator stated and get an extended
system.

Operating L Dð Þ for ei and yr of Eq. (22) the following are obtained

LðDÞyr ¼ UðDÞRðDÞVðDÞyr ¼ VðDÞLrðDÞyr ¼ 0
LðDÞei ¼ UðDÞRðDÞVðDÞei ¼ UðDÞLwðDÞei ¼ 0

�
ð26Þ

where the dimension of q holds q� l or q� r.
Firstly, eliminate the effect of disturbance in Eq. (22), by operating the poly-

nomial differential operator LðDÞ to both sides of Eq. (19) under the conditions
Eq. (22), as

d
dt
fLðDÞxg ¼ ALðDÞxþBLðDÞu ð27Þ

Secondly, by operating LðDÞ to Eq. (21) and using the property of Eq. (26), the
followings can be obtained.

LðDÞeðtÞ ¼ Dqeþ aq�1D
q�1eþ � � � þ a1Deþ a0e ¼ LðDÞy� LðDÞyr

¼ CLðDÞx ð28Þ

Equation (28) can be described into the matrix form as follows:

_z ¼ MLðDÞxþNz ¼
0
0
..
.

cT1

2
664

3
775LðDÞxþNzi ð29Þ

where

N ¼

0 1 0 0 � � � 0
0 0 1 0 � � � 0
0 0 0 1 � � � 0
..
. ..

. ..
. ..

. . .
. ..

.

0 0 0 0 � � � 1
�a0 �a1 �a2 �a3 � � � �aq�1

2
6666664

3
7777775
2 Rq�q;

M ¼
0
� � �
cT1

2
4

3
5 ¼

0
0
..
.

1

2
664

3
775cT1 2 Rq�n; CT ¼ c1 2 Rn�1 and

z ¼ e eð1Þ � � � eðq�1Þ� �T2 Rq:
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By combining the operated system, Eqs. (27) and (29), an extended system can be
obtained as follows:

_xe ¼ Aexe þBem ð30Þ

where Ae ¼
A 0
0
cT1

� �
N

" #
2 Rðnþ qÞ�ðnþ qÞ; Be ¼ B

0

� �
2 Rðnþ qÞ�1; xe ¼

LðDÞx
z

� �
¼

LðDÞx
z1
z2
..
.

zq

2
666664

3
777775
2 Rnþ qxe is an extended system state variable vector, v ¼

LðDÞu 2 Rm is a new control law for the extended system ðm ¼ 1Þ, and z ¼
z1 z2 � � � zq½ �T2 Rq is an error variable vector for the extended system.
A new control law for the extended system is defined by the following form:

v ¼ LðDÞu ¼ �Fxe 2 Rm ð31Þ

where F ¼ Fx Fz½ � 2 R1�ðnþ qÞ is a feedback control gain matrix, and Fx 2 R1�n

and Fz 2 R1�q are feedback control gain matrices for LðDÞx and z, respectively.
A new error variable vector for the extende system can be defined as

f ¼ L�1ðDÞz ð32Þ

where f ¼ f1 f2 � � � fq
� �T2 Rq, and fi 2 Rq for i ¼ 1; . . .; q:

Using Eqs. (31) and (32), the control law of Eq. (19) can be obtained as follows:

u ¼ �Fxf ¼ � Fx Fz½ � x
f

� �
ð33Þ

where xf 2 Rnþ q is a new extended system variable vector.
From Eqs. (30) and (31), the closed loop system of the extended system is

obtained as

_xe ¼ ðAe � BeFÞxe ð34Þ

shows that the servo controller problem for Eq. (19) becomes a regulator design
problem for the extended system Eq. (30). That is, the closed loop system of
Eq. (34) is asymptotically stabilized by designing the feedback control law of
Eq. (31) with a feedback control matrix F so as to be Re kiðAe � BeFf g\0.
Controllability checking is proved in [8].

According to [8], there exists gain matrix F ¼ Fx Fz½ � so that the closed loop
control system obtained by applying the feedback control law of Eq. (31) to the
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extended system of Eq. (30) is asymptotically stable, i.e. There exists a gain matrix
F ¼ Fx Fz½ � so that the following matrix is asymptotically stable [6, 7].

AF ¼ Ae � BeF ¼ Ae � Be Fx Fz½ � ð35Þ

When the feedback control law of the extended system of Eq. (30) is designed
based on the above regulator design problem [5–7], the output error of Eq. (21)
becomes eðtÞ ! 0 as t ! 1:

Since xe ! 0 by regulator design result, that is, xe ! 0 means LxT zT
� �T! 0

as follows:

xe ¼ LðDÞxT z1 z2 � � � zq
� �T¼ LðDÞxT e eð1Þ � � � eðq�1Þ� �T ð36Þ

As the result, the error eðtÞ ! 0 as t ! 1:
Using the new input v, the extended system of Eq. (30) can be written by

d
dt

LðDÞxf g ¼ A� BFx½ �LðDÞx� BFzzþ LðDÞe ð37Þ

d
dt
z ¼ Nzþ IfLðDÞe ð38Þ

where LðDÞe ¼ 0 from Eq. (26), and In ¼ 0 0 � � � 1½ �T2 Rq.
The 2nd term for the polynomial differential operator of LðDÞ in Eq. (38) due to

Eq. (26) has the following relation:

LðDÞe ¼ LðDÞðy� yrÞ ¼ CLðDÞx ð39Þ

By operating the inverse polynomial differential operator L�1ðDÞ for Eqs. (37)
and (38), the following equations can be obtained due to L�1ðDÞ LðDÞeð Þ ¼ e by
LðDÞe ¼ 0:

d
dt
x ¼ A� BFx½ �x� BFzfþ e ð40Þ

d
dt
f ¼ Nfþ Ife ð41Þ

The servo compensator of Eq. (41) includes the model of reference and dis-
turbance signals since the matrix N is composed of the least common multiple
model of two signals. The configuration of the proposed servo control system can
be described as shown in Fig. 1.
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3.2 Observer Design in the Case of Speed Sensorless
(or with Sensor)

In Eq. (17), ed ; eq;x are unknown variables. To get these variables, the following
observer is adopted. A full order observer of Eq. (17) and an estimation error vector
are defined as

_̂x ¼ Ax̂þ Buþ Kðy� Cx̂Þ ð42Þ

r ¼ x� x̂ ð43Þ

where x̂ ¼ êd êq x̂½ �T is the estimation vector of x, and K is the observer gain
matrix. From Eqs. (17), (42) and (43), the following is obtained.

_r ¼ ðA� KCÞr ð44Þ

To be limdx!0 r ¼ 0, that is, x ! x̂, K is designed to make A� KC be a stable
matrix by well known regulator design methods.

4 Hardware Configuration

The system used in the experiment is shown in Fig. 2a. AC induction motor for this
paper has 3 phase, four poles and 2 Hp/1.5 kW. The powder brake works as a load
and it can be controlled by the adjustment of the voltage from DC 0–24 V represent
constant load from 0 to 33 Nm. A torque transducer rated at 10 Kgmf and an
encoder with 1024 counts/rev. Figure 2b shows the inverter used in experiments.
The inverter includes the controller board and the IGBT driver.

Table 1 shows the specification of AC induction motor.

-

- u ye

x

ζ
x Ax Bu ε= + +

+

-
ry x

C

Observer
x̂

ε

zN I eζζ ζ= + zF

xF

Fig. 1 Configuration of the proposed servo control system
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5 Simulation and Experimental Result

In this section, simulation and experiment has been done to verify the effectiveness
and applicability of the proposed servo system and controller. Table 2 shows the
parameters of 1.5 Kw AC induction motor for this paper.

Including the parameter value from Table 2 to the induction motor mathematical
model of Eqs. (17) and (18) with âs ¼ as and âr ¼ ar; the following can be
obtained:

A ¼

�701:33 25151:9 0

�25151:9 �701:33 �0:98

�2:2931 0:0639 �0

2
6664

3
7775; B ¼

0

0

0:0239

2
6664

3
7775;

C ¼ �2040:8 715:6514 1½ �

Fig. 2 Experiment equipment a Motor testing system. b Inverter

Table 1 Rated value of AC induction motor

Descriptions Values Descriptions Values Descriptions Values

Rated voltage 220 V Rated speed 1750 rpm Rated current 6 A

Rated flux 0.49 Wb Rated torque 10 Nm Rated frequency 60 Hz

Table 2 Parameter and initial values of 1.5 kW induction motor

Parameter Values Parameter Values

Number of pole pairs (p) 2 Stator self-inductance (Ls) 0.387117 H

Moment of inertia (m) 0.089 Kg m2 Rotor self-inductance (Lr) 0.387117 H

Stator resistance (Rs) 3.285 X Mutual inductance (Lm) 0.374 H

Rotor resistance (Rr) 2.715 X Friction coefficient (b1) 0.01 Nms

Initial state vector (xð0Þ) 0 0 0½ �T Initaial state estimation x̂ð0Þð Þ 0 0 0½ �T
Initial compensator fð0Þð Þ 0½ �
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The full order observer is design based on pole assignment. The pole positions
are chosen as [−100, −101, −102], and the observer gain is obtained as K ¼
½�0:0246 1:2076 0:2307 �T : It is assumed that the disturbance is given as step
type model. The parameters for simulations and experiments are shown in Table 3.

5.1 Step Input

Figures 3, 4, 5 and 6 show simulation and experimental results for reference of step
type of yrðtÞ ¼ 1000 rpm. Figure 3 shows the control laws of the proposed method
and PID method as current in q-axis converge to 0.8 A after about 2 s. Figure 4
shows the outputs motor speed for both methods in q-axis converge to the step
reference. The output for PID shows overshoot and converges to the reference
after 2 s, while the output for the proposed method converges to the reference
smoothly without overshoot after 0.3 s. Figure 5 shows the output errors for PID

Table 3 Parameters and gains for the proposed method

Design
parameter

Reference types

Step Ramp Parabolic

Reference
model

_yr ¼ 0
yrð0Þ ¼ 1000

yr
:: ¼ 0; _yrð0Þ ¼ 100
yrð0Þ ¼ 0

yr
:: ¼ 0; yr

:: ð0Þ ¼ 10
_yrð0Þ ¼ 0; yrð0Þ ¼ 0

Matrix N N ¼ 0½ �
N ¼ 0 1

0 0

� �
N ¼

0 1 0
0 0 1
0 0 0

2
4

3
5

Assigned poles {−60, −61, −62,
−63}

{−19, −20, −21, −22,
−23}

{−18, −19, −20, −21, −22,
−23}

Gain matrix Fx 2:75� 107

1:49� 109

471:1

2
4

3
5
T

6:9724� 106

4:5207� 108

224:1418

2
4

3
5
T

6:2852� 107

4:5207� 109

203:4504

2
4

3
5
T

Gain matrix Fz 0:1672½ � 0:0209
0:0294

� �T 0:0201
0:0374
0:0270

2
4

3
5
T

Compensator _f ¼ e _f ¼ 0 1
0 0

� �
fþ 0

1

� �
e _f ¼

0 1 0
0 0 1
0 0 0

2
4

3
5fþ

0
0
1

2
4

3
5e

0 1 2 3 4 5 6 7 8 9 10
0

1

2
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4

5
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e 
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) Proposed Sim

PID Sim
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PID Exp

Fig. 3 Control law u ¼ isq for reference step input
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converges to zero after 2 s, while the output error for the proposed method con-
verges to zero smoothly after 0.3 s. Figure 6 shows the estimated state variables for
the proposed method. êd; êq; x̂ converge to about 0.014 Wb about 0.001 Wb and
1000 rpm after 2 s.

5.2 Ramp Input

Figures 7, 8, 9 and 10 show simulation and experimental results for the ramp
reference of yrðtÞ ¼ 100t. Figure 7 shows the control laws as current in q-axis are
changed to ramp type after about 2 s. Figure 8 shows the outputs for PID do not
converge to the reference input and has steady state errors, while the outputs for the
proposed method converge to the reference input smoothly without overshoot after
about 1.2 s. Figure 9 shows the output errors for PID converge about −40 rpm after
about 4 s, while the output errors for the proposed method converge to zero
smoothly after about 1.2 s. Figure 10 shows the estimated state variables for ramp
reference using the proposed method.
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200
400
600
800

1000
1200

Time (s)
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)
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Fig. 4 Output y for step reference input

0 1 2 3 4 5 6 7 8 9 10
-1000

-800

-600

-400

-200

0

Time (s)

va
lu

e 
(r

pm
)

Proposed Sim

PID Sim
Proposed Exp

PID Exp

Fig. 5 Output error ~x for step reference input
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Fig. 6 Estimated state variables for step reference input
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5.3 Parabola Input

Figures 11, 12, 13 and 14 show simulation and experimental results for parabola
reference of yrðtÞ ¼ 10t2. Figure 11 shows control laws for the proposed method
and PID method as current in q-axis are changed to parabola type and increase to
0.5 A after about 10 s. Figure 12 shows the outputs for PID have steady state errors
without converging to the reference input and then have bigger and bigger steady
state error as time goes, while the outputs for the proposed method converge to the
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reference input smoothly without overshoot after about 0.1 s. Figure 13 shows the
output errors for both methods. The output errors for PID are always increasing and
never converging to zero, while the output errors for the proposed method converge
to zero smoothly after about 0.1 s. Figure 14 shows the estimated state variables for
the proposed method.
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6 Conclusion

This paper proposed a servo system design for speed control of AC induction motor
using polynomial differential operator. The simulation and experimental results
were shown to verify the effectiveness and the applicability of the proposed con-
troller compared to PI controller. It shows that the proposed method can overcome
the problem for higher order types of reference signals under disturbance.
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Abstract This paper proposes a servo controller design method for speed control
of Brushless DC (BLDC) motors using polynomial differential operator method. To
do this task, the followings are done. Firstly, modeling for a BLDC motor is
introduced and an extended system incorporating the internal model principle to
construct the servo system is shown using polynomial differential operator in case
that the types of reference inputs are differential polynomials. Secondly, a state
feedback control law for the servo system to track the given reference input is
designed by a well known regulator design method. The implementation of the
proposed servo controller for a BLDC motor are completely carried out using a
dSPACE DS1104 digital signal processor (DSP). The simulation and experimental
results are shown to verify the effectiveness and the applicability of the proposed
controller compared to the conventional PI controller for speed control of the
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1 Introduction

BLDC motor has been used extensively in industrial automation, aerospace,
instrumentation and automotive industry since 1970’s. BLDC motor has the fol-
lowing advantages over brushed DC motors and induction motor such as high
torque to inertia ratio, high efficiency, better speed versus torque characteristics,
compact size, less maintenance [1]. However, the disadvantages of the BLDC
motor have high cost and the necessity of a more complex controller because of its
nonlinear characteristics [2].

For controlling the speed of BLDC motor, several controllers are used. The most
widely used controller of them is a conventional PI controller because it is facile
and easy to understand [3]. The PI controller is simple to realize but difficult for
applying to obtain sufficiently high performance in the tracking application. It is,
however, well known that the tracking controller problem can be simply solved by
using state variable feedback with the extension of the state variables using the
output error [4]. For the unknown and inaccessible inputs, the observer technique
was studied by [5]. To solve robust servomechanism problem for SISO system,
Kim et al. [6] introduced a servo control method with disturbance rejection and
reference signal tracking by adopting the internal model principle and bilinear
transformation method. In [6], there was not show for the explicit condition and its
proof for the controller existence to achieve the robust control objectives. Kim [7]
proposed a new concept of MIMO servo design method by extending the results of
[6] and introducing a polynomial differential operator.

In this paper, a robust servo controller proposed by [7] is applied for speed control
of BLDC motors. To do this task, the followings are done. Firstly, modeling for a
BLDC motor is introduced and an extended system incorporating the internal model
principle to construct the servo system is shown using polynomial differential oper-
ator in case that the types of reference inputs are differential polynomials. Secondly, a
state feedback control law for the extended system to track the given reference input is
designed by a well known regulator design method. The implementations of the
proposed servo controller for a BLDC motor are completely carried out using a
dSPACE DS1104 DSP. The simulation and experimental results are shown to verify
the effectiveness and the applicability of the proposed controller compared to the
conventional PI controller for speed control of the BLDC motor with a step type of
disturbance and 3 types of the references such as step, ramp and parabola.

2 Modeling of BLDC Motors

Figure 1 shows the circuit diagram of a BLDC motor. Assuming that the stator
resistances Rs of all of the windings stators, self inductances Ls and mutual
inductances M are equal and constant, L ¼ Ls �M, the voltage equation of the
BLDC motor with three phases can be expressed as
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v ¼ L
d
dt
iþRiþ e ð1Þ

where v ¼ va vb vc½ �T ; i ¼ ia ib ic½ �T ; e ¼ ea eb ec½ �T ;

L ¼
L 0 0
0 L 0
0 0 L

2
4

3
5; R ¼

Rs 0 0
0 Rs 0
0 0 Rs

2
4

3
5

v; i; e; L; R are the stator phase voltage matrix, the stator phase current matrix,
the stator phase back-electromagnetic forces (back-emfs) matrix, the phase stator
inductance matrix and stator phase resistance matrix, respectively.

The electromagnetic torque is given by

Te ¼ 1
xm

eT i ð2Þ

where xm is the mechanical angular velocity of the rotor.
The equation of motion for the rotor of BLDC motor is

J
dxm

dt
¼ Te � TL � bxm ð3Þ

where J; TL and b are the moment of inertia, load torque and the viscous damping
coefficient of the rotor, respectively.

For the estimation of the rotor position, the motor is equipped with three hall
sensors H1; H2; H3. With these sensors, 6 different commutations are possible.
Figure 2 shows the waveforms of back-emfs, phase currents and electromagnetic
torque of BLDC depending on hall sensor values. With right synchronized com-
mutations, the torque remains nearly constant.

The trapezoidal back-emfs vector is modeled as a function of rotor position as

e ¼ E F heð Þ F he � 2p
3

� �
F he � 4p

3

� �� �T ð4Þ

aesL M−sR

besL M−sR

cesL M−sR

n

1S 3S 5S

2S 4S 6S

dcV
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b
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ci
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S
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N N

LT

d
J
dt

ω
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ω
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Stator Rotor
BLDC Motor

neural point

ab dcv uV=

Fig. 1 Circuit diagram of a BLDC motor drive
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E ¼ Kexm ð5Þ

where
E is the amplitude of the phase back-emfs and proportional to the rotor speed
Ke is back-emfs constant
he is the electrical rotational angle related to the rotor rotational angle hm and the

number of pole pairs p by he ¼ p
2 hm.

The function F �ð Þ gives the trapezoidal waveform of the back-emfs as shown in
Fig. 2.

The function for one period F �ð Þ can be written as

F heð Þ ¼
1 0\he � 2p

3

� �
1� 6

p he � 2p
3

� �
2p
3 \he � p

� �
�1 p\he � 5p

3

� �
�1þ 6

p he � 5p
3

� �
5p
3 \h� 2p

� �

8>><
>>:

ð6Þ

The electromagnetic torque can be expressed from Eqs. (2) and (4)–(6) as:

Te ¼ KT F heð Þia þF he � 2p
3

� �
ib þF he � 4p

3

� �
ic

� 	
ð7Þ

where KT is torque constant and it is assumed that KT ¼ Ke ¼ K for this paper.
The rotor rotational angle is obtained by integrating the mechanical angular

velocity of the rotor:

hm ¼
Z

xmdtþ hð0Þ ð8Þ
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Fig. 2 Waveforms of a back-emfs, a phase current and a torque of BLDC
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where hð0Þ is the initial angle of rotor.
There are six commutation steps for one complete cycle. To simplify the

problem, one of the six steps will be modeled. The remaining steps are considered
to be similar. The voltage relation in each step following line-to-line equation in
Figs. 1 and 2 and Eqs. (4) and (5) gives

2L
di
dt

¼ uVdc � 2Kxm � 2Rsi ð9Þ

where Vdc is a DC bus voltage, u is a duty cycle value and i ¼ ia ¼ � ib.
During each interval of p=3 in Fig. 2, the electromagnetic torque can be

expressed from Eqs. (6) and (7) and ia; ib; ic in Fig. 2 as:

Te ¼ 2Ki ð10Þ

By substituting current obtained from Eqs. (9) and (10) in Eq. (3), a second order
differential equation is derived with xm as state variable

xm
:: þ a1 _xm þ a2xm ¼ b1uþ b2TL ð11Þ

where constants a1; a2; b1 and b2 are defined as

a1 ¼ bLþ JRs

JL

� �
; a2 ¼ 2K2 þ bRs

JL

� �
; b1 ¼ KVdc

JL
; b2 ¼ Rs

JL

An inaccessible TL can be considered as disturbance term to be unknown and
assumed to be a constant.

The state dynamic equation of a given system Eq. (11) with disturbance e can be
expressed as follows:

_x ¼ AxþBuþ e ð12Þ

y ¼ xm ¼ Cx ð13Þ

where

A ¼ 0 1
�a2 �a1


 �
; B ¼ 0

b1


 �
; C ¼ 1 0½ �; e ¼ 0

b2TL


 �
; x ¼ x1

x2


 �
¼ xm

_xm


 �

x 2 Rn is the state vector (n = 2), y 2 Rp is the output vector (p = 1), u 2 Rm is the
input vector (m = 1), e 2 Rn is an un-measurable disturbance vector, A 2 Rn�n is the
system matrix,B 2 Rn�m is the input matrix, C 2 Rp�n is the output matrix. It is
assumed that ðA;BÞ is controllable and ðA;CÞ is observable.
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3 Servo Controller Design Using
Polynomial Differential Operator

The output error for a SISO system (m ¼ 1; p ¼ 1) is defined by

e ¼ y� yr ð14Þ

where yr is the reference output and e is the output error.
It is assumed that the following homogeneous differential equation forms for

reference and disturbance using linear polynomial differential operators of LrðDÞ
and LeðDÞ are satisfied, respectively:

LrðDÞyr ¼ 0 and LeðDÞe ¼ 0 ð15Þ

Lr Dð Þ ¼ Dr þ qr�1D
r�1 þ � � � þ q0 and Le Dð Þ ¼ Dl þ ll�1D

l�1 þ � � � þ l0
ð16Þ

where D ¼ d=dt is the differential operator, qi; li are constant coefficients and r; l
are orders of differential polynomials.

R Dð Þ is defined as the greatest common divisor of Lr Dð Þ and Le Dð Þ as follows:

Lr Dð Þ ¼ RðDÞUðDÞ and Le Dð Þ ¼ RðDÞVðDÞ ð17Þ

where UðDÞ;VðDÞ are factors of Lr Dð Þ and Le Dð Þ, respectively.
L Dð Þ is defined as the least common multiple of Lr Dð Þ and Le Dð Þ and can be

obtained from (17) as the following polynomial differential operator:

L Dð Þ ¼ Le Dð ÞLr Dð Þ
R Dð Þ ¼ U Dð ÞR Dð ÞV Dð Þ ¼ Dq � aq�1D

q�1 þ � � � þ a0 ð18Þ

where dimfVðDÞg ¼ q� r and dimfUðDÞg ¼ q� l; dimfRðDÞg ¼ lþ r� q and
dimfLðDÞg ¼ q� dim Lr Dð Þf g or dim Le Dð Þf g.

By operating L Dð Þ of Eq. (18) for ei and yr, the following are obtained:

LðDÞyr ¼ UðDÞRðDÞVðDÞyr ¼ VðDÞLrðDÞyr ¼ 0

LðDÞei ¼ UðDÞRðDÞVðDÞei ¼ UðDÞLeðDÞei ¼ 0

(
ð19Þ

where the dimension of q holds q� l or q� r.
The adaptation of the internal model principle (IMP) to the servo control system

design is attempted by 3 steps [7]:

[Step 1] by operating the polynomial differential operator to the given system of
Eq. (12) and also the output error of Eq. (14).
[Step 2] an extended system is obtained by using the operated system and output
errors obtained through the step 1
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[Step 3] for the extended system, a regulator problem is solved based on the well
known design method such as pole assignment or optimal control.

Firstly, to eliminate the effect of disturbance in Eq. (12), by operating the
polynomial differential operator of LðDÞ to both sides of Eq. (12) using Eq. (19) as
follows:

d
dt
fLðDÞxg ¼ ALðDÞxþBLðDÞu ð20Þ

Secondly, by operating LðDÞ to Eq. (14) and using the property of Eq. (18), the
followings can be obtained.

LðDÞeðtÞ ¼ Dqeþ aq�1D
q�1eþ � � � þ a1Deþ a0e ¼ LðDÞy ¼ CLðDÞx ð21Þ

Dqe ¼ �aq�1D
q�1e � � � � a1De� a0eþCLðDÞx ð22Þ

Equation (22) can be described into the matrix form as follows:

_z ¼ MLðDÞxþNz ð23Þ

where

N ¼

0 1 0 � � � 0
0 0 1 � � � 0
..
. ..

. ..
. . .

. ..
.

0 0 0 � � � 1
�a0 �a1 �a2 � � � �aq�1

2
66664

3
77775 2 Rq�q; M ¼

0
0
..
.

cT1

2
664

3
775 ¼

0
0
..
.

1

2
664

3
775cT1 ¼ 0

cT1


 �

2 Rq�n

CT ¼ c1 2 Rn�1; and z ¼ e eð1Þ � � � eðq�1Þ� �T2 Rq

By combining Eqs. (20) and (23), an extended system can be obtained as
follows:

_xe ¼ Aexe þBem ð24Þ

where

Ae ¼ A 0
M N


 �
2 Rðnþ qÞ�ðnþ qÞ; Be ¼ B

0


 �
2 Rðnþ qÞ�1; xe ¼ LðDÞx

z


 �
2 Rnþ q

xe is an extended system state variable vector, v ¼ LðDÞu 2 R1 is a new control law
for the extended system and z is an error variable vector for the extended system.
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A new control law for the extended system is defined by the following form:

v ¼ LðDÞu ¼ �Fxe 2 R1 ð25Þ

where F ¼ Fx Fz½ � 2 R1�ðnþ qÞ is a feedback control gain matrix, and Fx 2 R1�n

and Fz 2 R1�q are feedback control gain matrices for LðDÞx and z, respectively.
A new error variable vector for the extended system can be defined as

f ¼ L�1ðDÞz ð26Þ

where f ¼ f1 f2 � � � fq
� �T2 Rq, and fi 2 Rq for i ¼ 1; . . .; q:

Using Eqs. (25) and (26), the control law of Eq. (12) can be obtained as follows:

u ¼ �Fxf ¼ � Fx Fz½ � x
f


 �
ð27Þ

where xf 2 Rnþ q is a new extended system variable vector.
Controllability of the extended system Eq. (24) can be easily checked [7].
The closed loop system of the extended system Eqs. (24) using (25) is obtained

as

_xe ¼ ðAe � BeFÞxe ð28Þ

The closed loop system of Eq. (28) is asymptotically stabilized by designing the
feedback control law of Eq. (27) with a feedback control matrix F so as to be
Re kiðAe � BeFf g\0.

There exists a gain matrix F ¼ Fx Fz½ � so that the following matrix is
asymptotically stable [8, 9].

AF ¼ Ae � BeF ¼ Ae � Be Fx Fz½ � ð29Þ

When the feedback control law of the extended system of Eq. (24) is designed
based on the above regulator design problem [4, 6], the output error of (14) be-
comes eðtÞ ! 0 as t ! 1:

Since xe ! 0 by regulator design result, that is xe ! 0 means LxT zT
� �T! 0

as follows:

xe ¼ L Dð ÞxT zT
� �T ¼ LðDÞxT e eð1Þ � � � eðq�1Þ� �T ð30Þ

As the result, the error eðtÞ ! 0 as t ! 1:
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Using the new control input v, the extended system of Eq. (24) can be written by

d
dt

LðDÞxf g ¼ A� BFx½ �LðDÞx� BFzzþ LðDÞe
d
dt
z ¼ Nzþ IfLðDÞe

8><
>: ð31Þ

where LðDÞe ¼ 0 from Eq. (19) and In ¼ 0 0 � � � 1½ �T2 Rq.
By operating the inverse polynomial differential operator L�1ðDÞ for Eq. (31),

the following equations can be obtained due to L�1ðDÞ LðDÞeð Þ ¼ e by LðDÞe ¼ 0:

d
dt
x ¼ A� BFx½ �x� BFzfþ e ¼ AxþBuþ e

d
dt
f ¼ Nfþ Ife

8><
>: ð32Þ

The servo compensator _f ¼ d
dt f of Eq. (32) includes the model of reference and

disturbance signals since the matrix N is composed of the least common multiple
model of two signals. It proposes the internal model principle based on the poly-
nomial differential operator.

The configuration of the proposed servo control system can be described as
shown in Fig. 3.

4 Simulation and Experimental Results

In this section, and implementation for a BLDC motor are completely carried out
using a dSPACE DS1104 digital DSP and MATLAB/Simulink environment to
verify the effectiveness and applicability of the proposed servo system and con-
troller as show in Fig. 4. Table 1 shows the parameters values of BLDC motor for
this paper.

Three reference inputs are chosen: reference of step type yr ¼ 1000 rpm, refer-
ence of ramp type yrðtÞ ¼ 200t, and reference of parabola type yrðtÞ ¼ 10t2. It is
assumed that the disturbance is given as step type model of the following:

-

- u ye ζ
x Ax Bu ε= + +

+

-
ry x

C

ε

zN I eζζ ζ= + zF

xF

Fig. 3 Configuration of the proposed servo control system
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_e � de
dt

¼ 0 ð33Þ

Using the parameter values from Table 1 to the BLDC motor mathematical
model of Eqs. (12) and (13), the following can be obtained:

A ¼ 0 1
�1720:4 �359:6337


 �
; B ¼ 0

8:2102:104


 �
; C ¼ 1 0½ �

Table 2 shows the initial state variable values of BLDC motor for this paper
Typical PI tuning method is used by Ziegler-Nicholas tuning method.
The parameters, controller gains and servo compensators for 3 types of reference

signals are obtained by using the proposed servo controller design method as shown
in Table 3.

POWER
DRIVER

POWER
SUPPLY

BLDC
MOTOR

dSPACE DS1104 dSPACE CONTROLDESK 

(a) (b) (c)

Fig. 4 Experimental apparatus. a Power driver. b Controller board. c Software

Table 1 Parameter values of
BLDC motor

Symbols Descriptions Values Units

Vdc Rated voltage 24 V

p Number of pole pairs 2 Pole pairs

J Moment of inertia 0.0036 Kgm2

Rs Stator resistance 7.3 X

Ls Stator self-inductance 0.0303 H

M Mutual inductance 0.01 H

Ke Back-EMF constant 0.25 V/rad/sec

b Friction coefficient 0.0001 Nms

Table 2 Initial state values of BLDC motor

Symbols x 0ð Þ h 0ð Þ Step reference
f 0ð Þ

Ramp reference
f 0ð Þ

Parabola reference
f 0ð Þ

Values 0 0½ �T 0½ � 0½ � 0 0½ �T 0 0 0½ �T
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4.1 Step Input

Figure 5 shows simulation and experimental results for the reference step input of
yrðtÞ ¼ 1000 rpm using both the proposed control method and the conventional PI
control method.

Figure 5a shows the control laws of both control methods. It shows that both
control laws converge to 0.816 after about 1.5 s. Figure 5b shows the outputs for
both control methods. It shows that both outputs of motor speed converge to the
reference step input of 1000 rpm. The outputs for PI converges to the reference step
input after about 1.5 s, while the outputs for the proposed method converges to the
reference step input smoothly after about 0.7 s. Figure 5c shows the output errors
for both methods. The output error for PI converges to zero after about 1.5 s, while
the output error for the proposed method converges to zero smoothly after about
0.7 s.

Table 3 Parameters, controller gains and servo compensators for the proposed method

Design
parameter

Reference types

Step Ramp Parabolic

Reference
model and
initial value

_yr ¼ 0
yrð0Þ ¼ 1000

yr
::
tð Þ ¼ 0; _yr 0ð Þ ¼ 200

yr 0ð Þ ¼ 0
yr
::
tð Þ ¼ 0; yr

::
0ð Þ ¼ 20

_yr 0ð Þ ¼ 0; yr 0ð Þ ¼ 0

Matrix
N

0½ � 0 1
0 0


 �
0 1 0
0 0 1
0 0 0

2
4

3
5

Assigned
poles

{−10, −11, −12} {−10, −11, −12, −13} {−5, −6, −7, −8, −9}

Fx �0:0165 �0:004½ � �0:0113 �0:0038½ � �0:015 �0:004½ �
Fz 0:0161½ � 0:2090 0:0734½ � 0:1842 0:1373 0:0405½ �
Servo
compensator

_f ¼ e _f ¼ 0 1
0 0


 �
fþ 0

1


 �
e _f ¼

0 1 0
0 0 1
0 0 0

2
4

3
5fþ

0
0
1

2
4

3
5e

Fig. 5 Control law u, output y and output error for reference step input
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4.2 Ramp Input

Simulation and experimental results using reference ramp input for the proposed
method and the PI controller are shown in Fig. 6. Figure 6a shows the control laws
using both methods. Figure 6b shows that only the outputs of the controller using
the proposed method can track the reference ramp signals and stabilize the plant
after finite time. The outputs of the controller using the PI controller cannot track
the reference ramp signal. Furthermore, Fig. 6c shows that the output errors of the
controller using the proposed method converge to zero and stabilize the plant after
finite time. On the other hand, in the controller using the PI, the steady state errors
of 65.78 rpm exists.

4.3 Parabolic Input

Simulation and experimental results using reference parabolic input for the pro-
posed method and the PI controller are shown in Fig. 7. Figure 7a shows the control
inputs using both methods. Figure 7b, c shows the same results as shown in the case
of ramp for the parabolic type of reference signal, that is, PI controller has steady
error for the given parabolic signals is increasing

Fig. 6 Control law u, output y and output error for reference ramp input

Fig. 7 Control law u, output y and output error for reference parabolic input
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5 Conclusion

This paper proposed a servo controller design for speed control of BLDC motors
using polynomial differential operator method. Firstly, modeling for an BLDC
motor was introduced and extended system incorporating the internal model prin-
ciple to construct the servo system was shown using polynomial differential
operator in case that the types of reference inputs were polynomials. Secondly, a
state feedback control law for the servo system to track the given reference input
was designed. The implementations of the proposed controller were completely
carried out using a dSPACE DS1104 DSP. The simulation and experimental results
were shown to verify the effectiveness and the applicability of the proposed con-
troller compared to conventional PI controller. It showed that the proposed method
could overcome the problem for more high order types of reference signals under
disturbance.
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Optimal Tuning of PI Controller
for Vector Control System Using Hybrid
System Composed of GA and BA

Dong Hwa Kim, Chau Dong, Cong Thinh Tran and Vo Hoang Duy

Abstract This paper focuses on optimal tuning of PI controller in motor vector
control system by using hybrid system composed of GA (Genetic Algorithm) and
BA (Bacterial Foraging). Generally, vector control of motor has three PI controllers
to control speed and current. In this case, engineer has to tune 6-parameters
simultaneously on site. Therefore, it is difficult to tune in high speed motor control
system. Also, they cannot sometimes obtain optimal parameters of PI controller
using only manually or traditional approaches or conventional artificial intelligence
such as GA (Genetic Algorithm), FZ (Fuzzy), NN (Neural Network), and etc.
because of local solution and low speed computing characteristics. To obtain
optimal gain for vector control and good computing characteristics in high speed,
this paper deals with applying hybrid system by GA and BA.

1 Introduction

The Proportional-Integral-Derivative (PID) controller has been widely used owing
to its simplicity and robustness in nuclear power plant, thermal power plant, and
electrical systems. Its popularity is also due to easy implementation in hardware and
software, and friendly to engineer for a long history. However, with only the P, I, D
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parameters, it is very difficult to control a plant with complex dynamics, such as
large dead time, high speed response, and a highly nonlinear characteristics. That is,
since the PID controller is usually poorly tuned in high speed control system, a
higher of degree of experience and technology are required for the tuning in the
actual plant [1, 2].

The processes with large dead time in the industrial area exist widely in many
types of systems such as the chemical rector, biomedical processes, and steam
process of power plant. Traditionally, PID controllers applied to these plants are
tuned with a reduction of gain so that overall stability can be obtained in vector
control. This results in poor performance of control. That is, the process with large
dead time or high speed control is usually difficult to be controlled.

Up to the present time, many tuning problems of a PID controller have been
studied for these process control systems. However, it cannot effectively provide
requirements of both the set-point-following and disturbance rejection as well as
industrial experience is required for a higher experience [3, 15, 16]. Especially,
since its tuning method and performance in control system depend on the charac-
teristics of system to be controlled, it is necessary to study the tuning on each
system through case by case.

To get over these problems, in recent years, there has been growing interest in
using intelligent approaches such as fuzzy, neural network, evolutionary method,
and their combined technologies for the tuning of a PID controller [4–12]. Also, a
number of approaches have been proposed to implement mixed control structures
that combine a PID controller with artificial intelligence.

On the other hand, since the immune system possesses a self organizing and
distributed memory, it is thus adaptive to its external environment and allows a PDP
(Parallel Distributed Processing) network to complete patterns against the envi-
ronmental situation. That is, it can play an important role to maintain own system
dynamically changing environments in motor control. Therefore, immune system
would be expected to provide a new paradigm suitable for dynamic problem
including control problem dealing with unknown high speed environments than
static system [17–21].

In this paper feasibility study for auto-tuning scheme of the PI controller for
vector motor control using reference model and foraging bacteria network has been
suggested [9–12].

2 Bacteria Foraging Based Optimization

2.1 Behavior Characteristics and Modeling
of Bacteria Foraging

As natural selection tends to eliminate animals with poor foraging strategies
through locating, handling, and ingesting food and favor the propagation of genes
of those animals that have successful foraging strategies, they are more likely to
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apply reproductive success to have an optimal solution. After many generations,
poor foraging strategies are either eliminated or shaped into good ones. Logically,
such evolutionary principles have led scientists and engineers to hypothesize that it
is appropriate to model the activity of foraging as an optimization process. That is, a
foraging strategy takes actions to maximize the energy obtained per unit time spent
foraging, in the face of constraints presented by its own physiology such as,
sensing, cognitive capabilities, and environmental changing. It has also valid for
social foraging characteristics where groups of animals or fish communicate to
cooperatively forage. This paper suggests on how their characteristics can be
expressed and applied by a relevant optimization such as self-organization,
organisms, and synchronization for engineering areas [7–14].

Generally, each forager with more capabilities helps them succeed in foraging,
both as an individual and as a group in modeling. From an engineering perspective,
both ends of such a spectrum can be used effectively for optimal tuning.

2.2 Chemotactic Behavior of E. Coli in Bacteria
Fragging

This paper represents the foraging behavior of E. coli to move. Its ability to move
comes from a set of up to six rigid 100–200 rps spinning flagella, each driven by a
biological motor. When the flagella rotate clockwise (counterclockwise), they
operate as propellers and hence an E. coli may run or tumble (Chemotactic
Actions). If in neutral medium, alternate tumbles and runs. If swimming up a
nutrient gradient (or out of noxious substances), swim longer (climb up nutrient
gradient or down noxious gradient). If swimming down a nutrient gradient (or up
noxious substance gradient), then search avoid unfavorable environments.

In this way, it can climb up nutrient hills and at the same time avoid noxious
substances. The sensors it uses are receptor proteins which are very sensitive, and
overall there is a high gain (i.e., a small change in the concentration of nutrients can
cause a significant change in behavior). The sensor (feedback) averages sensed
concentrations and computes a time derivative. This is probably the best-understood
sensory and decision-making system in biology. Bacteria are often killed and dis-
persed and this can be viewed as part of their motility. Mutations in E. coli affect the
reproductive efficiency (robustness) at different temperatures, and occur at a rate of
gene and generation changing. E. coli occasionally engages in a type of sex called
conjugation that affects the characteristics of a population of bacteria (delicate).
Some bacteria can change their shape and number of flagella based on the medium
to reconfigure so as to ensure efficient foraging in a variety of media (against
environment). Moreover, under certain conditions, they will secrete cell-to-cell
attractant signals so that they will group and protect each other. These bacteria can
swarm.
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2.3 Dynamic Equation of Bacteria Foraging
for Optimization

Here, the basic goal is to find the minimum of JccðhÞ; h 2 Rp, when we do not have
the gradient rJðhÞ. Suppose that h is the position of a bacterium, and JccðhÞ
represents an attractant-repellant profile for optimal gain. That is, it represents
where nutrients and noxious substances are located, so J < 0, J = 0, J > 0 represent
the presence of nutrients, a neutral medium, and the presence of noxious sub-
stances, respectively.

Let

Pðj; k; lÞ ¼ hiðj; k; lÞ��i ¼ 1; 2; . . .; S
� � ð1Þ

represents the positions of each member in the population of the S bacteria at the jth
chemotactic step, kth reproduction step, and lth elimination-dispersal event. Let J(i,
j, k, l) denote the cost at the location of the ith bacterium hiðj; k; lÞ 2 Rp. Let Nc be
the length of the lifetime of the bacteria as measured by the number of chemotactic
steps. To represent a tumble, a unit length random direction, we let

hi ¼ ðjþ 1; k; lÞ ¼ hiðj; k; lÞþCððiÞ/ðjÞ; ð2Þ

so that C(i) > 0 is the size of the step taken in the random direction specified by the
tumble. If at hiðjþ 1; k; lÞ the cost J(i, j + 1, k, l) is better (lower) than at hiðj; k; lÞ,
then another chemotactic step of size C(i) in this same direction will be taken and
repeated up to a maximum number of steps Ns.

Let dattract : the depth of the attractant released by the cell, wattract : a measure of
the width of the attractant signal, hrepellan: the height of the repellant effect (mag-
nitude). Then, we may use function JiccðhÞ, i = 1, 2, …, S, to model the cell-to-cell
signaling via an attractant and a repellant. That is,

JccðhÞ ¼
XS
i¼1

Jicc ¼
XS
i¼1

�dattract exp �wattract

Xp
j¼1

ðhj � hijÞ2
 !" #

þ
XS
i¼1

�hrepellant exp �wattract

Xp
j¼1

ðhj � hijÞ2
 !" #

;

ð3Þ

where h ¼ ½h1; . . .; hp�T is a point on the optimization domain. The expression of
JccðhÞ implies that its value does not depend on the nutrient concentration at
position h. Actually, it is reasonable to assume that the depth of the chemical
secreted by a bacterium is affected by environment.

After Nc chemotactic steps (gain size in case of P, I, and D), a reproduction step
(re-tuning because there is no optimal gain in PID controller) is taken. Suppose
there are Nre reproduction steps (candidate gain in PID controller). For
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reproduction, the healthiest bacteria (the ones that have the lowest accumulated cost
over their lifetime: useful gain) split, and then we kill the same number of unhealthy
ones (hence, we get a constant population size: gain). If let Ned be the number of
elimination-dispersal events for each elimination-dispersal event (useless gain in
PID), each bacterium in the population is subjected to elimination-dispersal (death,
then random placement of a new bacterium at a random location on the opti-
mization domain; new parameters in PID) with probability. This paper’s objective
is simply and fast to obtain optimal gain by the gross characteristics of chemotactic
hill climbing and swarming as normal bacterial foraging mthod.

3 Simulation Results

Figure 1 shows for vector control to tune PI. From this block diagram, there are 3-PI
controllers to tune and control motor. Usually, motor speed has 3600 rpm in high
speed system or generally at least 1800 rpm. In this case, tuning speed should have
over these speeds. It means that a higher computing speed should be needed than
motor speed or machine.

However, as engineer, it is impossible to obtain 6-optimal gains simultaneously.
Herein, we have to develop optimal obtaining approach against dynamically
changing environment (speed, load change, etc.). Therefore, in this paper, we
introduce BA based tuning method as feasibility study as the above Fig. 1. Figure 2
represents simulation results of BA based tuning for motor vector control system.
To obtain an optimal parameter PI controller, this paper candidate low boundary
value and upper boundary value for P and I parameter in GA and BA loop and
simulates. By simulation of GA and BA loop, these parameters can be selected
automatically depends on situation such as load changing or disturbance or so and
controlled. This paper uses general GA algorithm to simply.
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Fig. 1 Block diagram of indirect vector PI controller using GA-BA
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4 Conclusion

This paper suggests GA and BA based optimal tuning of PI controller for motor
vector control system. BA characteristic has useful approach to survive through
reproductive and elimination-dispersal event fast and robust against environment.
This function is the best approach ways that engineer want to obtain optimal gain.
This paper has the possibility results through simulation. GA and BA loop can
automatically select parameter of PI controller depends on load changing or dis-
turbance because GA and BA loop including these characteristics when computing
loop. Therefore, this approach can have robust control against disturbance or noise
(Fig. 3).

Fig. 2 Search process of
optimal PID parameters in
GA and BA loop

Fig. 3 Search process of
performance index (ITSE)
depend on load changing in
GA and BA loop
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Vehicle Side-Slip Angle and Lateral Force
Estimator Based on Extended Kalman
Filtering Algorithm

Chih-Keng Chen and Anh-Tuan Le

Abstract This paper describes a vehicle state variable estimator for an electronic
stability program control system that operates using an extended Kalman filtering
(EKF) algorithm. The proposed estimator uses the steering angle and vertical forces
on the tires as inputs. Subsequently, according to a seven-degree-of-freedom
vehicle model and the measured sensor signals regarding longitudinal and lateral
accelerations, the steering angle, the yaw rate, and the wheel speed, the EKF
algorithm is used to identify unmeasurable state variables such as lateral velocity,
the vehicle side-slip angle, and lateral tire forces. The estimation results of the
proposed control system exhibited high performance.

Keywords 7-DOF vehicle model � Extended kalman filtering (EKF) � Lateral
force � Side-slip angle � State variable estimation

1 Introduction

Modern intelligent automotive systems are equipped with an electronic stability
program (ESP), which is intended to enhance the active safety and handling pre-
dictability of drivers. ESPs increase driver control on curves and slippery roads,
substantially reducing the risk of fatal crashes. The operating principle of an ESP
system is using differential braking mainly according to the exact steering angle,
longitudinal velocity, yaw rate, vehicle side-slip angle, and tire slip angle to gen-
erate stabilizing yaw moment. In reality, longitudinal velocity can be measured
according to wheel speed. The steering angle, yaw rate, and wheel speed can be
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determined using widely available and inexpensive sensors. The vehicle side-slip
angle and tire slip angle can be derived if lateral tire forces and velocity, respec-
tively, are known. However, the sensors typically used to measure these variables
are expensive. Therefore, different estimation methods have been proposed for
identifying these variables by using available low-cost sensors [1–5]. Some
methods involve using kinematic integration to directly estimate the side-slip angle
[6, 7]. However, these methods cannot provide reliable estimation because of
integration error. Some methods involve using two states of the bicycle model,
including lateral velocity and the yaw rate, to design the observer identifying the
lateral velocity [7–9]. The bicycle model is based on assumptions such as a constant
vehicle longitudinal velocity and small tire slip angle. These methods do not ensure
exact estimation over all driving conditions because of the high nonlinearity of
overall vehicle motion. For overcoming this problem by using a
seven-degree-of-freedom (7-DOF) four-wheel nonlinear vehicle model, an exten-
ded Kalman filtering (EKF) algorithm is applied to identify the difficult-to-measure
vehicle variables. By using the proposed method, the vehicle side-slip angle and
lateral forces of each tire can be estimated reliably.

This paper comprises five parts: The motivation of the study is presented in
Sect. 1. In Sect. 2, the 7-DOF vehicle and tire models for the estimator design are
described. The method for estimating unmeasurable vehicle state variables is pro-
posed in Sect. 3. Section 4 presents the simulation results. Finally, conclusions are
presented in Sect. 5, summarizing the main points of the paper and recommending
future research directions.

2 Vehicle System

2.1 7-DOF Vehicle Model

A mathematical model of the 7-DOF vehicle depicted in Fig. 1 is considered. The
roll dynamics are ignored and the nomenclature is defined in Table 1.

The governing equations of motion, including longitudinal, lateral, and yaw
dynamics, and the rotational dynamics of the four wheels, are

_Vx ¼ 1
m

m _hVy þFx1 cos dl þFx2 cos dr þFx3 þFx4 � Fy1 sin dl � Fy2 sin dr
� �

;

ð1Þ

_Vy ¼ 1
m

�m _hVx þFx1 sin dl þFx2 sin dr þFy3 þFy4 þFy1 cos dl þFy2 cos dr
� �

;

ð2Þ
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_c ¼ 1
Iz

Fy1 lf cos dl þAaf sin dl
� �� Fy3 þFy4

� �
lr þFy2 lf cos dr � Bbf sin dr

� �� �
þFx1 �Aaf cos dl þ lf sin dl

� �þFx2 lf sin dr þBbf cos dr
� �� Fx3Aar þFx4Bbr

�
;

ð3Þ

_xn ¼ 1
Iw

rFxn � Tbnð Þ; n ¼ 1; 4ð Þ; ð4Þ

where

Aaf ¼ 0:5Bf � d; Aar ¼ 0:5Br � d; ð5Þ

Bbf ¼ 0:5Bf þ d; Bbr ¼ 0:5Br þ d; ð6Þ

c ¼ _h: ð7Þ

Fig. 1 7-DOF vehicle model
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2.2 Tire Model

The Dugoff tire model [10] is used to represent nonlinear tire behavior because of
its small number of parameters, which are sufficient for evaluating the tire-road
forces. Both the longitudinal and lateral forces of each tire can be expressed as

Fxn ¼ Cdn
idn

1þ idn
f knð Þ; ð8Þ

�Fyn ¼ �Cn
tan an
1þ idn

f knð Þ; ð9Þ

where

kn ¼ lFzn 1þ idnð Þ
2 Cdnidnð Þ2 þ Cn tan anð Þ2
� �1=2 ; n ¼ 1; 4ð Þ: ð10Þ

Table 1 Nomenclature Symbol Description Unit

Fxn,
Fyn

Longitudinal and lagged lateral tire forces N

Fzn Vertical force on each tire N

Bf, Br Front and rear track widths m

m Vehicle mass kg

d Offset from CG m

Iz Mass moment of inertia about the z axis kg m2

l Wheelbase m

r Wheel radius m

lf, lr Distances from CG to front and rear axles m

Tbn Braking torque of each wheel Nm

δ Steering angle rad

Vx, Vy Vehicle longitudinal and lateral velocities m/s

ax, ay Longitudinal and lateral accelerations m/s2

θ Vehicle heading angle measured from x
axis

rad

αn Slip angle of each tire rad

γ Yaw rate rad/s

β Side-slip angle rad

idn Longitudinal skid ratio of each tire none

Cdn Longitudinal tire stiffness during braking N/rad

Cn Cornering stiffness of each tire N/rad

μ Tire-road frictional coefficient none
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The slip angles of the front and rear tires can be obtained using

a1 ¼ d� arctan
Vy þ lf c

Vx � 0:5Bf � d
� �

c

 !
; a2 ¼ d� arctan

Vy þ lf c

Vx þ 0:5Bf þ d
� �

c

 !
;

ð11Þ

a3 ¼ � arctan
Vy � lrc

Vx � 0:5Br � dð Þc
� �

; a4 ¼ � arctan
Vy � lrc

Vx þ 0:5Br þ dð Þc
� �

: ð12Þ

Following [10], lag exists between a sudden change in the slip angle of each tire
and the buildup of a corresponding lateral force. This lag can be modeled as

_Fyn ¼ Vx

e
�Fyn þ �Fyn
� �

; ð13Þ

where Fyn is the lagged lateral force of each tire and ε is the relaxation length.

3 Extended Kalman Filtering Algorithm

3.1 Nonlinear State-Space Model

For simplicity in implementing the algorithm, the vehicle system must be simplified
by employing the following suppositions: d = 0, δl = δr = δ, Fx3 = Fx4 = 0,
Fx1 + Fx2 = Fx11, and Fx2− Fx1 = Fx12. Consequently, after (5)–(7) are used, (1)–(3),
(11) and (12) become

_Vx ¼ 1
m

mcVy þFx11 cos d� Fy1 þFy2
� �

sin d
� �

; ð14Þ

_Vy ¼ 1
m

�mcVx þFx11 sin dþ Fy1 þFy2
� �

cos dþFy3 þFy4
� �

; ð15Þ

_c ¼ 1
Iz

lf Fx11 sin dþ lf Fy1 þFy2
� �

cos d� lr Fy3 þFy4
� ��

þ 0:5Bf Fx12 cos dþ 0:5Bf Fy1 � Fy2
� �

sin d
�
;

ð16Þ

a1 ¼ d� arctan
Vy þ lf c

Vx � 0:5Bf c

� �
; a2 ¼ d� arctan

Vy þ lf c
Vx þ 0:5Bf c

� �
; ð17Þ

a3 ¼ � arctan
Vy � lrc

Vx � 0:5Brc

� �
; a4 ¼ � arctan

Vy � lrc
Vx þ 0:5Brc

� �
: ð18Þ
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From (14) and (15), the longitudinal and lateral accelerations are derived as
follows:

ax ¼ _Vx � cVy ¼ 1
m

Fx11 cos d� Fy1 þFy2
� �

sin d
� �

; ð19Þ

ay ¼ _Vy þ cVx ¼ 1
m

Fx11 sin dþ Fy1 þFy2
� �

cos dþFy3 þFy4
� �

: ð20Þ

Following (20), the lateral dynamics (15) can be obtained in an alternative
manner, namely by using

_Vy ¼ �cVx þ ay: ð21Þ

During EKF calculation, (21) should be prioritized over (15) because the yaw
rate γ, longitudinal speed Vx, and lateral acceleration ay can be measured using the
available sensors, yielding an accurate lateral velocity estimate.

Subsequently, according to the supposition that the longitudinal skid ratio of
each tire is zero (idn = 0), (8)–(10) are similar to

Fxn ¼ 0; ð22Þ
�Fyn ¼ � Cn tan anð Þ f knð Þ; ð23Þ

where

f knð Þ ¼ 2� knð Þkn if kn\1;
1 if kn � 1;

�
ð24Þ

and

kn ¼ lFzn

2Cn tan an
: ð25Þ

Therefore, the dynamic tire model (13) becomes

_Fyn ¼ Vx

e
�Fyn � Cn tan anð Þf knð Þ� �

; ð26Þ

where f(λn) is obtained from (24) and (25), and tanαn (n = 1, 4) is calculated by
changing (17) and (18) as follows:

tan a1 ¼
Vx � 0:5Bf c
� �

tan d� Vy � lf c

Vx � 0:5Bf cþ Vy þ lf c
� �

tan d
;

tan a2 ¼
Vx þ 0:5Bf c
� �

tan d� Vy � lf c

Vx þ 0:5Bf cþ Vy þ lf c
� �

tan d
;

ð27Þ
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tan a3 ¼ lrc� Vy

Vx � 0:5Brc
; tan a4 ¼ lrc� Vy

Vx þ 0:5Brc
: ð28Þ

Converting the state differential equation _x tð Þ ¼ f x tð Þ; u tð Þ; t½ � by using Euler
discretization [11] yields

x̂kjk�1 ¼ x̂k�1jk�1 þ _̂xk�1jk�1Ts; ð29Þ

where Ts is the sampling time and the derivative is obtained from

_̂xk�1jk�1 ¼ f x̂k�1jk�1; uk; tk; tk�1
� �

: ð30Þ

The nonlinear discrete-time process of the whole vehicle system can then be
rewritten in the following standard state-space form:

x̂kjk�1 ¼ f x̂k�1jk�1; uk; tk; tk�1
� �þwk�1;

~yk ¼ ŷk þ vk;

(
ð31Þ

where

ŷk ¼ h x̂kjk�1; uk; tk
� �

: ð32Þ

and the states of the process are expressed as

x̂kjk�1 ¼ V̂x;kjk�1 V̂y;kjk�1 ĉkjk�1 F̂y1;kjk�1 F̂y2;kjk�1 F̂y3;kjk�1 F̂y4;kjk�1 F̂x11;kjk�1

h
F̂x12;kjk�1 _̂Vy;kjk�1 _̂ay;kjk�1

i
:

Vector of inputs

uk ¼ dk Fz1;k Fz2;k Fz3;k Fz4;k½ �: ð33Þ

Vector of the measured process outputs

~yk ¼ ~Vx;k ~ck ~ax;k ~ay;k
	 


: ð34Þ

3.2 EKF Algorithm Description

To implement the EKF, the process and measurement noise autocovariance
matrices of wk-1 and vk must be specified as follows:

Qk;k�1 ¼ E wk�1 :w
T
k�1

� �
; ð35Þ
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Rk ¼ E vk : v
T
k

� �
: ð36Þ

The EKF algorithm is described using a flow chart (Fig. 2). The input vector in
the algorithm comprises the steering angle and vertical forces on the tires. These
forces can be calculated approximately [5] by

Fz1 ¼ m
l

glr
2

� hcax
2

� hclray
Bf

þ h2caxay
Bf g

� �
;

Fz2 ¼ m
l

glr
2

� hcax
2

þ hclray
Bf

� h2caxay
Bf g

� �
;

ð37Þ

Fig. 2 Flow chart for implementing the EKF algorithm
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Fz3 ¼ m
l

glf
2

þ hcax
2

� hclf ay
Br

� h2caxay
Brg

� �
;

Fz4 ¼ m
l

glf
2

þ hcax
2

þ hclf ay
Br

þ h2caxay
Brg

� �
;

ð38Þ

where hc is the height of the center of gravity (CG). The vertical forces (37) and
(38) can be measured using the information from the longitudinal and lateral
acceleration sensors.

4 Simulation Results

Simulations were conducted in the MATLAB and Simulink environment and
linked to the CarSim software. The CarSim vehicle model was a full sedan; the
parameters of its tires and aerodynamics, such as sprung mass, powertrain, and
suspension, are shown in [12]. The vehicle was assumed to be driven on a road with
a steering input that changes according to the steering wheel angle, similar to that
shown in Fig. 3.

For comparison, each estimate (Figs. 4, 5 and 6) respectively contains the output
responses of lateral forces, lateral velocity, and the side-slip angle from the CarSim
vehicle model as the standard signals for the estimator performance evaluation,
lateral forces, lateral velocity, and the side-slip angle from the estimator if its
vertical-force inputs are directly obtained from CarSim vehicle model, and lateral
forces, lateral velocity, and the side-slip angle from the estimator if its vertical-force
inputs are calculated using (37) and (38). Figures 4, 5 and 6 present the results of
the simulation with road and driving conditions for which the tire-road frictional
coefficient was 0.85 and vehicle longitudinal velocity was 100 km/h. In all the
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simulations, using the estimator whose vertical-force inputs are directly obtained
from CarSim vehicle model always yielded the optimal estimation results.

The first lateral force estimates (Fig. 4) are relatively favorable and exhibit
acceptable errors. The EKF linearized the state and measurement equations
neighboring the predicted state as an operating point. This may be one reason for
the errors in the lateral force estimation. Other reasons may be that the rear lon-
gitudinal tire forces are assumed to be zero in estimator design but are not zero in
practice. The lateral tire forces are affected by the camber angle, which is neglected
in the vehicle model. In addition, errors exist in (37) and (38), namely in the
calculation of the vertical forces, which are part of the estimator input. The lateral
velocity can be obtained using the estimation algorithm in the simulation (Fig. 5).
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In addition, the lateral velocity is also the basis for estimating the vehicle side-slip
angle by using:

b̂ ¼ arctan
V̂y

V̂x

� �
: ð39Þ

The second estimate of the lateral velocity (Fig. 5) matches the CarSim standard
value almost exactly. The reason for this is the prior consideration of the usage
between lateral dynamics (15) and (21) while implementing the EKF algorithm.

The final side-slip angle estimate derived from (39) is favorable, being highly
similar to its real value in CarSim (Fig. 6).

5 Conclusions

This study involved applying the EKF algorithm for designing a vehicle side-slip
angle and lateral force estimator, and smoothing the sensor measurement noise of
an ESP control system. The estimator was derived using a 7-DOF vehicle model
that considers nonlinear tire characteristics. Some assumptions in the vehicle and
tire models, and the linearization of the state and measurement equations charac-
terized by EKF algorithm were intended to reduce the estimation performance. In
future studies, complete nonlinear vehicle and tire models, and methods such as the
iterated EKF, adaptive iterated EKF, and unscented Kalman filtering algorithms,
can be examined to determine whether they yield improved estimation results.
Furthermore, future research can consider estimation algorithms for the vertical
forces on each tire and hardware-in-the-loop simulations.
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Motion Control System Design for a Barge
Type Vessel Moored by Ropes

Anh-Minh D. Tran, Jung-In Yoon and Young-Bok Kim

Abstract These days, the important resources powering industrial societies are oil
and natural gas. Because many shallow-water fields already drained, oil companies
are turning their attention to resources at ever greater depths. Semi-submersible rigs
and drilling ships are used in deep oceans. Station keeping of these types of drilling
equipment is the most important task. Therefore, this paper focuses on designing a
Position Mooring (PM) system for a barge type surface vessel. We derive a
mathematical model of a system including a barge ship and mooring system. In
addition, we identify the hydrodynamic coefficients of the low speed model for PM
vessel via experiments and simulation and design a proportional-derivative con-
troller (PD controller) based on identified vessel model. The experiments show the
performance of the proposed control system.

Keywords Barge ship � Experimental result � Position mooring system � Station
keeping � 1/50 scale model ship

1 Introduction

Safety is a primary concern when Floating Production Storage and Offloading
(FPSO) units move towards deep water locations because small movements above
the water’s surface can severely have an impact on the drilling equipment on the
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deep ocean floor. Hence offshore vessels should be stable although wind, waves and
currents change during drilling operation, production development, etc.

In the 1960s, Dynamic Positioning (DP) systems were developed. These systems
simultaneously control of surge, sway and yaw motions. Vessels integrated DP
systems are used in station keeping, drilling and offloading, etc. Azimuth thrusters
and tunnel thrusters in addition to main propeller equipped on the vessel produce
thrust in different directions [1–3]. Balchen et al. [1] introduced a computer-based,
dynamic positioning system for floating vessels with Kalman filter for optimal
estimation of vessel motions and environmental forces from wind, waves and
current. Strand and Fossen [2] presented passive nonlinear observer with adaptive
wave filtering for moored and free-floating ships. Pettersen and Fossen [3] solved
the problem of under-actuated dynamic positioning of vessel. They developed a
time-varying feedback control law including integral action and proved that the
control law exponentially stabilizes both the position and orientation of the vessel.

Recently Position Mooring (PM) systems have been designed for ships and
floating structures [4, 5]. In these systems, a deployed anchor system with the
assistance of thrusters maintains vessel at desired position or predefined trajectory.
The PM system is more efficient than DP system because it decreases the level of
thrust needed, reduces the operational cost as well as risk. Sorensen et al. [4]
outlined a thruster assisted position mooring system that can reduce possible large
oscillatory motions, keep the vessel at a fixed position and heading and move vessel
along position and heading set-points specified by the operator. Verification tests
were done on turret-anchored Varg FPSO equipped with 3 identical azimuth
thrusters and 10 anchor lines, spread out in a symmetrical pattern. Strand et al. [5]
developed a new model-based multivariable control strategy accounting for both
horizontal and vertical motions, with the exception of heave. A 45,000t dynami-
cally positioned semi-submersible equipped with four azimuth thrusters and a
spread mooring system is used to simulate and demonstrate the effect of proposed
method. The results showed that the new controller saved more energy than the
conventional design.

Our study is different with existing PM designs. There is no thruster and the
mooring ropes work as the only actuator for controlling vessel motion. The tensions
of mooring ropes are controlled by linear motion actuators equipped on the vessel
and measured by load cells. As well known, the more hydrodynamic coefficients are
precisely identified, the more maneuvering or station keeping ability of vessel is
increased. Thus parameters of model ship are identified from experiments and
simulations. Finally, the proposed system is applied and evaluated on the 1/50 scale
barge ship model with proportional-derivative controller (PD controller).

2 Mathematical Model

The 3 DOF low frequency equations of motion in surge, sway and yaw of the
floating vessel are generally formulated as follows [6]:
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g
: ¼ TðwÞv;

M_vþDv ¼ s
ð1Þ

where g ¼ ½x; y;w�T 2 R3 represents inertial position ðx; yÞ and heading angle w in
the earth fixed coordinate frame, and v ¼ ½u; v; r�T 2 R3 describes the surge, sway
and yaw rate of ship motion in the body fixed coordinate frame. The rotation matrix
in heading direction TðwÞ 2 R3�3 describes the kinematic equation of motion;
that is

TðuÞ ¼
cosw � sinw 0
sinw cosw 0
0 0 1

2
4

3
5: ð2Þ

M 2 R3�3 is the system inertia matrix including added mass, D 2 R3�3 is the
damping matrix, s 2 R3 is the vector of control inputs.

Our vessel is equipped with 4 rope mooring systems. The rope is attached at one
end to the vessel via a spindle axes’s slide and a pulley system and the other end is
fixed to the wall of the model basin.

The vector of control inputs can be given by the following expression:

s ¼ BðaÞf ð3Þ

where f 2 R4 presents tension of mooring ropes and BðaÞ 2 R3�4 is the mooring
rope configuration matrix. Then, this matrix can be defined as

BðaÞ ¼
cos a1 . . . cos a4
sin a1 . . . sin aN

x1 sin a1 � y1 cos a1 . . . x4 sin a4 � y4 cos a4

2
4

3
5 ð4Þ

where xi; yi and ai are moment arms and angle, between mooring rope and X axis of
vessel as shown in Fig. 1.

3 Hydrodynamic Coefficients Estimation

For simplicity, it is assumed that the vessel has homogeneous mass distribution, xz
and yz plane symmetry as well as the center of gravity coincides with center of
geometry. This allows for the following reduction of the inertia and damping
matrix:
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M ¼
m� X _u 0 0

0 m� Y _v 0
0 0 Iz � N_r

2
4

3
5; D ¼

�Xu 0 0
0 �Yv 0
0 0 �Nr

2
4

3
5 ð5Þ

Motions of the vessel in surge, sway and yaw direction are decoupled based on
this assumption. Substituting (5) into (1) gives the mathematical equations for
system parameter identification:

m� X _uð Þ _u� Xuu ¼ sx
m� Y _vð Þ _v� Yvv ¼ sy
Iz � N_rð Þ_r � Nrr ¼ su

8><
>: ð6Þ

where sx; sy; su are pulling forces in surge, sway and yaw direction, respectively.
In order to estimate the hydrodynamic coefficients of M and D matrix, the vessel

is tested in the model basin. The vessel has a mass m: 215 kg, length L: 2 m and
breath B: 1 m. Vessel motion data are obtained by pulling the vessel in surge, sway
and yaw direction. To obtain objective and accurate data, 10 times more experi-
ments have been performed.

Fig. 1 Mooring rope configuration in vessel motion control system
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Once the load cell measures the amplitude of the pulling force, the load cell
amplifier is then used for signal conditioning such that the signal can be amplified
and converted into an output value. The analog input module and real-time con-
troller takes and saves these values. Host computer collects these pulling force data
via wireless router. Motions in the x; y direction and rotation about z axis are
obtained by using camera system.

For instance, considering the surge motion, then the 1st equation of (6) is used to
estimate parameters m� X _u of system inertia matrix and Xu of damping matrix.
Measured pulling force data is fed into sx. Then m� X _u and Xu are found by tuning
and matching numerical simulation data with experimental data.

Based on above method, all data about surge, sway and yaw motions are
obtained. Using the experiment results, the unknown parameters appeared in
hydrodynamic matrix M and D are calculated by simulation. In the results, the
partially unknown hydrodynamic matrix M and D are obtained as follows:

M ¼
351:2 0 0
0 332:4 0
0 0 113:2

2
4

3
5; D ¼

11:44 0 0
0 12:17 0
0 0 7:36

2
4

3
5 ð7Þ

4 Controller Design and Experiment Results

With small angle dw the expression (2) simplifies to

TðuÞ �
1 �dw 0
dw 1 0
0 0 1

2
4

3
5 � I3�3 ð8Þ

Under this assumption, the model of vessel (1) becomes

_g ¼ v;

M€gþD _g ¼ s
ð9Þ

Substituting identified hydrodynamic matrix M and D into Eq. (9) yields

351:2 0 0
0 332:4 0
0 0 113:2

2
4

3
5 x

::

y
::

w
::

2
4

3
5þ

11:44 0 0
0 12:17 0
0 0 7:36

2
4

3
5 _x

_y
_w

2
4

3
5 ¼

sx
sy
sw

2
4

3
5 ð10Þ
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The next step is to design controller for each motion direction. For instance,
considering the surge motion

351:2 x
:: þ 11:44 _x ¼ sx ð11Þ

Let PD controller be written as:

sPD x ¼ Kp x~xþKd x _~x ð12Þ

where ~x ¼ xd � x, x: actual motion vector, and xd: desired motion vector for surge
position.

Suppose the criteria for the controller are settling time <10 s and overshoot
<5 %. Then relative damping ratio is f ¼ 0:6901 and natural frequency is
xn ¼ 0:4341. Using pole placement algorithm with poles defined above, propor-
tional and derivative gains of controller are obtained:

Kp x ¼ 351:2 x2
n

� � ¼ 66:1802

Kd x ¼ 351:2 2fxnð Þ � 11:44 ¼ 198:9802
ð13Þ

Similarly, gains of controllers in sway and yaw motions are calculated. The
resulting PD control gains Kp and Kd are:

Kp ¼
66:1802 0 0

0 62:6375 0

0 0 21:3314

2
64

3
75;

Kd ¼
198:9802 0 0

0 186:9863 0

0 0 60:4634

2
64

3
75

ð14Þ

The next step is to apply the designed controller to control the vessel motion.
Figure 2 shows the experimental setup. As illustrated in this figure, the control
system (NI CompactRIO) is placed on the vessel and the CCD camera attached on
the celling to capture the vessel motions.

The information including vessel motions and all sensing signals are transferred
to the monitoring system (Host Computer) by the wireless network. Using the
vector code correlation technique, vessel motions (surge, sway motions and yaw
angle) are calculated in real time [7]. Then the calculated positions and yaw angle
are sent to the control system (NI CompactRIO) placed on the vessel.

The controlled vessel is a barge type in which the mooring system is installed
with 4 mooring ropes. And they are properly interconnected between the vessel
through four sail winches and the wall of the basin. In addition, on the keel of the
vessel, there are four linear motion actuators.
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Figure 3 describes how the linear motion actuators work to control rope tensions.
In this figure, rope is connected between winch and the wall of the model basin. The
linear actuator is installed on the keel controls tension by pulling or releasing the

Fig. 2 Photo of the experimental setup

4

2

3

2
1

4

3

Fig. 3 Operation of linear motion actuator to control rope tension. (① winch, ② linear motion
actuator, ③ rope and ④ load cell)
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rope. The rope tension increases when the linear actuator moves to the right side.
On the other hand, we can decrease the rope tension by moving the actuator to the
left side.

Firstly, Fig. 4a shows the vessel motions (surge, sway positions and yaw angle,
respectively) of the uncontrolled case. Even though the vessel is slightly restricted
by the ropes, we can see that the influence of the wave attack remains for long time.
On the other hand, Fig. 4b shows the controlled case, PD controller operates and the
environmental condition is same as the uncontrolled case. The vessel is affected by
wave disturbance, but the surge, sway positions and yaw heading angle return to the
initial state after a short time. The result explains that the proposed vessel motion
control strategy can cope with disturbance.

5 Concluding Remarks

In this paper, we proposed new motion control system design for a barge type
vessel moored by ropes. For this purpose, we presented a tension control method
only using the linear actuator system without any propelling system. Hydrodynamic
coefficients were estimated through experiments and simulations. After that, we
designed controller to keep vessel position. The experiment results with PD con-
troller proved that the proposed control strategy can work well. However in real
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Fig. 4 a Vessel motions in wave disturbance without control and b Station keeping experiment
result in wave disturbance by using PD control
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operating condition weight and center of gravity of vessel may change. Next we
will extend this research and apply robust or adaptive control method to solve these
problems.
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A Novel Advanced Controller for Robust
Stability of High Order Plants
with Time-Delay and Uncertainty

Ho Pham Huy Anh and Nguyen Ngoc Son

Abstract This paper introduces a new graphical design method for obtaining the
full range of advanced PID control gains that robustly stabilize a system in the
presence of time delays and additive uncertainty. This proposed design method
primarily depends on the frequency response of the system, which proves effective
to reduce the complexities involved in plant modelling and identification. The fact
that time-delays and parametric uncertainties are almost always present in real time
processes makes this proposed controller design method very promising for process
control. For testing, this new design method was applied to control a DC motor
system with a communication delay. The simulation results were satisfactory and
the robust stability was achieved for this perturbed plant.

Keywords Robust PID controller � Graphical design method � High-order plants �
DC motor with communication delay � Modeling and identification � Robust
stability

1 Introduction

Up to now, there were lots of works which have done in concentrated in finding
advanced PID controllers that stabilize an industrial plant model. Bhattacharyya
et al. introduced a mathematical generalization of the Hermite theorem to determine
all stabilizing PID controllers available for systems with time-delay [1, 2]. In [3, 4]
an innovative controller design method, not required complex mathematical
derivation, was proposed. The authors of [3, 4] improved their research by fixing
the full range of PID controllers that satisfied the gain and phase margin require-
ments. Techniques for determining all achievable PID controllers robust stabilized
an arbitrary order system and satisfied weighted and complementary sensitivity,
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robust stability and performance constraints were introduced in [4–8]. New PID
control approaches were proposed for reducing Area Control Error (ACE), and the
stability of a power operation system in [9–14]. In [11], a PI controller was
designed for AGC control of a two-area reheat thermal system where a new ACE
method was applied. An offline genetic algorithm (GA) method was introduced in
[12] to optimize PI controller gains for a single power system with multi-source
power generation. In [13], a hybrid neuro-fuzzy controller was implemented for
AGC control of two interconnected power systems. The authors in [14] proposed an
H∞ robust controller for a single-input multiple-output (SIMO) nonlinear
hydro-turbine generation model.

In this paper, a graphical design method to get the optimal PI/PID controller gains
to achieve robust stability for arbitrary order plants with time-delay and parametric
uncertainty is investigated. Additive uncertainty modelling is applied as to model the
entire uncertainty set. The controller design methodology is initiatively proposed to
determine if the uncertain plant remains stable for the entire uncertainty set. The
frequency domain application of this new design method helps to reduce the com-
plexities of plant identification. This control design method is then implemented to a
DC motor model with time-delay. In such test, advanced PID controller gains are
demonstrated that they will guarantee the robust and closed loop stability.

The rest of this paper is organized as follows. In Sect. 2, the mathematical
formulation of the novel proposed controller design method is presented.
Application system with time-delay of this new control design method is investi-
gated in Sect. 3. Finally, Sect. 4 summarizes the results obtained in this research.

2 Design Methodology

In this section, the mathematical formulations will be discussed that are most vital
in order to obtain the set of advanced PID controller gains that will enable us to fix
the nominal stability boundary and robust stability range for an arbitrary perturbed
plant with additive uncertainty, while ensuring closed loop stability.

In Fig. 1, a SISO and linear time invariant (LTI) system with additive uncertainty
is considered. Here Gp(s) is the investigated plant, K(s) is the PID controller, and
WA(s) is the additive weight. R(s) and Z(s) are the referential input signal and the
weighted output signal, respectively [4].

From Fig. 1, it represents the perturbed plant which includes DAðsÞ, which is any
stable transfer function with DAðjxÞj j � 1 for 8x. The transfer functions of prin-
cipal blocks in Fig. 1 can be represented in the frequency domain as follows,

Gp jxð Þ ¼ ReðxÞþ jImðxÞ ð1aÞ

KðjxÞ ¼ Kp þ Ki

jx
þKdjx ð1bÞ
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WAðjxÞ ¼ AAðxÞþ jBAðxÞ ð1cÞ

In order to achieve robust stability for the perturbed system, it is necessary to
find all PID controller gains that stabilize the closed loop system for the full range
of uncertainties. This purpose can be accomplished if the investigated plant is stable
and the following robust stability constraint is satisfied,

WAðjxÞKðjxÞSðjxÞk k1 � c ð2Þ

where SðjxÞ is the sensitivity function and c ¼ 1.

SðjxÞ ¼ 1
1þGpðjxÞKðjxÞ ð3Þ

The weighted sensitivity constraint of the investigated system can be expressed
as;

WAðjxÞKðjxÞSðjxÞ ¼ WAðjxÞKðjxÞSðjxÞj jej\WAðjxÞKðjxÞSðjxÞ ð4Þ

Then the robust stability constraint can be rewritten as,

WAðjxÞKðjxÞSðjxÞejhA � c for 8x ð5Þ

WAðjxÞKðjxÞ
1þGpðjxÞKðjxÞ e

jhA � c for 8x ð6Þ

where hA ¼ \WAðjxÞKðjxÞSðjxÞ.
Hence Eq. (6) should be satisfied with some values of hA 2 ½0; 2p�. As known,

all PID controllers, satisfying Eq. (2), have to lie at the intersection of all controllers
that meet Eq. (5) for all hA 2 ½0; 2p�.

Fig. 1 Block diagram of system with additive uncertainty weight
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For each value of hA 2 ½0; 2p�, it is necessary to find all PID controllers on the
boundary of Eq. (6). It can reduce from Eq. (6), that all the PID controllers on the
boundary must satisfy

Pðx; hA; cÞ ¼ 0 ð7Þ

where the characteristic polynomial Pðx; hA; cÞ can be represented as,

Pðx; hA; cÞ ¼ 1þGpðjxÞKðjxÞ � 1
c

WAðjxÞKðjxÞejhA
� � ð8Þ

Now, by substituting the frequency responses represented by Eq. (1a–1c), and
replace ejhA ¼ cos hA þ j sin hA into (8), we have,

Pðx; hA; cÞ ¼ 1þ ðRexþ j ImðxÞÞ Kp þ Ki

jx
þKdjx

� �� �

� 1
c
ðAAðxÞþ jBAðxÞÞ Kp þ Ki

jx
þKdjx

� �
ðcos hA þ j sin hA

� �

ð9Þ

Let c ! 1, (9) reduces to the general characteristic polynomial. Thus, the
nominal stability boundary can be obtained for c ! 1. Expanding (7) into real and
imaginary parts yields

XRPKP þXRiKi þXRdKd ¼ 0

XIpKP þXIiKi þXIdKd ¼ �x
ð10Þ

where the real components are given by

XRp ¼ �x ImðxÞþ 1
c
ðAA sin hA þBA cos hAÞ

� �

XRi ¼ ReðxÞþ 1
c
ðAA cos hA þBA sin hAÞ

� �

XRd ¼ �x2 ReðxÞþ 1
c
ðAA cos hA þBA sin hAÞ

� �
ð11Þ

And the imaginary components are given by

XIp ¼ x ReðxÞþ 1
c
ðAA cos hA þBA sin hAÞ

� �

XIi ¼ ImðxÞþ 1
c
ðAA sin hA þBA cos hAÞ

� �

XId ¼ �x2 ImðxÞþ 1
c
ðAA sin hA þBA cos hAÞ

� �
ð12Þ
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The boundary of Pðx; hA; cÞ ¼ 0 for the (Kp, Ki) plane for a constant Kd value is
determined using Eq. (10), which can be rewritten as

XRp XRi

XIp XIi

� �
KP

Ki

� �
¼ 0� XRd

�Kd

�x� XId
�Kd

� �
ð13Þ

Solving (13) for all x 6¼ 0 and hA 2 ½0; 2p�, the controller gains are obtained as
follows,

Kpðx; hA; cÞ ¼
�ReðxÞ � 1

c ðAA cos hA � BA sin hAÞ
XðxÞ ð14Þ

KIðx; hA; cÞ ¼ x2 �Kd þ
�x ImðxÞ � 1

c ðAA sin hA � BA cos hAÞ
� 	

XðxÞ ð15Þ

with

XðxÞ ¼ GpðjxÞ


 

2 þ 1

c2
WAðjxÞj j2 þ 2

c

ReðxÞðAAcoshA � BAsinhAÞ
þ ImðxÞðAA sin hA � BA cos hAÞ

� �

GpðjxÞ


 

2 ¼ Re2ðxÞþ Im2ðxÞ
WAðjxÞj j2 ¼ A2

AðxÞþB2
AðxÞ

ð16Þ

By setting x ¼ 0 from Eqs. (11)–(13) yields

0 XRið0Þ
0 XIið0Þ

� �
Kp

Ki

� �
¼ 0

0

� �
ð17Þ

It concludes that Kpð0; hA; cÞ is arbitrary and Kið0; hA; cÞ = 0 unless Im(0) = Re
(0) = 0which holds only when Gp(s) has a zero at the origin.

3 Advanced PID Control Applied on DC Motor System
with Communication Time-Delay

In this section, the novel control method is applied to control a DC motor model
with a communication time-delay, as shown in Fig. 2 where G(s) is the transfer
function of the DC motor, K(s) is the PID controller, and e�ss represents the s
second communication time-delay, R(s) and Y(s) are reference input and output,
respectively.
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3.1 Design Goal

The design goal is to find a set of PID controllers ensured robust stability constraint

WAðjxÞKðjxÞSðjxÞkk 1 � c ð18Þ

is satisfied for c ¼ 1, hence ensuring nominal and robust stability for the perturbed
plant. Here WA ðjx), K ðjx), and S ðjx) are the additive uncertainty weight, PID
controller, and sensitivity function given in Eq. (3), respectively.

3.2 Plant Model

The transfer function model of the investigated DC motor can be represented as

GðsÞ ¼ 65:5
sðsþ 34:6Þ ð19Þ

In this paper, the range of the unknown communication time-delay is

s 2 ½0:05; 0:15� ð20Þ

The nominal model of the DC motor for controller design is chosen to be

GpðsÞ ¼ 65:5
sðsþ 34:6Þ e

��ss ð21Þ

where �s is selected to be the mean value of the time delay range, i.e., �s ¼ 0:1.

3.3 Designing Additive Uncertainty Weight

As known, the parametric and un-modelled dynamics uncertainty can be combined
into a single lumped perturbation of a chosen structure. Here, an additive uncer-
tainty structure is considered in order to overrun the range of uncertainties implied
in the plant.

Fig. 2 DC motor model with time delay
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Figure 3 represents an additive uncertainty structure used for the uncertain
model.

The uncertain DC motor model is represented as,

GDðsÞ ¼ GpðsÞþWAðsÞDAðsÞ ð22Þ

where DAðsÞ is any stable transfer function for 8x [4],

DAðjxÞkk � 1 ð23Þ

In which,

MAðjxÞj j ¼ GMðjxÞ � GðjxÞ
WAðjxÞ










 ð24Þ

Combining Eq. (23) and (24) we obtain,

GMðjxÞ � GpðjxÞ
WAðjxÞ










� 1; 8x ð25Þ

Therefore in order to cover the entire uncertainty set, it is required to find an
additive uncertainty weight WA(s) such that

WAðjxÞj j � GMðjxÞ � GpðjxÞ


 

 ð26Þ

where

GMðjxÞ � GpðjxÞ


 

 ¼ 65:5

jxðjxþ 34:6Þ










 e�sjx � e��sjx


 



Fig. 3 Additive uncertainty representation for DC motor with time delay
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i.e., the additive uncertainty weight is designed such that,

WAðjxÞj j � 65:5
jxðjxþ 34:6Þ










 e�jsx � e�j�sx


 

 ð27Þ

We choose the following form for the weight,

WAðsÞ ¼ Mh

ðs=xc1 þ 1Þðs=xc2 þ 1Þ ð28Þ

The additive weight transfer function obtained was,

WAðsÞ ¼ 0:13
ðs=20:67þ 1Þðs=100þ 1Þ ð29Þ

Figure 4 shows the additive uncertainty weight that bounds entire uncertainty
set.

3.4 Finding Robust PID Controllers in (Kp, Ki)
Plane with Constant Value of Kd

In this section, using the design methodology explained in Sect. 2, the set of PID
controllers that will ensure robust stability in the (Kp, Ki) plane for a constant value

Fig. 4 The additive uncertainty weight
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of Kd. The DC motor model G(s) is as presented in Eq. (33). As explained in
Sect. 2, with Kd constant, it is possible to obtain the entire set of PID controllers at
the boundary of Pðx; hA; cÞ ¼ 0 in the (Kp, Ki) plane. In this paper, �Kd ¼ 0:2.

Using Eqs. (14) and (15), the nominal stability boundary and robust stability
region are obtained in the (Kp, Ki) plane. As discussed in Sect. 2, the PID nominal
stability boundary of the plant can be obtained by setting c ! 1. PID controllers
that satisfy the robust stability constraint in Eq. (32) are found by setting c ¼ 1 and
then finding the intersection of all regions for hA 2 ð0; 2pÞ.

The region that satisfies the robust stability constraint and the nominal stability
boundary in the (Kp, Ki) plane for Kd = 0.2 is shown in Fig. 5.

The intersection of all regions inside the nominal stability boundary of the (Kp,
Ki) is the robust stability region.

To verify the results, a PID controller, K1(s) is selected from the robust stability
region and another PID controller, K2(s) is selected from outside this region.

K1ðsÞ ¼ 3:6763þ 3:0994
s

þ 0:2s ð30Þ

K2ðsÞ ¼ 4:8675þ 2:9825
s

þ 0:2s ð31Þ

Substituting (30) and (29) into (18) give,

WAðjxÞK1ðjxÞSðjxÞk k1¼ 0:8289

Fig. 5 Nominal stability boundary and robust stability region for Kp and Ki values
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Repeating this process for Eqs. (29) and (31) results in

WAðjxÞK2ðjxÞSðjxÞk k1 [ 1

Figure 6 shows the Bode plot for PID controller, K1(s) and K2(s) selected from
the (Kp, Ki) plane.

Thus, the PID controller selected from the robust stability region clearly satisfies
the robust stability constraint while the other does not. After repeated simulations
done in MATLAB it can be concluded that any controller selected from inside the
robust stability region will enable robust stability for the perturbed system. Thus,
the design goal is met in this plane.

In summary, a graphical design method for obtaining all PID controllers that will
satisfy a robust stability constraint for a DC motor with time delay was discussed.
Observing the results in Sects. 3.4 it can be concluded that the PID controllers
selected from the robust stability regions in the (Kp, Ki) planes satisfy the robust
stability constraint for the time-delay DC motor model.

4 Conclusion

In this paper, a graphical design method was introduced for finding all achievable
PI/PID compensators that ensured nominal stability and robust stability for any
arbitrary order nonlinear plant with additive uncertainty. This compensator design
method may reduce the complexities involved in plant modelling as it was based on
the frequency response of the plant rather than the plant transfer function coeffi-
cients. A cascade DC motor model with time delay was studied to demonstrate the
application of this design method. AGC and its role in power generation control
were also discussed. The results were satisfactory as the weighted sensitivity
constraints were satisfied for our selected PID/PI compensators.

Fig. 6 Bode plot for PID controller, K1(s) and K2(s) selected from the (Kp, Ki) plane
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A Stable Lyapunov Approach
of Advanced Sliding Mode Control
for Swing up and Robust Balancing
Implementation for the Pendubot System

Cao Van Kien, Nguyen Ngoc Son and Ho Pham Huy Anh

Abstract This paper investigates the two-link Pendubot with one active joint at
shoulder. The modified sliding mode controller for swinging up the Pendubot to the
upright position and for robust balancing it at upright position. As to improve the
performance, a novel advanced sliding mode controller is developed for robust
balancing the Pendubot system at upright position. Simulation results have proved
that the proposed sliding mode swinging up and balancing controller are successful
techniques for robust balancing the Pendubot system at the upright position. They
are strongly robust and tolerate noise and external disturbance. The proposed
advanced sliding mode controller improves the robustness, reduces the chattering
and the hitting time of sliding surface as well.

Keywords Pendubot system � Lyapunov stability � Swing-up and balancing
control � Robust control � Advanced sliding mode control (ASMC)

1 Introduction

Pendubot mechanical system has fewer actuators than the degrees of freedom to be
controlled [1]. The Pendubot system is underactuated since the angular acceleration
of the second link cannot be controlled directly. The control problem of the Pendubot
relates to the task of swing up both links nearly to the equilibrium position with
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highest potential energy followed by stabilization [2]. In [2], a feedback linearization
based linear quadratic regulator (LQR) was proposed to stabilize the Pendubot
system. Authors in [3] utilized an energy approach and applied the passivity prop-
erties of Pendubot in order to swing the first link to a small neighbourhood of the
unstable equilibrium point while the second link oscillates and converges to the
upright position. Authors in [4] introduced a non-trivial class of global feedback
transformations for passivity based swing-up control of the Pendubot system. Zhang
and Tarn in [5] proposed a hybrid controller for feedback stabilization of the
Pendubot. Li et al. in [6] introduced a fuzzy controller as to keep the first link
swinging periodically while the second link maintains standing vertically.
Freidovich et al. in [7] applied the new virtual holonomic constraint technique, in
order to generate periodic motions of the passive link of the Pendubot. Based on an
impulse momentum approach, a new method for swing-up the Pendubot was
developed in [8]. However, the main concern remains from such papers above
related to the Pendubot stability and control performance when Pendubot system is
subjected to external disturbances.

As to overcome this drawback, the sliding mode control (SMC) has been rec-
ognized as an effective robust control strategy in the control of complex systems
with external disturbances [9]. The main purpose of the SMC is first to design a
sliding surface with desired performance characteristics. Then, a discontinuous
control input is implemented to put the state trajectory to the sliding surface and to
remain on this surface afterward. The dynamic feature of the Pendubot closed-loop
control system will be implemented based on the sliding surface design for driving
the Pendubot to a desired zero dynamics position regardless of external distur-
bances [10]. Qian et al. in [11] introduced a hierarchical sliding mode controller for
a Pendubot system in which the Pendubot was divided into two subsystems in terms
of its structural features. Authors in [12] proposed an advanced sliding mode
controller for a Pendubot system. Unfortunately, it appears that the problem of
robust sliding mode control of the Pendubot system with external disturbances has
not yet been fully solved.

This paper considers the robust stabilization problem of Pendubot systems in the
presence of external disturbances. Concretely, by using the Lyapunov method, a
sufficient condition is derived in terms of linear matrix inequality to ensure that the
sliding mode dynamics is bounded within a ball whose radius can be minimized.
A sliding mode controller is then designed to drive the Pendubot system towards
the sliding surface which is bounded in finite time and maintain it on the surface
afterwards. The main contribution in this paper can be summarized by the devel-
opment of the robust sliding mode swinging up and balancing controllers for the
Pendubot system and improving it with novel proposed robust balancing
controllers.

The rest of this paper is organized as follows. Section 2 we present the dynamics
of the Pendubot. Section 3 verifies the controllability of the Pendubot. In Sect. 4,
the proposed control strategy for swinging up the Pendubot to the upright position
is presented. In Sect. 4, the proposed control strategy for robust balancing the
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Pendubot at the upright position is introduced. Section 5 analyses the simulation
and experimental results of proposed control strategy. Finally, in Sect. 6, we
summarize and conclude the results of the proposed control strategy.

2 Dynamics of the Pendubot System

A two link Pendubot is considered as shown in Fig. 1. This system represents an
underactuated manipulator with one active joint at the shoulder. In this Section, the
dynamics of Pendubot is presented. From Pendubot kinematics, Pendubot dynamics
is derived as follows: Consider vc1 and vc2 to be the linear velocity of the Pendubot
centre of link one and link two, respectively. These linear velocities are related to

joint velocities _h ¼
_h1
_h2

" #
by the following equations:

vc1 ¼ Jvc1 � _h ð1Þ

vc2 ¼ Jvc2 � _h ð2Þ

In which, Jvc1 and Jvc2 are the Jacobian matrices determined by:

Jvc1 ¼
�lc1 sinðh1Þ 1
lc1 cosðh1Þ 0

0 0

2
4

3
5 ð3Þ

Jvc2 ¼
�l1 sinðh1Þ � lc2 sinðh1 þ h2Þ �lc2 sinðh1 þ h2Þ
�l1 cosðh1Þ � lc2 cosðh1 þ h2Þ �lc2 cosðh1 þ h2Þ

0 0

2
4

3
5 ð4Þ

Fig. 1 Pendubot system

A Stable Lyapunov Approach of Advanced Sliding Mode Control … 413



Then the total kinetic energy of the Pendubot is:

K ¼ 1
2
_h m1JTvc1Jvc1 þm2JTvc2Jvc2
� �

_h ð5Þ

Continually, the potential energy of link one and link two equal,

V1 ¼ m1glc1 sinðh1Þ ð6Þ

V2 ¼ m2gðl1 sin h1 þ lc2 sinðh1 þ h2ÞÞ ð7Þ

Then the total potential energy of Pendubot system equals

V ¼ V1 þV2 ¼ m1lc1g sin h1 þm2gðl1 sin h1 þ lc2 sinðh1 þ h2ÞÞ ð8Þ

Apply the Lagrange function : L ¼ K � V ð9Þ

The equations of motion for link one and link two are determined as follows,

s1 ¼ d
dt

@L

@ _h1
� @L
@h1

ð10Þ

s2 ¼ d
dt

@L

@ _h2
� @L
@h2

ð11Þ

where τ1 and τ2 are the torques supplied to the joint 1 and joint 2, respectively. By
carrying out the above differentiation, using the geometric identities and definition
of link moment of inertia, making the necessary modification and noticing joint 2 is
passive joint, i.e. τ2 = 0. Then, (10) and (11) can be reduced to,

ða1 þ a2 þ 2a3 cos h2Þ€h1 þða2 þ a3 cos h2Þ€h2 � a3 sinðh2Þ _h22
� 2a3 sinðh2Þ _h1 _h2 þ a4g cos h1 þ a5g cosðh1 þ h2Þ ¼ s1

ð12Þ

a2€h2 þða2 þ a3 cos h2Þ€h1 � a3 sinðh2Þ _h21 þ a5g cosðh1 þ h2Þ ¼ 0 ð13Þ

In which

a1 ¼ m1l
2
c1 þm2l

2
1 þ I1; a2 ¼ m2l

2
c2 þ I2; a3 ¼ m2l1lc2

a4 ¼ m2lc1 þm2l1; a5 ¼ m2lc2
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In matrices form, the equations of motion of the two link Pendubot can be
described as follows:

DðhÞ€hþCðh; _hÞ _h + G ¼ s ð14Þ

with s ¼ s1
0

" #
D ¼ a1 þ a2 þ 2a3 cos h2 a2 þ a3 cos h2

a2 þ a3 cos h2 a2

� �

C ¼ �a3 sinðh2Þ _h2 �a3 sinðh2Þ _h2 � a3 sinðh2Þ _h1
�a3 sinðh2Þ _h1 0

� �

G ¼ a4gcosh1 + a5gcos(h1 þ h2Þ
a5gcos(h1 þ h2Þ

" #

Figures 2 and 3 illustrate the 3D simulation of Pendubot with Solid-works in
unstable balancing position (Fig. 2) and in stable balancing position (Fig. 3).

Fig. 2 3D simulation of
Pendubot system with
solid-works

Fig. 3 Matlab/Simulink
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3 Swing-up Pendubot Using Advanced
Sliding Mode Control

The sliding mode controller is derived using the state dynamics described by
equation,

�d11€h1 þ �h1 þ €u1 ¼ s1 ð15Þ

In which

�d11 ¼ d11 � d12
d22

� �
; �h11 ¼ h1 � d12

d22
h2

� �
; �u1 u1 �

d12
d22

u2

� �

Consider a state space form of Pendubot system as ~x1 ¼ h1 and _h1 ¼ _x1 ¼ ~x2:
We have, _~x1 ¼ ~x2 and _~x2 ¼ f1(~x) + b1s1 with

f1(�x) =
(�x11 _h1 þ�c12 _h2 þ �u1Þ

�d11
; b1 ¼ 1

�d11
; �d11 ¼ d11 � d12d21

d22

� �

�u1 ¼ u1 �
d12
d22

u2

� �
; �c11 c11 � d12d21

d22

� �
; �c12 ¼ c12

Forwardly, consider a sliding surface as follows:

S ¼ k h1 � hd1
� 	þ _h1 � _hd1


 �
¼ k~x1 þ~x2 ð16Þ

The goal is to choose the scalar λ value such that the system restricted on the
surface (16) is of the stable characteristics. Consider the followed Lyapunov
function:

V1 ¼ 1
2
S2 ð17Þ

The sliding mode controller can be chosen by the way that the velocity vectors
are aimed to the sliding surface. This is accomplished by satisfying,

_V1 � 0 ð18Þ
_V1 ¼ S � _S ¼ S(k~x2 þ f1(~x) + b1s1Þ ð19Þ
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In order to satisfy (18), the input torque can be chosen as follows:

s1 ¼ ~s1 � (u sgn(S) + kS1Þ
b1

ð20Þ

~s ¼ ðkx2 þ f1ð~xÞÞ
b1

ð21Þ

In which, k; k; l are constants to be designed for the sliding surface. To design
these constants we first need to find their limits. The maximum value of μ is
computed from the maximum torque produced by servo motor as follows:

lmax ¼ smax ¼ 0:5Nm ð22Þ

where τmax is the maximum torque produced by servo motor. The maximum value
of λ is computed as follows:

kmax ¼ ðsmax � �d11 � f1maxÞ
�d11 � _h1max

ð23Þ

In which f1max is defined as:

f1max ¼ ð�c11max
_h1max þ�c12max � _h2max þ �u1maxÞ

�d11
ð24Þ

The maximum velocity of joint one is the maximum speed of the servo motor.
However, it is practically difficult to obtain this high velocity. Consequently it is
available to apply the maximum velocity and acceleration during the simulation of
classical feedback linearization technique simulation.

_h1max ¼ 40 rad/s; _h2max ¼ 15 rad/s; €h1max ¼ 1400 rad/s2

�u1max ¼ 0:0886N; �c11maxj j ¼ 0:0091 rad/s, �c12maxj j ¼ 0:0077 rad/s

Replace to (23–24), the values f1max and λmax now are calculated to be:

f1max ¼ 266:7 and kmax ¼ 14:7

Continually, the value of k is selected by the way that the poles of the following
equation must be located in the left side plane,

ð€h1 � €hd1Þþ k Sj j ¼ 0 ð25Þ

Three parameters were chosen as follows, k ¼ 8; k ¼ 24; l ¼ 0.3.

A Stable Lyapunov Approach of Advanced Sliding Mode Control … 417



Then Lyapunov function got stable and satisfied requirements as joint angle of
link 1 using sliding mode swinging up controller which is shown in followed Fig. 4:

4 Balancing Pendubot Using Advanced Sliding Mode
Control

The required orbit at which the controller should be switched to the balancing
controller where the second link of the manipulator moves toward the equilibrium
point ðh1 ¼ p

2 ; h2 ¼ 0Þ is formulated as,

1
2
¼ a2 _h

2
2 ¼ a5gð1 � cosh2) ð26Þ

The control algorithm is switched from swinging to balancing controller when

h1 � p
2

��� ���\0:2 rad and h2j j\0:3 ð27Þ

Since the system under study is underactuated, i.e. we have one control input for
two degrees of freedom manipulator, we used hierarchical sliding mode controller.
The equation of motion of two link Pendubot (23) can be expressed as:

€h1
€h2

" #
¼ D�1 s� C

_h1
_h2

" #
þG

 !
¼ D�1s� D�1 C

_h1
_h2

" #
þG

 !
ð28Þ

Fig. 4 Joint angle of link one
using sliding mode swinging
up controller
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Given,

~x1 ¼ hd1 � h1; ~x2 ¼ _hd1 � _h1; ~x3 ¼ hd2 � h2; ~x4 ¼ _hd2 � _h2

Equation (28) can be expressed as follows:

_~x1 ¼ ~x2
_~x2 ¼ f1(~x) + b1s1
_~x3 ¼ ~x4
_~x4 ¼ f2(~x) + b2s2

8>>>><
>>>>:

ð29Þ

with t2 ¼ 0 ðunderactuatedÞ; and ~x ¼ [~x1 ~x2 ~x3 ~x4]T

f1ðxÞ ¼ 1
a1a2 � a23 cos

2 (h2Þ
a2a3 sinðh2Þð _h1 þ _h2Þ2 þ a23 cos h2 sinðh2Þ _h21
� a2a4g cos h1 þ a3a5g cos h2 cosðh1 þ h2Þ

" #
ð30Þ

b1 ¼ a2ða2a1 � ða3 cos h2Þ2Þ ð31Þ

f1ðxÞ ¼ 1
a1a2 � a23 cos2 (h2Þ

� a3ða2 þ a3 cos h2 sin h2ð _h1 þ _h2Þ2

� (a1 þ a3 cos h2Þ sinðh2Þ _h21
þ (a2 þ a3 cos h2Þ a4g cos h1
� (a1 þ a3 cos h2Þ a5g cosðh1 þ h2Þ

2
66664

3
77775 ð32Þ

b2 ¼ � a2 þ a3 cos h2
a2a1 � ða3 cos h2Þ2
 !

ð33Þ

Then the sliding surfaces of the first joint and second joint are defined as follows:

S1 = k1~x1 þ~x2; k1 [ 0 ð34Þ

S2 = k2~x2 þ~x4; k2 [ 0 ð35Þ

Since Pendubot is an underactuated system, we need to define a second level
sliding surface that simultaneously stabilizes the above surfaces. The second level
sliding surface can be defined as follows:

S = bS1 þ dS2 ð36Þ
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In addition, the input control torque applied on joint one will be defined as:

s1 ¼ sequiv1 þ sequiv2 þ ssw ð37Þ

with

sequiv1 ¼ � f1ðxÞþ k1~x2
b1

ð38Þ

b1 ¼ a2ða2a1 � ða3 cos h2Þ2Þ 6¼ 0; since
ffiffiffiffiffiffiffiffiffi
a2a1

p
a3

¼ 2:4228[ 1

sequiv2 ¼ � f2ðxÞþ k2~x4
b2

; b2 6¼ 0 ð39Þ

Then Lyapunov function can be chosen as,

V1 ¼ 1
2
S2 ð40Þ

The sliding mode controller can be chosen by the way that the velocity vectors
are aimed to the sliding surface. This is accomplished by satisfying,

_V1 � 0 ð41Þ
_V1 ¼ S _S ¼ Sðb_s1 þ d_s2Þ

¼ S bb1sequi2 þ db2sequi1 þ sswðbb1 þ db2Þ
� 	 ð42Þ

As to conform (41), torque ssw value can be defined as follows,

ssw ¼ db2sequiv1 þ bb1sequiv2 � lsgnðSÞ � kS
db2 þ bb1

ð43Þ

with l[ 0; k[ 0
From (37–39) and (43), the total input torque equals,

s1 ¼ bb1
bb1 þ db2

sequiv1 þ db2
bb1 þ db2

sequiv2 � l̂ sgnðSÞ � k̂S ð44Þ

with l̂ ¼ l
bb1 þ db2

; k̂ ¼ k
bb1 þ db2

Substitute (43) into (42), we have,

_V1 ¼ �kS2 � u sj j\0 ð45Þ

with l[ 0; k[ 0
Hence the second level sliding surface is proved to be stable.
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To choose the parameters δ, β, λ1, λ2, it needs to vary the parameters δ, β, λ1, λ2
within specific ranges and calculate the summation of sliding surfaces S for a period
of time z. Value β is selected relative to δ and similarly, value λ1 is chosen relative
to λ2. The set of parameters δ, β, λ1, λ2 that reaches the minimum summation of
sliding surface which are the final chosen values. Especially, the parameters μ, k
must be ensured greater than zero. The detailed of experimental and simulation
results and the way for selection of parameters will be carefully introduced in the
next section.

5 Simulation Results

In this section, the simulation results using sliding mode controller to swing up the
Pendubot system at the upright position will be investigated. Also we compare the
results of sliding mode swinging up controller with the classic feedback lin-
earization technique. For comparison study, the LQR method is still adopted for
comparison.

The swinging up torque of sliding mode controller is shown in Fig. 5. The
comparison of swinging up control actions produced by the LQR technique and
the sliding mode controller are shown in Fig. 5. From Fig. 5, one can observe that
the pumping torque remains unchanged, and the swinging up torque produced by
sliding mode control methodology slightly differs from LQR technique. However,
as shown in Fig. 6a, b, the sliding mode control methodology is successful in
swinging the both links of Pendubot to the upright position.

Fig. 5 Comparison of swing
torques produced by sliding
mode and LQR controllers
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Forwardly, the simulation results of the sliding mode balancing controller and
compare these results with LQR technique. In order to select the best combination
of parameters δ, β, λ1, λ2, the summation of sliding surfaces for a period of time is
determined for a range of parameter values. Based on the summation of sliding
surfaces against the ratio of δ, β and λ1, λ2, the minimum value of the sum of sliding
surface is fixed on the following ratios: b=d ¼ 0:738 and k1=k2 ¼ 0:74

Let λ2 = 8.5, δ = 0.62, then λ1 = 6.29, β = 0.458.
Continually, the parameters μ, k are selected to be as: μ = 0.02, k = 13.
The balancing torque produced by the sliding mode controller is shown in Fig. 7.

Fig. 6 Joint angle of two links of Pendubot using sliding mode swinging up controller

Fig. 7 Comparison between
proposed sliding mode and
LQR balancing controllers
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The joint angle of link one and link two are shown in Fig. 8a, b.
Finally, we consider the effect of external disturbance on stability performance

of swinging up and balancing sliding mode controllers.
From Fig. 9, the sliding mode controllers were able to stabilize the Pendubot

system at the upright position after the interference of external disturbance. Under
external disturbance interfering at the 4th second, Fig. 9a shows the joint angle
response of Pendubot stabilized by the proposed sliding mode controllers. On the
contrary, Fig. 9b shows the oscillating joint angle response of Pendubot using LQR
technique.

Fig. 8 Joint angle of both links of Pendubot using sliding mode balancing controller

Fig. 9 Joint angle of link 2 with interference of external disturbance using sliding mode controller
(a) and using LQR technique (b)
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6 Conclusions

In this paper the proposed advanced sliding mode control for swinging up and
balancing the Pendubot system has successful applied for balancing the Pendubot at
the upright position. They are robust and tolerate to a certain levels of noise and
external disturbance. However the sliding mode balancing controller have minor
chattering problem around the sliding surface. To overcome the chattering and
reduce the hitting time of sliding surface, the stable Lyapunov method is integrated
with sliding mode controller. The novel proposed robust sliding mode controller
improves the robustness, reduce the chattering and the hitting time of sliding sur-
face as well (Table 1).
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Tuning PID Controllers for Unstable
Systems with Dead Time Based
on Dual-Input Describing Function
Method

Yeon Wook Choe

Abstract Though various techniques have been studied as a way of adjusting PID
parameters, no perfect method of determining parameters is available to date.
Especially the design of PID controller for unstable processes with dead time
(UPWDT) is even more difficult when the normalized dead time is quite large. In
this paper, the Dual-Input Describing Function (DIDF) method is proposed, by
which the performance and robustness of the closed-loop system can be improved.
The method is based on moving the critical point (−1 + j0) of Nyquist’s stability to
a new position arbitrarily selected on the complex plane. This can be done by
determining appropriate coefficients of the DIDF. As a result, we can easily
determine parameters of PID-type controller by using existing conventional tuning
methods for stable or unstable systems. Simulation results are included to show the
effectiveness of the proposed method.

Keywords PID controller tuning � Dual-Input describing functions � Unstable
systems with dead time

1 Introduction

Though PID control, which was established more than a half century ago, is one of
classical control algorithms, but 80 % of control methods in the industry is currently
known as PID. This is because PID is easily applicable to systems if we can obtain
outputs and their derivatives. Well-known methods for determining coefficients of
PID are as follows: Ziegler-Nichols, Chien-Hrones-Reswick [1], and constrained
optimization method by Astrom etc. [2–5]. However most methods need a premise
that the stable plant can be approximated as ‘1st-order delay with dead time’. That
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is, PID parameters are determined by dead time, time constant, and DC gain of its
approximated system.

As to unstable systems, there are several methods, for example, one of which
was using the approximation process of gain and phase margin formula [6–8]. It is,
however, known that there exists a problem when applying to real systems [9].
Besides, many new methods have been tried, for example, inner-loop method [10]
and iterative algorithm [11–13]. Although lots of methods have been proposed, but
still some disadvantages such as excessive overshoot and poor closed-loop char-
acteristics have been reported as practical problems.

Xiang et al. [14] has introduced a mathematical device which they call a
dual-input describing function. It is an extension of the conventional describing
function, which linearizes nonlinearity forced by two sinusoids. This method
especially helps to understand input-output responses of the system which is in the
state of limit cycle due to the presence of non-linear elements. If the application of
DIDF is limited to the structure of feedback system tracking reference signals with
non-linearity, the two inputs of the nonlinear element would be composed of two
signals, that is, the error signal of steady-state and the sinusoid due to the limit cycle
of the closed loop. Recently a new results, which shows that periodic disturbance is
effective removed by using DIDF, is reported [15].

As mentioned above, conventional design methods for unstable plants with dead
time not only limit the type of plant but require lots of computation for approxi-
mation. As a result, the applicability may not be so high. In this paper, we propose a
new PID controller designing method for unstable systems with dead time by using
DIDF compensator. In other words, if nonlinear elements with two inputs (DIDF)
are connected in series to the plant, the critical point (−1 + j0) can be moved to a
position arbitrarily selected on the complex plane by selecting necessary coeffi-
cients of the DIDF appropriately. This makes the application of the conventional
PID tuning methods a lot easier, and stability and robustness of the system are
improved simultaneously. We propose a suitable DIDF structure and ways of
determining its coefficients for this purpose, and verify its effectiveness through
simulation.

2 Dual-Input Describing Function

2.1 Dual-Input Describing Function

In case a signal having non-linearity of a high level such as a non-sinusoidal wave
is input to a nonlinear element, it is difficult to analyze it with describing functions
alone. It is thought that a signal having non-linearity of a high level is composed of
the sum of two sine functions in most of the cases. Therefore, for the purpose of
utilizing calculations of describing functions, an input to nonlinear element could be
expressed as follows:
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x tð Þ ¼ x1 tð Þþ x2 tð Þ ¼ h sin x1tþ h1ð Þþ l sin x2tþ h2ð Þ ð1Þ

Since the amplitudes h, l and frequencies ω1, ω2 of two sine waves are deter-
mined by the state of the system and the external input, it seems reasonable that a
harmonic relation is not thought to be existent between the frequencies of the two
sine waves. As an example, we take the system which is in the state of limit cycle
corresponding to a sinusoidal input. In this case, the frequencies of two inputs of
nonlinear system are composed of ω1 due to the limit cycle of the system (inner
frequency) and ω2 of an external sinusoidal input to nonlinear element.

On the other hand, let’s think of a case where if signal x1 in Eq. (1) ‘varies
slowly,’ against the amplitude l of x2, namely.

T
dx1 tð Þ
dt

����
���� � l ð2Þ

is satisfied, where T is the period of x2(t). If it is assumed that input and output of
nonlinear elements are, for example

x tð Þ ¼ BþA sin xtþ hð Þ; y tð Þ ¼ B0 þ sin xtþ hð Þ ð3Þ

then, describing functions representing nonlinear elements could be expressed as
two DIDF’s as follows, and as a result of this, it is confirmed that N, the nonlinear
elements of Fig. 1, is composed of ‘real part + imaginary part,’ that is, let
N = No + jNs, then (refer to Fig. 1).

No ¼ A0

A
e�jh : DIDF for limit cycle; Ns ¼ B0

B
: DIDF for error signal ð4Þ

2.2 Establishment of Proposition

Intervention of nonlinear elements makes it possible to move Nyquist’s critical
point on a complex plane, thereby indicating that tuning of PID parameters is made
simple and the whole performance could be enhanced.

Fig. 1 Linearization of nonlinearity in the presence of a sinusoid and DC term
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The characteristic equation of Fig. 2 is given as follows:

1þKg 1þNdð ÞG sð ÞC sð Þ ¼ 0 ð5Þ

where Kg is a parameter used to adjust the gains of the DIDF compensator, C(s) the
transfer function of PID controller, is generally given in the form as follows:

C sð Þ ¼ KP 1þ 1
TIs

þ TDs

� �
¼ KP þ KI

s
þKDs ð6Þ

where Kp, TI and TD refer to the PID controller’s proportional gain, integral time
and derivative time, respectively. In Fig. 3, Nd represents a describing function of
nonlinear element used for the purpose of performance improvement.

The performance of the overall system of Fig. 3 including stability is determined
by the roots of Eq. (6) which contains the nonlinear part Nd. Accordingly, the
establishment of the structure of Nd with two inputs and determination of its
coefficients play an important role to improve its performance, that is, to change its
existing characteristics.

3 The Structure of DIDF and Determinant of Parameters

3.1 Complex DIDF and Its Composition

Here is how Nd, the describing function of nonlinear elements intended to enhance
performance of a PID control system, is composed [10].

Fig. 2 PID control with DIDF compensator

1x

2x
|   | u  

dt

du

pk

qk

y
4 u

Fig. 3 The construction of the complex DIDF
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As a way of realizing the complex DIDF given as a function of l, the equation

Nd lð Þ ¼ Np lð Þþ jNq lð Þ; l[ 0ð Þ ð7Þ

Np lð Þ ¼ kpl
2; Nq lð Þ ¼ kql

2 ð8Þ

is used [11], where kp and kq are constants. Here it is known that, the rate of the
frequencies of two inputs of Nd, that is, γ = ω2/ω1 being an irrational number has
led to Eqs. (7) and (8).

3.2 Realization of Nd

Under the assumptions that (ω2 ≫ ω1) is met and γ is an irrational number, the
method set forth in literature [11] is used as a way of constructing Nd. Since it is
assumable that x1 stays almost constant, compared with x2 under the assumption of
the relation with Eq. (8) and the condition (ω2 ≫ ω1), the real part, Np, becomes the
function of l. By using such a fact, it is easily derived that the input and output
relationships (of the real part) of nonlinear Nd(l) having two inputs are given as
follows:

y x1; x2ð Þ ¼ 2kpx1x22; x1 2 �h; hð Þ; x2 2 �l; lð Þ ð9Þ

By using similar techniques of the real part, the same type of Eq. (9)

y x1; x2ð Þ ¼ 2kqx1x22 ð10Þ

is acquired with regard to the imaginary part of Nd. A ‘90o’ phase shift, however, is
required for the realization of ‘j’, the imaginary number. A block diagram is shown
in Fig. 3, designed to realize Nd, a nonlinear element, as a complex DIDF, based on
the foregoing description.

3.3 Coefficients Determination for Complex DIDF

The problem here is how to set up kp and kq, the DIDF variables, which facilitates
the setup of the parameters tuning for PID controller. The paper proposes a way of
securing stability of the closed loop system composed of plant G(s) and the non-
linear part Nd of Eq. (7) by choosing coefficients Nd of Eq. (8). In other words, the
study uses, and is based on, the fact that stability of Fig. 3 (where C(s) = 1), namely,
the roots of the characteristic equation of the closed loop
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1þKg 1þNdð ÞG sð Þ ¼ 0 ð11Þ

are determined by G(s)-locus and {−1/Kg(1 + Nd), j0}, a point on the complex
plane.

(1) By using step response of the closed-loop system
A conventional method using step response is not applicable to all ordinary (of

course, unstable) plants. In such cases, if the DIDF compensator is inserted into the
loop, the transfer function of the closed loop becomes as follows:

1þKg 1þNd lð Þ½ �G jxð Þ ¼ 0 ! G jxð Þ ¼ � 1
Kg 1þNd lð Þ½ � ð12Þ

Using (12), the critical point is given as

pe ¼ � Np þ 1

Np þ 1
� �2 þN2

q

þ j
Nq

Np þ 1
� �2 þN2

q

ð13Þ

It is noted that Np and Nq of Eq. (13a) depend on kp, kq as well as l, the amplitude
of the input x2(t). Because the position of pe is closely related with the amplitude of
sensitivity function and the step response of the closed-loop system, it is desirable
to determine using iteration of simulation.

(2) By using the plant’s step-response:
First, find out the conditions of DIDF compensator in order to stabilize Eq. (12).

That is, in Eq. (13), let K1 = Kg[1 + Nd(l)], we confirm the range of K1 by which the
following plant can be stabilized.

G sð Þ ¼ K
Ts� 1

e Ls ð14Þ

For this, we apply Taylor series of dead time, e−Ls ≒ 1-Ls + 0.5L2s2, to Eq. (14).
Then the characteristic equation of the closed-loop becomes:

0:5K1KL
2s2 þ T � K1KLð Þsþ K1K � 1ð Þ ¼ 0 ð15Þ

By using Routh-Hurwitz Table, Eq. (15) is stable polynomial when K1 is

1
K
\K1\

T
LK

ð16Þ

Therefore, in order to stabilize Eq. (12) by DIDF compensator, two conditions
are required: (1) T/L > 1, (2) K, which is dependent on kp, kq as well as Kg, must
satisfy Eq. (16). If the value that satisfies above conditions does not exist, it is
necessary to stabilize the plant with inner loop (P or PD) before using DIDF
compensator [14–16]. In this paper we adopt the structure of Fig. 4.
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In Fig. 4, G(s), Gc(s), and C(s) represent unstable plant with dead time, PID
controller of Eq. (6), and compensator for inner loop stabilization, respectively.
And Ng is DIDF compensator give as follows:

Ng ¼ Kg 1þNp
� �þ jNq
� � ð17Þ

After securing stabilization of inner loop with C(s), we, then, determine the three
parameters of PID by applying conventional methods. It is not generally so simple
to obtain a diamond-shaped response curve with an unstable plant with dead time.
However, it is confirmed that, if parameters of DIDF are appropriately chosen, it is
possible to obtain desirable step (S-shaped) response.1

We show that the structure of Fig. 4 consequently becomes 2-degree-of-freedom
(2-DOF) with DIDF compensator. That is, from Fig. 4, the control signal u(s) is

u sð Þ ¼Ng � KP þ KI

s
þKDs

� �
r � yð Þ � K1 þK2sð Þy

¼K�
P bnr � yð Þþ K�

I

s
þK�

D cnsr � syð Þ
ð18Þ

K�
I ¼ NgKP þK1

K�
D ¼ NgKD þK2; K�

I ¼ NgKI
; bn ¼ NgKP

NgKP þK1
; cn ¼ NgKD

NgKP þK2
ð19Þ

Since Eq. (18) is a well-known 2-DOF format, we can change Fig. 4 into 2-DOF
structure by applying set-point filter F(s) given by

F sð Þ ¼ cn K�
I K

�
D

� �
s2 þ bn K�

I K
�
P

� �
sþ K�

P

� �2
K�
I K

�
Dð Þs2 þ K�

I K
�
Pð Þsþ K�

Pð Þ2 ð20Þ

Fig. 4 PID-DIDF structure with an inner loop

1When DIDF variables kp, kq and Kg are adjusted, a reaction curve is readily found.
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Referring to Eqs. (18)–(20), PID controller with DIDF NPID(s) is given as
follows:

NPID sð Þ ¼K�
P þ

K�
I

s
þK�

Ds

¼ K1 þK2sð ÞþNg KP þ KI

s
þKDs

� � ð21Þ

The structure of Eq. (21) is shown in Fig. 5, which is the same type as Fig. 2
except pre-filter F(s).

If we, however, realize the structure of Fig. 5, complex value Ng of filter F
(s) should be handled properly. Coefficients of Numerical polynomial F(s) are real
since

cn K�
I K

�
D

� � ¼NgKD

K�
D

� K
�
P

K�
I
� K

�
D

K�
P
¼ KD

KI

bn K�
I

� � ¼NgKP

K�
P

� K
�
P

K�
I
¼ KP

KI

ð22Þ

But coefficients of denominator are complex because they include complex
number Ng. Since 1þNp

�� ��� Nq

�� �� is satisfied in most cases, if we let
Ng � Kg 1þNp

� �
, then Eq. (22) becomes real.

K�
I K

�
D � KD

KI
þ K2

KI
� 1
Kg 1þNp

� �
K�
I � KP

KI
þ K1

KI
� 1
Kg 1þNp

� �
ð23Þ

Fig. 5 Controller structure using 2-DOF
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Based on the above-mentioned procedures, determination of kp and kq of DIDF
can be summarized as follows:

1. Check stabilization of closed-loop by DIDF and Kg, then determine a new
critical point pe in case of stabilization.

2. If stabilization is not possible, use the inner loop with C(s). Then return to step 1.
3. Determine kp and kq of DIDF using the relationship of Eqs. (9) and (14).

4 Examples

In this paper, the performances of proposed controllers are evaluated based on three
categories:

(I) 3 indexes related to Integral of error

IAE ¼
Z 1

0
e tð Þj jdt; ISE ¼

Z 1

0
e2 tð Þdt; ITAE ¼

Z 1

0
t e tð Þj jdt ð24Þ

(II) Size of overshoot, (III) Plant parameter variations.

4.1 Stabilization Is Possible Without Using C(S)

[Case 1]: Normalized dead time is small, that is τ = 1/6 ([9, 12, 15])

G sð Þ ¼ 1
s� 1

e�0:2s ð25Þ

The results of simulation is shown in Fig. 6, where parameters of DIDF com-
pensator are chosen as kp = 0.4, kq = 0.3, l = 0.2, and Kg = 1.The results clearly
show the differences according to controller design methods.

Figure 7 shows results when the pole of plant is moved from 1 to 1.5.
[Case 2]: Normalized dead time is medium, that is, τ = 1/3 ([12, 14])

G sð Þ ¼ 4
4s� 1

e�2s ð26Þ

The simulation results are shown in Fig. 8. In this case, parameters of DIDF are
given as kp = 0.7, kq = 0.3, l = 0.2 and Kg = 0.3. And Fig. 9 shows the results when
we changed dead time L more than 10 %, which represents quite strong robustness
of DIDF compensator.
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4.2 Inner Loop Is Needed for Stabilization

[Case 3]: As mentioned above, we first stabilized plant with C(s) and apply DIDF
compensator, then compares it with the results of [14].

G sð Þ ¼ 1
s� 1

e�1:5s ð27Þ

Since plant (30) has high normalized dead time, it is impossible to stabilize
without inner loop. Simulation results are shown in Fig. 10.

(3) Plant is unstable 2nd-order system with dead time:
[Case 4]: Plant is given in [9].
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Fig. 9 Results of [Case 2]
(when dead time L = 2.2)
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G sð Þ ¼ 27
s� 0:1ð Þ sþ 2:8ð Þ e

�0:5s ð28Þ

Equation (28) can be stabilized without inner loop, and DIDF parameters are
given as kp = 0.3, kq = 0.3, l = 0.6 and Kg = 0.2. The simulation results are shown in
Fig. 11.

5 Conclusion

It is generally known that unstable plant with dead time is quite difficult to design
control systems. This paper proposed a new method for determining PID param-
eters by using DIDF compensator, by which we improve performance of the
conventional controller design method. That is, by inserting DIDF compensator, the
critical point (−1 + j0) of Nyquist’s theory could be moved to an appropriate
location, that is, we can overcome the difficulties of the conventional PID tuning
methods, and be easily applicable. Two kinds of techniques of determining proper
coefficients kp, kq and l for DIDF are suggested. To sum up:

(1) It is possible to set up parameters of PID controllers through simple calcula-
tions by applying properly designed DIDF, thereby improving input and
disturbance responses.

(2) It is possible to enhance robustness of the closed loop due to nonlinear element
inserted
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Control for an Uncertain Model
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Using Model Reference Adaptive
Control Method

Van Tu Duong, Jae Hoon Jeong, Nam Soo Jeong, Min Saeng Shin,
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Abstract This paper proposes cross-coupling synchronous velocity control based
on model reference adaptive control (MRAC) method for an uncertain model of
transformer winding system with two non-symmetrical axial systems such as a
winding spindle system and a nozzle feed drive system. Since it is difficult to
achieve the physical parameters in modeling of the transformer winding system,
MRAC is used to ensure the stability of the transformer winding system. In order to
minimize the synchronous velocity error between two axial systems, a
cross-coupling synchronous control is employed. Accordingly, the velocity error of
the winding spindle system is reflected to the nozzle feed drive system and vice
versa. Simulation and experimental results show that the proposed controller which
is applied to the transformer winding system with uncertain parameters can reduce
the synchronous velocity error between two axial systems.
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1 Introduction

In industrial manufacturing, the increasing demand to improve dimensional accu-
racy for high precision machine has become more challenge. There are tremendous
researchers who have attracted to achieve minimizing the contour error of CNC
machine, electric wire discharge machine [1–6]. These machines consist of two or
more symmetrical axes to drive a cutting tool and work piece for the processing of
design part. For a winding system, there are two non-symmetrical axes such as a
winding spindle axis and a nozzle feed drive axis incorporated to produce an
apparatus with transformer bobbin, filament mandrel, speaker coil, relay wire coil,
etc. To construct a coil, the wire which is sent from the nozzle feed drive wraps
around a bobbin which is inserted to the winding spindle by a rotation of bobbin
about its axis. The velocity error of each axis is minimized by a closed loop
controller while the incorporating motion between two axes have to be controlled
by a synchronous controller to meet the requirement of neither overlap nor gap
generation among wire coils. There are two typical synchronous motion control
schemes for controlling multi-axes of machine. The first control scheme is
described as a master-slave configuration. The reference command input is only fed
to one axis defined as master while the other axis defined as slave is tracking the
output of master. This typical control has the advantage as using a simple algorithm,
however the velocity error of the master is reflected to the slave while the velocity
error of the slave is not be thrown back to the master. Therefore, the synchronous
velocity error cannot be controlled to converge to zero. The second control scheme
known as cross-coupling control (CCC) was proposed firstly by [1]. Some modi-
fication of CCC presented in [2, 3] showed that the good contour tracking error was
achieved. Dam and Ouyang [4] took advantage of both CCC and a type of feedback
controller called event-driven to form a novel control method in which the CCC
was turned into position domain instead of time domain as traditional CCC.
A combination of CCC and friction compensation was proposed by [5]. The CCC
can reduce the contour error of two axial systems while friction compensation can
be used to reduce positioning errors in machining systems. Sun in [6] developed an
adaptive cross-coupling control algorithm for position synchronization of multiple
axes. The CCC was incorporated to adaptive control through feedback of position
error, synchronous error and control parameter estimator. These above researches
either only give a theory control without experiment test or take account into the
experiment model with unknown parameters. In practical application, in order to
diminish the synchronous error between two axial systems, a model with known
parameters is needed to obtain for developing a synchronous controller. However,
some physical parameters are difficult to be computed or identified for constructing
a model system. To overcome this drawback, a control method called as model
references adaptive control (MRAC) was developed for various unknown model
system [7–13]. The advantage of MRAC is to control an unknown model system
with its real output tracking the output of the reference model.
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This paper proposes a cross-coupling synchronous velocity controller for an
uncertain model of a transformer winding system with non-symmetrical two axial
systems such as a winding spindle system and a nozzle feed drive system by
combination of CCC algorithm and MRAC. Since the parameters of dynamic
model of each axial system of the transformer winding system are difficult to obtain
fully for developing a controller, the real output of the transformer winding system
is controlled to track the output of reference model due to updating controller
parameters. To do this task properly, two axial systems modeling with uncertain
parameters of the transformer winding system is achieved firstly. Then, based on
two axial systems modeling, references models with parameters chosen such that
the outputs of the reference models track the reference inputs of the axial systems
are defined. Meanwhile, the synchronous velocity error between two axial systems
are controlled to converge to zero by using CCC. Accordingly, the velocity error of
the winding spindle system is reflected to the nozzle feed drive system and vice
versa. The simulation and experimental results show that the proposed controller
can diminish the synchronous velocity error between two non-symmetrical axial
systems of the transformer winding system.

2 System Modeling

The prototype of a transformer winding system shown in Fig. 1 consists of a
winding spindle system, a nozzle feed drive system, wire tensioner and wire spool.
The winding spindle and the nozzle feed drive are described in Fig. 2. For the
winding spindle system, DC motor drives a transformer bobbin inserted in a spindle

Fig. 1 Transformer winding system
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spinning through a universal coupling. The nozzle feed drive system is composed of
a ball screw coupled to a DC motor for driving a carriage sliding laterally along a
sliding rail and a nozzle for delivering a wire to the bobbin. All mechanisms of the
winding spindle system are mounted onto the carriage. By the rotation of the
winding spindle, a wire from the wire spool kept in sufficient tension force by the
wire tensioner is fed through passing the nozzle and wrapped around the trans-
former bobbin to form a wire coil. Since the nozzle is fixed on a test bench
perpendicularly to the sliding rail while the bobbin moves along with the carriage,
the wire is distributed over the area of bobbin. Accordingly, a layer of the wire coil
is constructed by a synchronous motion of the winding spindle system and the
nozzle feed drive system. To develop a synchronous controller for two axial sys-
tems of the transformer winding system, the modeling of each axial system is
achieved. For the winding spindle system of Fig. 2a, the rotational behavior is
represented by:

J h
::

þ l _hþ dwh ¼ Tw ð1Þ

where J is the combined moment inertia of the DC motor and the universal coupling
with the subscript “w” standing for winding spindle, h is the angular displacement
of the winding spindle system, l is the rotational viscous coefficient of motor rotor,
spindle and bearing, the term dwh is the lumped disturbance caused by wire tension
and un-modeled dynamics, dw is the torsional disturbance coefficient, and Tw is the
motor torque driving the winding spindle.

(a) (b)

Fig. 2 Description of the winding spindle system and the nozzle feed drive system. a Winding
spindle system. b Nozzle feed drive system
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For the nozzle feed drive system of Fig. 2b, the rotational motion of the DC
motor coupled to the ball screw is represented by:

I /
::

þ n _/þ Tr ¼ Tf ð2Þ

where I is the combined moment inertia of the DC motor, the universal coupling
and the ball screw, / is the angular displacement of motor shaft, n is the rotational
viscous coefficient of motor rotor, ball screw and bearing, Tr is the reaction torque
applied by the carriage of the ball screw, and Tf is the motor torque driving the ball
screw.

The linear behavior of the nozzle feed drive system can be represented by:

M d
::

þ m _dþ df d ¼ Fr ð3Þ

where M is the mass which is composed of the winding spindle system and the
carriage on the ball screw, d is the linear displacement of the carriage, m is the linear
viscous coefficient between the carriage and the sliding rail of the ball screw, df d is
the lumped disturbance caused by un-modeled dynamics, df is the translational
disturbance coefficient, and Fr is the reaction force generating the reaction torque
by Tr ¼ Frr where r is the radius of the ball screw.

The relation of the linear displacement of the carriage and the angular dis-
placement of the DC motor / is determined by:

d ¼ /l
2p

ð4Þ

where l is the lead of the ball screw.
From Eqs. (2), (3) and (4) can be combined as follows:

Mþ 2pl
lr

� �
d
::

þ mþ 2pn
lr

� �
_dþ df d ¼ Tf

r
ð5Þ

By defining a state vector as X ¼ HT DT
� �T

withH ¼ h _h
h iT

and D ¼ d _d
h iT

,

an extended system combined with Eq. (1) of a real winding spindle system
(WSS) and Eq. (5) of a real nozzle feed drive system (NFDS) can be rewritten as
follows:

_X ¼ AX þBU

Y ¼ CX

(
ð6Þ
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where A ¼ Ah 0
0 Ad

� �
, Ah ¼ 0 1

�a0 �a1

� �
, Ah ¼ 0 1

�a0 �a1

� �
, B ¼ b�B 0

0 b�B

� �
,

�B ¼ 0
1

� �
, C ¼ �C 0

0 �C

� �
, �C ¼ 0 1½ �, the control input vector is defined as

U ¼ Tw
Tf

� �
, the output vector is defined as Y ¼ u

m

� �
¼ _h

_d

� �
, a1 ¼ l

J, a0 ¼ dw
J ,

b ¼ 1
J, a1 ¼ mlrþ 2pn

Mlrþ 2pn, a0 ¼ df lr
Mlrþ 2pn, b ¼ l

Mlrþ 2pn, and u, m are the rotational velocity
and the linear velocity of the WSS and NFDS, respectively.

Commonly, a feedback controller is designed readily for a known or certain
system. However, in this case, since none of all physical parameters of the real
system of Eq. (6) are measurable, a model reference adaptive control (MRAC) is
appropriate for controlling a such system. Accordingly, the output of the real
system is controlled to track the output of a stable reference system. The reference
model of Eq. (6) is defined respectively as:

_Xm ¼ AmXm þBmR

Ym ¼ CXm

(
ð7Þ

where Xm ¼ HT
m DT

m

� �T
with Hm ¼ hm _hm

h iT
and Dm ¼ dm _dm

h iT
is the state

vector of the reference model system for the system of Eq. (6), R ¼ ur mr½ �T is
defined as the velocity reference vector consisting of the angular velocity reference
and the linear velocity reference of the system of Eq. (6) with mr ¼ kur, Ym ¼
um mm½ �T is the output vector of the reference model consisting of its angular

velocity and its linear velocity, Am ¼ Ahm 0
0 Adm

� �
, Ahm ¼ 0 1

�am0 �am1

� �
,

Adm ¼ 0 1
�am0 �am1

� �
, Bm ¼ bm�B 0

0 bm�B

� �
are the matrices with constant

parameters which are chosen such that

lim
t!1kYm � Rk ¼ 0 ð8Þ

3 Controller Design

A tracking error vector E is defined as the difference between the velocity output
vector Y in Eq. (6) and its the velocity reference vector R as follows:

E ¼ Y � R ¼ ew
ef

� �
¼ u� ur

m� mr

� �
¼ _h� ur

_d� kur

� �
ð9Þ
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where ew, ef are the velocity tracking error of WSS and NFDS, respectively and k is
the positive-synchronous scale factor which indicates a step of the nozzle feed drive
system followed by each turn of the winding spindle.

A synchronous velocity error is defined as the difference linear velocities
between WSS and NFDS as follows:

esyn ¼ kew � ef ¼ GE ð10Þ

where the vector G is defined by G ¼ k� 1½ �.
A modeling error vector is defined as the state vector difference between the real

winding system and the reference model system are defined by:

~X ¼ ~HT ~DT
� �T¼ X � Xm ð11Þ

where ~H ¼ ~h _~h
h iT

and ~D ¼ ~d _~d
h iT

.

From Eqs. (6), (7) and (11), a modeling error dynamics can be obtained as
follows:

_~X ¼ Am~XþBUþW ð12Þ

where W ¼ �AX � BmR ¼ �BTwh
�BTwd½ �T , wh ¼ � a1 � am1ð Þ _h� a0 � am0ð Þ

h� bmur, wd ¼ � a1 � am1ð Þ _d� a0 � am0ð Þd� bmkur.
For any symmetric positive-definite matrix Q, there exists the unique symmetric

positive-definite matrix P such that satisfying the linear equations as

AT
mPþPAm ¼ �Q ð13Þ

where P ¼ diag Ph Pd½ �, Q ¼ diag Qh Qd½ �.
In additional, a cross-coupling MRAC synchronous velocity controller vector for

the system of Eq. (6) is given by:

U ¼ Tw
Tf

� �
¼ K1XþK2Rþ e

�1
1

� �
esyn ð14Þ

where K1 ¼ KT
1h KT

1d

� �T
, K2 ¼ KT

2h KT
2d

� �T
with K1h ¼ k1ðtÞ k0ðtÞ 0 k3ðtÞ½ �,

K1d ¼ 0 k7ðtÞ k5ðtÞ k4ðtÞ½ �, K2h ¼ k2ðtÞ 0½ � and K2d ¼ 0 k6ðtÞ½ � are the controller
gain matrices which have unknown control parameters updated by an adaptation
law, and e is the synchronous controller gain.
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To determine an update law for the unknown control parameters kiðtÞði ¼ 0� 7Þ
the candidate Lyapunov function is defined with the tracking error terms in Eq. (11)
as follows:

V ¼ V1 þVh þVd ð15Þ

where

V1 ¼ 1
2
~XTP~X;

Vh ¼ 1
2bg0

bk0ðtÞþ bek� a1 þ am1ð Þ2 þ 1
2bg1

bk1ðtÞ � a0 þ am0ð Þ2

þ 1
2bg2

bk2ðtÞ � bmð Þ2 þ b
2g3

k3ðtÞþ eð Þ2;

Vd ¼ 1
2bg4

bk4ðtÞ � be� a1 þ am1ð Þ2 þ 1
2bg5

bk5ðtÞ � a0 þ am0ð Þ2

þ k
2bg6

bk6ðtÞ � bmð Þ2 þ b
2g7

k7ðtÞþ ekð Þ2

Using Eqs. (6), (9), (10) and (12)–(14), the time derivative of the first term of
Lyapunov function V is given by:

_V1 ¼ 1
2

_~X
T
P~X þ ~XTP _~X

� 	

¼ 1
2

~XTAT
mP~X þ ~XTPAm~X


 �þ ~XTPBUþ ~XTPW

¼� 1
2
~XTQ~Xþ ~HTPh�B bTw þwhð Þþ ~DTPd�B bTf þwd


 �

¼� 1
2
~XTQ~Xþ ~HTPh�B bk0ðtÞ � bek� a1 þ am1ð Þ _hþ bk1ðtÞ � a0 þ am0ð Þh

h

þ bk2ðtÞ � bmð Þur þ b k3ðtÞþ eð Þ _d
i

þ ~DTPd�B bk4ðtÞ � be� a1 þ am1ð Þ _dþ bk5ðtÞ � a0 þ am0ð Þd
h

þ k bk6ðtÞ � bmð Þur þ k7ðtÞþ ekð Þ _h
i

ð16Þ

The time derivative of Vh and Vd are obtained as follows:

_Vh ¼
_k0
g0

bk0ðtÞ � bek� a1 þ am1ð Þþ
_k1
g1

bk1ðtÞ � a0 þ am0ð Þ

þ
_k2
g2

bk2ðtÞ � bmð Þþ
_k3
g3

b k3ðtÞþ eð Þ ð17Þ

448 V. Tu Duong et al.



_Vd ¼
_k4
g4

bk4ðtÞ � be� a1 þ am1ð Þþ
_k5
g5

bk5ðtÞ � a0 þ am0ð Þ

þ
_k6
g6

k bk6ðtÞ � bmð Þþ
_k7
g7

b k7ðtÞþ ekð Þ ð18Þ

The time derivative of Lyapunov function is achieved

_V ¼ _V1 þ _Vh þ _Vd ð19Þ

Parameter update laws of WSS and NFDS can be chosen as

_k0 ¼ �g0 ~H
TPh�B _h; _k1 ¼ �g1 ~H

TPh�Bh;

_k2 ¼ �g2 ~H
TPh�Bur; _k3 ¼ �g3 ~H

TPh�B _d

(
ð20Þ

_k4 ¼ �g4~D
TPd�B _d; _k5 ¼ �g5~D

TPd�Bd;

_k6 ¼ �g6~D
TPd�Bur; _k7 ¼ �g7~D

TPd�B _h

(
ð21Þ

From Eq. (16)–(21), the time derivative of the Lyapunov function can be sat-
isfied as

_V ¼ � 1
2
~XTQ~X\0 ð22Þ

Using the controller of Eq. (14), the control parameter update laws of Eqs. (20)–
(21), (15) and (22) and Barbalat’s lemma, limt!1 ~X ! 0. In the other words, the
following equation is obtained at steady state:

Y � Ym ¼ 0 ð23Þ

Recalling the previous condition of Eq. (8) as limt!1 kYm � Rk ¼ 0 and using
Eq. (23), the tracking error vector E defined in Eq. (9) and the synchronous velocity
error esyn defined in Eq. (10) can achieved at steady state as follows:

E ¼ Y � R ¼ Ym � R ¼ 0

esyn ¼ GE ¼ 0

(
ð24Þ

The block diagram of MRAC for the proposed cross-coupling synchronous
velocity controller of the transformer winding system is shown in Fig. 3.
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4 Simulation and Experimental Results

In coil winding manufacturing, the transformer bobbin is wound to form many
layers of wire coil. Therefore, the winding spindle is driven to spin the bobbin for
winding wire and stopped when the setting number of wire turn is reached. Hence,
the nozzle feed drive system handles the bobbin sliding laterally along the nozzle in
several cycle to form multi-layer of wire coil.

However, for evaluating the synchronous velocity error between WSS and
NFDS, simulation is taken in the condition of making only one layer of wire turn.
Therefore, the reference rotational velocity of WSS is given as a step function
known as a desired winding speed. Accordingly, the reference linear velocity of
NFDS is converted from the reference rotational velocity through the synchronous
scale factor. Actually, the system modeling parameters of the transformer winding
system are unknown or difficult to calculate. For simulation purpose, these
parameters are shown in Table 1. The control parameters are defined as
g0 ¼ g1 ¼ g2 ¼ g3 ¼ g4 ¼ g5 ¼ g6 ¼ g7 ¼ 5, Ph ¼ Pd ¼ diag 1 1½ �. The initial

Fig. 3 Block diagram of the proposed cross coupling synchronous velocity controller

Table 1 System modeling parameters

Parameters Value Unit Parameter Value Unit

a1 5.72 s−1 am1 10 s−1

a0 2.56 s−2 am0 0 s−2

b 6.84 rad/(Nms2) bm 10 s−1

α1 2.16 s−1 αm1 2 s−1

α0 3.25 s−2 α0 0 s−2

β 5.79 1/(Ns−2) βm 2 s−1

ur 2π rad/s ε 5 Ns

λ 0.095 × 10−3 m/rad l 0.6 mm
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values of control inputs Tw; Tf , the state vector X and Xm, the tracking error vector ~X
and the updated control parameters ki i ¼ 0� 7ð Þ are set to zero.

The simulation results of angular velocity of WSS and linear velocity of NFDS
are shown in Fig. 4. The angular velocity of the real WSS is almost tracking the
angular velocity output of the reference model ður ¼ 2pÞ after 1 s as shown in
Fig. 4a, while the linear velocity of the real NFDS is more vibrated than the linear
velocity output of the reference model within 0.5 s early as shown in Fig. 4b due to
a irrelevant value of the update control parameters. However, the linear velocity of
NFDS tracks its reference ðmr ¼ url=2pÞ after 3 s.

The modeling errors and the synchronous velocity error in simulation are shown

in Fig. 5. Both of _~h and _~d converge to zero after 2 s as shown in Fig. 5a, while it
takes 3 s until the synchronous velocity error in Fig. 5b reaches zero.

(a) (b)

Fig. 4 Simulation results of angular and linear velocity. a Angular velocity of WSS. b Linear
velocity of NFDS

(a) (b)

Fig. 5 Simulation results of modeling errors and synchronous velocity error. a Modeling errors.
b Synchronous velocity error between
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The updated control parameters and control inputs of the proposed controller in
simulation are shown in Fig. 6. The control parameters are updated by the update
laws in Eqs. (20)–(21) and obtain the steady state value when the output of the real
axial system reaches the output of the reference system. In Fig. 6a, the control
parameters ðk0 � k3Þ for WSS have small vibration and reach the steady state after
3 s. Meanwhile, the control parameters ðk4 � k7Þ for NFDS are proportional to time
due to the nozzle’s trajectory increased by time.

Additionally, the proposed controller is also tested on the prototype of the
transformer winding system as shown in Fig. 7. By the controlling of DSP
TMS320F28069 chip with the sampling time at 1 ms, the experimental results of
angular velocity of WSS and the linear velocity of NFDS are shown in Fig. 8. In
comparison to the output of the reference model, the angular and linear velocities

(a) (b)

Fig. 6 Updated control parameters and control inputs. a Updated control parameters of WSS.
b Updated control parameters of NFDS

Fig. 7 Experimental setup

452 V. Tu Duong et al.



have more vibration due to the low resolution of hall sensors equipped in DC
motors. The angular velocity of WSS tracks its reference within ±0.05 (rad/s) after
1 s while the linear velocity of NFDS tracks its reference within ±0.015 (mm/s)
after 1.5 s. The modeling errors and synchronous velocity error in experimental

results are shown in Fig. 9a, b, respectively. Both of _~h and _~d converge to zero after
1 s as shown in Fig. 9a. The modeling error of WSS is bounded within ±0.05 (rad/s)
after 1 s while the modeling error of NFDS is bounded within ±0.015 (mm/s) after
1 s. The synchronous velocity error between the angular velocity of WSS trans-
ferred to a linear velocity and the linear velocity of NFDS is shown in Fig. 9. The
synchronous velocity error converges to zero after 2 s and is bounded within
±0.01 (mm).

(a) (b)

Fig. 8 Experimental results of tracking errors. a Angular velocity of WSS. b Linear velocity of
NFDS

(a) (b)

Fig. 9 Experimental results of modeling errors and synchronous velocity error. aModeling errors.
b Synchronous velocity error
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5 Conclusion

In this paper, a cross-coupling synchronous velocity control based on a model
reference adaptive control (MRAC) method for an uncertain model of transformer
winding system with two non-symmetrical axial systems such as a winding spindle
system and a nozzle feed drive system was proposed. MRAC was used to stabilize
the system with unmeasurable physical parameters while the cross-coupling syn-
chronous velocity error was adopted to eliminate the difference of linear velocities
between two axial systems. The proposed controller was built in a DSP based
microcontroller chip equipped to a prototype of transformer winding system. The
simulation results showed that the proposed controller could control WSS and
NFDS to obtain the desired objective. Even though the experimental results had
some vibration in the measured values due to the low resolution of hall sensors, the
effectiveness of the proposed controller was acceptable. This means that the syn-
chronous velocity error could be reduced to ensure the wire coil of transformer
wound with a limited gap/overlapping among wire turns.

References

1. Koren Y (1980) Cross-coupled biaxial computer control for manufacturing systems. J Dyn
Syst Meas Contr 102:265–271

2. Koren Y, Lo CC (1991) Variable-gain cross-coupling controller for contouring. CIRP Annals
Manuf Technol 40:371–374

3. Koren Y, Lo CC (1992) Advanced controllers for feed drives. CIRP Annals Manuf Technol
41:689–698

4. Dam T, Ouyang PR (2012) Position domain contour tracking with cross-coupled control. In:
2012 IEEE international symposium on industrial electronics (ISIE), Hangzhou, pp 1303–
1308

5. Chen BC, Tilbury DM, Ulsoy AG (1998) Modular control for machine tools: cross-coupling
control with friction compensation. In: Proceedings of the 1998 ASME international
mechanical engineering congress and exposition, Anaheim, pp 455–462

6. Sun D (2003) Position synchronization of multiple motion axes with adaptive coupling
control. Automatica 39:997–1005

7. Canigur E, Ozkan M (2012) Model reference adaptive control of a nonholonomic wheeled
mobile robot for trajectory tracking. In: 2012 international symposium on innovations in
intelligent systems and applications (INISTA), Trabzon, pp 1–5

8. Hua CC, Leng J, Guan XP (2012) Decentralized MRAC for large-scale interconnected
systems with time-varying delays and applications to chemical reactor systems. J Process
Control 10:1985–1996

9. Montanaro U, Gaeta A, Giglio V (2014) Robust discrete-time MRAC with minimal controller
synthesis of an electronic throttle body. IEEE/ASME Trans Mechatronics 19:524–537

10. Das A, Lewis FL (2010) Cooperative adaptive control for synchronization of second-order
systems with unknown nonlinearities. Int J Robust Nonlinear Control 21:1509–1524

11. Prakash R, Anita R (2012) Modeling and simulation of fuzzy logic controller-based model
reference adaptive controller. Int J Innovative Comput Inf Control 8:2533–2550

454 V. Tu Duong et al.



12. Xu Q, Jia M (2014) Model reference adaptive control with perturbation estimation for a
micropositioning system. IEEE Trans Control Syst Technol 22:352–359

13. Salvi A, Santini S, Biel D, Olm JM, Bernado, M (2013) Model reference adaptive control of a
full-bridge buck inverter with minimal controller synthesis. In: 52nd IEEE conference on
decision and control, Florence, pp 3469–3474

Cross-Coupling Synchronous Velocity Control for an Uncertain … 455



Comparing Convergence of PSO
and SFLA Optimization Algorithms
in Tuning Parameters of Fuzzy
Logic Controller

Duc-Hoang Nguyen and Manh-Dung Ngo

Abstract The paper presents using the Particle Swarm Optimization (PSO) and
Shuffled Frog Leaping Algorithm (SFLA) to optimally tune parameters of a fuzzy
logic controller stabilizing a rotary inverted pendulum system at its upright equi-
librium position. Both the PSO and SFLA are meta-heuristic search methods. PSO
is inspired by bird flocking behavior searching for food while SFLA is inspired
from the memetic evolution of a group of frogs when seeking for food. In this study,
the rule base of the Fuzzy Logic Controller (FLC) is brought by expert experience,
and the parameters of the controller, i.e. the membership function parameters and
scaling gains, are optimally tuned by the PSO and SFLA such that a predefined
criterion is minimized. Simulation results show that the designed fuzzy controller is
able to balance the rotary inverted pendulum system around its equilibrium state.
Besides, convergent rate of SFLA is faster than that of PSO.

Keywords PSO � SFLA � Optimization � Fuzzy logic controller � Rotary inverted
pendulum system

1 Introduction

A fuzzy logic controller can be considered as a control expert system which sim-
ulates the human thinking. It consists of input and output variables with mem-
bership functions, a set of (IF…THEN) rules and an inference system. Designing
fuzzy controllers involves choosing input and output variables of the controller,
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defining membership functions for each input and output variables, constructing the
rule base reflecting the linguistic relationship between the inputs and outputs, and
tuning the parameters of the membership functions and values of the scaling gains
in order to achieve the required performance. Usually, when designing fuzzy
controllers these parameters are chosen by trial and error. This manual design
method is time-consuming and the control results are not optimal. In order to
overcome this problem, optimization techniques are used to tune parameters of
fuzzy controller to obtain the best possible solution according to a given criterion or
fitness function [1].

Many optimization techniques have been proposed to tune parameters of fuzzy
logic controller. In [2], authors used Genetic Algorithm to tune fuzzy control rules.
The results showed that the fuzzy control rules obtained greatly improve the
behavior of the FLC systems. In [3], authors showed that the PSO can simulta-
neously tune the premise and consequent parameters of the fuzzy rules for the
appropriate design of fuzzy systems. In [4], the Bees Algorithm has been proved to
be a useful tool for tuning fuzzy logic controllers to achieve better performance. In
[5], Ant Colony Optimization (ACO) was applied to design a fuzzy controller,
called ACO-FC. The proposed ACO-FC performance was shown to be better than
other evolutionary design methods on one simulation example. In [6], Shuffled Frog
Leaping Algorithm was used to optimally tune parameters of a fuzzy logic con-
troller stabilizing a ball and beam system at its equilibrium position. Simulation
results show that the designed fuzzy controller is able to balance the ball and beam
system around its equilibrium state and the performance of the fuzzy controller is
better than that of the well-known LQR controller.

In this paper, the authors introduce an application of the Particle Swarm
Optimization and Shuffled Frog Leaping Algorithm in tuning parameters of a fuzzy
logic controller for balancing a rotary inverted pendulum system in the upright
position and compare convergent rate of two these optimization algorithms. This
paper is organized as follows. Section 2 introduces the rotary inverted pendulum
system and dynamics. Section 3 presents overview of the Particle Swarm
Optimization and Shuffled Frog Leaping Algorithm. The description how to design
and tune parameters of the fuzzy controller is given in Sect. 4. Section 5 shows
obtained results and Sect. 6 concludes this paper.

2 Dynamics of the Rotary Inverted Pendulum System

The rotary inverted pendulum is an ideal experiment when introducing important
control concepts such as non-linear systems. It’s a natural unstable nonlinear system
and a powerful tool to check the control theory and control algorithm. Figure 1
depicts the rotary inverted pendulum system.
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System dynamic equations:

a€h� bcos að Þ€aþ bsin að Þ _a2 þG _h ¼ gmggKtKg

Rm
Vm ð1Þ

c€a� bcos að Þ€h� dsin að Þ ¼ 0 ð2Þ

where:

a ¼ Jeq þmr2; b ¼ mLr; c ¼ 4
3
mL2; d ¼ mgL;

E ¼ ac� b2; G ¼ gmggKtKmK2
g þBeqRm

Rm

The parameters of the rotary inverted pendulum system are given in Table 1.
Further information about this system, refer to [7].
The purpose of the paper is to design a FLC that will balance the inverted

pendulum at the upright position when the initial condition is not zero. Parameters
of FLC will be tuned by SFLA and PSO methods. Besides, convergent rate of PSO
and SFLA will be also compared.

Fig. 1 Top view (Left) and side view (Right) of rotary inverted pendulum
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3 Overview of PSO and SFLA Optimization Techniques

3.1 Particle Swarm Optimization (PSO)

PSO is a global optimization technique that has been developed by Eberhart and
Kennedy in 1995 [8]. PSO is a population based search algorithm where each
individual is referred to as particle and represents a candidate solution. Each particle
in PSO flies through the search space with an adaptable velocity that is dynamically
modified according to its own flying experience and also the flying experience of
the other particles. In PSO each particles strive to improve themselves by imitating
traits from their successful peers. Further, each particle has a memory and hence it
is capable of remembering the best position in the search space ever visited by it.

Velocity and position of individual particles updated as follows:

Vkþ 1
i ¼ xVk

i þ c1rand1 Xpi � Xk
i

� �þ c2rand2 Xg � Xk
i

� � ð3Þ

Xkþ 1
i ¼ Xk

i þVkþ 1
i ð4Þ

where:
Vkþ 1
i velocity of particle i at loop k + 1

Xkþ 1
i position of particle i at loop k + 1

x inertia weight
c1; c2 cognitive and social parameters
rand1; rand2 random numbers between 0 and 1

Table 1 Rotary inverted pendulum system model parameters used in simulation

Symbol Description Value Unit

L Length to pendulum’s center of mass 0.335/2 m

M Mass of pendulum 0.125 kg

R Length of arm that attaches to SRV02 0.158 m

G Gravitational constant 9.81 m/s2

Rm Motor armature resistance 2.6 Ohm

Kt Motor torque constant 0.00767 N m/A

Km Motor back-EMF constant 0.00767 V s/rd

Kg Total gear ratio 70

ηm Motor efficiency 0.69

ηg Gearbox efficiency 0.90

Beq Equivalent viscous damping coefficient as seen at the load 4e-3 Nms/rd

Jeq Equivalent inertia as seen at the load 0.0036 kg m2

Vm Control signal 0 ÷ 24 V
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Xpi best “remembered” individual particle i position
Xg best “remembered” swarm position

Flowchart of particle swarm optimization algorithm as in Fig. 2.

3.2 Shuffled Frog Leaping Algorithm (SFLA)

The SFLA is a meta-heuristic optimization method that mimics the memetic evo-
lution of a group of frogs when seeking for the location that has the maximum

Initialize:
- Population size (N)
- Number of memeplexes (m)
- Number of  evolution step within 
each memeplex (iter)

    Generate population (P) randomly

Evaluate the fitness of (P)

      Sort () in descending order

Partition (P) into m memeplexes

              Local search

      Iterative updating the worst frog

          of each memeplex

Determine the best solution

              Convergence

             criteria satisfied ?

     Start

End

Shuffle the memeplexes

   Yes

No

If  f(X) > f(X
p
)  X

p
 = X

Update velocity (3) and position (4)

Initialize:

- Population size (N)

- Inertia weight (w)

- Cognitive and social parameters (c1, c2)

     Generate population (P) randomly 
and velocity is 0

Start

Determine the best solution

                 Convergence 

              criteria satisfied ?

End

   Yes

No

Evaluate the fitness of (P)

If  f(Xp) > f(X
g
)  Xg = Xp

Fig. 2 Flowcharts of the PSO (left) and SFLA (right)
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amount of available food. The algorithm contains elements of local search and
global information exchange. The SFLA involves a population of possible solutions
defined by a set of virtual frogs that is partitioned into subsets referred to as
memeplexes. Within each memeplex, the individual frog holds ideas that can be
influenced by the ideas of other frogs, and the ideas can evolve through a process of
memetic evolution. The SFLA performs simultaneously an independent local
search in each memeplex using a particle swarm optimization-like method. To
ensure global exploration, after a defined number of memeplex evolution steps (i.e.
local search iterations), the virtual frogs are shuffled and reorganized into new
memeplexes in a technique similar to that used in the shuffled complex evolution
algorithm. The flowchart of the SFLA is illustrated in Fig. 2 [6].

4 Design of Fuzzy Logic Controller

This section discusses the design of a fuzzy logic controller for balancing the rotary
inverted pendulum in the upright position presented in Sect. 2. The block diagram
of the control system is shown in Fig. 3.

The PSO and SFLA methods are used to optimize the fuzzy logic controller
obtained from expert knowledge. The controller’s inputs and output are chosen to be
the 4 states of the process (position and velocity of servo load gear, position and
velocity of pendulum arm) and the control moment respectively. Defining 3
linguistic values denoted as NE (Negative), ZE (Zero), and PO (Positive) for each
input variables. The linguistic values are qualified by piece-wise membership
functions defined in the universe of discourse of [−1, 1] as shown in Fig. 4. The
output variable has 9 linguistic values denoted as ZE, Nj (Negative j), Pj (Positive j)
(j = 1 ÷ 4). The index j represents the strength of the linguistic values such that the
higher the index, the stronger the linguistic value. These output’s linguistic values are
qualified by singleton membership functions in the universe of discourse of [−1, 1]
as illustrated in Fig. 4. Notice that the input’s membership functions NE and PO are
symmetric about 0. Similarly, the output’s membership functions Nj and Pj are
symmetric also. By defining symmetric membership functions, the number of

 Pre-processing 

    Bio-Inspired Algorithms – PSO, SFLA 

Fuzzy Rule Base

   Post-processing   Fuzzifier   Defuzzifier
    Fuzzy  
  Inference 

Rotary Inverted Pendulum

Fig. 3 Ideas tune parameters of fuzzy logic controller
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adjustable parameters is reduced. As a result, the optimization problem to be solved
later is easier.

The Sugeno model is used as the basis of the proposed fuzzy logic controller.
The rule base consists of 81 (IF…THEN) rules derived from human knowledge.
The complete rule base presented in Table 2. Ideas of rule base system like
Section IV in [6].

Fig. 4 Input membership functions (i = 1 ÷ 4) (left) and output membership functions (right)

Table 2 Rule base system

# h a _h _a u # h a _h _a u

1 NE NE NE NE P1 42 ZE ZE ZE PO P1

2 NE NE NE ZE P2 43 ZE ZE PO NE N2

3 NE NE NE PO P3 44 ZE ZE PO ZE N1

4 NE NE ZE NE ZE 45 ZE ZE PO PO ZE

5 NE NE ZE ZE P1 46 ZE PO NE NE P1

6 NE NE ZE PO P2 47 ZE PO NE ZE P2

7 NE NE PO NE ZE 48 ZE PO NE PO P3

8 NE NE PO ZE P1 49 ZE PO ZE NE ZE

9 NE NE PO PO P2 50 ZE PO ZE ZE P1

10 NE ZE NE NE P2 51 ZE PO ZE PO P2

11 NE ZE NE ZE P3 52 ZE PO PO NE N1

12 NE ZE NE PO P4 53 ZE PO PO ZE ZE

13 NE ZE ZE NE P1 54 ZE PO PO PO P1

14 NE ZE ZE ZE P2 55 PO NE NE NE N4

15 NE ZE ZE PO P3 56 PO NE NE ZE N3

16 NE ZE PO NE ZE 57 PO NE NE PO N2

17 NE ZE PO ZE P1 58 PO NE ZE NE N4

18 NE ZE PO PO P2 59 PO NE ZE ZE N3

19 NE PO NE NE P2 60 PO NE ZE PO N2

20 NE PO NE ZE P3 61 PO NE PO NE N4

21 NE PO NE PO P4 62 PO NE PO ZE N3

22 NE PO ZE NE P2 63 PO NE PO PO N2
(continued)
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After constructing the structure of the fuzzy controller based on human
knowledge, the next step is to optimize its parameters. The parameters to be
optimized consist of the input membership function parameters X1, X2, X3, X4
(see Fig. 4), the output membership function parameters X5, X6, X7 (see Fig. 4),
and the scaling gains X8, X9, X10, X11, X12 (see Fig. 5). The parameters of the

Fig. 5 Simulation schematic
of the rotary inverted
pendulum

Table 2 (continued)

# h a _h _a u # h a _h _a u

23 NE PO ZE ZE P3 64 PO ZE NE NE N2

24 NE PO ZE PO P4 65 PO ZE NE ZE N1

25 NE PO PO NE P2 66 PO ZE NE PO ZE

26 NE PO PO ZE P3 67 PO ZE ZE NE N3

27 NE PO PO PO P4 68 PO ZE ZE ZE N2

28 ZE NE NE NE N1 69 PO ZE ZE PO N1

29 ZE NE NE ZE ZE 70 PO ZE PO NE N4

30 ZE NE NE PO P1 71 PO ZE PO ZE N3

31 ZE NE ZE NE N2 72 PO ZE PO PO N2

32 ZE NE ZE ZE N1 73 PO PO NE NE N2

33 ZE NE ZE PO ZE 74 PO PO NE ZE N1

34 ZE NE PO NE N3 75 PO PO NE PO ZE

35 ZE NE PO ZE N2 76 PO PO ZE NE N2

36 ZE NE PO PO N1 77 PO PO ZE ZE N1

37 ZE ZE NE NE ZE 78 PO PO ZE PO ZE

38 ZE ZE NE ZE P1 79 PO PO PO NE N3

39 ZE ZE NE PO P2 80 PO PO PO ZE N2

40 ZE ZE ZE NE N1 81 PO PO PO PO N1

41 ZE ZE ZE ZE ZE
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fuzzy controller are optimized according to the quadratic criterion (5), in which the
weighting matrices Q and R are positive definite.

JLQR ¼
Z 1

0
xTQxþ uTRu
� �

dt ð5Þ

The PSO and SFLA methods discussed in Sect. 3 are employed to solve this
optimization problem.

5 Results and Discussions

Matlab and Simulink are used to implement the PSO or SFLA based fuzzy con-
troller. Simulation schematic of the rotary inverted pendulum as in Fig. 5.

The parameters of FLC that need to be tuned are divided into 2 groups. Group 1
consist of 5 variables from X8 to X12 need to be tuned (remaining parameters have
fixed value: X1 = X2 = X3 = X4 = 0.5; X5 = 0.25, X6 = 0.50, X7 = 0.75). Group 2
consist of 12 variables from X1 to X12 are tuned simultaneously. Parameters of
PSO and SFLA is given in Table 3. These parameters are chosen based on many
simulations having best results. The weighting matrices in (5) reflecting the desired
control performance are chosen to be Q = diag[10, 1, 20, 1] and R = 0.1 through a
“trial and error” process.

Evolution of quadratic performance index in case of tuning 5 and 12 parameters
are presented in Fig. 6. Closed responses of system in case of tuning 5 (typically
chosen as using PSO) and 12 (typically chosen as using SFLA) parameters as in
Fig. 7.

Table 3 The PSO and SFLA parameters

N G c1 c2 w m iter Dmax

PSO 50 500 2.5 1.8 0.6

SFLA 50 500 2 10 10 ∞

Fig. 6 Evolution of index in case of tuning 5 (left) and 12 parameters (right)
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Remarks:

• In both cases, it can be observed that SFLA has convergent rate is faster than
PSO despite that PSO has value of objective function is smaller than SFLA in
several of first generations.

• In the case of tuning 12 parameters, SFLA has value of objective function is
smaller than PSO.

Above remarks show that SFLA is better than PSO in terms of convergent rate
and an ability to find global optimal solution. These remarks can be explained as
follows: SFLA is able to exchange information to find global solution better than
PSO does. Agents in SFLA exchange information not only among small groups
(local search) but also entire agents in generation through a process of shuffle
(global search). Besides, the worst agents will be replaced by random agents in
order to escape local optima and increase an ability to find global search. That is
reason why SFLA has faster convergent rate and ability to escape local optima to
find global solutions.

6 Conclusions

PSO and SFLA are techniques that inspired by swarm intelligence, and have proved
to be effective solutions to optimization problems. The objective of this paper is to
compare the convergent rate of these two optimization techniques for a fuzzy logic
controller design. Both PSO and SFLA are employed for tuning the parameters of
FLC in 2 cases: 5 and 12 parameters of FLC are tuned. Overall, the results indicate
that both PSO and SFLA algorithms can be used in the optimizing the parameters of
a fuzzy logic controller to stabilize a rotary inverted pendulum system at its upright
equilibrium position. It can be observed that, in terms of convergent rate, SFLA
approach is faster than PSO in both cases. Besides, SFLA technique has smaller
value of objective function, especially in the case of tuning 12 parameters.

Fig. 7 Closed response of system in case of tuning 5 (left) and 12 (right) parameters
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MIMO Robust Servo Controller Design
Based on Internal Model Principle Using
Polynomial Differential Operator

Sang Bong Kim, Dae Hwan Kim, Pandu Sandi Pratama,
Jin Wook Kim, Hak Kyeong Kim, Sea June Oh and Young Seok Jung

Abstract This paper proposes a controller design method for the multi-input
multi-output robust servo system based on the internal model principle using
polynomial differential operator. To do this task, the followings are done. Firstly,
the basic idea of internal model principle is described. Secondly, the extended
system by operating the polynomial differential operator to a given system with
disturbance under the given conditions of reference and disturbance expressed into
polynomial differential equation form and an output error is introduced. Thirdly, the
controllability checking of the extended systems is done. Fourthly, a state feedback
law is obtained by solving the pole assignment problem with all the poles of the
extended system. Fifthly, a full observer is designed to estimate unknown states.
Sixthly, the proposed control method is applied to a four steering wheel vehicle.
Simulation results show that the proposed method can successfully make the system
with a step and ramp type of disturbance track three references such as step, ramp
and parabola types.

Keywords Internal model principle � Multi-input multi-output � Polynomial
differential equation � Robust servo controller

1 Introduction

The multivariable robust servo system controller design problem is one of the most
interested problems in control engineering field. The servo controller design
problem is usually desired to find a controller for a plant to solve the robust
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servomechanism problem such that the stability of the closed loop system and
asymptotic regulation occur, and also other desirable properties of the controlled
system are satisfied under existences of disturbance and system parameter
perturbation.

To solve the servomechanism problem, several researchers have studied several
design concepts. Davison and Smith [1] considered the servo controller design
problem for the special case that disturbance term is a constant un-measurable case.
Davison [2] considered the output control problem of multivariable systems as
being a multivariable generalization of the classical single-input, single-output
servomechanism problem. The method taken to develop the result relies extensively
on properties of the asymptotic solution of a stable linear constant system subject to
a specified class of forcing function inputs. It was initially shown that the closed
loop system with the proposed controller is controllable if and only if the original
system is controllable. Kim et al. [3] introduced a servo control method with
disturbance rejection and reference signal tracking by adopting the uses of the
internal model principle and bilinear transformation method. However, there was
not shown for the explicit condition and its proof for the controller existence of the
extended system to achieve the robust servo control object.

In this paper, the main result on robust controller is obtained by modifying the
well known concept of the internal model principle shown in Kim et al. [3],
introducing a polynomial differential operator for the state space model and error
signal, and getting its extended system. The servo controller can be easily designed
by using several kinds of regulator design methods. In order to get the robust
controller for the extended system, an existence condition is shown in the view how
to get the controllability for the design of the time-invariant feedback control
system.

2 Preliminaries

A real plant can be expressed by the linear time invariant model as follows:

dx
dt

¼ AxþBuþx ð1Þ

y ¼ Cx ð2Þ

where A 2 Rn�n is the system matrix, B 2 Rn�m is the input matrix, C 2 Rp�n is the
out matrix, x ¼ x1 x2 � � � xn½ �T2 Rn is the system state vector, u ¼
u1 u2 � � � um½ � 2 Rm is the control input vector, y ¼ y1 y2 � � � yp½ �T2 Rp

is the system output vector, x ¼ x1 x2 � � � xn½ �T2 Rn is the unmeasurable
disturbance vector, and m� p.
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The output error vector is defined by

e ¼ yr � y ð3Þ

where yr ¼ yr1 yr2 � � � yrp½ �T2 Rp is the reference output vector, and e ¼
e1 e2 � � � ep½ �T2 Rp is the output error vector.
The following homogeneous differential equations for the ith disturbance xiðtÞ

and the ith reference output vector yri are assumed to be described respectively as:

Lr Dð ÞyriðtÞ ¼ 0 for i ¼ 1� p and Lx Dð ÞxiðtÞ ¼ 0 for i ¼ 1� n ð4Þ

where Lx Dð Þ and Lr Dð Þ are assumed to be described as the following differential
polynomial operators with constant coefficients.

Lr Dð Þ ¼ Dr þ qr�1D
r�1 þ � � � þ q0 and Lx Dð Þ ¼ Dl þ ll�1D

l�1 þ � � � þ l0 ð5Þ

where D ¼ d=dt is the differential operator, qi; li are constant coefficients, r; l are
orders of differential polynomials. Lx Dð Þ and Lr Dð Þ can be expressed as

Lr Dð Þ ¼ RðDÞUðDÞ and Lx Dð Þ ¼ RðDÞVðDÞ ð6Þ

where R Dð Þ is the greatest common divisor of Lr Dð Þ and Lx Dð Þ; and UðDÞ;VðDÞ
are factors of Lr Dð Þ and Lx Dð Þ, respectively.

L Dð Þ is defined as the least common multiple of Lr Dð Þ and Lx Dð Þ and can be
obtained from Eqs. (5) and (6) as the polynomial differential operator as follows:

L Dð Þ ¼ Lx Dð ÞLr Dð Þ
R Dð Þ ¼ U Dð ÞR Dð ÞV Dð Þ ¼ VðDÞLrðDÞ or UðDÞLxðDÞ

¼ DðqÞ þ aq�1D
ðq�1Þ þ � � � þ a0

ð7Þ

where dimfVðDÞg ¼ q� r; dimfUðDÞg ¼ q� l; dimfRðDÞg ¼ lþ r� q; and
dim L Dð Þf g ¼ q� dim Lr Dð Þf g or dim Lw Dð Þf g.

For simplicity, let us consider a single-input single-output (SISO) system case
with disturbance in Eq. (1). Then the block diagram of the closed loop control
system can be shown in Fig. 1.

Fig. 1 Block diagram of a closed-loop control system
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From Fig. 1, the output error after Laplace transform for the reference signal
YrðsÞ with disturbance WðsÞ is obtained as:

EðsÞ ¼ 1
1þGcðsÞGpðsÞ YrðsÞ �

GpðsÞ
1þGcðsÞGpðsÞWðsÞ ¼ ErðsÞ � EwðsÞ ð8Þ

where

ErðsÞ ¼ DpðsÞDcðsÞ
DpðsÞDcðsÞþNpðsÞNcðsÞ

NrðsÞ
DrðsÞ

EwðsÞ ¼ DcðsÞNpðsÞ
DpðsÞDcðsÞþNpðsÞNcðsÞ

NwðsÞ
DwðsÞ

8<
: ð9Þ

The following polynomial equation obtained from Eq. (9) is the closed-loop
characteristic polynomial equation of the closed-loop system depicted in Fig. 1
consisting of the polynomial poles and polynomial zeros of transfer functions of
plant and controller and its roots are the closed-loop poles:

DpðsÞDcðsÞþNpðsÞNcðsÞ ¼ 0 ð10Þ

Theorem 1 (Internal model principle based on least common multiple model) Let
us assume that the given system of Eq. (1) and the controller of GcðsÞ has no
transmission zeros at the origin point and the closed loop poles of Fig. 1 are
located in open left half plane under disturbance condition. Under assumptions of
Eq. (4) for the disturbance and reference signals, the output error eðtÞ of Eq. (3)
becomes zero: limt!1 eðtÞ ¼ 0 if and only if the least common multiple polynomial
for disturbance and reference signals is a factor of DcðsÞ.
Proof of Theorem 1 By the final value theorem, the error function shown in Fig. 1
can be given as:

lim
t!1 eðtÞ ¼ lim

s!0
sEðsÞ ¼ lim

s!0
sErðsÞ � lim

s!0
sEwðsÞ ð11Þ

For the sufficient condition, in order to obtain limt!1 eðtÞ ¼ 0, firstly, the first
term in the right side of Eq. (11) becomes lims!0 sErðsÞ ! 0.

The denominator DrðsÞ of YrðsÞ, Laplace transform of the reference yr, must be
included as a factor of the open-loop characteristic polynomial DpðsÞDcðsÞ. This
means that the tracking controller must be designed in such way that the open-loop
transfer function, GpðsÞGcðsÞ, contains a model of the reference signal to be
tracked.
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For the reference signal of Eq. (8), its Laplace transform can be written by (SISO
case)

YrðsÞ ¼ NrðsÞ
DrðsÞ ¼

Nr0ðsÞ
LrðsÞ yrð0Þ for yðiÞr ð0Þ ¼ 0 ð i ¼ 1; . . .; rÞ ð12Þ

where Nr0ðsÞ ¼ sr�1 þ qr�1s
r�2 þ � � � þ q2sþ q1;

DrðsÞ ¼ LrðsÞ ¼ sr þ qr�1s
r�1 þ � � � þ q1sþ q0; and NrðsÞ ¼ Nr0ðsÞyrð0Þ

When the open loop characteristic polynomial DpðsÞDcðsÞ includes the reference
model of LrðsÞ, DpðsÞDcðsÞ yields:

DpðsÞDcðsÞ ¼ LrðsÞDpcðsÞ or DrðsÞDpcðsÞ ð13Þ

where DpcðsÞ is a common factor of the denominator DpðsÞDcðsÞ of the open-loop
transfer function GpðsÞGcðsÞ.

For the disturbance signal of Eq. (8), its Laplace transform can be expressed by
(SISO case) the form:

WðsÞ ¼ NwðsÞ
DwðsÞ ¼

Nw0ðsÞ
LwðsÞ xð0Þ for xðiÞð0Þ ¼ 0 ð i ¼ 1; . . .; lÞ ð14Þ

where Nw0ðsÞ ¼ sl�1 þ ll�1s
l�2 þ � � � þ l2sþ l1;

DwðsÞ ¼ LwðsÞ ¼ sl þ ll�1s
l�1 þ � � � þ l1sþ l0 and NrðsÞ ¼ Nw0ðsÞxð0Þ:

Using the least common multiple of disturbance and reference signals LðsÞ, the
denominator of the controller can be expressed as

DcðsÞ ¼ LðsÞDwrðsÞ ¼ DrðsÞVðsÞDwrðsÞ ¼ DwðsÞUðsÞDwrðsÞ ð15Þ

where DwrðsÞ is a common factor of two signals.
The steady state error with respect to reference signal using Eqs. (11), (12) and

(15) can be obtained as

lim
t!1 erðtÞ ¼ lim

s!0
sErðsÞ ¼ lim

s!0
s

½sr�1 þqr�1s
r�2 þ � � � þ q2sþ q1�DpðsÞDwrðsÞyrð0Þ

½sq þ aq�1sq�1 þ � � � þ a1sþ a0�DpðsÞDwrðsÞþNpðsÞNcðsÞ
¼ lim

s!0
s

q1Dpð0ÞDwrð0Þyrð0Þ
a0Dpð0ÞDwrð0ÞþNpð0ÞNcð0Þ ¼ 0

ð16Þ

where Npð0Þ and Ncð0Þ are not zero because the transmission zeros are not at the
origin that is, NpðsÞ ¼ det½RSMðsÞ� ¼ det½ðsI � AÞGpðsÞ� 6¼ 0 at s ¼ 0 and NcðsÞ is
also done similarly.
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RSMðsÞ ¼ sI � A B
�C 0

� �
: Rosenbrock system matrix ð17Þ

And the steady state error with respect to disturbance signal using Eqs. (11), (14)
and (15) can be obtained as

lim
t!1 ewðtÞ ¼ lim

s!0
sEwðsÞ

¼ lim
s!0

s
½sl�1 þ lr�1s

l�2 þ � � � þ l2sþ l1�UðsÞDwrðsÞNpðsÞxð0Þ
½sq þ aq�1sq�1 þ � � � þ a1sþ a0�DpðsÞDwrðsÞþNpðsÞNcðsÞ

¼ lim
s!0

s
l1Uð0ÞDwrð0ÞNpð0Þxð0Þ

a0Dpð0ÞDwrð0ÞþNpð0ÞNcð0Þ ¼ 0

ð18Þ

To satisfy eðtÞ ! 0 for t ! 1, the two error conditions of erðtÞ ! 0 and
ewðtÞ ! 0 must be satisfied simultaneously. Therefore, the controller GcðsÞ must
includes the least common multiple LðsÞ in its denominator DcðsÞ.

As we can see, from the results of Eqs. (16) and (18), if the controller GcðsÞ
includes the order of the least common multiple polynomial model for reference
and disturbance signals as a factor of DcðsÞ, the tracking error eðtÞ becomes zero for
t ! 1:

The necessary condition is as follows:
If limt!1 eðtÞ ¼ 0, the least common multiple polynomial for disturbance and

reference signals LðsÞ is a factor of DcðsÞ, that is, LðsÞ is included in DcðsÞ of GcðsÞ.
For the proof of the necessary condition, the contradiction of ‘LðsÞ is not a factor of
DcðsÞ’ is considered.

From dim L sð Þf g� dim Lr sð Þf g or dim Lw sð Þf g, the followings are obtained:

(1) dim Lr sð Þf g ¼ dim Lw sð Þf g ! dim L sð Þf g� dim Lr sð Þf g or dim Lw sð Þf g
(2) dim Lr sð Þf g� dim Lw sð Þf g or dim Lr sð Þf g� dim Lw sð Þf g

! dim L sð Þf g� dim Lr sð Þf g or dim Lw sð Þf g
As the results, it contradicts the assumption that LðsÞ is not a factor of DcðsÞ.

Theorem 1 shows that when the dimension of the controller is equal or larger than
the dimension of the reference or the disturbance model as the following, then
eðtÞ ! 0 for t ! 1:

dim DcðsÞf g� dim LrðsÞf g or dim LwðDÞf g

But, whenDcðsÞ does not include the least commonmultiple model of LðsÞ, that is,
the controller has the relation as the following dimension, then eðtÞ does not go to zero:

dim DcðsÞf g� dim LrðsÞf g or dim LwðsÞf g

So, to satisfy eðtÞ ! 0, at least, the least common multiple model should be
included in DcðsÞ.
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In Theorem 1, the operator LðDÞ should become a factor of the open-loop
characteristic polynomial DpðDÞDcðDÞ such that DpðDÞDcðDÞ ¼ QðDÞLðDÞ which
QðDÞ is a polynomial. From the above stated result, the IMP can be incorporated
into the state equation form based on the polynomial differential operator. In order
to satisfy the internal model principle (IMP) for the robust tracking control system,
the reference polynomial differential operator of LðDÞ must be operated on
Eqs. (1)–(3).

3 Robust Tracking Controller Design Method
for MIMO System

Kim et al. [3] applied the tracking controller concept based on the previous stated
Theorem 1 to the single input and single output system (SISO), but in the case of
multi-input and multi-output (MIMO) system, it is not directly applicable and also it
is very difficult to incorporate the design concept. Therefore, we should consider a
different type of the robust tracking controller design concept.

In order to adopt the IMP of Sect. 2 to the robust MIMO tracking control system,
we will introduce the polynomial differential operator stated in the previous section
and get an extended system.

Operating L Dð Þ for xi and yri of Eq. (4), the following are obtained

LðDÞyri ¼ UðDÞRðDÞVðDÞyri ¼ VðDÞLrðDÞyri ¼ 0
LðDÞxi ¼ UðDÞRðDÞVðDÞxi ¼ UðDÞLwðDÞxi ¼ 0

�
ð19Þ

where the dimension of q holds q� l or q� r.
Firstly, to eliminate the effect of disturbance in Eq. (1), operating the polynomial

differential operator of LðDÞ to both sides of Eq. (1) by using Eqs. (6) and (19) can
be written as

d
dt

LðDÞxf g ¼ ALðDÞxþBLðDÞu ð20Þ

The ith output error of Eq. (3) can be written as

eiðtÞ ¼ yiðtÞ � yriðtÞ for i ¼ 1� p ð21Þ

Secondly operating LðDÞ to Eq. (21) and using the property of Eq. (19), the
followings can be obtained.

LðDÞeiðtÞ ¼ Dqei þ aq�1Dq�1ei þ � � � þ a1Dei þ a0ei
¼ LðDÞyi � LðDÞyri ¼ ciLðDÞxi for i ¼ 1; . . .; p

ð22Þ
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From Eq. (22), the following can be obtained as the matrix form:

_zi ¼ MiLðDÞxþNzi ¼
0
0
..
.

cTi

2
664

3
775LðDÞxþNzi ð23Þ

where

N ¼

0 1 0 0 � � � 0

0 0 1 0 � � � 0

0 0 0 1 � � � 0

..

. ..
. ..

. ..
. . .

. ..
.

0 0 0 0 � � � 1

�a0 �a1 �a2 �a3 � � � �aq�1

2
6666666664

3
7777777775
2 Rq�q; Mi ¼

0

� � �
cTi

2
64

3
75 ¼

0

0

..

.

1

2
66664

3
77775c

T
i 2 Rq�n; ci 2 Rn

CT ¼ c1 c2 � � � cp½ � 2 Rn�p; and zi ¼ ei Dei � � � Dq�1ei
� �T2 Rq

By combining the operated system, Eqs. (20) and (23), an extended system can
be obtained as follows:

_xe ¼ Aexe þBev ð24Þ

where

Ae ¼

A 0 � � � 0 0
0

cT1

� �
N 0 ..

.
0

0

cT2

� �
0 N 0 ..

.

..

. ..
. . .

. . .
.

0
0

cT2

� �
0 � � � 0 N

2
66666666666664

3
77777777777775

2 Rðnþ pqÞ�ðnþ pqÞ; Be ¼

B

0

..

.

..

.

0

2
66666664

3
77777775

ðnþ pqÞ�m

;

xe ¼

LðDÞx
z1
z2

..

.

zp

2
66666664

3
77777775
2 Rnþ pq
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xe ¼ LðDÞxT zT
� �T is an extended system state variable vector, v ¼ LðDÞu 2 Rm

is a new control law for the extended system, and z ¼ zT1 zT2 � � � zTp
� �T2 Rpq is

an error variable vector for the extended system.
A new control law for the extended system is defined by the following form:

v ¼ LðDÞu ¼ �Fxe 2 Rm ð25Þ

where F ¼ Fx Fz½ � 2 Rm�ðnþ pqÞ is a feedback control gain matrix, and Fx 2 Rm�n

and Fz 2 Rm�pq are feedback control gain matrices for LðDÞx and z, respectively.
A new error variable vector for the extended system can be defined as

f ¼ L�1ðDÞz ð26Þ

where f ¼ fT1 fT2 � � � fTp
h iT

2 Rpq, and fi 2 Rq for i ¼ 1; . . .; p

Using Eqs. (25) and (26), the control law of Eq. (1) can be obtained as follows:

u ¼ �Fxf ¼ � Fx Fz½ � x
f

� �
ð27Þ

where xf 2 Rnþ pq is a new extended system variable vector.
From Eqs. (24) and (25), the closed loop system of the extended system is

_xe ¼ ðAe � BeFÞxe ð28Þ

Theorem 2 shows that the servo controller problem for Eq. (1) with reference
and disturbance of Eq. (4) becomes a regulator design problem for the extended
system of Eq. (24) such that the closed loop system of Eq. (28) is asymptotically
stabilized by designing the feedback control law of Eq. (25) with a feedback control
matrix F so as to be Re kiðAe � BeFf g\0. The controllability checking of extended
system can be obtained from [4].

Theorem 3 (Regulator design) Consider the system of Eq. (1) and assume that
Theorem 2 holds; then there exists gain matrix F ¼ Fx Fz½ � so that the closed
loop control system obtained by applying the feedback control law of Eq. (25) to the
extended system of Eq. (24) is asymptotically stable, i.e. there exists a gain matrix
F ¼ Fx Fz½ � so that the following matrix is asymptotically stable [5].

AF ¼ Ae � BeF ¼ Ae � Be Fx Fz½ � ð29Þ

When the feedback control law of the extended system of Eq. (24) is eðtÞ ! 0
as t ! 1 designed based on Theorems 2 and 3, the output error vector of Eq. (21)
becomes
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Since xe ! 0 by regulator design result, that is xe ! 0 means LxT zT
� �T! 0

as follows:

xe ¼ LðDÞxT zT1 zT1 � � � zTp
� �T

¼ LðDÞxT e1 eð1Þ1 � � � eðq�1Þ
1

h iT
� � � � � � ep eð1Þp � � � eðq�1Þ

p

h iT� �T

ð30Þ

As the result, the error eðtÞ ¼ e1ðtÞ e2ðtÞ � � � epðtÞ½ �T! 0 as t ! 1:

Theorem 4 (Stabilizing servo compensator) Let a new control input v in Eq. (25)
be given for the extended system of Eq. (24) such that the extended system satisfies
Theorem 2 and also based on Theorem 3, the new control input is obtained by well
known regulator design methods [1, 3, 5–7]. Then, the robust servo compensator is
given by the following form:

df
dt

¼ Nzfþ Ife ð31Þ

where f is a new error variable vector defined by

f ¼ L�1ðDÞz ¼ fT1 fT2 � � � fTp
h iT

2 Rpq; fi 2 Rq for i ¼ 1; . . .; p

The proof of theorem 4 can be obtained from [4].
In Theorem 4, the servo compensator of Eq. (31) includes the model of reference

and disturbance signals since the matrix Nz is composed of the least common
multiple model of two signals. It proposes the internal model principle based on the
polynomial differential operator. The configuration of the proposed servo control
system can be described as shown in Fig. 2.

-

- u ye

x

ζ
x Ax Bu ω= + +

+

-
ry x

C

Observer
x̂

ω

zN I eζζ ζ= + zF

xF

Fig. 2 Configuration of the proposed servo control system
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4 Simulation Results

To verify the effectiveness of the proposed controller design method, our controller
is compared with PI controller for a four steering wheel vehicle as a MIMO system
with two inputs and two outputs as given in [8]. By defining the state vector
x ¼ j c½ �T , input vector u ¼ df dr½ �T and output vector y ¼ j c½ �T , the
system matrices of the four steering wheel vehicle model in [8] can be written in the
state-space form as follows (Fig. 3):

A ¼
� 2 Cf þCrð Þ

mV � 2 lf Cf�lrCrð Þ
mV2 � 1

� 2 lf Cf�lrCrð Þ
Jz

� 2 l2f Cf�l2r Crð Þ
JzV

2
64

3
75 ¼ �3:41 �0:9045

46:5451 3:173

� �

B ¼
2Cf

mV
2Cr
mV

2Cf

Jz
� 2Cr

Jz

" #
¼ 1000 2069

18:046 �37:3367

� �
;

C ¼ 1 0

0 1

� �

where j and c denote the sideslip angle and yaw rate of vehicle at the CG; m is the
vehicle mass; Jz is the yaw moment of inertia about its mass centre z-axis; V denotes
the velocity of vehicle; lf and lr are the distances from the CG (centre of gravity) to
the front and rear axles; df and dr denote the steering angles of front and rear tires; Cf

and Cr denote the lateral stiffness of the front and rear tires, respectively.

4.1 PI-MIMO Controller

The tunable gain matrices of KP and KI have eight tunable variables. Initial values
for the controller are generated as shown in [8]. The gain value for PI-MIMO
controller in this simulation was chosen as:

KP ¼ 0:5 2
2 0:5

� �
KI ¼ 0:5 0:1

0:1 0:5

� �

+
x Ax Bu

y Cx

= +
=

PK

IK∫ +

u yry +

-

e

Fig. 3 PI-MIMO controller
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4.2 The Proposed Servo Control System

The proposed servo control system is shown in Fig. 2. The parameters, controller
gains and servo compensators for 3 types of reference signals are obtained by using
the proposed robust servo controller design method as shown in Table 1.

4.3 Step Reference

Simulation results using step reference for the proposed method and the PI-MIMO
controller are shown in Figs. 4, 5 and 6. Figure 4 shows the control inputs using for
the proposed method and the PI-MIMO. Figure 5 shows that the outputs of the
controllers used for both methods track the reference values and stabilize the plant
after finite time. As we can see, the outputs of controller using the proposed method
can track the reference signal faster than the output of the controller using the
PI-MIMO. Figure 6 shows that the output errors of the controllers using both
methods converge to zero and stabilize the plant after finite time. However, the
output errors of the closed loop system using the proposed method can become zero
faster than the output errors of the controller using the PI-MIMO.

4.4 Ramp Input

Simulation results using ramp input for the proposed method and the PI-MIMO
controller are shown in Figs. 7, 8 and 9. Figure 7 shows the control inputs using
both methods. Figure 8 shows that only the outputs of the controller using the
proposed method can track the reference signals and stabilize the plant after finite
time. The outputs of the controller using the PI-MIMO cannot track the reference
signal. Furthermore, Fig. 9 shows that the output errors of the controller using the
proposed method converge to zero and stabilize the plant after finite time. On the
other hand, in the controller using the PI-MIMO, the steady state errors exist.

4.5 Parabolic Input

Simulation results using parabolic input for the proposed method and the PI-MIMO
controller are shown in Figs. 9, 10 and 11. Figure 9 shows the control inputs using
both methods. Figures 10 and 11 show the same results as shown in the case of
ramp for the parabolic type of reference signal, that is, PI controller has steady error
for the given parabolic signals (Fig. 12).
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5 Conclusions

This paper proposed a controller design method for the multi input multi output
(MIMO) robust servo systems using polynomial differential operator based on the
internal model principle. In this paper, the servo system design was done as follows.
Firstly, the basic idea of internal model principle was described. Secondly, the
extended system including reference and disturbance in polynomial differential
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Fig. 10 Control inputs of PI and proposed methods for parabolic reference
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equation form was introduced. Thirdly, the controllability checking of the extended
system was done. Finally, the state feedback law was obtained by solving the pole
assignment problem with all the poles of extended system in the specific region. In
order to show the effectiveness of proposed method, the simulation was done.
Simulation results showed that the proposed method could make the system track
the reference.
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Design and Control Automatic
Chess-Playing Robot Arm

Nguyen Duy Anh, Luong Thanh Nhat and Tran Van Phan Nhan

Abstract This paper presents a 3DoF robot manipulator system which can play
chess physically with human. The system consists of three main parts: a computer
vision program written by Visual Studio to recognize chess moves, a chess program
to choose the best move to response and a robot arm to perform chess move on a
real chessboard. In this paper, the authors focus on analyzing mechanical design,
methods to detect chess moves and algorithm applied to control the SCARA robot
arm. Based on the design, a robot arm was manufactured and set up. Chess matches
between robot and human were held to experiment the operation of robot arm as
well as the result of the matches.

Keywords Chess robot � Chess program � SCARA

1 Introduction

Chess is a two-player strategy game played on chessboard. The question is: “What
will happened if the opponent is a robot?”. Nowadays, super computers can beat
chess grand masters, however, there must be one man who reads the result of
calculation from the computer, then, execute the move on chessboard [1].
Therefore, an autonomous chess-playing process has been being researched in the
world. In Vietnam, there have not been any researches about autonomous
chess-playing system, authors decided to manufacture a robot arm which can play
chess automatically and physically.
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In the first part of project, SolidWorks was used to calculate and design struc-
ture, dimension of links, joints of robot arm. In the second part, one camera hung
above the chessboard and taking pictures to detect chess moves. A chess-playing
program written on Visual Studio will evaluate and find the best move for robot. In
the final part, a PID controller was used to control position of robot arm. A whole
system is briefly described in Fig. 1.

2 Mechanical Design

2.1 Kinematics

The kinematics model was built by the algorithm of Denavit Hartenberg; the DH
parameters are the relationships among the robot’s serial links. Base on require-
ments of the system, the SCARA type was used that has a schematic shown in
Fig. 2. The DH parameters according to the configuration of the SCARA are
presented in Table 1.

Considering Table 1 and Fig. 2, the forward kinematic equations are obtained as
follows:

x ¼ l2c h1 þ h2ð Þþ l1ch1 ð1Þ

y ¼ l2s h1 þ h2ð Þþ l1sh1 ð2Þ

z ¼ h1 þ h2 � d3 ð3Þ

where c h1 þ h2ð Þ ¼ cos h1 þ h2ð Þ; s h1 þ h2ð Þ ¼ sin h1 þ h2ð Þ; s h1ð Þ ¼ sin h1ð Þ;
c h1ð Þ ¼ cos h1ð Þ

COMPUTER UNIT
(Execute: image processing ,

playing chess program )

WEBCAM UNIT 
 (Use Logitech C170 to 
identify chess moves )

MICROCONTROLLER 
UNIT

(Use STM32F4)

POWER UNIT
(Use 3 DC servo 
and 1 RC servo)

USB

R
S 

23
2

Robot’s
move

Opponent’s move

%PWM,
Kp, Ki,Kd 

Encoder

Fig. 1 System diagram
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And the inverse kinematics is calculated as follow:

d3 ¼ h1 þ h2 � z ð4Þ

h2 ¼ � arccos
x2 þ y2ð Þ � ðl21 þ l22Þ

2 � l1 � l2

� �
ð5Þ

h1 ¼ arcsin
x2 þ y2 þ l21 � l22ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2xl1Þ2 þð2yl1Þ2

q
0
B@

1
CA� arccos

2 � y � l1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2xl1Þ2 þð2yl1Þ2

q
0
B@

1
CA ð6Þ

where �130� � h1 � 130�;�160� � h2 � 160�; d3 : 0� 250mm

2.2 Robot Arm Design

Figure 3 describes that link I is driven by motor I through a closed coupling I, link
II is driven by motor II which is connected with link I by a closed coupling II.
Motor III controls the height position of the end-effector through a mixed trans-
mission between ball screw and timing belt. Figure 4 shows the 3D design of the
robot arm and Fig. 5 shows the gripper designed by SolidWorks.

l1 l2

h 1

d 3

h
2

Z0

X0

Y0

Z1

X1

Y1

Z2

X2

Y2

Z3

X3

Y3

Fig. 2 Kinematic diagram
with geometric configuration
[2]

Table 1 DH parameters Link ai (mm) αi (°) θi (°) di (mm)

1 l1 0 h1 h1 þ h2
2 l2 180 h2 0

3 0 0 0 d3
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1

2

3 4 5 6 7 8

9

10

n1

n2

n3

1. Motor I
2. Closed coupling I 
3. Link I 
4. Closed coupling II
5. Motor II
6. Motor III
7. Link II
8. Ball screw
9.Timing belt trans-
mission
10. End-effector

Fig. 3 Schematic diagram of chess-playing robot arm

Fig. 4 3D design of the robot arm. 1 Base; 2 Link 1; 3 Link 2; 4 Link 3

Fig. 5 3D design of the gripper
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3 Algorithm for Detecting Chess Moves

Logitech C170 webcam was used to perceive the chess moves (Fig. 6) and con-
nected with the computer via USB port. The process (Fig. 7) began with camera
calibration to ensure the precision of capturing pictures, then, a picture of an empty
chessboard (chessboard without chess piece) was taken. After every chess move,
camera will capture an image and execute image subtraction to determine if the
chess piece was presented on each chess cell.

Pre-processing Image:
Two steps of pre-processing: Crop (Fig. 8) and Grayscale (Fig. 9) were executed to
improve image’s quality. Chess board is a square, but the image taken by camera is
in rectangular shape, therefore, unnecessary parts must be cropped to focus on 64
squares of the chessboard. In addition, images taken by camera are in RGB scale so
they have three different layers that will complicate the process, so, converting
those images into Grayscale which has only one layer is necessary (Fig. 10).

Fig. 6 Webcam C170 used in
experiment

Taking picture after each 
chess move

Image Subtraction

Compare with Threshold

Divide into 64 squares

Determine 
chessboard matrix

Output chess move

Pre-processing Image

Fig. 7 Detecting chess move
diagram
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3.1 Image Subtraction

This method was applied to find differences between two input pictures. After
subtraction, pixel value will be compared with threshold, the position of each chess
piece will be shown in a Binary picture (Fig. 11).

Fig. 8 Cropped image in RGB scale

Fig. 9 Image in gray scale format

Fig. 10 Image taken after opponent’s move
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3.2 Determine Chessboard Matrix

Based on the results of Binary Image, a 8 × 8 chess board matrix will be created
respectively with 8 × 8 chess board, and chess cells that chess piece is standing on
will have a value of “1”, otherwise, the value is “0” [1] (Figs. 12 and 13).

Information combined from two matrices (before and after opponent’s move),
the chess move will be determined easily by a “delta matrix” (Fig. 14). In “Delta
matrix”, “−1” element describes the chess move beginning point, “1” element
describes the chess move ending point. Then, we compare the matrix with chess
board notation in Fig. 15 to record the move.

After image processing, the chess programming on computer will calculate and
compute chess move to response to the opponent. Chess programming uses a
library containing: opening moves and sample moves [3]. In addition, the program

Fig. 11 Binary image after subtraction

Fig. 12 Chess board matrix before opponent’s move

Fig. 13 Chess board matrix after opponent’s move
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applied Min-max and Alpha-beta algorithm to choose the best move from all
possible moves [4]. The selected move will be sent to the microcontroller to control
robot arm grip and drop chess pieces on the real chessboard.

4 Control System

Control system diagram was shown in Fig. 16. Microcontroller receives chess
moves sent from PC via RS232, processes and control motors. Positions of motor
will response to microcontroller by encoder. Working range of robot arm was
limited by limit switches.

When design the control system, it was necessary to select the appropriate
actuators. In this case, DC servo motors were chosen because of its high accuracy
and easy control. The system needs a position control algorithm in order to help the
robot arm reach correct position. Because the motor’s parameters are not enough for
the simulation, PID algorithm with the Zeigler–Nichols II method using feedback
signal from encoder was applied to calculate and create the PWM signal to control
the position of the motor’s angle. When the system is turned on, it is necessary to
initialize PID parameters, enable microcontroller’s interrupt and move the robot
arm to “HOME” position in order to reset the encoder. Then, the system returns to
waiting state, waiting for the process enable bit in RS232 interrupt. When the
computer sends a process statement to microcontroller, the process is enabled, the
arm reaches each position from start to end in sequence through PID position
algorithm subroutine.

Fig. 14 Delta matrix after chess move

Fig. 15 Chess board notation
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5 Experiment and Results

5.1 Robot Arm

According to the 3D design, authors manufactured entire robot arm and the gripper
to test the operating of system in real match. Robot’s material is Acrylic plastic
PMMA (Figs. 17 and 18).

Microcontroller
STM32F407

RS232

Motor

Driver

Limit switch

Encoder

5V power source 
for microcontroller

24V power source 
for motor

5V power source 
for encoder

Camera

AC Source

Fig. 16 Control system block diagram

Fig. 17 Experimental setup

Fig. 18 Gripper of robot arm
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5.2 Trajectory Simulation Processing

The Figs. 19 and 20 show the straight trajectory of robot end-effector when pro-
cessing a move the Knight from B8 (261;−120;0) to C6 (357;−72;0) using
MATHLAB simulation. The move started from stand by position (24;185;250).

Fig. 19 Robot model in
Mathlab

Fig. 20 End-effector’s trajectory
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5.3 Image Processing

In Fig. 21, there are three images, the first is empty chess board’s image, the next
two images are the chess board before and after opponent’s move. It can be seen
from the picture, white pawn was moved from E2 to E4 and the result of process is
written in the textbox. Image processing’s accuracy is secured if we provide low
noise lighting condition and place chess pieces within square area.

5.4 Testing System in Real Chess Match

The system include: standard FIDE chessboard, camera, robot manipulator, pro-
grams on computer. To secure lighting condition, an additional lamp was used and
placed above the chessboard (Fig. 17). Five chess games versus five different
random opponents were held and the results were shown in Table 2.

Gripper’s errors include impact between gripper and different chess pieces when
moving as well as the opening distance of gripper is not wide enough to release
chess piece. The position accuracy of robot arm is based on how it put chessmen
right in the square on the chessboard. If the footprint intersects with the borderline,

Fig. 21 Image process interface designed by Visual Studio

Table 2 Results of five matches

Match
no.

Result Total
moves
executed

Total
error
moves

Causes of error moves

Position
error of
robot arm

Gripper
impact
chess piece

Gripper do not
release chess
piece

Sum 159 8 2 5 1

Percentage (%) 5.03 1.26 3.14 0.63
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it will be known as error. Otherwise, if the footprint’s center and the center of
chessboard’s square are not coincident, it will be acceptable.

5.5 Assess the Result

After five matches, it can be seen that the working of system is stable, follow the
setting sequence: taking picture, image processing, choosing best move and moving
chess pieces on physical chessboard. There is no failure when system process
images and transmit data, however, the match will stop if the gripper do not release
chessman or chess piece was not placed inside chess cell. Accuracy of moving
chess pieces decrease after every move because of robot’s repeatability error and
vibration of the gripper when moving. These make error happened easily when
matches last longer than 30 moves.

6 Conclusion

The paper gives an overview of an automatic chess-playing robot which consists of
three main modules. The system was experimented with human opponents in real
matches and the results were really positive (high accuracy percentage, stable, etc.
…). The robot arm can be used for research, educational purpose and entertainment.
Module design makes it easy to be developed (both hardware and software) and
able to compete in rapid and blitz chess game. The paper also help authors get the
basic experience to expand their research on developing an autonomous system in
industry combining image processing and artificial intelligence for making deci-
sions. This opens up new opportunities to apply it to industrial applications where
the system can be improved to adapt to the changes of the objects that it’s currently
working on. Making it a highly automated system that is capable of taking the
appropriate action in most cases without human intervention.
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Adaptive Controller Design
for Mechanical Transmission
Systems with Backlash

Nguyen Duy Anh, Tran Ngoc Cong Thuong and Nguyen Tan Tien

Abstract Backlash is one of the nonlinear characteristics which has a huge impact
to the precision of mechanical transmission systems. This paper proposes methods
and experiments on model of a transmission system using lead screw and nut. The
anti-backlash methods are backlash inverse and adaptive control. Firstly, mathe-
matical function of backlash and inverse backlash are presented based on research
of Gang Tao. After that, model of mechanical transmission are proposed to design
an adaptive controller for the systems which have backlash. Finally, the results of
the experiments are shown. In this part, the results of backlash inverse and adaptive
control are also presented for comparing and discussing.

Keywords Mechanical transmission systems model � Backlash � Adaptive control

1 Introduction

In mechanical engineering, backlash, sometimes called lash or play, is clearance or
lost motion in the mechanism caused by gaps between the parts. Backlash exists in
almost any transmission systems of industrial machine and is one of the nonlinear
characteristic which has an impact to the accuracy of position and velocity control.

Systems with backlash are not suitable for application that require high accuracy.
The motor will lose control with the load when the gap opens. This leads to bad
affects to the systems, especially when a disturbance acts on the load, or when
motor has to take a corrective action in the opposite direction to where the load is
moving or is positioned at the time. Furthermore, the force or moment generated by
the motor drives only the motor itself (and the parts of the transmission before the
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backlash) and not the load. One might claim that in those instances the load is
“uncontrollable”.

The control of transmission systems with backlash has been researched since
1940s [1], both linear and nonlinear controllers are applied. Some linear controllers
can be listed such as: PI, PID and state feedback control. The main analytical tool to
describe the backlash has been the describing function technique. Besides, backlash
inverse approximating method, non adaptive and adaptive controllers are also used
to control the systems. These researches was presented in the survey about con-
trolling with backlash of Mattias Nordian and Per-Olof Gutman [1]. However, most
of the researches only propose methods and simulation, experiments are still
limited.

In this paper, authors utilize two anti-backlash methods to experiment and take
the results, including: backlash inverse, and adaptive control. Based on the results,
efficiency of the controllers are evaluated and discussed.

The paper has six sections: Sect. 1 is introduction about backlash, impaction and
researches of backlash on mechanical transmission systems as presented. Section 2
proposes the model of backlash and anti-backlash method by backlash inverse
based on research of Gang Tao. Section 3 presents the model of mechanical
transmission systems, the theory for adaptive control is presented in Sect. 4.
Section 5 presents, compares and analysis the results from the experiments of the
controllers and final is the conclusion.

2 Backlash and Backlash Inverse

This section presents mathematical model of backlash and inverse backlash. Next is
the method to identify backlash parameters in actual transmission systems. This
section is theoretical basis to apply backlash inverse controller and backlash inverse
combine with linear controller.

2.1 Backlash

According to results of [2], backlash function (Bð�Þ) can be expressed by this
equation:

_u tð Þ ¼ mb _v tð Þ if ð _v tð Þ[ 0 and u tð Þ ¼ mb v tð Þ � crð ÞÞ
orð _v tð Þ\0 and u tð Þ ¼ mb v tð Þ � clð ÞÞ

0 other

(
ð1Þ

With u: output, v: input, cr: right limitation, cl: left limitation, mb: slope of the
line, cr and cl are constants, _u tð Þ ¼ 0 means that output was not change with the
change of input signal. Figure 1 illustrates mathematical model of backlash.
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2.2 Backlash Inverse

Gang Tao and Kokotovic propose a backlash inverse function to remove impaction
of backlash [2]. Backlash inverse function (BIð�Þ) which is illustrated by Fig. 2
satisfies the condition BIð�Þ � Bð�Þ ¼ I, and can be expressed by the equations:

_v tð Þ ¼

1
m _ud tð Þ if _ud tð Þ � 0 and v tð Þ ¼ ud tð Þ

m þ cr
� �

or ð _ud tð Þ\0 and v tð Þ ¼ ud tð Þ
m þ clÞ

0 if _ud tð Þ ¼ 0
g s:tð Þ if ð _ud tð Þ[ 0 and v tð Þ ¼ ud tð Þ

m þ clÞ
�g s:tð Þ if ð _ud tð Þ\0 and v tð Þ ¼ ud tð Þ

m þ crÞ

8>>>>>><
>>>>>>:

ð2Þ

With: d s� tð Þ: direct impulse function, ud: input, v: output, cr: right limitation,
cl: left limitation, m: slope of line.

Fig. 1 Backlash model

Fig. 2 Backlash inverse
model
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2.3 Backlash Identifying Method

vðtÞ is the input, uðtÞ is the output; m; cr; cl are the parameters of backlash function.
The parameters are identified by geometrical method: the input is a triangle

signal with constant amplitude and frequency, the output of the system will be
trapezoid (Fig. 3). Position error appears because of backlash when the system
reverse direction. Assume that m ¼ 1; cl ¼ cr; then backlash parameters are cal-
culated at the reversing position by geometric.

Formula:

m ¼ cr þ cl
t2 � t1

ð3Þ

With t1; t2 are the moment between two creasing position of the output signal
which can be measured. Slope can be identified. Based on relations between
m; cr; cl which is assumed above, cr; cl are calculated.

2.4 Backlash Inverse Controller

With the identified parameters above, backlash inverse is calculated. To reduce
backlash in mechanical transmission systems, backlash inverse is applied to the
control systems after the control signal ud as the block diagram in Fig. 4.

If the backlash function Bð�Þ is pure backlash, backlash inverse BIð�Þ can
eliminate error completely. However, error still appears in systems using backlash
inverse. This problem will be discussed and solved in next sections.

Slope

Backlash output signal

Idea output signal

Fig. 3 Identify backlash parameters

B(.)
ud yu

G(.)

Black box

BI(.)
v

Fig. 4 Backlash inverse controller model
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3 Mechanical Transmission Model

A general mechanical transmission system can be modeled to a system which
includes: gain k, damper c and spring K. The differential equation which is the
relation between the input signal (angular of motor) and the output signal (out
position) is:

x ¼ k� uþK � _uþ c � €u ð4Þ

With: X—out position, u—angular of motor, k—gain, K—stiffness of spring,
c—damper coefficient.

Laplace Eq. (4), we obtain:

X sð Þ ¼ kþKsþ cs2
� �

u Sð Þ

u Sð Þ
X sð Þ ¼

1
kþKsþ cs2

ð5Þ

Equation (5) is used to design adaptive control in Sect. 4.

4 Adaptive Controller

4.1 Adaptive Law

The gradient method, also named the MIT rule due to fact that it was developed by
the Instrumentation laboratory at Massachusetts Institute of Technology (MIT), is
the approach for MRAC discussed in this paper.

We choose an adaptive control following MIT rule [3], the evaluation function
is:

J hð Þ ¼ e2

2
ð6Þ

With e being the error between the actual output and model reference output, h is
parameter adjustment.

The parameter h must be adjusted to minimize the evaluation function to 0. So,
parameter h can have different sign with gradient of J. Equation of MIT rule is:

dh
dt

¼ �c
@J
@h

¼ �ce
@e
@h

ð7Þ

c—adaptive coefficient; @e
@h—sensitive function of system.
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4.2 Design Adaptive Controller

Transfer function of mechanical transmission systems has a model as shown in (5).
However, in an actual system, it is hard to identify damper and stiffness coefficients.
So adaptive controller is applied to adapt with various systems. The gain—damper
—spring process is a second order element, the model reference function is:

Gm ¼ Ym sð Þ
R sð Þ ¼ x2

n

s2 þ 2fxnsþx2
n

ð8Þ

Control law is:

u tð Þ ¼ k1r tð Þ � k2y tð Þ � k3 _y tð Þ ð9Þ

Laplace (9), we obtain:

U sð Þ ¼ k1R sð Þ � k2Y sð Þ � k3sY sð Þ

Equation (5) can be rewritten as:

G sð Þ ¼ 1
kþKsþ cs2

¼
1
c

s2 þ K
c sþ k

c

¼ a1
s2 þ a2sþ a3

ð10Þ

GY sð Þ ¼ G sð ÞU sð Þ ¼ a1
s2 þ a2sþ a3

k1R sð Þ � k2Y sð Þ � k3sY sð Þ½ � ð11Þ

Y sð Þ ¼ a1k1R sð Þ
s2 þ a2 þ a1k3ð Þsþ a1k2 þ a3ð Þ

y tð Þ ¼ a1k1r tð Þ
p2 þ a2 þ a1k3ð Þpþ a1k2 þ a3ð Þ ð12Þ

As a consequence, the error is:

e ¼ a1k1
p2 þ a2 þ a1k3ð Þpþ a1k2 þ a3ð Þ �

x2
n

s2 þ 2fxnpþx2
n

� �
r tð Þ ð13Þ

The sensitivity derivatives are obtained by taking the partial derivatives of the
error and considering the controller parameters:

@e tð Þ
@k1

¼ a1r tð Þ
p2 þ a2 þ a1k3ð Þpþ a1k2 þ a3ð Þ ð14Þ
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@e tð Þ
@k2

¼ �a21k1r tð Þ
p2 þ a2 þ a1k3ð Þpþ a1k2 þ a3ð Þð Þ2 ¼

a1y tð Þ
p2 þ a2 þ a1k3ð Þpþ a1k2 þ a3ð Þ

ð15Þ

@e tð Þ
@k3

¼ �a21pk1r tð Þ
p2 þ a2 þ a1k3ð Þpþ a1k2 þ a3ð Þð Þ2 ¼

a1 _y tð Þ
p2 þ a2 þ a1k3ð Þpþ a1k2 þ a3ð Þ

ð16Þ

Due to the fact that the process parameters are unknown, none of the three
equations above can be used. Furthermore, the transfer function of the system are
close to the transfer function of the reference model in adaptive control, it means
that Eq. (10) will approximate to Eq. (8), so:

p2 þ a2 þ a1k3ð Þpþ a1k2 þ a3ð Þ ¼ p2 þ 2fxnpþx2
n ð17Þ

The adjustment for the controller parameters is:

dk1 tð Þ
dt

¼ �c
1

p2 þ 2fxnpþx2
n
r tð Þ

� �
e tð Þ ð18Þ

dk2 tð Þ
dt

¼ c
1

p2 þ 2fxnpþx2
n
y tð Þ

� �
e tð Þ ð19Þ

dk3 tð Þ
dt

¼ c
1

p2 þ 2fxnpþx2
n
y tð Þ

� �
e tð Þ ð20Þ

With c ¼ a1 is adaptive gain parameters.

4.3 Simulation Results

The closed loop control system was simulated in Matlab/Simulink for the nominal
values of the uncertain parameters. The model reference function is 0:3

s2 þ 0:3sþ 0:6 and

the transfer function is 25
s2 þ 6sþ 25 (Fig. 5).

Result of simulation the controllers:
Using adaption gain equal to c ¼ 3:5 and the desired input is a squared pulse. It
takes about 10 s to process the output tracking to input. By analysing the signals it
can be concluded that the system’s performances are acceptable (Fig. 6).
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5 Experiment and Result

5.1 Experiment System

The transmission system includes: motor, harmonic driving gears, belt, lead screw
and nut. The system can change the gap of backlash to experiment, the gap can be
changed from 0 to 3mm.

Fig. 5 Simulation of adaptive control on Matlab

Fig. 6 Result of simulation with square pulse input
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5.2 Backlash Measurement

The results of backlash measurement based on part 3 of Sect. 2, with 155 samples,
we obtain the backlash parameters. The mean of the backlash gap is 1:165mm and
variance of measurement is 0:055mm.

5.3 Experiment Results

Input is: xc ¼ 10 sin 2pftð Þ ðmmÞ
Figure 7 expresses error of a mechanical transmission system with backlash. The

maximum error is 1:2mm However, the error is also varies and depends on the
moving direction. As Fig. 7, the error in forward direction is approximately around
�0:15mm and reverse direction is around 1:2mm. This consequence is relevant
with actual systems because the error of tracking also depends on the initial location
and direction.

Figure 8 expresses error of backlash inverse controller. The error of the system is
reduced from 1:165 to �0:08mm, but the error is oscillate with the same frequency

Fig. 7 Mechanical experiment system

Fig. 8 Error between input desired and output process with backlash
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of the input signal. The first reason is the error of data acquisition and measuring
backlash, so the gap of backlash includes mean value and variance. The second
reason is the disturbance acting on the system. For that reason, the error of the
system with backlash inverse is reduced to �0:08mm and larger error of mea-
surement 0:055mm

Next, we analysis the process of anti-backlash by backlash inverse. The process
includes two steps: the system will compensate the gap in reversing direction. In
this step, output will not change because the motor will no affect to load. After that,
the output is delayed comparing to the desired input. Second step is that the system
will run to compensate the delay and track to the input signal, output is a line which
has slope equal to velocity max of system.

Backlash inverse compensation is different with pure backlash function of Gang
Tao because of the limitation of the control signal. In pure backlash function of
Gang Tao, control signal can be infinite and this is unrealistic.

Figure 8 expresses the error of adaptive control in the experimental system. The
errors can be separated into two parts: error in reversing direction and error in
tracking the desired input. When the system reverses direction, the gap of backlash
appears, the controller run to compensate it. After that the adaptive controller run to
track input. So the error of reversing direction is larger and around �0:1mm while
the error of tracking is around �0:05mm.

Other characteristics of the error is oscillating. The main reason for this is the
hysteresis of mechanical transmission system. The error in positive direction is
positive because the process output is delayed comparing the input, the input is
larger than output. It is similar in the reverse direction with negative error.

There are two things that affect to the hysteresis of the system. The first is the
response of the system. It takes a period of time to transfer the motor’s motion to
the load through the transmission. The second is the digital control system. It takes
time to collect data from output, run the controller on the computer, transfer control
signal to microcontroller to control the motor. So there are always time delay
between input and output in any mechanical transmission system.

This experiment has a time delay around 0:02ms. If we neglect the hysteresis of
the system the error will not oscillate and the error of tracking reach 0:01mm, the
error of reversing direction keeps its value around 0:1mm (Fig. 9).

The result of adaptive control is better than backlash inverse compensation. The
error of tracking input of adaptive control is �0:05mm comparing to �0:08mm of
backlash inverse. If we neglect the hysteresis of the system the error of adaptive can
reach �0:01mm. This cannot be applied to backlash inverse compensation because
of open loop control. However, the error of reversing direction of backlash inverse
(�0:08mm) is better than adaptive control (�0:1mm). The reason of this is that
backlash inverse compensation use maximum value of control signal when it
reverses direction while adaptive control use control signal from controller, it is less
than the maximum control value (Figs. 10 and 11).
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6 Conclusion

The paper proposed two methods to eliminate backlash in mechanical transmission
system. Each method is suitable for specific system. The backlash inverse com-
pensation is useful for systems using open loop control and adaptive control is
suitable for systems which have changing parameters and use close loop control.

With backlash inverse compensation, the experiment proved the efficiency of the
theory about backlash function, backlash inverse function and method to identify
backlash parameters. The error was reduced from 1:165mm in a system with

Fig. 9 Error between input desired and output process with backlash inverse

Fig. 11 Error between input desired and output process with adaptive control

Fig. 10 Error between input desired and output process with adaptive control
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backlash to �0:08mm in backlash inverse method. The adaptive control is also
efficient in controlling mechanical transmission system with backlash. This was
shown in part 3 of Sect. 5 above. However, adaptive control is only applied in the
experimental system and still has not proved the efficiency for different systems.
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Image Processing for Smoke Detection
Based on Embedded System

Thao Phuong Thi Nguyen and Hoanh Nguyen

Abstract In this paper, we propose a new method for smoke detection in both
outdoor and indoor video sequences based on embedded system. The proposed
method is composed from three main steps to determine the smoke in the field of
view of the camera. The first step is to determine the moving area by using
background subtraction algorithm. The second step is to find color of every pixel in
the moving area by using pixel extraction algorithm. The final step is to find the
shape of the moving area by using dispersion and growth rate parameters.
Dispersion is based on ratio of perimeter and area of the moving area. Growth rate
is calculated from increasing the number of pixel of the moving area. A new
contribution of the proposed approach is that all algorithms are executed on
embedded system. For embedded system, we chose BeagleBone Black embedded
board because of its cost and efficient. Furthermore, a firefighter robot based on this
board is built to demonstrate the efficacy of the proposed method.

Keywords Image processing � Smoke detection � Background subtraction � Pixel
extraction � Embedded system � BeagleBone black

1 Introduction

Fire is one of the main reasons causing the significant damages to human and
environment. In recently there are many serious disasters from fire made us really
concern. But this can be totally prevented or reduced with the intelligent fire
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detection systems. To achieve this, it is important to detect the fire as early as
possible so that it can be put out before growing too large. Smoke detection is the
best way helping us to detect fire early.

There are various kinds of smoke detectors currently being used including
optical smoke detectors, ionization smoke detectors and air sampling smoke
detectors. It can be noticed that these detectors are quite expensive to set up and is
usually only for closed spaces. Another problem is that the response time is too
slow, as it requires smoke to heat to dissipate. Due to the rapid developments in
digital camera technology and video processing techniques, there is a big advantage
to replace conventional smoke detection techniques with computer vision-based
systems which have the ability to serve large and open spaces with low cost.
Recently algorithms for smoke detection based on vision-based method have had a
quick development. The method proposed in [1] used an approximate median
method to segment moving regions in a video frame, extracted the features and
trained a support vector machine (SVM) classifier. An accumulative motion model
based on integral image by fast estimation of smoke motion orientation was pro-
posed in [2]. The model is able to eliminate the disturbances from artificial lights
and non-smoke moving objects by using the accumulation of motion. Together with
chrominance detection, the model can correctly detect the existence of smoke. In
[3], the author extracted smoke regions based on fractal encoding concepts. The
property of self-similarity of smoke shape is used to search for smoke regions in the
code generated by image fractal encoding. A method proposed in [4] used con-
catenated histograms of the LBP pyramid and trained a neural network classifier to
distinguish smoke and non-smoke objects. It is able to operate at 10 fps. As smoke
blurs the texture and edges in the background of an image [5], the wavelet energy of
smoke region is decreased. This can be an important clue for smoke detection. This
method is efficient in many real cases and it has been commercialized. In [6] the
authors introduced an online algorithm that models the ratio between the current
input frame energy and the background energy. Nevertheless, this method needs
long reaction time and more precise validation of the input data. In [7], the features
are generated based on Discrete Cosine Transforms (DCT) and Discrete Wavelet
Transform (DWT). After a rigorous analysis of features at different levels, three
levels of wavelets decomposition are used. A smoke block is identified by using
SVM. The processing speed is slow, only at 3 fps. A statistical pattern based
algorithm is proposed in [8, 9]. The color of smoke, DWT energy and shape
information is used for smoke identification. The smoke pixels are detected based
on HMM (Hidden Markov Models).

However, these above methods are executed on the window operating system
with high accuracy and require a high performance computer for the processing
speed is fluently. These algorithms cannot be run on low hardware devices such as
embedded computers.

In this paper, we present a real-time smoke detection algorithm using texture and
color features. This algorithm combines motion, appearance and color of object
region to detect smoke. Our method is able to detect white, black, grey smoke and
can be executed on the embedded platform where hardware is limited. Further, our
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method can be applied directly to the surveillance camera or integrated complete
smoke detection systems such as firefighter robot. We use the BeagleBone Black
embedded board running Linux to execute algorithms. After implementation, we
calculate to ensure the accuracy above 80 %. To evaluate the performance of our
method for future development, we calculate the average executed speed (frame per
second) on embedded system and measure the distance from embedded system to
smoke detector. The remaining sections of this paper are organized as follows. Our
method is explained in details in Sect. 2. Experimental results and discussion are
presented in Sect. 3. Finally, the conclusion of this paper is presented in Sect. 4.

2 Proposed Smoke Detection Algorithm

Our algorithm for real-time smoke detection is the combination of motion,
appearance and color detect method. The flow chart for the proposed method is
show in Fig. 1.

2.1 Movement Detection

Video is a sequence of consecutive frames. Detecting the movement region is
essentially comparing consecutive frames in a video so that we can find the dif-
ference between frames. This is the basic principle to determine the moving objects,
because the differences between consecutive frames can only exist when there are
moving objects in the frame. Many methods have been devised to resolve this
problem, each of them may be suitable for some specific conditions circumstances.
In general, it can be classified into the following group of methods:

• Background Subtraction
• Statistical Methods
• Temporal differencing

In this paper, we use background subtraction algorithm to detect moving objects.
The reason for choosing this algorithm is the output frames are easy for noise
filtering and fast calculation. This advantage increases execution speed on
embedded system where hardware is limited.

Background subtraction algorithm
Background subtraction algorithm is based on a comparison between two frames,
the one in considered frame sequences and a reference in image sequences with a
reference image called background. Background image is the image obtained
without any moving object. Denote B as the collected background, we have the
difference between the background image and image the kth image in image
sequences.
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Dk ¼ Fk � B ð1Þ

where: Dk is the parameter characterizing the difference between the two frames, Fk

is the kth frame obtained from the camera, B denotes the background image.
In practice, noise always exists in the system so we must set up a threshold to

limit the noise

Mkðx,yÞ ¼
1 whereDkðx,yÞ�T

0 where Dkðx,yÞ\T

(
ð2Þ

where: Mk is a motion mask, i.e., the point (x, y) is considered to be moving when
Mkðx,yÞ ¼ 1 and stationary when Mkðx,yÞ ¼ 0, and T is the threshold to limit the
noise.

Detect movement by background subtraction algorithm

Check color of movement regions by pixel extraction algorithm

Image sequences

Check irregularity and  diffusion of movement regions

Frame checking have smoke Frame checking have no smoke

Movement region have smoke color ?

Movement found ?

Irregularity and diffusion higher than 
threshold ?

Yes

No

Yes

No

No

Yes

Fig. 1 Flow chart of our proposed method
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In fact, the background image always changes due to changes in brightness
caused by the wind, the clouds flying past, etc. So we need to update the back-
ground continuously. Denote Bk as the background at the time k. The background at
the time k + 1 is updated as follows

Bkþ 1ðx,yÞ ¼
a � Bkðx,yÞþ ð1� aÞFkðx,yÞ whereMkðx,yÞ ¼ 0

Bkðx,yÞ whereMkðx,yÞ ¼ 1

(
ð3Þ

where: a is a constant called the learning rate, which reflects the background update
speed (fast or slow) and Bkþ 1 is the updated background of the background image
Bk .

2.2 Color Checking

It can be observed that smoke is usually in white, black or gray color. Every pixel
within the movement region from the first step is checked to determine the smoke
color. If the following conditions are met, pixel p(x) will be judged as a smoke
color pixel:

Let Cmax ¼ maxðR,G,BÞ Cmin ¼ minðR,G,BÞ
Condition 1:

Cmax � Cminj j � Tgray ð4Þ

Condition 2:

ðIfg � IbgÞ[ Twhite ð5Þ

Condition 3:

Tblack1 [ ðIbg � IfgÞ[Tblack2 ð6Þ

Condition 1 check for gray or black smoke. Because of the R, G, B values of the
gray or black pixels are not different too much. Therefore Tgray is a preset threshold
for gray and black pixels, choose Tgray = 0.15. Condition 2 and condition 3 check
for black and white smoke. Ifg and Ibg denote the gray value of that pixel in the
background image and current frame respectively. Condition 2 base on the fact that,
pixel of white color have intensity greater than background and black color will be
within a certain range of gray. These values Twhite, Tblack1, Tblack2 are the threshold
for white color and the upper and lower thresholds for black color, respectively. In
this paper, we choose the corresponding values for Twhite, Tblack1, Tblack2 as 0.1, 0.3
and 0.1.
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Combining 3 conditions, we can determine smoke colors by checking which
condition is met:

(Condition 1) OR (Condition 2) OR (Condition 3) ð7Þ

To increase the accuracy, we checked all the pixels in the movement region, and
if there are more than 25 % of the pixels satisfying the above conditions, we
conclude that the movement region have color the same color of smoke.

2.3 Irregularity and Diffusion Checking

After the previous stage, we can remove the things which do not have smoke color
and moving in the background. But if there are some things which might be
confused with the smoke, such as shadows, people who are moving and so on, then
we can proceed to the following step to clarify these things. In this step we will
focus on two dynamic characteristics of smoke, namely, irregularity and diffusion.

Irregularity of smoke
Because of air flowing, smoke is constantly changing shape. Hence determining the
shape of the smoke is indeed a difficult task. To resolve this problem, we use two
geometric parameters which are the perimeter and the smoke area. We calculate the
ratio between the perimeter and the smoke area. Then, we compare this ratio with a
certain threshold. If the ratio is greater than this threshold, this area could be the
smoke area. Otherwise, it is discarded. The equation is shown below:

the perimeter of smoke area2

smoke area
� threshold ð8Þ

where: perimeter of smoke area is total pixel on the perimeter boundary of smoke,
smoke area is total pixel in the whole of the smoke, threshold is a threshold to
distinguish between smoke clear shapes. In this paper, we choose the threshold as
40.

Diffusion of smoke
Due to the diffusion of smoke, the size of smoke will continue to increase.
Therefore, we calculate the period of time for the growth rate of the extracted area
in order to determine the diffusion of the smoke. In digital images, the area of the
smoke can be represented by the number of pixels. The time interval can be
expressed as the number of frames. So we have the equation:

rAdi ¼ dp
dt

¼ piþ k � pi
ðiþ kÞ � i

ð9Þ
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where: rAdi represents the rate of change in number of pixel extracted from the
smoke area, from the i th frame to (i + k)th frame, pi: total pixels in the smoke
region of the ith frame.

To reduce errors caused by wind effects, we calculated the rate of change during
cycle of 10 frames

rAdi ¼ 1
n

X
rAdi ð10Þ

By comparing rAdi with threshold values, we can conclude whether the
movement region in the frame is smoke or not. In this paper, we choose the
threshold values as 0.02.

3 Experimental Results and Discussion

The proposed algorithm was programmed in C++ with the support of the open
source libraries OPEN CV. The method is implemented on embedded systems
specifically the embedded board BeagleBone Black. Some technical characteristics
of this board: 1 GHz ARM® Cortex-A8 processor, 512 MB DDR3 RAM, Linux
operating system. Video inputs was obtained from Logitech C520 Webcam and be
scaled to 320 × 240 resolution for fast processing speed. Algorithm is compiled
using g++ compiler. With this embedded board, we can execute the proposed
algorithm at the speed of 3–11 fps and with the maximum distance of 100 m in
open environment.

The output of this algorithm will be result frames, in which red square is drew
around the smoke to indicate the location of smoke in the frame. In case that the
moving region is not smoke, blue squares will be drawn. Each square will be
accompanied by the text “smoke” and “no smoke” correspondingly.

There are five different video segments to be tested to check the accuracy of our
method. Each video has around 20–1500 frames. The videos a, b, d in Fig. 2
following were recorded in different environments with dedicated camera or
surveillance camera and videos c, d is used from data set publicly available at web
address http://signal.ee.bilkent.edu.tr/VisiFire/. The first video is about smoke in a
garden, the second video is about a white car on the road (no smoke), the third
video is about smoke emitting toward white wall, the fourth video is about a tunnel
light on (no smoke) and the fifth video is about a red car on the road.

To evaluate the accuracy of the algorithm, two conclusions of the methods are
given: correct result and wrong result.

Correct result: smoke correctly detected as smoke and no smoke correctly
identified as no smoke in frame.

Wrong result: conclude smoke when there is no smoke and conclude no smoke
when there is smoke in frame.
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The accuracy of each video is calculated using the equation:

accuracy¼ number of correct result
number of wrong result

� 100% ð11Þ

Figure 2 shows the results frame of a representative of each video. Table 1
shows the statistical results of all videos.

As we can see from Table 1, this method can detect smoke with high accuracy,
especially in an environment where everything is either smoke or no smoke. Video
1 shows smoke in a garden where the effect of winds make smoke changes quickly.
Therefore, the accuracy becomes wrong when the smoke disappeared or its shape
looks like natural objects. Video 2 shows a white car run on a road. This car is
moving, have the same color as smoke but its shape is very different from the shape

Fig. 2 Result frame of each video

Table 1 Statistical results of all videos

Video Number of
frame

Number of
smoke frame

Processing
speed

Result of method

Correct
result

Wrong
result

Accuracy
(%)

Video 1 247 247 3 fps–4 fps 197 50 80

Video 2 58 0 8 fps–10 fps 57 1 99

Video 3 282 282 4 fps–5 fps 227 55 80

Video 4 171 0 4 fps–5 fps 170 1 99

Video 5 16 0 11 fps 16 0 100

516 T.P.T. Nguyen and H. Nguyen



of the smoke. So the accuracy for this case is nearly 100 %. Video 3 shows smoke
emitting forward white wall. Wind effects and white wall make color and shape of
smoke region sometime like natural objects therefore accuracy has decreased.
Video 4 and Video 5 show moving objects with shape and color different from the
smoke so accuracy for this case is nearly 100 %.

4 Conclusion

This research proposes a smoke detection method based on image processing. We
use the combination of motion, color and appearance method. Our method is able to
detect white, black and grey smoke. We use embedded system to implement the
method to reduce costs and create maneuverability so that can be integrated into the
surveillance camera.

The system can detect smoke in a open environment, such as a forest, tunnel,
highway, not like the smoke sensor dedicated, can only detect smoke in small
space.

However, because the smoke detection system is based on collected images so it
can not detect smoke when smoke is masked by other objects or when the wind is
too strong. The system will not detect smoke when environment is too bright or too
dark, because it is not possible to detect moving objects should not be able to
handle the next step in program.
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Second Order Sliding Mode Control
Design for Active Magnetic Bearing
System

Van Van Huynh and Bach Dinh Hoang

Abstract This paper presents a new second order sliding mode control to stabilze a
five-degree-of-freedom (DOF) active magnetic bearing (AMB) system. The new
single phase sliding surface is introduced first. Then, the continous sliding mode
controller is designed to relax the chattering problems in the control input.
Furthermore, since the control characteristics of the five-DOF AMB are highly
non-linear and time varying, the continous sliding mode controller is proposed to
further improve the control performance and increase the robustness of the
five-DOF AMB system. Finally, the performance of the controller applied to the
five-DOF AMB model is demonstrated through simulation works under various
rotational speeds and system conditions.

Keywords Active magnetic bearing system � Continuous sliding mode controller �
Chattering problems � Sliding mode control

1 Introduction

The theory of sliding mode control (SMC) is known to be an effective robust
control technique, and has been successfully and widely applied for both linear and
nonlinear systems such as robot manipulators, aircrafts, underwater vehicles,
spacecrafts, flexible space structures, electrical motors, power systems, and auto-
motive engines [1]. The main advantages of SMC are fast response and strong
robustness with respect to uncertainties and external disturbances [2–4]. Generally
speaking, the traditional SMC design can be divided into two phases: the reaching
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phase and the sliding phase. Firstly, in the reaching phase, the feature of SMC is to
use a switching control law to drive system state trajectories onto a switching
surface and remain on it thereafter. Secondly, in the sliding phase, the essence of
SMC is to keep the state trajectories moving along the surface towards the origin
with desired performance [5, 6].

Although the sliding mode controller guarantees robustness, chattering is its
main drawback. the chattering phenomenon is is caused by the switching function
of hitting control which leads to premature wear and tear or even breakdown of the
system being applied to. This disadvantage of chattering could be reduced by
techniques such as nonlinear gains, dynamic extensions or by using more recent
strategies such as second order sliding mode control.

Magnetic bearings are electromechanical devices that use magnetic forces to
completely levitate a rotor or suspend it in an air gap without physical contact.
Based on the noncontact and frictionless characteristics, active magnetic bearing
(AMB) offers many practical and promising advantages over conventional bearings
such as longer life, lower rotating frictional losses, higher rotational speed, and
elimination of the lubrication.

In recent years, many control techniques, such as sliding mode control, fuzzy
control, adaptive PID control, neural networks control, adaptive fuzzy control, and
other control methods, have been developed and applied to the position control for
AMB system [7–10]. The authors of [9] developed a new fuzzy sliding mode
controller to stablize the axial channel of magnetically suspended rotor. In [10], the
decentralised intelligent double integral sliding-mode control was proposed for the
control of a high performance fully suspended five (DOF) AMB system. However,
these control schemes given in [7–10] suffered the drawback of severe chattering in
the control input that can increase power consumption, make the controlled plant
vibrate and reduce control precision.

The goal of this research is to ensure the system’s robustness to uncertainties and
disturbances and to relax the chattering problems in the control input by utilizing
the second order sliding mode control technique. A new adaptive is proposed to
deal with the unknown gravitational force periodic disturbances caused by rotor
mass imbalance and other disturbances and ensure good transients.

2 Modeling of an Active Magnetic Bearing System

In order to synthesize the proposed sliding surface with the controller, a horizontal
shaft AMB system model for the 5-DOF AMB system is re-derived based on the
work done in [9, 10]. A 5-DOF AMB system consists of two radial bearings and
one axial bearing as shown in Fig. 1. To achieve a stable levitation every DOF
requires a position sensor. In this paper the radial and axial bearings are separated
for control design. Assuming that the rotor is rigid floating body, the principle of
flight dynamics is used to derive the equation.
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Based on the work in [9] and [10], the rotor’s equations of motion for five DOF
are

mxc
:: ¼ Fx1 þFx2 þ fdx

m yc
:: ¼ Fy1 þFy2 þ fdy

m zc
:: ¼ Fz þ fdz

J hy
::

�Jzx _hx ¼ �aFx1 þ bFx2 þ cfdx

J hx
::

�Jzx _hy ¼ �aFy1 � bFy2 þ cfdy

ð1Þ

where J is the transverse moment of inertia of the rotor about X � Y axes and Jz is
the polar moment of inertia of the rotor about Z-axis; �Jzx _hx and �Jzx _hy are the
gyroscopic effects; Fx1 , Fx2 , Fy1 , Fy2 and Fz are the electromagnetic forces in
respective axes; fdx, fdy and fdz are the external disturbance forces; hx, hy and hz
denote the pitch, yaw and spin angles displacements around the X–Y–Z axes of the
rotor; a, b and c represent the distances from the CG to the left AMB, right AMB
and external disturbances, respectively, in which l ¼ aþ b. The rotational speed of
the rotor can be denoted by x.

This is possible under a few assumption which are described in [10]. The
mathematical model of a rigid rotor, which is supported by a 5-DOF AMB system
used COG coordinates is:

MX
:: ¼ AX þBUðtÞþMH ð2Þ

where X ¼ x1 x2 y1 y2 z½ � is the state vector, U ¼ ix1 ix2 iy1 iy2 iz
� �

is the control cur-
rent vector, H ¼ hx1 hx2 hy1 hy2 hz

� �
, M; A and B are the mass, stiffness and control
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Fig. 1 Geometry
relationships of rotor and
AMB systems
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gain matrices, respectively, and defined as follows: M ¼

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

2
66664

3
77775,

A ¼

krpb1 0 0 0 0
0 krpb3 0 0 0
0 0 krpb1 0 0
0 0 0 krpb3 0
0 0 0 0 kapb4

2
66664

3
77775,

B ¼

krib1 0 0 0 0
0 krib3 0 0 0
0 0 krib1 0 0
0 0 0 krib3 0
0 0 0 0 kaib4

2
66664

3
77775, where krp, kap and kri, kai are the

position and current stiffness parameters, b1 ¼ ð1=mÞþ ða2=JÞ, b2 ¼ ð1=mÞþ
ðab=JÞ, b3 ¼ ð1=mÞþ ðb2=JÞ, b4 ¼ ð1=mÞ.In order to synthesize a type of robust
controller for this class of system, the AMB model derived in Eq. (2) will be treated
as uncertain system in which deterministic approach to classify the system will be
used. By using this approach, the AMB model can be decomposed into its nominal
and uncertain parts as shown below

x
::ðtÞ ¼ AxðtÞþBuðtÞþ Lðx; tÞ ð3Þ

where A and B are the nominal constant matrices; Lðx; tÞ is called the lumped
uncertainty and defined as

Lðx; tÞ ¼ DAxðtÞþDBuðtÞþ hðx; tÞ ð4Þ

Lemma 1 [12] Let X and Y are real matrices of suitable dimension then, for any
scalar l[ 0, the following matrix inequality holds:

XTY þ YTX� lXTXþ l�1YTY :

3 Define a New Sliding as the Following

sðtÞ ¼ _xðtÞþ _xð0Þ �
Z t

0

½ðA� BKÞxþPsðtÞ�dt ð5Þ
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where K 2 Rn�n and P 2 Rn�n are the parameter matrices to be designed. The
sliding mode sðtÞ is expected to be converging to zero, i.e. sðtÞ ¼ 0. Furthermore,
the system behavior is restricted to the sliding mode, which can be described by
Eq. (5) and _sðtÞ ¼ 0 as follows

x
::ðtÞ ¼ AxðtÞþBueqðtÞþ Lðx; tÞ
0 ¼ BueqðtÞþ Lðx; tÞþBKx

ð6Þ

where ueqðtÞ is the equivalent control input of the corresponding SMC when
sðtÞ ¼ _sðtÞ ¼ 0. Combined with Eq. (6), it can be further derived that

ueqðtÞ ¼ �B�1Lðx; tÞ � Kx ð7Þ

Using Eq. (7), Eq. (3) becomes

x
::ðtÞ ¼ ðA� BKÞxðtÞ ð8Þ

By setting z1 ¼ x, z2 ¼ _x, the Eq. (8) can be rewritten as

_z1
_z2

� �
¼ 0 I

ðA� BKÞ 0

� �
z1
z2

� �
ð9Þ

The first result of designing a new sliding surface is given as follows.

Theorem 1 The state of the system (3) restricted to the single phase sliding surface
s(t) = 0 (the Eq. (5)) is robust assymptotically stable if there exist matrix K 2 Rn�n,
symmetric positive definite matrices Q1 2 Rn�n and Q2 2 Rn�nsatisfy the following
LMI,

�ê�1KTBTQ2Q2BK Q1 þATQ2

Q1 þQ2A �êI

� �
ð10Þ

for some scalar ê[ 0.
The proof of theorem 1
Let us consider the following positive definition function:

V ¼ z1
z2

" #T
Q1 0
0 Q2

� �
z1
z2

" #
ð11Þ
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Then, taking the time derivative of V along the state trajectory of system (9), we
can obtain that

_V ¼ zT2Q2Az1 � zT2Q2BKz1 þ zT1Q1z2 þ zT2Q1z1 þ zT1A
TQ2z2 � zT1K

TBTQ2z2 ð12Þ

Applying Lemma 1 to Eq. (12), we can obtain

_V\
z1
z2

" #T
�ê�1KTBTQ2Q2BK Q1 þATQ2

Q1 þQ2A �êI

� �
z1
z2

" #
ð13Þ

From Eqs. (10) and (13), we have

_V\0 ð14Þ

Inequality (14) implies that if LMI (10) holds, then sliding motion (8) is
asymptotically stable. h

4 A Continous Sliding Mode Controller Design

From the sliding manifold (5) it is easily to obtain that

rðtÞ ¼ _sðtÞ ¼ x
::ðtÞ � ðA� BKÞx� PsðtÞ ð15Þ

Then continuously differentiate of Eq. (15) with respect to time t,

_rðtÞ ¼ s
::ðtÞ ¼ B _uðtÞþ _Lðx; tÞþBK _x� P_sðtÞ ð16Þ

Assumption 1 The disturbance _Lðx; tÞ in (16) is assumed to be bounded and satisfy
the following condition:

_Lðx; tÞ� bþ k xk k ð17Þ

where b and k are unknown bounds which are not easily obtained due to the
complicated structure of the uncertainties in the AMB control systems.

Theorem 2 Let us consider the system (3) with the sliding surface given by Eq. (5).
The trajectory of the closed loop system (3) can be driven onto the sliding manifold
rðtÞin finite time by using the controller given by (18).
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_uðtÞ ¼ �B�1½BK _x� P_sðtÞþ ðâðtÞþ b̂ðtÞ xðtÞk kÞsignðrðtÞÞ
þ lrðtÞþ gsignðrðtÞÞ�; if rðtÞ 6¼ 0

¼ 0 otherwise

ð18Þ

where _̂bðtÞ ¼ qð�q̂b̂ðtÞþ rðtÞk kÞ and _̂kðtÞ ¼ �qð�~qk̂ðtÞþ rðtÞk k xðtÞk kÞ.
The proof of the theorem 2
Let us define a Lyapunov function V0 as follows

V0ðtÞ ¼ 1
2
rTðtÞrðtÞþ

~b2

2q
þ

~k2

2�q
ð19Þ

where b̂ðtÞ ¼ b� ~bðtÞ and k̂ðtÞ ¼ k� ~kðtÞ are the estimation errors of the adaptive
gains. The time derivative of V0ðtÞ is obtained as

_V0ðtÞ ¼ rTðtÞfB _uðtÞþ _Lðx; tÞþBK _x� P_sðtÞg �
~b _̂bðtÞ
q

�
~k _̂kðtÞ
�q

ð20Þ

According to Eqs. (18) and (20), we achieve

_V0ðtÞ� � a rðtÞk k2�g rðtÞk k � q̂ðb
2
� b̂ðtÞÞ2 � ~qðk

2
� k̂ðtÞÞ2 þ q̂

b2

4
þ ~q

k2

4
ð21Þ

Then, from (21), it is easy to see that the uniform ultimate boundedness can be
obtained by using the result and terminology in [11, 12].

5 Simulation Results

To prove the feasibility of the proposed second order sliding mode tecchniques,
simulation models have been applied to test our method. The model of the
5 DOF AMB system is from paper [10] (Table 1).

In order to view the performance of the controller, the system is run at speed
2400 rpm as stated in [10]. By using the proposed continuous control scheme (18)
to control the AMB system (1), the simulation results are shown by Figs. 2 and 6,
respectively, where Fig. 1 shows rotor trajectories and Figs. 2, 3, 4, 5 and 6 express
the displacements of the AMB system. Figures 2, 3, 4, 5 and 6 show that the rotor
position of the AMB system is in the center and all the displacements appoach zero.

From Figs. 2, 3, 4, 5 and 6, comparing the performance of system given in [10],
the proposed second order sliding mode control achieve good performance and
can be applied to control the highly nonlinear and time-varying AMB system
effectively.
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Table 1 System parameters of five-DOF AMB system

Parameter Description Value Unit

m Mass of rotor 2.56478 kg

L Length of rotor 0.505 m

s Diameter of rotor 0.0166 m

J Transverse mass moments of inertia of rotor about
X–Y axes

4.004 × 10−2 kg m2

Jz Polar mass moment of inertia of rotor about Z-axis 6.565 × 10−4 kg m2

kri Current stiffness of electromagnetic force of RAMB 80 N/A

krp Position stiffness of electromagnetic force of RAMB 2.2 × 105 N/m

kai Current stiffness of electromagnetic force of TAMB 40 N/A

kap Position stiffness of electromagnetic force of TAMB 3.6 × s104 N/m

a Distance between CG and left RAMB 0.16 m

b Distance between CG and right RAMB 0.19 m

c Distance between CG and external disturbances 0.263 m

xd ; yd Nominal air gaps in X–Y axes of RAMB 0.4 mm

z0 Nominal air gap in Z-axis of TAMB 0.5 mm

Fig. 2 Simulation results:
rotor trajectories
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Fig. 3 Simulation results:
displacement responses

Fig. 4 Simulation results:
displacement responses
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6 Conclusion

For the five-DOF AMB system, a new second order sliding mode control strategy is
developed in this paper. There is no need of the knowledge of upper bound on
disturbances cuased by rotor mass imbalance and other disturbances. Besides the
continous sliding mode control scheme is robust with respect to disturbances
without chattering problems. The stability of the five-DOF AMB system is proved
via Lyapunov method, which is also demonstrated by simulation results.

Fig. 5 Simulation results:
displacement responses

Fig. 6 Simulation results:
displacement responses
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Optimizing the CRI Method by Improving
the Implication Step in MISO Fuzzy
Expert Systems

Thoai Phu Vo

Abstract In conventional MISO fuzzy expert systems, the implication step
requires the excessive operations and spatial complexity using compositional rule
based inference (CRI). This paper proposes a novel method, sort compositional
rule-based inference (SCRI) aimed at reducing both temporal and spatial com-
plexity by changing the implication step. It shows the advanced SCRI in MISO
fuzzy systems. We also propose a divide-and-conquer technique, called Quicksort,
to verify the accuracy of SCRI deployment to easily outperform the CRI method.

Keywords CRI � SCRI � Quicksort � Temporal complexity � Spatial complexity

1 Introduction

The inference compositional rule (CRI) was first proposed by Zadeh [1] to solve the
Fuzzy Modus Ponens (FMP) and Fuzzy Modus Tollens (FMT) models. Later
Dubois and Prade [2] introduced two approaches to present the inference of a set of
parallel rules for solving the local inference approach, known as IRI and the global
inference approach, which is known as CRI. Many researches have been conducted
on CRI. The first topic, “aggregation operator”, [3] introducing two methods to deal
with aggregation operator issues. The first infer-then aggregate (FITA), is known as
IRI, and the first aggregate-then infer (FATI), is known as CRI. They attempted to
find an operator for CRI and IRI aggregation. Assilian [4] used the max-min
method. A “min” operator is selected as a conjunction in the rule premise and the
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implication function while a “max” operator is used for aggregation. Dubois and
Prade [5] used a “min” operator for aggregation in decision making. To reduce the
computational time the authors [6, 7] replaced a MISO fuzzy rule with an equiv-
alent collection of SISO rules with two kinds of aggregation operators.

The second topic involves fuzzy logic application in many fields using the CRI
method. Mamdani [8] applied fuzzy logic in designing controllers for industrial
plants. Reference [9] applied an adaptive fuzzy inference scheme to stock data and
showed that the adaptive fuzzy rule based schemes provide clean decision to buy,
hold and sale. Reference [10] proposed a fuzzy interval reasoning (FIR) and [11]
introduced a fuzzy logic controller to serve web shopping. The third topic is new
algorithms based on the CRI context. Reference [12] presented a new feedback
method based on CRI (FBCRI) to improve the robustness of CRI fuzzy reasoning
methods. Reference [13] introduced a CMI (compatibility modification inference),
which is reduced by CRI. References [14–21] developed the Triple I method, based
on CRI imperfections. Accordingly, [14] proposed the full implication Triple I
method (a hybrid method based on implication and composition), designed as a
supplement for the CRI method. Reference [15] proposed the triple I FMP and FMT
for generalized α-triple I method. An investigation into a formalized Triple I
method is reported in [16] where the authors tried to set a sound logical foundation
for the unified TI algorithms.

We have shown three research topics to view that the improvement of CRI
implication step has never done. SCRI is used to reduce the computational time and
spatial complexity of CRI in this research.

The main contributions of this paper are as follows:

• This paper proposes a new method, sort compositional rule-based inference
(SCRI) aimed at reducing the operation and spatial complexity of the implica-
tion step.

• This paper clearly showed the advantages of SCRI comparing to CRI in MISO
fuzzy system.

2 Quicksort

This study adopted a method referred to as Quicksort, a divide-and-conquer
method, which proceeds through four steps: (1) Arbitrarily select an element in the
array (the pivot), (2) Divide the array into two sub-arrays of uneven size (the
partition phase), (3) Sort the sub-arrays recursively, and (4) Position the pivot
between the two sorted sub-arrays to obtain the final sorted array. The Quicksort
performance depends on the pivot elements in the array, as outlined below.
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2.1 The Worst Case

The worst case scenario occurs when the pivot element is the largest or smallest
element in the array. In Fig. 1, the pivot element is the smallest element in the array.
The total number C(l) of comparisons performed by Quicksort in sorting an array of
size l is calculated as

CðlÞ � l2=2 2 Oðl2Þ ð1Þ

As shown in Fig. 2, the best case has the pivot element with the middle element
in the array. The total number C(l) can be approximately examined as

CðlÞ ¼ l � log2 l ð2Þ

2.2 The Average Case

The average case occurs when the pivot element is near the middle element in the
array (random pivot). As shown in Fig. 3, random pivots are used to generate the
average case in the recursion tree for Quicksort.

In summary, three cases are used to understand the calculation complexity for
the Quicksort algorithm. Currently, there is an axiom could be decided.

Fig. 1 The worst recursion tree case for Quicksort

Fig. 2 The best recursion tree case for Quicksort
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Theorem 1 The average case in Quicksort has the expected run time of O (l·log2l),
with l as the number of elements in the array.

3 MISO Single-Rule System

Suppose that one rule exist in the fuzzy expert system rule base as follows

If x1 is A1 and x2 is A2. . . and xN is AN ; then y is B ð3Þ

where N is the number of inputs,AI is the I th input, B is the output. Assume that nI
is the number of elements in the input AI with I = 1, 2,…, N, and m indicates the
number of elements in the output. AI and B, are fuzzy sets defined in the universe of
discourses VI and W, respectively.

3.1 The Comparison of CRI and SCRI

• CRI

In order to achieve a meaningful inference result based on Zadeh’s Compositional
Rule of Inference (CRI) [2], for a given system observation A0

I , there is a basic
method adopted as important illustrations. This one is called CRI or FATI (First
Aggregate Then Infer) [3]. In this method, for the given observation of A0

I with
I = 1, 2,…, N, the first CRI method step is the implication step, which includes two
sub-steps. The first sub-step is defined as (N + 1)Dim cylindrical extension. Every
input and output are extended to the size of n1 � n2 � � � � � nN � m. Calculating
relation matrix is the second sub-step to be defined and it is written as

R
ðv1;v2;...;vN ;wÞ

¼ min A1 ex
ðv1;v2;...;vN ;wÞ

; A2 ex
ðv1;v2;...;vN ;wÞ

; . . .; AN ex
ðv1;v2;...;vN ;wÞ

; B ex
ðv1;v2;...;vN ;wÞ

 !
ð4Þ

Fig. 3 The average recursion
tree case for Quicksort
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where R : ðn1 � n2 � � � � � nN � mÞ 2 ðv1; v2; . . .; vN ;wÞ ! 0; 1f g is the relation
matrix, A1 ex : ðn1 � n2 � � � � � nN � mÞ 2 ðv1; v2; . . .; vN ;wÞ ! 0; 1f g is exten-
ded by A1 : n1 2 v1 ! 0; 1f g, A2 ex : ðn1 � n2 � � � � � nN � mÞ 2 ðv1; v2; . . .;
vN ;wÞ ! 0; 1f g is extended by A2 : n2 2 v2 ! 0; 1f g,…, AN ex : n1 � n2 � � � � �
nN � m 2 ðv1; v2; . . .; vN ;wÞ ! 0; 1f g is extended by AN : nN 2 vN ! 0; 1f g and
B ex : ðn1 � n2 � � � � � nN � mÞ 2 ðv1; v2; . . .; vN ;wÞ ! 0; 1f g is extended by
B : m 2 w ! 0; 1f g. Mamdani proposed to use min implication. Composition is the
final CRI step and it is defined as

B0
w2W

¼ min
N

I¼1
ðA0

I exÞ
� �

� R

¼ sup
v1;v2;...;vN

min min
N

I¼1
ð A0

I ex
ðv1;v2;...;vN ;wÞ

Þ; R
ðv1;v2;...;vN ;wÞ

 ! !

¼½b0
1 b

0
2 . . . b

0
m�

ð5Þ

where A0
I ex : ðv1; v2; . . .; vN ;wÞ is extended by A0

I : vI with I = 1, 2,…,N, B0 is the
inference result which is calculated by compositing the min of all extended
observation A0

I ex and the relational matrix R, and � represents the composition
method. Zadeh proposed to use sup-min composition.

• SCRI (Sort CRI)

In this subsection, the SCRI method for a MISO single rule fuzzy system is
introduced. It includes two steps. The first step is Implication which has two
sub-steps. The first sub-step is Sorting program and the second sub-step is Getting
relational matrix. Composition is the final step which is calculated as follows:

B0
w2W

¼ min
N

I¼1
ðA0

I exÞ
� �

� R

¼ sup
v1;v2;...;vN

min min
N

I¼1
ð A0

I ex
ðv1;v2;...;vN ;wÞ

Þ; R
ðv1;v2;...;vN ;wÞ

 ! !

¼½b0
1 b

0
2 . . . b

0
m�

ð6Þ

where B0 : w 2 W is the inference result, which is induced by the composition of
min all extended observations A0

I ex : ðv1; v2; . . .; vN ;wÞ and the relational matrix
R : ðv1; v2; . . .; vN ;wÞ. Moreover, let’s discuss the SCRI method implication step for
MISO single rule fuzzy system in detail. The SCRI implication has two sub steps.
The matrix C is necessary for processing the first sorting program step, which can
be expressed as
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C ¼ a1:1 a1:2 . . . a1:n1 a2:1 a2:2 . . . a2:n2 . . .

1:1 1:2 . . . 1:n1 2:1 2:2 . . . 2:n2 . . .

�
aN:1 aN:2 . . . aN:nN b1 b2 . . . bm
N:1 N:2 . . . N:nN ðN þ 1Þ:1 ðNþ 1Þ:2 . . . ðN þ 1Þ:m

�
2�ðn1 þ n2 þ ...þ nN þmÞ

ð7Þ

where the elements in the first row of Eq. (7) are a combination of AI ; I ¼
1; 2; . . .;N and B with AI ¼ ½aI:1; aI:2; . . .; aI:nI �; B ¼ ½b1; b2; . . .; bm�. In addition,
the second row of Eq. (7) has two arguments for every cell in the first row. The first
argument could be “1”, “2”,… “N” or “N + 1” depending on if the cell in the first
row belongs to A1;A2; . . .;AN or B. Moreover, the second argument for the second
row in Eq. (7) could be aI:1 ¼ 1; aI:2 ¼ 2; . . .; aI:nI ¼ nI with I = 1, 2,…,N or
b1 ¼ 1; b2 ¼ 2; . . .; bm ¼ m, where aI:1. . .aI:nI and b1. . .bm belong to AI and B,
respectively.

Sort the matrix C based on the 1st row is the second step which is obtained as

C ¼ quicksortðC; 1st rowÞ ð8Þ

The Quick sort algorithm then sorts the C as

C ¼ c1 c2 . . . cn1 þ ...þ nN þm

. . . . . . . . . xn1 þ ...þ nN þmyn1 þ ...þ nN þm

� �
2�ðn1 þ ...þ nN þmÞ

ð9Þ

where c1 is min of the 1st row, cn1 þ ��� þ nN þm is max of the 1st row, xn1 þ ��� þ nN þm is
1, 2,…,N or N + 1 to indicate the value cn1 þ ��� þ nN þm belongs to A1;A2; . . .;AN or B,
respectively. yn1 þ ��� þ nN þm in Eq. (9) is used to specify the position of the value
cn1 þ ��� þ nN þm in A1; A2; . . .; AN or B depending if xn1 þ ��� þ nN þm is 1, 2, …, N or
N + 1, respectively. The second sub-step is Getting relational matrix, which has
n1 + …+nN + m steps. In the first step, with R : n1 � n2 � � � � � nN � m ! 0; 1f g,
consider the condition of xn1 þ ��� þ nN þm as

• If xn1 þ ��� þ nN þm = 1 then all values in the yn1 þ ��� þ nN þmth plane of the dimension
n2,…,nN, m in R are equal to cn1 þ ��� þ nN þm

• If xn1 þ ��� þ nN þm = 2 then all values in the yn1 þ ��� þ nN þmth plane of the dimension
n1, n3,…, nN, m in R are equal to cn1 þ ��� þ nN þm

• If xn1 þ ��� þ nN þm = N then all values in the yn1 þ ��� þ nN þmth plane of the dimension
n1, n2,…, nN-1, m in R are equal to cn1 þ ��� þ nN þm

• If xn1 þ ��� þ nN þm = N + 1 then all values in the yn1 þ ��� þ nN þmth plane of the
dimension n1, n2, …, nN in R are equal to cn1 þ ��� þ nN þm

In the second step, consider the condition of xn1 þ ��� þ nN þm�1, and keep on
continuing until x1.
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3.2 CRI and SCRI Schemes

In the implication step the main CRI operation is “Calculating relational matrix”
and the main SCRI operation is “Sorting program”.

Time complexity
SCRI is an improvement method from correcting the CRI implication
step. Following Theorem 1, the time complexity of an array with
n1 þ n2 þ � � � þ nN þmð Þ elements is O ðn1 þ n2 þ � � � þ nN þmÞ log2ðn1 þ n2 þð
� � � þ nN þmÞÞ. With MISO single rule fuzzy system, basing on Eq. (8), the time
complexity of the implication step of SCRI method is denoted as

O ðn1 þ n2 þ � � � þ nN þmÞ log2ðn1 þ n2 þ � � � þ nN þmÞð Þ ð10Þ

Based on Eq. (4), the time complexity of the implication step for CRI method
can be determined as

OðN � n1 � n2 � � � � � nN � mÞ ð11Þ

All input dimensions and the output dimension are equal in Fig. 4. The Red line
(solid line for CRI) shows the relation of x (dimension of inputs and output) and y
(operations), and the Blue line (dash line for SCRI) shows the relation of x (di-
mension of inputs and output) and y (operations), respectively. Moreover, the
Green line (vertical solid line) shows a reference line with the input dimension as 40
and the output dimension as 40. The red point (the point on the solid line) with
input dimensions = 40, output dimension = 40, number of inputs = 2, shows
CRI ¼ 128; 000 operations. The blue point (the point on the dash line) with input
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Fig. 4 CRI and SCRI implication step time complexity for MISO single rule systems
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dimensions = 40, output dimension = 40, number of input = 2, shows SCRI ¼ 829
operations. It is clear to see that the CRI method time complexity is greater than the
SCRI method time complexity.

Space complexity
With MISO single rule fuzzy system, basing on Eq. (8), the space complexity of the
implication step of SCRI method is denoted as

O n1 � n2 � � � � � nN � mð Þ ð12Þ

Based on Eq. (4), the space complexity of the implication step for CRI method
can be determined as

O ðNþ 1Þ � n1 � n2 � � � � � nN � mð Þ ð13Þ

4 Conclusion

The SCRI schemes for improving CRI operation performance in the fuzzy control
theoretical approach are proposed in this article. The previous method was proven
to reduce the time and space complexity for fuzzy expert systems by improving the
most important step (implication). It was shown that the time consuming, e.g. the
MISO N-input (nI-element of the Ith input with I = 1, 2,…,N, m-element output)
implication step needs an operation of OðN � n1 � n2 � � � � � nN � mÞ, in the
traditional method with Compositional Rule based Inference (CRI) will be signif-
icantly decreased as O ðn1 þ n2 þ � � � þ nN þmÞ log2ðn1 þ n2 þ � � � þ nN þmÞð Þ.
This paper generated better SCRI (Sort CRI) performance in which it can replace
the traditional CRI.
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Abstract This paper proposes the model predictive control (MPC) approach in
order to control the nonlinear multiple-input-multiple-output (MIMO) system.
A nonlinear model of a five degree of freedom (DOF) flywheel energy storage
system (FESS) obtained using Lagrange’s equation is proposed. The so-called MPC
technique is proposed not only to out-perform the proportional integral differential
(PID) control but also to show some advantages. Firstly, the MPC technique
optimally solves the energy control problem in the FESS systems. Secondly, in
order to cope with hard constraints on controls and states, its ability is showed
explicitly in this study. A numerical example has been obtained and compared with
the conventional PID control.

Keywords Flywheel energy storage system (FESS) � Active magnetic bearing
(AMB) � Model predictive control (MPC) � Nonlinear system

Y.-W. Tsai (&) � P. Van Duc � V.A. Duong � N.C. Trang � T.D. Chu
Department of Mechanical and Automation Engineering, Da-Yeh University,
No. 168, University Road, Changhua 51591, Taiwan, Republic of China
e-mail: ywtsai@mail.dyu.edu.tw; ywtsai.tw@gmail.com

P. Van Duc
e-mail: chuduc095@yahoo.com

V.A. Duong
e-mail: anhdv.ihere@gmail.com

N.C. Trang
e-mail: congtrang0810@gmail.com

T.D. Chu
e-mail: d0311801@mail.dyu.edu.tw

© Springer International Publishing Switzerland 2016
V.H. Duy et al. (eds.), AETA 2015: Recent Advances in Electrical
Engineering and Related Sciences, Lecture Notes in Electrical Engineering 371,
DOI 10.1007/978-3-319-27247-4_46

541



1 Introduction

In recent decades, many conventional power backup or energy storage systems
have been developed due to their cost-effectiveness, long life cycle, high efficiency,
absence of lubrication and mechanical maintenance, wider range of work temper-
ature and environment friendly energy storage system. The flywheel energy storage
system has emerged as a viable option, as it encompasses these aforementioned
properties [1–5].

Generally speaking, active magnetic bearings (AMB) [2, 3] are a viable part of
the FESS because they enable noncontact operation and can guarantee a good
performance of the system at high speed without lubrication. However, modeling
and control of AMBs are challenging as AMBs have unstable behavior and are
nonlinear mechatronic systems. Most of the control design approaches for AMBs
are based on the linearized model about a nominal operating point. The behavior of
the linear model is acceptable when the operating point is close enough to the
linearized point. In order to ensure the system’s performance in a wide range of
working conditions, a nonlinear model should be considered in controller design.

In modern industrial engineering, model predictive control is probably the most
popular strategy within the past two decades. MPC is an advanced control tech-
nique that uses a dynamic model of the system to make predictions of what the
control trajectory of a system will be in order to reach a set-point value. The
performance of the controller is also improved by using a cost function to reduce
the error of the system, and updating the states of the system during operation by
using an estimator in the design of the controller. Also, as MPC was developed in
the industry process where slower processes with larger time constants are usually
encountered, another challenge will be to implement real-time control with MPC on
the FESS where fast time-constants are required for optimal control [7–9].

As mentioned previously, in this paper, a five mechanical degree of freedom
(DOF) is introduced [1]. A nonlinear electromechanical model of FESS was derived
from Lagrange’s equation by using symbolic computation package such as Maple®.
The MPC method is presented and an optimal control strategy is applied to regulate
the nonlinear multi-input-multi-output system. Main contributions of this paper are
given as follows.

• The non-linear model structure machine functions as a FESS, which can replace
the conventional battery without maintenance and environment degradation.

• In order to save the energy of AMBs of FESS, it is better to use the low-bias
current in the non-linear control system.

• It can cope with hard constraints under controls and states.
• Finally, numerical simulation results are presented to demonstrate the dynamic

behavior of the system, and the performance of MPC for this machine is
compared with classical PID control. Obtained results point out the validity and
potentials of the MPC in the control of real-time, high-performance, and com-
plex systems such as flywheel energy storage system.
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2 The Proposed Flywheel System

The FESS is also illustrated in Fig. 1 the layout of the axial and radial AMBs. This
figure shows the axial AMBs controlling the position of the rotor in the z-axis, and
the upper and lower radial AMBs controlling the position and force generated of the
rotor in the x- and y-axes. The permanent magnet synchronous machine is used to
rotate the flywheel rotor about the z-axis, which may cause a complex rotor
dynamic problem in the x- and y-axes as a disturbance, e.g. a rotor unbalance, may
lead to limit cycles, the amplification of external excitations, or even the instability
of the system [11].

Each radial bearing consists of four electromagnets (of the same parameters)
controlled separately which is constructed around the circumference of hollow
center. Radial position sensors are integrated into the bearings (collocated). The
radial and axial motions can be controlled independently, or decoupled. Because of
the translations and rotations about the x and y-axes, there exists a cross coupling
between the control of the radial bearings, a and b. However, this coupling is low
for slow rotation because of small gyroscopic coupling [10, 11].

a
b

z

1x

2x

Radial AMB 1

Radial AMB 2

Axial AMB

2y

φ 

1y

Gx
x

y

Gy

Axial sensor

Radial Sensor 2

Radial Sensor 1

φ 

Ω 
Fig. 1 Flywheel energy
storage system
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3 Mathematical Analysis

3.1 Electromechanical Model

In this section, a model of AMB with a single mechanical degree of freedom
(Fig. 2) is introduced to illustrate the Lagrange’s equation approach for an elec-
tromechanical system.

KeM ¼ 1
2
m _x2; KeE ¼ 1

2
Lxþ _q2xþ þ 1

2
Lx� _q2x�; VM ¼ 0; VE ¼ 0: ð1Þ

Energy contributions of this system are showed in Eq. (1), where KeM , VM are
the kinetic and potential energy of mechanical part. KeE and VE are the kinetic and
potential energy of electrical part. The electrical charge in each coil, qxþ ; qx� is
generalized coordinates of electrical part. x is the displacement of the rotor.
Lxþ ; Lx� are coil inductances.

The relation of coil inductance with air gap TR and the coil characterizing
parameters is described in Eq. (2).

Lxþ ¼ l0
N2
RAR

2 TR � xð Þ ; Lx� ¼ l0
N2
RAR

2 TR þ xð Þ : ð2Þ

The dissipation of copper losses in the coils is (i ¼ _q)

P ¼ 1
2
RR _q

2
xþ þ 1

2
RR _q

2
x� ð3Þ

xu +
xu −

xi +xi − R+R−

z
,z

T x+ T x−x

N+N−

xL − xL +

F−
F+

Nominal position

Fig. 2 Single DOF AMB
model
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The dynamic equation of single DOF AMB model can be derived from
Lagrange’s equation

d
dt

@L
@ _s

� �
� @L

@s
þ @P

@ _s
¼ Q ð4Þ

where s is the generalized coordinate vector

s ¼ qxþ ; qx�; x½ �T ; ð5Þ

Q is a vector of generalized external forces (control input voltage and mechanical
force)

Q ¼ uxþ ; ux�;Fx½ �T ; ð6Þ

and L is the Lagrangian function

L ¼ KeM þKeE � VM � VE ð7Þ

3.2 Rotor Dynamics

Consider a rigid rotor depicted in Fig. 1 with assumptions, there is no axial flexural
and rotation angle should be small (except for spinning rotation X).

The displacements at radial AMB1 and AMB2 are described in the mechanical
generalized coordinates sMA

sMA ¼ x1; x2; y1; y2; z½ �T ð8Þ

However, for more convenient when investigating the influence of gyroscopic
effect and unbalance effect on the rotating rotor, another generalized coordinates
(sMG) fix on the rotor’s center of gravity is used. The relationship between sMA (the
point of AMB1 and AMB2) and sMG (the point of center) can be written as

sMA ¼ CsMG ¼

1 �a 0 0 0
1 b 0 0 0
0 0 1 a 0
0 0 1 �b 0
0 0 0 0 1

2
66664

3
77775

xG
/y

yG
/x

zG

2
6666664

3
7777775

ð9Þ
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The equations of motion are obtained by the introduced approach. The gener-
alized coordinates for electromechanical model are

sstate ¼
sE

sMA

" #
ð10Þ

where sE is the vector of electrical charges in the coils, this leads to fully couple
radial and axial state-space model with ten coils inputs (eight coils of radial AMBs
and two coils of axial AMB). sE can be written as

sE ¼ qx1 þ ; qx1�; qx2 þ ; qx2�; qy1 þ ; qy1�; qy2 þ ; qy2�; qzþ ; qz�
� �T ð11Þ

sstate ¼ qx1 þ ; qx1�; qx2 þ ; qx2�; qy1 þ ; qy1�; qy2 þ ; qy2�; qzþ ; qz�; x1; x2; y1; y2; z
� �T

ð12Þ

Assume that the rotor is rotating at an initial angular velocity X. When the
influence of gyroscopic effect and unbalance mass effect are taken into account, the
translational and rotational kinetic energy of the rotor in sMG are [10, 11]:

KeM Trans ¼ 1
2
m _x2G þ _y2G þ _z2G þ e2X2� �þ 2eX � _xG sin Xtþ að Þþ _yG cos Xtþ að Þ½ �� 	

;

KeM Rot ¼ 1
2

Jt _/2
x þ _/2

y þ v2X2

 �

þ Jp X2þ 2X _/x/y


 �
þ 2XvðJp � JtÞ _/x cos hþ _/y sin h

h in o
;

ð13Þ

where unbalance of a phase angle a, the center of gravity owing to the eccentricity
angular error v, displacement of eccentricity e and me is the eccentric mass. The
kinetic energy of mechanical part KeM can be transformed to sMA by using Eq. (9).
The other terms of energy contribution in the system can be derived by the
approach proposed in single DOF model and can be described as (Li and Ri are the
same for 10 coils)

KeE ¼
X10
i¼1

1
2
Li _q

2
i ; VM ¼ mgz; VE ¼ 0; P ¼

X10
i¼1

1
2
Ri _q

2
i ; ð14Þ

where i is the ith row of vector sE: The generalized nonconservative forces are

u ¼ ½ux1þ ; ux1��; ux2þ ; ux2� ; uy1þ ; uy1� ; uy2þ ; uy2� ; uzþ ; uz� ;Fx1; 0;Fx2; 0;Fy1; 0;Fy2; 0;Fz; 0�T

ð15Þ
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Applied the Eqs. (4) and (7),

d
dt

@L
@ _s

� �
� @L

@s
þ @P

@ _s
¼ u ð16Þ

L ¼KeM þKeE � VM � VE

¼ 1
2
m _x2G þ _y2G þ _z2G þ e2X2� �þmeX � _xG sin Xtð Þþ _yG cos Xtð Þ½ �;

þ 1
2
Jt _/2

x þ _/2
y


 �
þ 1

2
Jp X2 þ 2X _/x/y


 �
þ

X10
i¼1

1
2
Li _q

2
i � mgz� 0

ð17Þ

The equations of motion of the system can be derived in a standard form of
differential equation

Msstate ¼ u; with _sstate ¼ d sstateð Þ
dt

ð18Þ

where M 2 R20�20 is the inertial matrix and u 2 R20�1 is the vector of nonlinear
function. The Eq. (18) have nonlinear relationships with the control currents and
displacements of rotor. These equations are solved in MATLAB/Simulink by C
MEX S-function block and computation package Maple®.

4 Controller Design

In this study, a five mechanical degree of freedom of the FESS is controlled via
MPC approach. As MPC is a model-base scheme, it requires an integrated model to
predict system’s behavior (as showed in Fig. 1). In the previous section, a dynamic
model of FESS has already obtained. This model can describe the nonlinear rela-
tionships of force-current and force-distance more accurate. However, this model is
too complicated to use as a prediction model. That leads to the demand of a simpler
linear model, which will be discussed in the foregoing section.

Model predictive control

MPC uses a horizontal receding strategy, which can be explained using Fig. 3. An
internal model is used to predict how the plant will react, starting at the current time
k, over a discretized prediction interval. The letter Np is used to denote the number
of discrete steps in the interval. The control history solved for by MPC is a
sequence of vector values: the number of vectors in this sequence is represented by
Nu. Once the optimal control has been chosen, the first N time steps of the solution
are applied to the plant and the other are discarded. After these N time steps have
passed, the cycle of forming predicted behaviors and computing the control history
is repeated.
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MPC uses a model of the plant to predict future behaviors. The type of model
being considered in this section is discrete and linear time-invariant (LTI) with the
state-space form given by

sstateðkþ 1Þ ¼ AsstateðkÞþBuðkÞ
yðkÞ ¼ CsstateðkÞ

ð19Þ

Equation (19), used to generate a predicted output trajectory of the plant as a
function of known parameters and a control history.

Equation (19) is a discrete and linear time-invariant with state space form. This
model is obtained from Eq. (18) with MATLAB command “c2d”.

The considering of constrained MPC computes leads to an optimal control
sequence with respect to the following cost function.

J kð Þ ¼
XNp

i¼1

sref kþ ið Þ � ŝstate kþ ið Þ�� ��2
Q ið Þ þ

XNu�1

i¼0

û kþ ið Þk k2R ið Þ ð20Þ

Model predictive control

s

refs

-3 -2 -1 k +1 +2 +3 +4 +5 +6 +7 +8

u

maxu

minu

uN

Fig. 3 Interpretation of MPC
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and subject to

umin � û kþ ið Þ� umax ð21Þ

where sref is the reference signal, umin; umax is the lower and upper limitation of
input torque and ûðkþ iÞ is the predicted control input vector, Np is the prediction,
Nu control horizon, and QðiÞ and RðiÞ are the weighting matrices for tracking errors
and control inputs respectively (Nu �Np). The numerical results are given in this
study, QðiÞ and RðiÞ are assumed to be constant.

The general structure of MPC is show in Fig. 3. This figure indicates the two
main parts of the MPC strategy, such as the prediction model and the optimization.
The optimization is used to determine the optimal control trajectory by minimising
the objective function.

Figure 4 shows an attractive feature of MPC is that it can handle general con-
strained nonlinear systems with multiple inputs and outputs in a unified and clear
manner, however, the PID control can not.

5 Simulation

The physical parameters of this FESS model for simulation are given follow tables
(Table 1).

In this section, dynamic behaviors of the system and control performance are
discussed in simulation results. Initial conditions with X ¼ 1500ðrpmÞ;
x1ð0Þ; x2ð0Þ; y1ð0Þ; y2ð0Þ; zð0Þ½ �T¼ 1e�5; 0; 0; 0; 5e�4

� �TðmÞ
To demonstrate the rotor dynamics clearly, a low bias current i0 ¼ 0:1 A is used.

The rotor is rotating at an initial speed X ¼ 15000 rpm, the controller’s parameters,
Np ¼ 50; Nu ¼ 20; Q(i) = eye(15), R(i) = 1e�6 � eyeð15Þ; Ts ¼ 0:001 s and the

Plant
Output

Optimizator

Prediction
Model

ˆ xu
ˆ
states

+

-

Cost
Function Constraints

Model Predictive Controller

Reference
Signal

s

Fig. 4 Structure diagram of MPC
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initial displacement x1 0ð Þ ¼ 0:01 mm. Under the influence of gyroscopic effect, the
control force in x1 direction will effect to the others. After about 1 s, the rotor’s
displacements will be kept at the nominal value (Fig. 5).

6 Conclusion

In this study, the multiple-input-multiple-output nonlinear system model, the
so-called are active magnetic bearings for a five DOF of FESS, is obtained. The
simulation results demonstrated that MPC technique is a very strong and suitable
for designing controllers with modern high-performance, complex and drive sys-
tems. The stability, sensitivity and robustness problem of the MPC approach are
superior to PID control. Particularly, at the very high speed of the flywheel, MPC
technique has shown that the addition of the contractive constraint to the optimal
control problem can guarantee the rotor stays close to the desired displacement even
when disturbance and dynamic effect of rotating are taken into considering.

Table 1 Axial and radial magnetic bearing parameters

Parameters Symbol Value Unit

Mass m 98 Kg

Polar moment of inertial Jp 1.25 Kgm2

Transversal moment of inertial Jt 1.38 Kgm2

Distance from COG to radial bearing 1 a 0.138 m

Distance from COG to radial bearing 2 b 0.138 m
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Observer-Based Output Feedback Control
Design for Mismatched Uncertain Systems

Van Van Huynh and Minh Hoang Quang Tran

Abstract In this paper, the observer-based output feedback control is developed
for a class of mismatched uncertain systems with both mismatched in the state
matrix and in the input matrix. The objective is to reduce the conservatism and
enhance the robustness of the control systems by using only the estimation error of
output variables. The control and observer gains are given from linear matrix
inequalities feasible solution. A numerical example is used to demonstrate the
efficacy of the proposed method.

Keywords Linear matrix inequalities (LMI) � Mismatched uncertain systems �
Observer-based output feedback control � Output feedback control

1 Introduction

General speaking, the aim of the observer is to estimate the unmeasurment state
variables of a system, which has important applications in many aspects such as
realization of feedback control, system supervision, gas-fired furnace system, and
fault diagnosis. The significant advantages of the observer-based control is its
insensitivity to parameter variations, fast dynamic response and the output observer
error to converge to zero in finite time, while the observer states converge
asymptotically to the system states.

Based on these advantages, the observer-based control is considered by many
researchers in the recent years. In [1], the linear matrix inequalitty (LMI) approach
is used to find the control and observer gains for the observer-based control of
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uncertain system. Designing the observer based feedback control was designed
using the LMI optimization approach for a class of uncertain systems [2].
Additionally, the robust analysis of observer without disturbance input and the H∞

control including disturbance inputs were used to determine the control and
observer gains. In [3], adopted the Lyapunov stability theory to prove that the
observer is exponentially stabilizabled. Moreover, the LMI approach is used in the
design of the robust observer based control for a class of uncertain systems. In [4],
used a constrained Lyapunov function to estimate the system state variables of the
asymptotic observer for the matched and mismatched uncertainties system. In [5],
in their research, designed the sliding mode observer using LMI approach to find
the gains of the observer for a class of uncertain systems. The purpose of this paper
is to exploit the degrees of freedom available in this design. In [6], used the LMI
approach to design and find the gain matrices of the sliding mode observer for a
class of multivariable uncertain systems. In addition to this, they adopted the
necessary and sufficient condition of the LMI for the existence of the observer to
ensure a stable sliding motion. In [7], using the necessary and sufficient conditions
on the stability matrix, replaced the eigenvalues and eigenvectors approach of linear
stability matrix, ensuring asymptotic stability of the observer for the class of
Lipschitz nonlinear systems. The author also constructed the systematic computa-
tional algorithm, to find the gain matrices of the observer. In [8], utilizing the LMI
approach to the LMI approach was utilized to design a linear full-order non-fragile
observer based control for continuous-timelinear systems, and to guarantee the
observer is exponentially stabilizable. Moreover, the LMI was also used to find the
control and observer gains. In [9], the authors used a separation principle for the
observer based dynamic surface controller (ODSC) of the nonlinear systems, and
proved the quadratic stability of ODSC by using a convex optimization problem. In
[10], dealt with the designing problem of the observer-based controllers using the
famous Young relation for uncertain linear system. Besides this, the authors also
proved that the Young relation was less restrictive than the LMI condition. In [11],
observer-based output feedback control and minimizing the driving energy of the
controller was designed by using linear quadratic performance (LQP) optimality for
uncertain system with external disturbance. Furthermore, the authors used the
separation principle to separate design of the feedback control law and observer.
However, these approaches given in [1–11] only considered the estimation error of
the observer based full state feedback control, which increases the computation of
burden due to theassociated closed-loop system, possessing a dynamical order
double that of the actual systems. This motivate us to design observer based output
feedback control for a class of uncertain systems.

In this paper, the proposed observer based output feedback control is designed
using LMI approach. A numerical example is given to illustrate the performance of
the proposed observer based output feedback control approach.
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2 Statement of the Problem

Consider the following mismatched uncertain systems:

_xðtÞ ¼ ½AþDA�xðtÞþ ½BþDB�uðtÞ ð1Þ

yðtÞ ¼ CxðtÞ ð2Þ

where xðtÞ 2 Rn is the state vector, uðtÞ 2 Rm is the control input, yðtÞ 2 Rp is the
output. The matrices A; B and C are constant matrices with appropriate dimensions.
The term DA represents the mismatched uncertainty of the plant, which the
matching condition is not satisfied. The term DB represents the input matrix
uncertainty.

The following assumptions are useful for the development of our work.

Assumption 1 The matrix pair ðA;CÞ is observable.
Assumption 2 The mismatched uncertainty of the plant and the input matrix
uncertainty satisfy

DAðxðtÞ; tÞ DBðxðtÞ; tÞ½ � ¼ MFðxðtÞ; tÞ N1 N2½ � ð3Þ

where FðxðtÞ; tÞ is unknown but bounded as FðxðtÞ; tÞk k� 1 for all
ðxðtÞ; tÞ 2 Rn � R, and M, N1 and N2 are known matrices of appropriate
dimensions.

Lemma 1 [12]: Let X, Y and F are real matrices of suitable dimension with
FTF� I then, for any scalar u[ 0, the following matrix inequality holds:

XFY þ YTFTXT �u�1XXT þuYTY :

For system (1) and (2), construct the following dynamical system

_̂xðtÞ ¼ Acx̂ðtÞþBuðtÞþ L½yðtÞ � ŷðtÞ� ð4Þ

ŷðtÞ ¼ Cx̂ðtÞ ð5Þ

uðtÞ ¼ �KCx̂ðtÞ ¼ �KŷðtÞ ð6Þ

where x̂ðtÞ 2 Rn is the estimation of xðtÞ, ŷðtÞ 2 Rp is the observer output, K 2
Rm�p is the controller gain, L 2 Rn�p is the observer gain and Ac is the constant
matrix to be determined.
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Let eðtÞ ¼ xðtÞ � x̂ðtÞ, from the systems (1), (2), (4) and (5) we have

_eðtÞ ¼ ðA� AcÞx̂ðtÞÞþAeðtÞ � LCeðtÞ
þMFðtÞ½N1eðtÞþ ðN1 � N2KCÞx̂ðtÞ�

ð7Þ

According to Eqs. (4) and (7) we achieve

_̂xðtÞ
_eðtÞ

� �
¼ Ac � BKC LC

A� Ac A� LC

" #
x̂ðtÞÞ
eðtÞ

� �
þ 0

M

� �
FðtÞ½ðN1 � N2KCÞN1� x̂ðtÞÞ

eðtÞ
� �

ð8Þ

3 Main Results

Now we are in position to derive sufficient conditions in terms of linear matrix
inequalities (LMI) such that the system (8) is robustly stabilizable. Let us begin
with considering the following LMI:

/1 þ/T
1 � BK̂C � CTKTBT /3 0 ðN1Q1 � N2K̂CÞT

/T
3 N M 0
0 MT �e�1I 0

ðN1Q1 � N2K̂CÞ 0 0 �eI

2
664

3
775\0 ð9Þ

where /1 ¼ AcQ1, /2 ¼ KQ1; /3 ¼ Q1ðA� AcÞT þ L̂Cþ e�1ðN1Q1 � N2K̂CÞT
N1Q2; N ¼ AQ2 � L̂CþQ2 AT � CTL̂T þQ2 e�1NT

1 N1Q2; Q1 2 Rn�n [ 0; Q1 2
Rn�n [ 0 and Q2 2 Rn�n [ 0 and the scalar e[ 0. Then, we can establish the
following theorem.

Theorem 1 Suppose that the LMI (9) has a solution for the positive matrices
Q1 2 Rn�n; Q2 2 Rn�n and K̂ 2 Rm�p, L̂ 2 Rn�p, the scalar e[ 0. Consider the
system (1) and (2) with assumptions 1–2 and the observer-based output feedbach
control (4) and (6). Then the system (1) and (2) is robustly stabilizable by the
observer-based output feedbach control (4) and (6) with L ¼ L̂Q̂�1

2 and K ¼ K̂Q̂�1
1 .

Proof Let us first consider the following positive definition function

Vðx̂ðtÞ; eðtÞÞ ¼ x̂ðtÞ
eðtÞ

� �T
P1 0
0 P2

� �
x̂ðtÞ
eðtÞ

� �
ð10Þ
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where P1 2 Rn�n [ 0 and P2 2 Rn�n [ 0. Then, the time derivative of V along the
state trajectories of system (8) is given by

_Vðx̂ðtÞ; eðtÞÞ ¼
x̂ðtÞ
eðtÞ

" #T
P1 0

0 P2

� �
Ac � BKC LC

A� Ac A� LC

� ��

þ Ac � BKC LC

A� Ac A� LC

� �T P1 0

0 P2

� �
x̂ðtÞ
eðtÞ

� �)

þ 2
x̂ðtÞ
eðtÞ

� �T P1 0

0 P2

� �
0

M

� �
FðtÞ½ðN1 � N2KCÞ N1�

x̂ðtÞ
eðtÞ

� �
ð11Þ

Applying Lemma 1 to Eq. (11) yields

_Vðx̂ðtÞ; eðtÞÞ � x̂ðtÞ
eðtÞ

� �T P1 0

0 P2

� �
Ac � BKC LC

A� Ac A� LC

� �
þ Ac � BKC LC

A� Ac A� LC

� �T

� P1 0

0 P2

� �
x̂ðtÞ
eðtÞ

� ��
þ e

x̂ðtÞ
eðtÞ

� �T P1 0

0 P2

� �
0

M

� �
0

M

� �T P1 0

0 P2

� �T x̂ðtÞ
eðtÞ

� �

þ e�1 x̂ðtÞ
eðtÞ

� �T
ðN1 � N2KCÞ N1½ �T ðN1 � N2KCÞ N1½ � x̂ðtÞ

eðtÞ

� �

¼ x̂ðtÞ
eðtÞ

� �T P1 0

0 P2

� ��
Ac � BKC LC

A� Ac A� LC

� �
þ Ac � BKC LC

A� Ac A� LC

� �T P1 0

0 P2

� �
x̂ðtÞ
eðtÞ

� �)

þ e�1 x̂ðtÞ
eðtÞ

� �T ðN1 � N2KCÞTðN1 � N2KCÞ ðN1 � N2KCÞTN1

NT
1 ðN1 � N2KCÞ NT

1 N1

" #
x̂ðtÞ
eðtÞ

� �

þ e
x̂ðtÞ
eðtÞ

� �T 0 0

0 P2MMT P2

� �
x̂ðtÞ
eðtÞ

� �

¼ x̂ðtÞ
eðtÞ

� �T
P1ðAc � BKCÞþ ðAc � BKCÞTP1 ðA� AcÞTP2þP1LC

P2ðA� AcÞþ ðLCÞTP1 P2ðA� LCÞþ ðA� LCÞTP2

" #(

þ e�1 ðN1 � N2KCÞTðN1 � N2KCÞ ðN1 � N2KCÞTN1

NT
1 ðN1 � N2KCÞ NT

1 N1

" #)
x̂ðtÞ
eðtÞ

� �

þ e
x̂ðtÞ
eðtÞ

� �T 0 0

0 P2MMT P2

� �
x̂ðtÞ
eðtÞ

� �

ð12Þ

In addition, pre- and post-multiplying the LMI (9) by X and XT , where

X ¼
P1 0 0 0
0 P2 0 0
0 0 I 0
0 0 0 I

2
664

3
775 ¼

Q�1
1 0 0 0
0 Q�1

2 0 0
0 0 I
0 0 I

2
664

3
775 ð13Þ
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Then, we have

P1ðAc � BKCÞþ ðAc � BKCÞTP1 W1 0 ðN1 � N2KCÞT
P2ðA� AcÞþ ðLCÞTP1 þ e�1NT

1 ðN1 � N2KCÞ W2 P2M 0
0 MTP2 �e�1I 0

ðN1 � N2KCÞ 0 0 �eI

2
664

3
775\0

ð14Þ

where W1 ¼ ðA� AcÞTP2 þP1LCþ e�1ðN1 � N2KCÞTN1, W2 ¼ P2ðA� LCÞþ
ðA� LCÞTP2 þ e�1NT

1 N1.
By the Schur complement of [13], the LMI condition (14) is equivalent to

P1ðAc � BKCÞþ ðAc � BKCÞTP1 ðA� AcÞTP2 þP1LC

P2ðA� AcÞþ ðLCÞTP1 P2ðA� LCÞþ ðA� LCÞTP2

" #

þ e
0 0

0 P2MMTP

� �
þ e�1 ðN1 � N2KCÞTðN1 � N2KCÞ ðN1 � N2KCÞTN1

NT
1 ðN1 � N2KCÞ NT

1 N1

" #
\0

ð15Þ

According to Eqs. (12) and (15), we cac obtain that

_Vðx̂ðtÞ; eðtÞÞ\0 ð16Þ

The inequality (16) show that if LMI (9) holds, which further implies that Then
the system (1) and (2) is robustly stabilizable by the observer-based control (4)
and (6).

4 Numerical Example

In order to demonstrate the validity and effectiveness of the proposed observer
based output feedbach control, in this section, we are going to apply the proposed
method given in previous sections for the mismatched uncertain system, which is
modified from [1] as the following

_x ¼ ð
1 1 1

0 �2 1

1 �2 �5

2
64

3
75þDAÞxþ

1 0

0 1

0 0

2
64

3
75u

y ¼ 1 0 1½ �x

ð17Þ
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The mismatched uncertainties are given as DA ¼ MFN with M ¼ I, N1 ¼

b 0 0
0 a 0
0 0 c

2
4

3
5 and

FðtÞ ¼
aðtÞ
a 0 0

0 bðtÞ
b 0

0 0 cðtÞ
c

2
664

3
775 ¼

cosð3tÞ
a 0 0

0 1�0:3 sinð2tÞ
b 0

0 0 1:3 sinð4tÞ
c

2
664

3
775 ð18Þ

For this work, the following parameters are given as follows:
K̂ ¼ 10:8 0:135½ �T , L̂ ¼ 22 0:4 12½ �T , the scalar e ¼ 2. By solving LMI (9),
it is easy to verify that conditions in Theorem 1 are satisfied with positive matrices

Q1

0:1051 �0:0216 �0:0075
�0:0216 0:0208 0:0081
�0:0075 0:0081 0:1364

2
4

3
5; Q2 ¼

3:1471 �0:3948 0:9715
�0:3948 1:5653 �0:3104
0:9715 �0:3104 4:4855

2
4

3
5;

K ¼ 95:3642 1:1921½ �T and L ¼ 4:5950 0:0835 2:5064½ �T :
The initial conditions for the system (17) are selected to be

xð0Þ ¼ 2 3 �4½ �T . The system states, using the proposed observer, are plotted
in Fig. 2. From Fig. 2, it is obvious that the system has a good performance and is
effective in dealing with matched and mismatched uncertainties (Fig. 1).

Fig. 1 Trajectories of the
uncontrolled system
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5 Conclusion

An observer-based output feedback control is developed to stabilize a class of
mismatched uncertain systems. The control scheme is designed to be dependent on
only the observer output. Therefore, the conservatism is reduced and the roboust-
ness is enhanced. The proposed approach does not need the availability of the state
variables so that our method is very useful and more realistic since it can be easily
implemented in practice. Finally, a numerical example has been given to demon-
strate the use of our results.
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Single and Multi Chaos Enhanced
Differential Evolution on the Selected
PID Tuning Problem

Roman Senkerik, Michal Pluhacek and Ivan Zelinka

Abstract This paper presents results of the utilization of single and multi chaos
enhanced differential evolution (DE) algorithm in the task of PID controller design
for the selected 4th order dynamical system. The aim of the paper is to highlight the
advantages and disadvantages of utilizing such complex chaos enhanced heuristics
for simple real life and fast optimization process. The results of four versions of
chaos driven DE are compared with canonical DE versions, which do not utilize the
chaos in the place of pseudo-random number generator.

Keywords Differential evolution � Deterministic chaos � Optimization � PID
tuning

1 Introduction

This research is focused on the interconnection of the two different softcomputing
fields, which are theory of chaos and evolutionary computation. Currently the
methods based on softcomputing such as evolutionary algorithms are known as
powerful tool for solving many difficult and complex optimization problem.

In the past decades, simple PID controllers became a fundamental part of many
automatic control systems. The successful design (tuning of parameters) of PID
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controller was mostly based on deterministic methods involving complex mathe-
matics [1, 2].

Recently, many different softcomputing techniques were successfully utilized for
solving the complex task of PID controller parameter setup [3]. These techniques
[4–7] use random operations and typically use various kinds of pseudo-random
number generators (PRNGs) that depend on the operation system platform, where
the algorithm is implemented. More recently it was shown that chaotic systems
could be used as PRNGs for various stochastic methods with great results with the
predisposition that unlike stochastic approaches, a chaotic approach is able to
bypass local optima stagnation, which is very important for the utilization of
evolutionary algorithms. Some of these chaos driven stochastic methods were tested
on the task of PID controller design in [8]. In [3] it was shown that Particle Swarm
optimization (PSO) algorithm is able to deal with the task of PID controller design
with very good results. Following that in [9–13] the performance of chaos driven
PSO algorithm was tested on this task with great results.

This paper presents the results of the utilization of single and multi chaos
enhanced differential evolution (DE) algorithm in the task of PID controller design
for the selected 4th order dynamical system. The aim of the paper is to highlight the
advantages and disadvantages of utilizing such complex chaos enhanced heuristics
for simple real life and fast optimization process.

2 Motivation

Till now the chaos was observed in many of various systems (mechanical, physical
electronic) and in the last few years, it is also used to replace the pseudo-number
generators (PRGNs) in evolutionary algorithms (EAs).

This research is a continuation and extension of the previous successful initial
application based experiments with chaos driven PSO and DE in PID tuning task
[9–13]. In this paper the DE/rand/1/bin strategy driven either by one (single
ChaosDE) or two different chaotic systems (Multi-ChaosDE) were utilized to solve
the issue of evolutionary optimization of PID controller settings. Thus the idea was
to utilize the hidden chaotic dynamics in pseudo random sequences given by
chaotic system to help Differential evolution algorithm in searching for the best
controller settings.

Moreover the idea was to utilize the results and knowledge with alternating of
different chaotic systems within one run of chaos embedded heuristics. The focus of
this research is to experimentally analyze and highlight the advantages and dis-
advantages of utilizing simple canonical, complex chaos enhanced heuristics and
even more complex heuristic with two alternating driving chaotic systems in the
task of simple real life and fast optimization process.
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3 Differential Evolution

DE is a population-based optimization method that works on real-number-coded
individuals [7]. For each individual~xi;G in the current generation G, DE generates a
new trial individual~x0i;G by adding the weighted difference between two randomly
selected individuals~xr1;G and~xr2;G to a randomly selected third individual~xr3;G. The
resulting individual~x0i;G is crossed-over with the original individual~xi;G. The fitness
of the resulting individual, referred to as a perturbed vector ~ui;Gþ 1, is then com-
pared with the fitness of~xi;G. If the fitness of~ui;Gþ 1 is greater than the fitness of~xi;G,
then~xi;G is replaced with~ui;Gþ 1; otherwise,~xi;G remains in the population as~xi;Gþ 1.
DE is quite robust, fast, and effective, with global optimization ability. It does not
require the objective function to be differentiable, and it works well even with noisy
and time-dependent objective functions. Description of used DERand1Bin strategy
is presented in (1). See [7, 14] and [15] for the description of all other strategies.

ui;Gþ 1 ¼ xr1;G þF � xr2;G � xr3;G
� � ð1Þ

4 The Concept of CPRNG

The general idea of CPRNG is to replace the default PRNG with the chaotic system
[16]. As the chaotic system is a set of equations with a static start position, we
created a random start position of the system, in order to have different start position
for different experiments. This random position is initialized with the default
PRNG, as a one-off randomizer. Once the start position of the chaotic system has
been obtained, the system generates the next sequence using its current position.

Generally there exist many other approaches as to how to deal with the negative
numbers as well as with the scaling of the wide range of the numbers given by the
chaotic systems into the typical range 0–1:

• Finding of the maximum value of the pre-generated long discrete sequence and
dividing of all the values in the sequence with such a maxval number.

• Shifting of all values to the positive numbers (avoiding of ABS command) and
scaling.

4.1 Chaotic Systems for CPRNG

This section contains the description of two discrete chaotic maps, which were used
as the CPRNG. The direct output iterations of the chaotic map were used for the
generation of the both integer numbers and real numbers scaled into the typical
range for random function: h0–1i.
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The Dissipative Standard map is a two-dimensional chaotic map. The parameters
used in this work are b = 0.6 and k = 8.8 as suggested in [17]. The map equations
are given in (2).

Xnþ 1 ¼ Xn þ Ynþ 1ðmod2pÞ
Ynþ 1 ¼ bYn þ k sinXnðmod2pÞ ð2Þ

The Burgers mapping is a discretization of a pair of coupled differential equa-
tions which were used by Burgers [18] to illustrate the relevance of the concept of
bifurcation to the study of hydrodynamics flows. The map equations are given in
(3) with control parameters a = 0.75 and b = 1.75 as suggested in [17].

Xnþ 1 ¼ aXn � Y2
n

Ynþ 1 ¼ bYn þXnYn
ð3Þ

The illustrative histograms of the distribution of real numbers transferred into the
range h0–1i generated by means of studied chaotic maps are in Fig. 1.

5 Problem Design

5.1 PID Controller

The PID controller contains three unique parts; proportional, integral and derivative
controller [1–3, 8]. A simplified form in Laplace domain is given in (4)

GðsÞ ¼ K 1þ 1
sTi

þ sTd

� �
ð4Þ

The PID form most suitable for analytical calculations is given in (5).

Fig. 1 Histogram of the distribution of real numbers transferred into the range h0–1i generated by
means of the chaotic Dissipative standard map (left) and Burgers map (right)—5000 samples
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GðsÞ ¼ kp þ ki
s
þ kds ð5Þ

The parameters are related to the standard form through: kp = K, ki = K/Ti and
kd = KTd. Acquisition of the combination of these three parameters that gives the
lowest value of the test criterions was the objective of this research. Selected
controlled system was the 4th order system that is given by Eq. 6.

GðsÞ ¼ 1
s4 þ 6s3 þ 11s2 þ 6s

ð6Þ

5.2 Cost Function

Test criterion measures properties of output transfer function and can indicate
quality of regulation [1–3, 8]. Following one different integral criterion was used for
the test and comparison purposes: ITAE (Integral Time Absolute Error) (7). This
test criterion was minimized within the cost function for the enhanced DE
algorithm.

Integral of Time multiplied by Absolute Error (ITAE)

IITAE ¼
ZT

0

t e tð Þj jdt ð7Þ

6 Results

In this section, the results obtained within experiments with single-ChaosDE and
Multi-ChaosDE algorithms are compared with each other and with canonical DE.
Previously published works and comparisons can be found in [3, 8–12].

Table 1 shows the typical used settings for the both Single/Multi ChaosDE and
Canonical DE.

Following versions of adaptive Single/Multi-ChaosDE were studied:

• ChaosDE Disi: Single-chaos driven DE with Dissipative map as the CPRNG.
• ChaosDE Bur: Single-chaos driven DE with Burgers map as the CPRNG.
• ChaosDE Disi-Bur: Start with Dissipative standard map CPRNG, and then

switch to the Burgers map CPRNG when the switching rule will be fulfilled
(half of the max. generations interval).

• ChaosDE Bur-Disi: Start with Burgers map CPRNG, then switch to the
Dissipative standard map CPRNG when the switching rule will be fulfilled (half
of the max. generations interval).
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Statistical results of the selected experiments are shown in comprehensive
Table 2 which represents the simple statistics for cost function (CF) values, e.g.
average, median, maximum values, standard deviations and minimum values rep-
resenting the best individual solution for all 50 repeated runs of DE.

Table 3 compares the progress of all versions of Single/Multi-ChaosDE and
Canonical DE. This table contains the average CF values for the generation No. 25,
50, 75 and 100 from all 50 runs. The bold values within the both Tables 2 and 3
depict the best obtained results.

Table 1 DE settings

DE Parameter Value

Popsize 25

F (for ChaosDE) 0.5

CR (for ChaosDE) 0.9

F (for Canonical DE) 0.5

CR (for Canonical DE) 0.9

Dim 3

Max. Generations 100

Max Cost Function Evaluations (CFE) 2500

Table 2 Simple results statistics for the Canonical DE and Single/Multi-ChaosDE—4th order
system PID controller design

Avg CF Median CF Max CF Min CF StdDev

Canonical DE 15.20054 15.19068 15.28961 15.19041 0.031294

ChaosDE Disi 15.19065 15.19067 15.19068 15.19041 8.34E-05
ChaosDE Bur 15.24547 15.19173 15.50558 15.19067 0.108157

ChaosDE DisiBur 15.21419 15.19067 15.42609 15.19041 0.074454

ChaosDE BurDisi 15.25067 15.19067 15.65032 15.19041 0.146789

Table 3 Comparison of
progress towards the
minimum

DE Version 25 50 75 100

Canonical DE 15.97809 15.33126 15.243 15.20054

ChaosDE Disi 15.66296 15.19221 15.1907 15.19065
ChaosDE Bur 15.98638 15.2609 15.24888 15.24547

ChaosDE
DisiBur

15.64624 15.23651 15.21615 15.21419

ChaosDE
BurDisi

15.64487 15.29743 15.26091 15.25067
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Furthermore, examples of time evolutions of CF values for average, the best
individual and the most progressive solutions are depicted in Figs. 2, 3 and 4.

Canonical DE

ChaosDE Disi

ChaosDe Bur

ChaosDE Disi Bur

ChaosDE Bur Disi

20 40 60 80 100
Generations

16

17

18

19

CF Value
Comparison of Evolution of Average CF Values

Fig. 2 Comparison of the time evolution of avg. CF values for the all 50 runs of Canonical DE,
and four versions of Single/Multi-ChaosDE

Canonical DE

ChaosDE Disi

ChaosDe Bur

ChaosDE Disi Bur

ChaosDE Bur Disi

20 40 60 80 100
Generations

15.5

16.0

16.5

17.0

17.5

CF Value Comparison of Evolution of Best Individual Solutions

Fig. 3 Comparison of the time evolution of the best individual solutions (with minimal final CF
values) for the all 50 runs of Canonical DE, and four versions of Single/Multi-ChaosDE
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7 Conclusion

In this paper the single/multi chaotic approach combining dissipative standard map
and burgers map was presented and investigated over its capability of enhancing the
performance of DE in the task of PID controller design. This approach is suitable
for the system of any order; moreover due to the limited amount of iterations and
very fast convergence of DE towards optimal solution, it can be used also in real
time applications.

From the comparisons, it follows that through the utilization of chaotic systems;
the best overall results were obtained and entirely different statistical characteristics
for different single/multi-chaos CPRNGs-based heuristic can be achieved. Thus the
different influence to the system, which utilizes the selected CPRNG, can be chosen
through the implementation of particular inner chaotic dynamics given by the
particular chaotic system.

When comparing both single/multi chaos approaches, it seems that for the very
fast optimization process, which is the PID tuning issue, it is very advantageous to
keep the heuristic simple without any adaptation and alternation of driving complex
dynamical chaotic systems. Initial strong progress towards global CF extreme of
Burgers map based ChaosDE and persistent searching abilities with satisfactory
statistical results of Dissipative standard map based driven heuristics were not
possible to combine in the Mutli-Chaos approach to ensure even better results. We
assume, that in requires many generations for the positive influence of
adaptation/alternation of driving chaotic dynamics for the DE to its performance.
Multi-chaotic approach proved itself to be very advantageous in higher dimensional
optimization tasks with high number of generations required.

Canonical DE

ChaosDE Disi

ChaosDe Bur

ChaosDE Disi Bur

ChaosDE Bur Disi

20 40 60 80 100
Generations

15.4

15.6

15.8

16.0

16.2

CF Value
Evolution of CF Value for the Best Progressive Solution

Fig. 4 Comparison of the time evolution of the most progressive solutions (with minimal sum of
CF values in 20 generations steps) for the all 50 runs of Canonical DE, and four versions of
Single/Multi-ChaosDE
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Promising results were presented, discussed and compared with other methods
of PID controller design. More detail experiments are needed to prove or disprove
these claims and explain the effect of the chaotic systems on the optimization and
controller design.
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A Study on the Dynamics of Marine
Umbilical Cable for Underwater Vehicle

The-Vu Mai, Hyeung-Sik Choi, Joon-Young Kim, Dae-Hyeung Ji,
Hyun-Joong Son and Ngoc-Huy Tran

Abstract The dynamics of underwater umbilical cable (UC) for underwater
vehicle (UV) are an important in ocean engineering. These UC are widely used in
the ocean environment for signal and power transmission application. To apply the
cable to power and data transmission for small UV, the dynamics of the UC are
studied in the paper. The nonlinear and coupled UC dynamics are complicated, but
need to be analyzed in real time for application. In the study, the governing
equations of cables are established based on the catenary equation method. The
shooting method is applied to solve a two-point boundary value problem. This
paper presents the formulation and solution of governing equations that can be used
to estimate the three dimensions (3-D) position and forces of the cable end point
under the action of concentrated and distributed forces due to underwater currents
in 3-D. The validity of the proposed method is shown by simulation results.

Keywords Underwater vehicle � Umbilical cable � Shooting method � Dynamic
system

1 Introduction

Generally, the deep-sea-operated vehicle systems typically consist of a large sup-
ported vessel, a winch, UC and UV. UC is used for both power supply and com-
munication to UV. The UC that connects the UV to the vessel can be affected by
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many parameters, including the motions of either the UV or the vessel, the current
along the cable and the total length of the cable itself. The UC configuration can be
optimized by numerical simulations. However, most of researches on the numerical
model of predicting the motion of the UV neglect the UC effect. The main reason is
that including the UC effect will cause the numerical model to be very complicated
and difficult to solve. Therefore, only a few authors dealt with such kind of
problem. Ablow and Schechter [1] proposed an implicit finite difference method to
simulate an UC that has been frequently referenced in the relevant literatures.
However, their algorithm will become singular if the tension in the cable is lost.
Burgess [2] indicated the internal forces generated by the cable curvature could
avoid the singular behavior of the implicit finite difference scheme, which was
made by implementing three additional rotational equations of motion. Buckham
et al. [3] applied the finite-element method to calculate the tension and bending
force on the slack tether attached to the ROV. Recently Feng and Allen [4]
extended the numerical scheme developed by Milinazzo et al. [5] and presented a
finite difference method to evaluate the effects of the UC on an underwater flight
vehicle, which showed that the numerical scheme was effective and provided a
means for developing a feed-forward controller to compensate for the cable effects.
It means that the proposed numerical scheme can handle the dynamics of an
underwater flight vehicle with cables of non-fixed length.

2 General Structure of Umbilical Cable and Assumptions
for Simulation

2.1 Basic Assumptions

In the present study, for simplifying the problem, the following assumptions are
made to solve the corresponding configuration and tension of the UC attached to the
UV:

• The UC can only resist tension force, not for bending moment and compression
force.

• The hydrodynamic force on the UC can be resolved into tangential component
and normal component.

2.2 General Structure of UC

In the present study, a cable is adopted as the numerical model for calculations.
The UC is divided into 100 equal length elements and the result from one element is
propagated into next till it reaches the final end point at the UV. The global
coordinates of initial position of the connected point to the UV and the other end
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point at the free surface near supported vessel are assumed to be (−85.36, 0,
47.51 m) and (0, 0, 0) m, respectively. The initial length of the UC is set to be
100 m. The initial cable tension, T = 10 N and the constant current speed
U = 0.1 m/s is considered in the study. Cable’s weight is Wc = −0.5 N/m, diameter
dc = 0.025 m, modulus of elasticity Ec = 200 × 109 N/m2, axial stiffness
EA = 3 × 104 N and density ρc = 662.2 kg/m3. The inertial reference frame (X, Y, Z)
is defined at surface of waterline and the first cable’s element is attached to the
supported vessel. The 3-D of the UC is computed by the method in Sagatun [6] that
uses catenary equations with end forces estimates.

3 Forces Acting on the Cable

3.1 Weight and Buoyancy Forces

Consider Fig. 1 which shows a cable segment. The cable’s weight per unit length in
air is denoted wa = mg, where g is the earth’s gravity, m is the mass per length unit,
respectively. When the cable is submerged a hydrostatic force will appear according
to:

B ¼ qwgA ð1Þ

where ρw is the density of water and A is the cross-sectional area. This leads to the
following definition of the stretched cable’s weight in water w1:

w1 ¼ wa � B ð2Þ

3.2 Hydrodynamic Forces

Consider the current acting on a small cable element dp in Fig. 2. The drag force
has two components, namely, the tangential drag force (Rn) and the normal drag
force (Rs), respectively.

Fig. 1 An infinite cable segment
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Rn ¼ 1
2
qtCnV

2 sinw sinwj j; Rs ¼ 1
2
qtCf V

2 cosw coswj j ð3Þ

where ρ is the water density, t is the diameter of the cable, Cn is the normal drag
coefficient, Cf is the tangential drag coefficient, V is current velocity relative to the
cable, ψ is the angle between current and cable. Rs, Rθ and Rφ are the fluid force per
unit length along is, iθ and iφ directions, respectively, and the formulas can be stated
as below:

Rs ¼ 1
2
qtpCf V

2 cosw cosw
�� ��; Rh ¼ Rnx cosðhþ p

2
ÞþRny sinðhþ p

2
Þ ð4Þ

Ru ¼ Rnx cos h cosðuþ p
2
ÞþRny sin h sinðuþ p

2
ÞþRnz sinðuþ p

2
Þ ð5Þ

in which

Rnx ¼ Rn cosðw� p
2
Þ; Rny ¼ Rn sinðw� p

2
Þ cos c; Rnz ¼ Rn sinðw� p

2
Þ sin c

ð6Þ

where γ is the angle between xoy plane and the plane composed of is direction and
current direction. The direction of the current is assumed to be coincident with the
x-axis. The relationship between all angles of cable system frame can be expressed:

cosw ¼ cosu� cos h; tan c ¼ tanu
sin h

ð7Þ

Fig. 2 Forces acting on a
segment of a cable
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3.3 Tension Force

The tension Te acts along the tangent of the average cable configuration, where the
average cable configuration is defined as the smoothest possible profile of the cable.
The force on an element with un-stretched length can be written as:

d
ds

ðTe t!Þds ¼ @Te
@s

t!þ Te
q

n!
� �

ds ð8Þ

Given a cable tension, Tc Triantafyllou [7] shows that the effective tension, Te
may be written as:

Te ¼ Tc þ peA ð9Þ

where pe is the hydrostatic pressure at the specific point of the cable.

4 Dynamic Equations of Cable

4.1 Three Coordinate Systems

To analyse the motion of the cable as well as its effect on the vehicle, it is con-
venient to define three coordinate systems, i.e. the earth-fixed frame (i, j, k) and the
local frames along the cable (t, n, b) and the vehicle-fixed frame (x, y, z).

Fig. 3 Three coordinates of
the system
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As shown in Fig. 3 the earth-fixed frame is selected with k pointing vertically
downwards. The vehicle-fixed frame (x, y, z) is located at the centre of the hull,
with x coinciding with the longitudinal axis, and y pointing to starboard.

The relationship between the vehicle-fixed frame and the earth-fixed frame can
be expressed in terms of Euler angles, i.e.:

x y z½ � ¼ i j k½ �Rð/; h;wÞ ð10Þ

with

Rð/; h;wÞ ¼
chcw s/shcw� c/sw c/shcwþ s/sw
chsw s/shswþ c/cw c/shsw� s/cw
�sh s/ch c/ch

2
4

3
5 ð11Þ

where c. = cos, s. = sin and φ, θ, ψ are the roll, pitch and yaw angle of the vehicle,
respectively.

The local frames (t, n, b) are located at points along the cable with t tangent to
the cable in the direction of increasing arc length from the tow-point, and b in the
plane of (i, j). They are obtained by three rotations of the earth-fixed frame in the
following order: (1) a counter-clockwise rotation through angle about the k axis to
bring the i axis into the plane of t and n; (2) a counter-clockwise rotation about the
new the i axis through π/2 to bring the k axis into coincidence with b; and (3) a
clockwise rotation about b through to bring i and j into coincidence with t and n.
Thus, the relationship between the local frames and the earth-fixed frame can be
expressed as follows [1]:

t n b½ � ¼ i j k½ �Wð#;uÞ ð12Þ

where

Wð#;uÞ ¼
cos# cosu � cos# sinu sin#
� sin# cosu sin# sinu cos#

� sinu � cosu 0

2
4

3
5 ð13Þ

In terms of Eqs. (10)–(13), the relationship between the local frames and the
vehicle-fixed frame can be written as:

t n b½ � ¼ x y z½ �RTð/; h;wÞWð#;uÞ ð14Þ

where the orthogonal property of R has been used.
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4.2 Static Catenary Analysis

The coordinate system for analyzing the UC is shown in Fig. 4. The origin 0
coincides with the end point of the UC. ϑ is the angle between tnb plane and the
plane which includes the tangential line passing through the point A and perpen-
dicular to t0n plane. φ is the angle between the tangential line passing through the
point A and t0n plane. it, ib and in are the unit vector along the cable length s, ϑ and
φ, respectively, and perpendicular to each other. Both it and in are located on the
vertical plane.

Considering the configuration of the UC as shown in Fig. 4 and the equilibrium
state of the external force on the cable as shown in Fig. 2, we can obtain the full
linear differential equations of cable as follows:

dt
ds

¼ cosu� cos#;
dn
ds

¼ cosu� sin#;
db
ds

¼ sinu ð15Þ

And

dT
ds

¼ w sinu� Rt;
d#
ds

¼ � R#

T cosu
;

du
ds

¼ ð�Ru þw cosuÞ
T

ð16Þ

where s is the arc length from the origin to the point A on the cable. T is the tension
force along the cable. w is the cable weight per unit length in the water. Rt, Rϑ and
Rφ are the forces per unit length due to the current in it, ib and in directions,
respectively.

Fig. 4 Coordinate for the UC
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4.3 Solution of the Catenary Equation in the 3-D Case

In this section, a detailed procedure for finding the general elastic catenary equa-
tions in 3-D is presented. The UC forces in 3-D are computed by the method
reported by Sagatun [6] which uses catenary equations with end forces estimates.
Consider a cable of length L with one end fixed in space and the other end free. The
cable may have varying axial stiffness EA along its length. And UC is divided into
n equal length elements and result of one element is propagated into the next till it
reaches the end point of the UV. The force vector f0 represents the reaction forces
from the cable on its termination point. The force vector �f i represents a concentrated
force acting on an arbitrary point i along the cable, and the distributed load vector pi
force per unit length acts on the cable segment between points i and i-1. The result
of the proposed method is an analytical piecewise continuous static solution of the
form F sð Þ ¼ Fx Fy Fz½ �T , where the symbol s represents the Lagrangian
coordinate along the unstrained cable and Fc is the local forces in X, Y, Z within the
cable’s element. Considering the cable with one-dimensional strain along the
Lagrangian variables, Hooke’s law is:

T ¼ EA
dp
ds

� 1
� �

ð17Þ

Seeking a solution in Cartesian coordinates of the cable as a function of s, the
identity dF

ds ¼ dF
dp

dp
ds will be useful. This leads to the relation:

dF
ds

¼ dF
dp

T
EA

þ 1
� �

ð18Þ

Assume that the cable is terminated in point 0, the concentrated forces �f i may act
discrete points (cable nodes) and axial tension T in the end point. We have the
following equation for the forces acting in the cable’s terminating point:

fo ¼ T
dr
dp

����
s¼L

þ
Xn
i¼1

f i þwL ð19Þ

Where s 2 0; L½ � ! R; k 2 1; n½ � ! Njs 2 sk�1; sk½ �f g. n is the number of cable
segments and L is the cable’s unstretched length. w ¼ wx wy wz½ �T indicates the
constant distributed force along the cable.

We want to find the tension vector as a function of s. And the following relation
must hold
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T
dF
dp

ðsÞ ¼ fo �
Xk
i¼1

f i � ws ð20Þ

where s 2 0; L½ � ! R; k 2 1; n½ � ! Njs 2 sk�1; sk½ �f g: We define:

TðpÞ ¼ T
dF
dp

ð21Þ

where T 2 R
3, F ¼ Fx Fy Fz½ �T . The substitution:

fk ¼ f0 �
Xk
i¼1

fi ð22Þ

where k 2 0; n½ � ! N; s 2 1; L½ � ! Rjs 2 sk�1; sk½ �f g gives:

Ts ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fk � wsð ÞT fk � wsð Þ

q
ð23Þ

Use of (18) we have:

T
dF
dp

ðsÞ ¼ 1
EA

þ 1
T

� ��1dF
ds

¼ fk � ws ð24Þ

Reordering and substituting (23) gives the final differential equation:

dF
ds

¼ fn � psð Þ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fk � psð ÞT fk � psð Þ

q þ 1
EA

0
B@

1
CA ð25Þ

where k is the actual cable segment. By integration of (25), the resulting force Fk

which is an expression for the local solution within segment k of end point of the
cable can be obtained.

4.4 Boundary Conditions

Boundary conditions must be given at both ends of the cable (upper end and lower
end). As we assume that the vessel motion is fixed by using dynamic position
control, the first boundary condition is given by fixing the position of the surface
vessel. At the lower end, cable is connected to the vehicle. So, the second boundary

A Study on the Dynamics of Marine Umbilical Cable … 583



condition of lower end of the cable X0 = X0(t) is given as a function of time. These
two conditions can be expressed as follows:

x0ð0; tÞ ¼ 0; y0ð0; tÞ ¼ 0; z0ð0; tÞ ¼ 0

And

xLðL; tÞ ¼ xL; yLðL; tÞ ¼ yL; zLðL; tÞ ¼ zL

Where xL, yL and zL are position of UV during its motion.

4.5 Cable Effects

The tension of the cable at the two-point, i.e. F = (Fx, Fy, Fz), results in the
additional forces and moments that affect the motion of the vehicle. The additional
forces can be obtained by expressing the cable tension in the vehicle-fixed frame:

FcðtÞ :¼
FcX

FcY

FcZ

2
4

3
5 ¼ �RTð/; h;wÞWð#;uÞ

Fx

Fy

Fz

2
4

3
5 ð26Þ

In terms of the position of the tow-point in the vehicle-fixed frame, the cable
induced moments are:

McðtÞ :¼
McX

McY

McZ

2
4

3
5 ¼ rc � FcðtÞ ¼

xc
yc
zc

2
4

3
5�

FcX

FcY

FcZ

2
4

3
5 ¼

ycFcZ � zcFcY

zcFcX � xcFcZ

xcFcY � ycFcX

2
4

3
5 ð27Þ

where rc
!¼ xc; yc; zcð Þ is vector from the center of the gravity of UV to the con-

nected point between the cable and UV.

5 Simulation and Discussion

A shooting method based on the accurate analytical solution might be applied.
Shooting method is used to compute the static equilibrium configuration of a
composite single cable with boundary conditions specified at both ends. The inertial
reference frame (X, Y, Z) is defined at surface of waterline and the first cable’s
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element is attached to the supported vessel. MATLAB’s routine bvp4c was applied
to these parameters, and an estimate of the end force was found. The results were
dependent on the numerical option and the mesh in the variables. Figure 5 shows
profile of 3-D forces acting on the UC.

Figure 6 shows a cable of length L attached to a blue point and a red point. These
points are defined as the cable supports and they are fixed in space. Here, as in the
simulation, the top end or blue point is assumed to be fixed to the support ship, the
bottom or red point is attached to the UV. When the current is turned on, the cable
is pushed to the left and during this motion, under the influence of the side current,
and provided there is slack in the cable, the UC will form a curve. The position of
the red point is calculated equal Ep = [86.40 −45.42] m. The Eq. 25 gives the end
force equal fend = [230.5 −117.9 −27.97]′ N.

Fig. 5 The forces acting on
the UC
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Fig. 7 Dynamic configuration of UC
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Fig. 8 The end point forces of UC

586 T.-V. Mai et al.



The dynamic configuration of UC and the end point forces of cable are shown in
Figs. 7 and 8, respectively. It is observed from Fig. 7 that the trajectory of the red
point move backward for about 10 m in 10 s because the speed of red point is 1 m/s.
The end point forces in 3 dimensions of UC when the red point moves backward is
shown in Fig. 8. As we can see from this figure that the end point forces increases
gradually with increasing in time in three components Fx, Fy, Fz.

6 Conclusion

In this paper, a study on the dynamics of the UC for UV has been conducted. The
modeling of the cable dynamics using catenary equations was presented. The
catenary equations were used for representation of the forces acting on the UV
where the cable is attached.

This paper presented the formulation and solution of governing equations to
estimate the 3-D position and forces of the UC end point by the action of con-
centrated or distributed forces due to underwater currents. To numerically estimate
the position and forces of the cable end, the dynamics equation was formulated as a
two-point boundary value problem and the shooting method was applied.
A simplified and fast estimation of the position and forces of the UC under the
action of distributed and concentrated loads was presented. The validity of the
proposed method was shown through simulation results.

The presented results for the two case studies show that the numerical scheme is
good to estimate the position and forces of the cable end point under the action of
concentrated and distributed forces which may vary along the cable. It is believed
that the modeling, simulation results shown here can offer some important infor-
mation about the interaction effects between the UV and UC for the designers of the
related field.
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Adaptive Backstepping Control Design
for Trajectory Tracking of Automatic
Guided Vehicles

Pandu Sandi Pratama, Jae Hoon Jeong, Sang Kwun Jeong,
Hak Kyeong Kim, Hwan Seong Kim, Tae Kyeong Yeu, Sup Hong
and Sang Bong Kim

Abstract This paper is to design an adaptive trajectory tracking controller for an
Automatic Guided Vehicle (AGV) to track the desired reference trajectory with
unknown slip. To do this task, the followings are done. Firstly, system description
and mathematical modelings of a differential drive AGV system are presented.
Kinematic model of AGV is derived based on the wheel configuration and the
nonholonomic constraint. Dynamic model of AGV is obtained from the Lagrangian
formula. Secondly, an adaptive backstepping trajectory tracking controller is
designed. By choosing appropriate Lyapunov function based on its kinematic
modeling of AGV system with unknown slip parameter stability is guaranteed, a
control law and an update law to estimate the unknown slip parameter can be
obtained. The simulation and experimental results show that the proposed controller
successfully estimates the unknown parameters and tracks a reference trajectory.

Keywords Automatic guided vehicle � Tracking � Adaptive � Backstepping

1 Introduction

To track the generated trajectory, a trajectory tracking control is needed. In con-
ventional AGV system, there were several kinds of navigation methods to track the
generated trajectory such as a vision based line tracking algorithm [1], inductive
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guidance using electrical wire buried under the floor [2], semi-guided navigation
methodology by using magnetic tapes [3], navigation method based on wall fol-
lowing algorithm [4] and laser navigation system [5].

To track the given trajectory, several control algorithms has been proposed.
A PID controller for trajectory tracking was proposed by [6]. The navigation of
AGV using fuzzy control was proposed in [7]. Those controllers are easy to be
applied to AGV system but not robust. A parameter-based controller design method
has been proposed using sliding mode control theory in [8] and using Lyapunov
stability in [5]. In those controllers, the stability of the system was guaranteed, but
to find an appropriate controller law was not an easy task. Therefore, a backstepping
control method was proposed in [9]. In parameter-based controller design, all
parameters of the system should be known. However, in real AGV application,
some parameters such as slip, wheel diameter, wheel distance and mass are changed
during the operation caused by uneven load distribution or manufacturing imper-
fection, and loading the goods. Therefore, the controller should be adaptive to the
changing of parameters.

To solve this task, this paper proposed an adaptive trajectory tracking controller
for Automatic Guided Vehicle (AGV) to track the desired reference trajectory with
unknown slip. Firstly, system description and mathematical modelings of a dif-
ferential drive AGV system are presented. Secondly, an adaptive backstepping
trajectory tracking controller is designed. By choosing appropriate Lyapunov
function based on its kinematic modeling of AGV system with unknown slip
parameter stability is guaranteed, a control law and an update law to estimate the
unknown slip parameter can be obtained. The simulation and experimental results
show that the proposed controller successfully estimates the unknown parameters
and tracks a reference trajectory.

2 System Modeling

The AGV system used in this paper are shown in Fig. 1 as follows:
The slip ratio i of two wheels is defined as follows:

i ¼ ðr _/L � vLÞ
r _/L

¼ ðr _/R � vRÞ
r _/R

and 0� i\1 ð1Þ

where r is the radius of the wheel, _/L and _/R are the angular velocities of the left
and the right wheels, respectively. vL and vR are the linear velocities of the left and
right wheels with slip.

A slip parameter is defined as:
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c ¼ 1
ð1� iÞ and 0� i\1 ð2Þ

2.1 Kinematic Model

The kinematic modeling of a AGV including the slip parameter can be written as

_XA
_YA
_hA

2
4

3
5 ¼

r
2c cos hA

r
2c cos hA

r
2c sin hA

r
2c sin hA

r
bc

�r
bc

2
4

3
5 _/R

_/L

� �
, _n1 ¼ Sðn1Þ _U ð3Þ

If the velocity vector of the AGV in local coordinate is defined as gA ¼
VA xA½ �T ; the relations between U and gA including the slip can be described as
follows:

VA

xA

� �
¼

r
2c

r
2c

r
bc � r

bc

" #
_/R

_/L

" #
or

_/R

_/L

" #
¼ 1

r

c bc
2

c � bc
2

" #
VA

xA

� �

gA ¼ T _U _U ¼ T�1gA

ð4Þ
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Fig. 1 Automatic guided vehicles (AGV) system. a System design. b System model
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Substituting Eq. (4) into Eq. (3) yields

_n1 ¼
_XA
_YA
_hA

2
4

3
5 ¼

cos hA
sin hA
0

0
0
1

2
4

3
5 VA

xA

� �
, _n1 ¼ Jðn1ÞgA

¼ Sðn1ÞT�1gA
ð5Þ

2.2 Dynamic Modeling

The system dynamics of a nonholonomic AGV is as follows:

Mðn1Þ n1
::

þVðn1; _n1Þ _n1 ¼ Bðn1Þs� ATðn1Þk ð6Þ

where Mðn1Þ 2 Rn�n is a symmetric positive definite inertia matrix; Vðn1; _n1Þ 2
Rn�n is a centripetal and Coriolis matrix; Bðn1Þ 2 Rn�r is an input transformation
matrix; A n1ð Þ 2 Rn�m is a matrix of nonholonomic constraints; s ¼ sR sL½ �T is
an input torque vector consisting of torques exerted on right and left wheels; and
k 2 Rm a constraint force vector.

Differentiating Eq. (3), substituting this result in Eq. (6) and multiplying by ST ,
the constraint term ATðn1Þk of Eq. (6) is eliminated. Dynamic model in platform
system of the nonholonomic AGV with the constraint is as follows:

STMSU
::

þ STðM _SþVSÞ _U ¼ S
T
Bs ð7Þ

Multiplying by ðSTBÞ�1 in both sides Eq. (7) yields:

�Mðn1ÞU
::

þ �Vðn1; _n1Þ _U¼ s ð8Þ

where

�Mðn1Þ ¼ ðSTBÞ�1STMS 2 Rr�ðn�mÞ ; �Vðn1Þ ¼ ðSTBÞ�1STðMSþVSÞ
2 Rr�ðn�mÞ

�M ¼
r2
4b2 ðmb2 þ IÞþ Iw r2

4b2 ðmb2 � IÞ
r2
4b2 ðmb2 � IÞ r2

4b2 ðmb2 þ IÞþ Iw

" #
;

�V ¼ 0 r2
2b mcd _hA

� r2
2b mcd _hA 0

" #

I ¼ mcd
2 þ 2mwb

2 þ Ic þ 2Im

where m ¼ mc þ 2mw is total mass of the AGV, mc is mass of the body without
driving wheels, mw is mass of each wheel, Im is moment of inertia of each motor, Iw

592 P.S. Pratama et al.



is moment of inertia of each wheel, Ic is moment of inertia of the body, and d is
distance between geometric center and mass center. Using Lagrange formula, �M
and �V can be obtained [10].

3 Controller Design

The purpose of this section is to design an adaptive trajectory tracking controller for
AGV to track the desired reference trajectory nr ¼ ½xrðtÞ; yrðtÞ; hrðtÞ�T with refer-
ence velocities gr ¼ VrðtÞ xrðtÞ½ �T . ðxrðtÞ; yrðtÞÞ is reference position of AGV in
global coordinate, hr is AGV reference orientation, VrðtÞ is reference linear velocity
and xrðtÞ is reference angular velocity. The following procedure is to design a
control law that minimizes the tracking errors.

3.1 Non-adaptive Kinematic Controller Design

The first procedure is to determine a desired velocity control law that drives the
tracking error between the current posture vector n1 and the reference posture vector
nr.

A kinematic tracking error vector ec and its time derivative _ec are defined as:

ec ¼
e1
e2
e3

2
4

3
5 ¼

cos hA sin hA 0
� sin hA cos hA 0

0 0 1

2
4

3
5 Xr � XA

Yr � XA

hr � hA

2
4

3
5 ð9Þ

_ec ¼
_e1
_e2
_e3

2
4

3
5 ¼

cos e3 0
sin e3 0
0 1

2
4

3
5 Vr

xr

� �
þ

�1 e2
0 �e1
0 �1

2
4

3
5 VA

xA

� �
ð10Þ

To guarantee the stability of the system, Lyapunov function is chosen as:

V0 ¼ 1
2

e21 þ e22
� �þ 1� cos e3ð Þ

k2
[ 0 ð11Þ

and the kinematic derivatives becomes

_V0 ¼ e1 _e1 þ e2 _e2 þ _e3
sin e3
k2

¼ e1 �VA þVr cos e3ð Þþ 1
k2

sin e3ð Þ xr � xA þ k2e2Vrð Þ ð12Þ
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To achieve _V0 � 0, a desired kinematic control law vector is chosen as follows:

gd � gA ¼ VA

xA

� �
¼ Vr cos e3 þ k1e1

xr þ k2Vre2 þ k3 sin e3

� �
ð13Þ

Substituting Eq. (13) into Eq. (12) yields

_V0 ¼ �k1e
2
1 �

k3
k2

sin e3 � 0 ð14Þ

The conditions V0 [ 0 and _V0 � 0 show the boundness of ec, and by Barbalat’s
Lemma, Eqs. (10), (13) and (14), the error ec converge to zero.

The desired kinematic control law vector gA ¼ ½VA xA � of (13) can be used
directly as the reference of dynamic controller gd ¼ ½VAd xAd �. Therefore, since
ðgd ¼ gAÞ, a desired wheel angular velocity vector Ud is given by

_/Rd
_/Ld

� �
¼ 1

r
c bc

2
c � cb

2

� �
VA

xA

� �
, Ud ¼ T�1gd ð15Þ

3.2 Dynamic Controller Design

By a feedback linearization of the system, a input torque vector s is defined by
computed torque method as follows:

s ¼ �MðqÞuD þ �Vðn1; _n1Þ _U ð16Þ

where uD is the dynamic control input.
From Eqs. (3), (8) and (16), dynamic control problem can be converted into the

kinematic control problem as follows:

_n1 ¼ Sðn1Þ _U
U
::

¼ uD

�
ð17Þ

To convert the kinematic desired wheel angular velocity control law _Ud into the
input torque vector s that will be applied to the system, a dynamic tracking wheel
angular velocity error vector is defined by

ed ¼ e4
e5

� �
¼ _U� _Ud ð18Þ

where _U� _Ud represents the error between the real wheel angular velocity vector
_U and the desired wheel angular velocity vector _Ud of the AGV.
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The dynamic control input uD ¼ ½ u1 u2 �T , which assures that ed converges to
zero, is given by the following expression:

uD ¼ Ud

::

�K4ed and K4 ¼ k4 0
0 k4

� �
ð19Þ

where k4 is a positive constant.
From Eqs. (18) and (19), the derivative of the error ed is given by

_ed ¼ _e4
_e5

� �
¼ U

::

�Ud

::

¼ uD �Ud

::

¼ �K4ed ¼ � k4 0
0 k4

� �
e4
e5

� �
ð20Þ

To show that an entire tracking error vector e ¼ ec ed½ �T goes to zero at
t ! 1, the following Lyapunov function candidate is chosen:

V1 ¼ V0 þ 1
2k4

e24 þ e25
� � ¼ 1

2
e21 þ e22
� �þ 1� cos e3ð Þ

k2
þ 1

2k4
e24 þ e25
� �

[ 0 ð21Þ

and its derivatives becomes

_V1 ¼ e1 _e1 þ e2 _e2 þ _e3
sin e3
k2

þ e4
k4

_e4 þ e5
k4

_e5 ¼ �k1e
2
1 �

k3
k2

sin2 e3 � e24 � e25 � 0

ð22Þ

The conditions V1 [ 0 and _V1 � 0 shows the boundness of
e ¼ e1 e2 e3 e4 e5½ �T , and by Barbalat’s Lemma, Eqs. (10), (13), (19), (20)
and (22), it can be proved that the entire tracking error vector e converges to zero.

3.3 Adaptive Backstepping Control Design

If the parameter i in Eq. (1) is unknown, c is unknown and the desired wheel
angular velocity vector of Eq. (15) is invalid. Therefore, an update law to estimate
the parameter c ¼ 1=ð1� iÞ is needed.

Replacing U with the desired wheel angular velocity vector Ud, Eq. (4) can be
written into

VA

xA

� �
¼

r
2c

r
2c

r
bc � r

bc

� �
_/Rd
_/Ld

� �
ð23Þ
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Substituting Eq. (23) into Eq. (10), the derivative errors can be written as
follows:

_e1
_e2
_e3

2
4

3
5 ¼

Vr cos e3
Vr sin e3

xr

2
4

3
5þ

�1 e2
0 �e1
0 �1

2
4

3
5 r

2c
r
2c

r
bc � r

bc

� �
_/Rd
_/Ld

� �
ð24Þ

For unknown constant slip parameter, Eq. (23) can’t be applied. To solve this
problem, the estimation ĉ of c is needed. By introducing the estimation ĉ for c,
Eq. (4) can be written as:

Ud ¼ _/Rd
_/Ld

� �
¼ 1

r
ĉ b

2 ĉ
ĉ � b

2 ĉ

� �
VAs

xAs

� �
¼ 1

r
T̂
�1
gds ð25Þ

where Ud is the desired wheel angular velocity vector, and gds are the estimated
desired velocity vector of the AGV, VAs and xAs are the estimated desired linear
velocity and the estimated desired angular velocity of AGV to satisfy Ud.

Replacing c with ĉ in Eq. (24), the kinematic modeling of a AGV can be written
as

_e1
_e2
_e3

2
4

3
5 ¼

Vr cos e3
Vr sin e3

xr

2
4

3
5þ

�1 e2
0 �e1
0 �1

2
4

3
5 r

2ĉ
r
2ĉ

r
bĉ � r

bĉ

� �
_/Rd
_/Ld

� �
ð26Þ

Substituting Eq. (4) into Eq. (26) becomes:

_e1
_e2
_e3

2
4

3
5 ¼

Vr cos e3
Vr sin e3

xr

2
4

3
5þ

�1 e2
0 �e1
0 �1

2
4

3
5 ĉ

c 0
0 ĉ

c

� �
VAs

xAs

� �
ð27Þ

The estimation error is defined as follows:

~c ¼ c� ĉ ð28Þ

where the c is the true value of the slip parameter, and ~c is the estimation error of
slip parameter.

Using Eqs. (28), and (27) can be rewritten as follows:

_ec ¼
_e1
_e2
_e3

2
4

3
5 ¼

Vr cos e3
Vr sin e3

xr

2
4

3
5þ

�1 e2
0 �e1
0 �1

2
4

3
5 ð1� ~c

cÞVAs

ð1� ~c
cÞxAs

� �
ð29Þ

To obtain an update law for obtaining the estimation ĉ, the following Lyapunov
function is considered.
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V3 ¼ V1 þ ~c2

2cc
[ 0 ð30Þ

with c� 1 and c[ 0,
The derivatives of Eq. (30) becomes

_V3 ¼ e1 _e1 þ e2 _e2 þ _e3
sin e3
k2

þ e4
k4

_e4 þ e5
k4

_e5 þ ~c _~c
cc

ð31Þ

Substituting Eqs. (20) and (29) into Eq. (31) yields:

_V3 ¼ e1 �VAs þVr cos e3ð Þþ sin e3
k2

xr � xAs þ k2e2Vrð Þ � e24 � e25

� ~c
c

_̂c
c
� VAse1 þ xA sin e3

2k2

� �" #
ð32Þ

To achieve _V3 � 0, an estimated desired kinematic control law vector is chosen
as follows:

gds ¼ VAs

xAs

� �
¼ Vr cos e3 þ k1e1

xr þ k2Vre2 þ k3 sin e3

� �
ð33Þ

Therefore, the estimated desired kinematic control law vector for the system with
unknown slip parameter in Eq. (33) is equal to the kinematic control law vector for
the system without unknown slip parameter in Eq. (13).

The update law for obtaining the estimation ĉ can be chosen as

_̂c ¼ c VAse1 þ xAs sin e3
2k2

� �
ð34Þ

Substituting Eqs. (33) and (34) into Eq. (32), _V3 becomes

_V3 ¼ _V1 ¼ �k1e
2
1 �

k3
k2

sin2 e3 � e24 � e25 � 0 ð35Þ

To guarantees the closed-loop stability, it must be shown that the equilibrium
point of e ¼ e1 e2 e3 e4 e5½ �T¼ 0 is asymptotically stable.

The e3 is bounded in the domain D as D ¼ e 2 R3j � p\e3\p
	 


. The
Lyapunov function given in Eq. (30) is positive definite in D with its derivative
vector _V3 � 0 in D. This implies that V3 is a nonincreasing function that converges
to some constant value and the entire tracking error vector e and the estimation
parameter ~c are bounded. Since the reference velocity vector gr ¼ Vr xr½ �T is
assumed to be bounded, the desired kinematic velocity gds of the AGV is also
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bounded from Eq. (33). Thus, _e is bounded by Eqs. (20) and (29). After all, V3
:: ðe; _eÞ

given by

V3
:: ¼ �2k1e1 _e1 � 2k3

k2
sin e3 cos e3 _e3 � 2e4 _e4 � 2e5 _e5 ð36Þ

is also bounded.
Since V3 is a nonincreasing function that converges to some constant value,

Barbalat’s Lemma shows that _V3 ! 0 as t ! 1 from the boundness of V3
::
. Thus,

e1; e3; e4 and e5 tend to zero as t ! 1. From Eq. (34), ĉ is constant. e2 must also
converge to zero.

Since e3 ! 0, _e3 ¼ 0. If Vr 6¼ 0 and ~c ¼ 0 as t ! 1, then e2 ! 0 as t ! 1.
Thus, the equilibrium point e ¼ 0 is asymptotically stable. e2 is constant for ~c 6¼ 0.
Figure 2 shows the block diagram of proposed controller.

4 Simulation and Experimental Result

To clarify the effectiveness of the proposed controllers, simulation and experiment
are done. The physical parameter and initial values for the model are given by
Table 1.

The reference trajectory is shown as in Fig. 3a. To verify the effectiveness of the
proposed adaptive backstepping controller, the slip parameter c ¼ 1.25 is added every
time the AGV turning as shown in Fig. 3b. In straight condition, slip parameter is c ¼
1. In this simulation and experiment, slip parameters are 1.25 at the time intervals
t ¼ 35� 49 s, t ¼ 61� 68 s, t ¼ 100� 114 s, t ¼ 126� 140 s,t ¼ 152� 166 s,
t ¼ 195� 209 s, t ¼ 241� 248 s, t ¼ 281� 288 s,t ¼ 320� 334 s, t ¼ 363�
377 s,t ¼ 389� 403 s, t ¼ 414� 428 s, and t ¼ 461� 468 s.

KinematicsDynamics

Dynamics
Controller

Kinematics
Controller

deEq.
(33)

Eq.
(25)

Eq. (34) 1

s

Eq. 
(19) Eq. (8) Eq. (3)

Update law

Eq.
(16)

d

ĉ ĉ

ĉ

AGV system

Dce

ce

r

r

sd

sd 1 1+

-

+

-
1

s

Fig. 2 Block diagram of the proposed adaptive backstepping control
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The simulation and experiment results are shown in Figs. 4, 5, 6 and 7. Figure 4a
shows the desired kinematic control law vector gd. The linear velocity VA is 0.1 m/s
in straight path, and VA is 0.05 m/s in turning path. The angular velocity xA is
0 rad/s in straight path and 0.25 rad/s in turning path. The kinematic control law
makes AGV be adaptive to the changing of slip parameter. Figure 4b shows the
input torque vector s. At the starting points and the end points of turning, the torque

X axis (meter)

Y
 a

xi
s 

(m
et

er
)

0 0.4 0.8 1.2 1.6 2 2.4 2.8 3.2 3.6 4 4.4 4.8
0

0.4

0.8

1.2

1.6

2

2.4

2.8

3.2

3.6

4

0 50 100 150 200 250 300 350 400 450
0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5

Time (s)

va
lu

e

Obstacle

Obstacle

(a) (b)

Fig. 3 Reference trajectory and slip parameter c
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Fig. 4 Desired kinematic control law vector gd and Input torque vector s

Table 1 Parameter and initial value

Parameter Value Parameter Value Parameter Value

b 0.3 m XAð0Þ 1.5 m xAð0Þ 0 rad/s

r 0.075 m YAð0Þ 2.5 m âð0Þ 1

mw 1 kg hAð0Þ p=2 rad ĉð0Þ 1

k1 3 s−1 VAð0Þ 0 m/s γ 100 m−2

k2 3 m−2 Iw 1.08 kg m2 mc 80 kg

k3 2 rad/s Ic 9.5 kg m2 d 0 m

k4 10 s−2 Iw 0.187 kg m2
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vector s is changed roughly since the desired wheel angular velocities are changed
and slip parameters is changed.

Figure 5a shows the dynamic control input vector uD of the proposed adaptive
backstepping controller. The controller values are bounded around 	20 rad/s2.
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Figure 5b shows the trajectory tracking result obtained from simulation and
experiment. At the beginning, the AGV adjusts its posture quickly to reduce the
initial error and tracks the reference trajectory successfully.

Figure 6a shows the kinematic tracking error vector ec. It shows the kinematic
tracking errors converge to zero after 5 s and at the times t ¼ 35 s and t ¼ 50 s, the
kinematic tracking errors increase due to the step change in the slip parameter. At
the starting points and the end points of turning, the kinematic tracking error vector
ec is changed roughly since the reference velocities are changed. The e1 is bounded
around 	0:01m, the e2 is bounded around 	0:015m, and the e3 is bounded around
	0:03 rad. Figure 6b shows the dynamic tracking wheel angular velocity error
vector ed: It can be seen that the tracking wheel angular velocity error vector also
converges to zero. The dynamic tracking wheel angular velocity error vector ed
converges to zero faster than the kinematic tracking wheel angular error vector ec.
At the starting points and the end points of turning, the dynamic tracking wheel
angular velocity error vector ed is changed roughly since the reference wheel
angular velocities are changed. The error vector ed is bounded around 	0:06 rad/s.

Figure 7a shows the estimation ĉ of the slip parameter. From t ¼ 0 s to t ¼ 35 s,
the value of c is 1. This represents the condition without slip ði ¼ 0Þ. From t ¼ 35 s
to t ¼ 50 s, the value of c is 1.25. This represents the condition with slip ði ¼ 0:2Þ.
The simulation and experiment result shows that estimation ĉ follows the real value
c. At t ¼ 0 s, the errors ec; ed are not equal to zero. Therefore, the value of esti-
mation ĉ is changed. At t ¼ 5 s, the value of estimation ĉ converges to the real value
c. At t ¼ 35 s and t ¼ 50 s, the value of estimation ĉ successfully converges to the
real value. At the starting points and the end points of turning, the estimation ĉ of
the slip parameter is changed roughly since the reference velocities are changed.
Figure 7b shows the update law _̂c for estimating of the slip parameter. The value of
update law is changed since the value of slip parameter is increased. The update law
is bounded around 0:48 s�1.

5 Conclusion

An adaptive trajectory tracking controller for Automatic Guided Vehicle (AGV) was
proposed to track the desired reference trajectory with unknown slip. Firstly, system
description and mathematical modelings of a differential drive AGV system were
presented. Secondly, an adaptive backstepping trajectory tracking controller is
designed. The simulation and experimental results show that the proposed controller
successfully estimates the unknown parameters and tracks the reference trajectory.
The linear velocity of AGV VA is 0.1 m/s in straight path, and VA is 0.05 m/s in
turning path. The angular velocity of AGV xA is 0 rad/s in straight line, and
0.25 rad/s in turning line. The e1 is bounded around 	0:01m, the e2 is bounded
around 	0:015m, and the e3 is bounded around 	0:03 rad. The error vector ed is
bounded around 	0:06 rad/s. The update law is bounded around 0:48 s�1.
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Abstract This paper proposes an obstacle avoidance algorithm for translational
and rotational motions of four wheels independent steering (4WIS) automatic
guided vehicles (AGV) based on fuzzy potential method (FPM) and backstepping
control method. Firstly, the system is described and mathematical modeling is
introduced. The AGV consists of 4 wheels driving system, laser measurement
system, laser navigation system and industrial PC. Secondly, the Fuzzy Potential
Field (FPM) is proposed to obtain an optimal path for an AGV. The shape and the
size of the vehicle are considered when the FPM generates the optimal path from
the current position to the goal position. This method allows the rectangular shape
AGV to avoid unknown obstacles safely and efficiently. Backstepping controller is
proposed to track the optimal path generated by FPM. Finally, the simulations are
conducted to verify the effectiveness of the proposed algorithm. The simulation
results show that the proposed algorithm can make the 4WIS-AGV avoid the
obstacles in cluttered environment.
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1 Introduction

Automatic Guided Vehicles (AGVs) have been used in many industries due to their
high efficiency for material handling [1]. Several kinds of wheel configurations for
AGVs have been developed such as differential drive [2], tricycle [3], and car-like
wheeled configuration [4]. However, non-holonomic constrains of these wheel
configurations limit the performance of the AGV. The AGVs performance can be
improved by developing AGVs maneuverability and flexibility since the higher
these characteristics are, the better the AGVs performance is. To get higher
maneuverability and flexibility, four wheel independent steering configuration is
proposed for the development of AGVs, hereafter referred to as 4WIS-AGVs. Four
wheels independent steering configuration is a wheel configuration that each wheel
orientation is adjusted separately. As a result, 4WIS-AGVs can move in any
direction in their work environment.

Since the AGV works automatically, safety is crucial in AGVs operation.
Therefore, obstacle avoidance algorithms were proposed to increase the safety and
prevent serious damage to the system. There have been several approaches to
realize obstacle avoidance of mobile robot. Choi et al. [5], Borenstein and Koren [6]
only considered translational motion and the shape of the robot was assumed as a
circle, while the orientation of AGV was not considered. Fox et al. [7], Wang and
Chirikjian[8] considered the orientation of the robot but worked only in known
environment where the obstacle position is known. Suzuki and Takahashi [9],
Nagata et al. [10], Tsuzaki and Yoshida [11] proposed an obstacle avoidance
control based on fuzzy potential field method (FPM). This method computed
control input for the translational and rotational motion considering the shape of the
robot and obstacle. The information was obtained from the external sensor.
Therefore, this algorithm could work in unknown environment. However, it wasn’t
applied to the real system.

Controlling four wheels configuration to make the 4WIS-AGVs is an interesting
topic in the practical field applications. This is because the orientation of each wheel
has to be adjusted with particular formation such that the vehicle can move in the
expected direction. Thus, appropriate controllers are necessary for 4WIS-AGVs.
There have been many researches developing controllers for four wheel steering
vehicles, such as optimal control [12], nonlinear decoupling control with an
observer [13], unknown disturbance observer [14] and multi-mode control strategy
based on fuzzy selector [15]. However, these controllers are not sufficient for
4WIS-AGVs, because 4WIS-AGVs need a path tracking controller that can make
them follow reference path and consequently handle material. In [16], a path
tracking control for four wheels independently steered ground robotic vehicles was
proposed. In the controller, they implemented velocity control and wheel steering
angle control to track a reference path. Simulation results showed that the controller
could adjust wheel velocity and steering angles. However, this controller was
considered still not suitable to be applied to 4WIS-AGVs because the vehicle
position and orientation were not adjusted properly in this controller.
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To solve the above problem, this paper proposes an obstacle avoidance algo-
rithm for translational and rotational motions of four wheels independent steering
(4WIS) automatic guided vehicles (AGV) based on fuzzy potential method
(FPM) and backstepping control method. Firstly, the system is described and
mathematic modeling is introduced. Secondly, the Fuzzy Potential Field (FPM) is
proposed. The shape and the size of the vehicle are considered when the FPM
generates the optimal path from current position to goal position. This method
allows the rectangular shape AGV to avoid unknown obstacles safely and effi-
ciently. A backstepping controller is proposed to track the optimal path generated
by FPM. Finally, the simulations s are conducted to verify the effectiveness of
proposed algorithm. The simulation results show that the proposed algorithm can
make the 4WIS-AGV avoid the obstacles in cluttered environment.

2 System Description and Modeling

The 4WIS-AGV system of this paper is shown in Fig. 1 and was developed in [17].
It consists of body platform, 4 wheel driving systems, laser measurement system
LMS151 and laser navigation system NAV200. The 4WIS-AGV has dimension of
0.50 (h) × 0.70 (w) × 1.00 (l) m.

The electrical configuration of the 4WIS-AGV is shown in Fig. 2. The controller
consists of an industrial PC with RS-232 communication. Users give commands to
the 4WIS-AGV through Graphic User Interface (GUI) on monitor. The control
signals generated from the controller are sent to 8 motor drivers. Subsequently,
these signals are converted to Pulse Width Modulation (PWM) signals which are
then converted to voltage signals to control 4 DC motor for steering and 4 DC
motor for driving. Laser navigation system NAV200 is used to obtain the vehicle
position data. The position data is then sent to the trajectory tracking controller in
industrial PC. Laser measurement system LMS151 is used to measure the distance
between AGV and the obstacles.

NAV200

Touch
screen
monitor

Wheel
driving
system

Body
platform

Fig. 1 4WIS-AGV system
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A configuration of the 4WIS-AGV for the system modeling is shown in Fig. 3.
The XOY coordinate is a global coordinate whereas the xAy coordinate is a local
coordinate. In this paper, it is assumed that the mass and inertia of the robot is
small. Therefore, the changes in speed is nearly instantaneous. Furthermore, it is
assumed that in the wheel there is no sliding and the wheel is pure rolling. The
kinematic modeling of 4WIS AGV is given as follows:

_q ¼
_X
_Y
_h

2
4

3
5 ¼

cos h � sin h 0
sin h cos h 0
0 0 1

2
4

3
5 vx

vy
x

2
4

3
5 � Sn ð1Þ

where _X is the vehicle linear velocity in X axis of global coordinate, _Y is the vehicle
linear velocity in Y axis of global coordinate, and _h is the vehicle angular velocity
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Fig. 2 Electrical configuration of 4WIS-AGV
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in global coordinate. vx is the vehicle linear velocity in x axis of local coordinate, vy
is the vehicle linear velocity in y axis of local coordinate, and x is the vehicle
angular velocity in local coordinate. ðXr; YrÞ is reference position and hr is reference
orientation. di and xi ði ¼ 1; 2; 3; 4Þ are the ith wheel steering angle and the ith
wheel angular velocity, respectively.

Given the total linear velocity of AGV in local coordinate vA and vehicle sideslip
angle b, the vehicle linear velocities vx and vy in local coordinate can be obtain as
follows:

vx ¼ vA cos b
vy ¼ vA sin b

�
ð2Þ

The vehicle sideslip angle b is defined as angle between the movement direc-
tions of AGV and x axis of AGV as follows:

b ¼ atan2ðvy; vxÞ ð3Þ

Target velocities in x and y direction uwx;i and uwy;i of the ith wheel in local
coordinate of AGV can be obtained as follows:

uwx;i ¼ vx � py;ix
uwy;i ¼ vy þ px;ix

�
ð4Þ
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system modeling
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where (px;i, py;i) is the position of the ith wheel in local coordinate of AGV as
shown in Fig. 3.

The ith wheel steering angle di and the ith wheel angular velocity xi are given as
follows:

di ¼ tan�1 uwy;i
uwx;i

� �
ð5Þ

xi ¼ uwx;i cos di þ uwy;i sin di
Rw

ð6Þ

where Rw is a radius of a wheel.

3 Fuzzy Potential Method

In this section, the outline of fuzzy potential method (FPM) as in [13], which is an
obstacle avoidance method based on fuzzy logic, is explained. The purpose of FPM
is to generate references position ðXr; YrÞ; reference orientation hr; reference linear
velocity ðvxr; vyrÞ and reference angular velocity xr for the AGV. Figure 4 depicts
the protection area of vehicle and obstacle. The FPM is based on the membership
function of translational and rotational motions. For FPM in order to simplify the
membership functions considering the shape and size of the vehicle, the rectangular
shape of the vehicle is considered as a capsule shape which contains the vehicle as
depicted in Fig. 4, where ca; cL; cR are design parameters. FPM sets safe distance ds
around obstacles as shown in Fig. 4 to avoid obstacles and it computes the control
input for avoiding the regions.

This method has three steps. The first step is generating potential method
membership function (PMF). The second step is to decide the command velocity

ac

Lc Rc

sd

Lϕ

0
Rϕ

ϕ

Fig. 4 Parameters of FPM
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vector using fuzzy inference to integrate the PMFs. The design method of PMF for
translational and rotational movements that takes into consideration the width of the
vehicle is described in the following sections.

3.1 FPM for Translational Movement

Firstly, PMF ltd is specified by depth and width, which are calculated based on the
geometrical relation between an obstacle and the AGV as in [13]. a is defined as the
depth of the concave PMF and can be described as follows:

a ¼ a� dok k
ca þ ds

if dok k\a ð7Þ

where do is distance between AGV and object, and a is design parameter. PMF ltd
can be obtained by scanning the passable direction by scanning angle direction u as
shown in Fig. 4. uL is minimum passable direction on the left side of vehicle, and
uR is minimum passable direction on the right side of vehicle. If the obstacle
dimension is known, the value of uR and uL can be obtained from calculation as in
[13]. Figure 5 shows the scanning result of passable direction.

Secondly, to represent the direction to the goal, PMF ltg is generated as shown in
Fig. 6. The maximum value ga can be obtained at an angle toward the goal hg and
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the minimum value gb can be obtained at an angle opposite to the goal. The values
of ga and gb is defined as follows:

ga ¼
dgk k
Th if dg

�� ��� Th

1:0 if dg
�� ��� Th

(

gb ¼ gga ð0� g\1Þ
ð8Þ

where dg is distance from the current position of AGV to the goal, and g is design
parameter. Th is threshold value that chosen to make the AGV decelerate and stop
smoothly when it closes to the goal.

Thirdly, the PMF ltd and PMF ltg are integrated by fuzzy operation into ltmix
using logical product (^) as shown in Eq. (9). Figure 7 shows the example of mixed
PMF for translational movement.

ltmix ¼ ltg ^ ltd ð9Þ

Finally, by defuzzification, the translational reference velocity vector is calcu-
lated as a reference sideslip angle br and the reference total linear velocity vAr based
on the mixed PMF ltmixðbrÞ as follows:

vAr ¼ ltmixðbrÞðvmax � vminÞþ vmin ð10Þ

where vmax and vmin are maximum and minimum linear velocities of the vehicle,
respectively.

3.2 FPM for Rotational Movement

Firstly, to enable a wide vehicle to decide the appropriate AGV orientation h for
real time obstacle avoidance, PMF lro as shown in Fig. 8 is generated as follows:

lro ¼ lre � lrc ð11Þ

where PMF lre is generated based on the distances from the center of the vehicle to
obstacles corresponding to all directions obtained from laser scanner LMS151, and
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Fig. 7 Example of mixed PMF for translational movement
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PMF lrc is generated based on the capsule case represented as the dimension of the
protecting area of the AGV.

Secondly, to represent the direction from current position to the goal, PMF ltg is
generated as shown in Fig. 9. This PMF is similar with the PMF for translational
movement in Fig. 6.

Thirdly, the PMF lro and PMF lrg are integrated by fuzzy operation into lrmix
using logical product (^) as shown in Eq. (12). Figure 10 shows the example of
mixed PMF for rotational movement.

lrmix ¼ lrg ^ lro ð12Þ

Finally, by defuzzification, the rotational reference direction uori is calculated
based on lmix. The rotational reference direction uori is decided as the direction that
minimizes the lmix. Based on uori, reference angular velocity xr is calculated as
follows:

xr ¼ lrmixðuoriÞðxmax � xminÞþxmin ð13Þ

where xmax and xmin are maximum and minimum angular velocity of the vehicle.
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3.3 Planning Reference Path

The purpose of this subsection is generate the reference position ðXr; YrÞ and ori-
entation hr with given total reference linear velocity of AGV in local coordinate vAr
and reference sideslip angle br obtained from FPM for translational movement and
xr obtained from FPM for rotational movement. Substituting vAr and br instead of
vA and b into (2) and (3), vxr; vyr and xr can be obtained. Furthermore, since the
path is generated in real time, the references position ðXr; YrÞ and reference ori-
entation hr can be obtained as follows:

Xrðkþ 1Þ
Yrðkþ 1Þ
hrðkþ 1Þ

2
4

3
5 ¼

XrðkÞ
YrðkÞ
hrðkÞ

2
4

3
5þ

cosðhþxrÞ � sinðhþxrÞ 0
sinðhþxrÞ cosðhþxrÞ 0

0 0 1

2
4

3
5 vxr

vyr
xr

2
4

3
5DT ð14Þ

where DT is the sampling time, and subscripts k and k + 1 are the discrete time
steps.

4 Controller Design

The purpose of this section is to design a controller for the 4WIS-AGV to track
references position ðXr; YrÞ and orientation hr with vehicle linear velocities ðvxr; vyrÞ
and vehicle angular velocity xr generated by the fuzzy potential method
(FPM) based on backstepping method.

Firstly, when the vehicle is controlled to track a given reference trajectory, a
tracking error vector can be expressed as follows:

e ¼
e1
e2
e3

2
4

3
5 ¼

cos h sin h 0
� sin h cos h 0

0 0 1

2
4

3
5 X � Xr

Y � Yr
h� hr

2
4

3
5 , e ¼ Seq ð15Þ

Time derivative of the tracking error vector can be obtained as follows:

_e ¼
_e1
_e2
_e3

2
4

3
5 ¼

1 0 e2
0 1 �e1
0 0 1

2
4

3
5 vx

vy
x

2
4

3
5�

cos h sin h 0
� sin h cos h 0

0 0 1

2
4

3
5 vxr

vyr
xr

2
4

3
5 ð16Þ

Subsequently, the stability of the system is checked by Lyapunov stability
theory. A Lyapunov function candidate is chosen as follows:

V ¼ 1
2
e21 þ

1
2
e22 þ

1
2
e23 ð17Þ
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Stability checking is used to find a control law U that can make the system stable
and track the given reference trajectory. From the error dynamic in (16), the time
derivative of the Lyapunov function equation _V is obtained as follows:

_V ¼ e1 _e1 þ e2 _e2 þ e2 _e2
¼ e1ðvx � vxr cos e3 � vyr sin e3Þ

þ e2ðvy � vxr cos e3 � vyr sin e3Þ
þ e3ð _h� _hrÞ

ð18Þ

Lyapunov stability criterion states that system is stable when _V � 0. Therefore,
to meet this condition, a control law U is chosen as follows:

U ¼
vx
vy
x

2
4

3
5 ¼

�k1e1 þ vxr cos e3 þ vyr sin e3
�k2e2 � vxr sin e3 þ vyr cos e3

�k3e3 þxr

2
4

3
5 ð19Þ

where k1, k2 and k3 are positive constants.
Substituting (19) into (18) yields

_V ¼ �k1e
2
1 � k2e

2
2 � k3e

2
3 ð20Þ

The proposed controller for is summarized in the block diagram in Fig. 11.

5 Simulation Results

The effectiveness of the proposed method was verified by simulation. The
parameters for simulation are shown in Table 1. The simulation results of proposed
method are shown in Figs. 12, 13, 14, 15 and 16. Figure 12 shows that the vehicle
moves from start position to goal position and performed translational and
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proposed controller

Obstacle Avoidance Control for Four Wheels Independent … 613



rotational movements simultaneously and succeeded in going between two divided
objects. Finally, the vehicle reaches the goal position.

Figure 13 shows the linear velocity and angular velocity of the vehicle. In the
beginning, the vehicle moves and increases the linear velocity gradually. The linear
velocity of the vehicle decreases smoothly when the vehicle approaches goal
position. The angular velocity increases at 25 s to avoid the collision with the
obstacle, and decreases at 30 s after passing the obstacle. Figure 14 shows the error
vector obtained from the backstepping controller. It can be observed that all the
errors have very small values and finally converged to zero. The result shows that
the controller successfully tracks the generated path obtained from the FPM.
Figures 15 and 16 show the ith wheel angular velocity and the ith wheel steering
angle, respectively.

Table 1 Parameter and initial
values

Parameter Value Parameter Value

ca 0.5 m k1 1

cL 0.5 m k2 1

cR 0.5 m k3 0.5

ds 0.1 m a 0.1 p rad

l 0.35 m b 0.5 m

Th 0.5 m ðX0; Y0; h0Þ (−2, 0, 0)

ðvA0; b0Þ (0, 0) ðXg;Yg; hgÞ (2, 11, 0)

1 2 3 4 5 6 7
-3

-2

-1

0

1

2

3

X (m)

Y
 (

m
)

Start

O
bs

ta
cl

e

Goal

O
bs

ta
cl

e

Fig. 12 Simulation result

614 P.S. Pratama et al.



0 5 10 15 20 25 30 35 40 45 50 55 60
-0.05

0

0.05

0.1

0.15

0.2

Time (s)

0 5 10 15 20 25 30 35 40 45 50 55 60

-0.1
-0.05

0
0.05
0.1

0.15
0.2

Time (s)

0 5 10 15 20 25 30 35 40 45 50 55 60
-0.05

0
0.05
0.1

0.15
0.2

0.25
0.3

Time (s)

(
/
)

xrv
m

s
(

/
)

yrv
m

s
(

/
)

r
ra
d

s
ω

Fig. 13 Simulation result for vxr; vyr; and xr

0 5 10 15 20 25 30 35 40 45 50 55 60

-4
-3
-2
-1
0
1
2
3
4

x 10
-4

Time (s)

0 5 10 15 20 25 30 35 40 45 50 55 60

-4
-3
-2
-1
0
1
2
3
4

x 10
-4

Time (s)

0 5 10 15 20 25 30 35 40 45 50 55 60

-4
-3
-2
-1
0
1
2
3
4

x 10
-3

Time (s)

1
(

)
e

m
2
(

)
e

m
3
(

)
e

ra
d

Fig. 14 Error vector

Obstacle Avoidance Control for Four Wheels Independent … 615



0 5 10 15 20 25 30 35 40 45 50 55 60
-5
-4
-3
-2
-1
0
1
2
3
4
5

Time (s)

0 5 10 15 20 25 30 35 40 45 50 55 60
-5
-4
-3
-2
-1
0
1
2
3
4
5

Time (s)

0 5 10 15 20 25 30 35 40 45 50 55 60
-5
-4
-3
-2
-1
0
1
2
3
4
5

Time (s)

0 5 10 15 20 25 30 35 40 45 50 55 60
-5
-4
-3
-2
-1
0
1
2
3
4
5

Time (s)

1
(

/
)

ra
d

s
ω

2
(

/
)

ra
d

s
ω

3
(

/
)

ra
d

s
ω

4
(

/
)

ra
d

s
ω

Fig. 15 ith wheel angular velocity xi

0 5 10 15 20 25 30 35 40 45 50 55 60
-3
-2
-1
0
1
2
3

Time (s)

0 5 10 15 20 25 30 35 40 45 50 55 60
-3
-2
-1
0
1
2
3

Time (s)

0 5 10 15 20 25 30 35 40 45 50 55 60
-3
-2
-1
0
1
2
3

Time (s)

0 5 10 15 20 25 30 35 40 45 50 55 60
-3
-2
-1
0
1
2
3

Time (s)

1
(

)
ra
d

δ
π

2
(

)
ra
d

δ
π

3
(

)
ra
d

δ
π

4
(

)
ra
d

δ
π

Fig. 16 ith wheel steering angle di

616 P.S. Pratama et al.



6 Conclusion

In this paper, an obstacle avoidance algorithm for translational and rotational
motion of a four wheel independent steering automatic guided vehicle
(4WIS-AGV) was proposed based on fuzzy potential method (FPM) and back-
stepping control method. The FPM algorithm generated the optimal path from the
current position to the goal position considering the size of the vehicle. The gen-
erated trajectory was tracked successfully using backstepping controller. The
effectiveness of the proposed algorithm was verified by simulations. It was shown
that the proposed algorithm could make the 4WIS-AGV avoid the obstacles in
cluttered environment safely and efficiently.
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Steering and Diving Control
of a Small-Sized AUV

Ngoc-Huy Tran, Hyeung-Sik Choi, Ngoc-Duc Nguyen, Sung-Won Jo
and Joon-Young Kim

Abstract This paper presents a steering and diving control of an autonomous
underwater vehicle (AUV) platform named KAUV, which is designed as a torpedo
with light weight and small size. Through a unique ducted propeller and rudder
located at the aft, the KAUV can perform horizontal motion. It also control pitch
angle and depth motion with an inside mass shifter mechanism which changes the
vehicle center of gravity. Because the system to be controlled is highly nonlinear, a
sliding mode control (SMC) is constructed to compensate the effects of modeling
nonlinearity, parameter uncertainty, and disturbance. This proposed control algo-
rithm is derived from the linearized vehicle dynamics for steering and diving
planes. To check the response of the vehicle system with the developed controllers,
a series of simulation results are also simulated and presented.

Keywords AUV � Steering control � Diving control � Sliding mode control

1 Introduction

Nowadays, AUVs have become a main tool for surveying below the sea in sci-
entific, military, and commercial applications because of the significant improve-
ment in their performance. Despite the considerable improvement in AUV
performance, however, AUV technologies are still attractive to scientists and
engineers as a challenging field. The challenges in design such as the
torpedo-AUVs are designed with a fixed propeller at the aft and use pairs of fins for
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steering and diving [1]. However, the drawback of these designs is that they could
not work effectively at low speeds. A more advanced architecture of AUV without
any fins was devised for Bluefin [2], whose propeller that is in a double gimbal
arrangement could be actuated in the horizontal and vertical directions, worked as
both a rudder and an elevator. In this configuration, the vehicle is more
clean-lembed, and the control system is smaller. However, both rudder and elevator
of this vehicle are tied with the single propeller, so interoperability between them
may be pretty much limited, for example, in case of a sharp turn with nonzero roll
which results in an undesired change in depth. This issue needs a coupled control
system to mix rudder and elevator commands to minimize disturbances in depth as
mentioned in [3]. From the challenges mentioned above, a model for the KAUV
was designed. The main design concept is that of a small vehicle small enough to
cruise in the basin, to be handled easily by one or two people, and overcome the
mentioned drawbacks. It has a fixed propeller and rudder located at the aft of AUV
to perform horizontal motion. For elevator, the KAUV uses a mass shifter mech-
anism, similar to the one often used in underwater gliders, e.g., Seaglider, Spray and
Slocum [4], which changes the vehicle center of gravity to control pitch angle and
then depth of the vehicle.

The KAUV’s dynamics is very complex, highly nonlinear and depend on several
parameters like added-mass, hydrodynamics damping coefficients. For these rea-
sons, the designed controller must be robust against the uncertainties and envi-
ronmental distributions. According to sliding mode approach, the depth and
heading control of the KAUV are proposed in order to maintain the desired depth
and heading angle with sufficient accuracy.

2 Structure and Control System of the AUV

2.1 Structure of the AUV

The AUV has an approximative length of 1.6 m, a maximum diameter of 0.18 m,
and weight of 21.5 kg as shown in Fig. 1. It is composed of a pressure hull,
propulsion system, rudder, mass shifter mechanism, and electronic control system,
etc. The vehicle is designed with a buoyancy is slightly greater than its weigh, so
that the AUV will eventually float to the surface in the event of a computer or
power failure. To promote the stability of the vehicle, three fixed fins are mounted
on the perimeter of the circular aft with intervals of 120°.

With a unique ducted propeller and rudder located at the aft, as shown in Fig. 2,
the AUV can perform horizontal motion. It also control pitch angle and depth
motion with an inside mass shifter mechanism which changes the center of gravity
of the AUV. This mechanism is designed with a linear motor (LM) guide actuator,
and a movable mass (2.5 kg) fixed onto the LM block, as shown in Fig. 3. When the
movable mass goes forwards or backwards, the center of gravity of the whole
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vehicle also shifts forwards or backwards, respectively. These shifts make the
vehicle pitch down or up; and under propulsion, the vehicle will be propelled
downward or upward, respectively. The length of stroke [−10 cm, 10 cm], the
movable mass, and the installation location of the LM guide are designed in the
limited space inside the vehicle such that the pitch angle can promptly change
within an appropriate range for control purposes.

2.2 Hardware Architecture

The control system shown in Fig. 4 includes one main board using IEC-667
embedded system and two sub-boards using digital signal processors

Fig. 1 The virtual design and developed AUV

Fig. 2 Propeller and rudder of the AUV
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(DSP) TMS320F28346 and TMS320F28035. The DSP TMS320F28346 (sub-board
1) is connected to sensors including IMU, compass, depth sensor, DVL and GPS
receiver. After receiving data from sensors, the sub-board 1 will run the algorithm
programs of the INS and the Kalman filter to estimate the velocities, attitude and
position of the vehicle and then transfers these calculation results to the main board
[5]. The DSP TMS320F28035 (sub-board 2) receives instructions from the main
board to control the mass shifter actuator and thruster. The main board can

Fig. 3 Mass shifter mechanism of the AUV

Fig. 4 Control system architecture block diagram
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communicate with the sub-boards 1 and 2, the RF transceiver, and the driver of the
rudder. When the vehicle is on the surface, the RF transceiver receives commands
from the surface station and transfers them to the main board. Using the data
obtained from the sub-board 1 and RF transceiver, the embedded computer directly
controls the rudder and gives out instructions to the sub-board 2 to control the mass
shifter equipment or thruster.

3 Dynamics Equations of Motion

3.1 Mass Shifter Mechanism

Figure 3 shows all the forces acting on the movable mass, they are the weight of the
movable mass P, normal force FN , total frictional force Ff , and force of the pitch
motor FM . In this figure, it is assumed that the movable mass is moving towards the
stern of the vehicle with speed _xm and the vehicle pitches up from horizontal at a
pitch angle θ. Because friction always acts in a direction opposite the speed, the
direction of total frictional force Ff is towards the bow of the vehicle. The weight of
the movable mass could be resolved into two components at right angles to each
other, P1 and P2. P1 is parallel to the screw shaft and P2 is perpendicular to P1. P2 is
balanced by the normal force FN which is exerted on the movable mass by the
screw shaft.

The differential equation describing the dynamics of the mass shifter mechanism
is as follows:

mm€xm ¼ P1 þFf þFM ð1Þ

where €xm denotes the acceleration of the movable mass.
From Eq. (1), with assumption Ff small compared to the other forces, we can

simply to:

€xm ¼ f þ um ð2Þ

where um ¼ FM=mm and f ¼ g sin h.
With Eq. (2), to drive the movable mass to the desired position xm d , the

appropriate force um need to be calculated by a position controller. In control
strategies section, a MSM position controller will be presented by using sliding
mode control.
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3.2 Underwater Vehicle Dynamics

Given that the origin of the body-fixed coordinate system is located at the center of
buoyancy as noted previously, the following represents the equations of motion for
a rigid body in six degrees of freedom, defined in terms of body-fixed coordinates
[6]:

m½ _u� vrþwq� xgðq2 þ r2Þþ ygðpq� _rÞþ zgðprþ _qÞ� ¼
X

X

m½ _v� wpþ ur � ygðr2 þ p2Þþ zgðqr � _pÞþ xgðqpþ _rÞ� ¼
X

Y

m½ _w� uqþ vp� zgðp2 þ q2Þþ xgðrp� _qÞþ ygðrqþ _pÞ� ¼
X

Z

Ixx _pþðIzz � IyyÞqr � ð_rþ pqÞIxz þðr2 � q2ÞIyz þðpr � _qÞIxy
þm½ygð _w� uqþ vpÞ � zgð _v� wpþ urÞ� ¼

X
K

Iyy _qþðIxx � IzzÞrp� ð _pþ qrÞIxy þðp2 � r2ÞIxz þðqp� _rÞIyz
þm½zgð _u� vrþwqÞ � xgð _w� uqþ vpÞ� ¼

X
M

Izz _rþðIyy � IxxÞpq� ð _qþ rpÞIyz þðq2 � p2ÞIxy þðrq� _pÞIxz
þm½xgð _v� wpþ urÞ � ygð _u� vrþwqÞ� ¼

X
N

ð3Þ

where

– u, v, w: surge, sway, heave velocities respectively
– p, q, r: roll, pitch, yaw rates
– X, Y, Z: external forces
– K, M, N: external moments
– xg, yg, zg: vehicle center of gravity
– Iab: moments of inertia (a and b symbolize x or y or z). Because the movable

mass just moves within a small range, Iab change very little. So, we assume they
are constant.

– m: total mass of the vehicle.

Linearized diving system dynamics
The control system is decoupled in the vertical and horizontal directions,

meaning that the diving motion is controlled independently with the steering
motion. So, to design a diving controller, only the equations of vertical-plane
motion need to be considered. The following assumptions can be made:

– v ¼ p ¼ r ¼ _v ¼ _p ¼ _q ¼ 0
– Surge velocity u is constant
– Heave velocity w is small compared to the other terms.
– Moments of inertia are affected very little by the position change of the movable

mass.
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From Eq. (3), the lineared diving dynamics equations of motion are therefore [7]:

Iy _qþ zgWh ¼ MqqþM _q _q�Wxg
_h ¼ q
_z ¼ �Uh

8<
: ð4Þ

where

– W denotes the weight of the vehicle
– Iy moment of inertia about y-axis
– xg vehicle center of gravity.

The remaining factors are other nonlinear maneuvering coefficient of forces and
moments. From theory of solid mechanics, it is easy to get the formula for calcu-
lating the vehicle center of gravity as:

xg ¼ mm � xm þmo � xo
m

¼ mm � xm
m

ð5Þ

where xm denotes the position of the movable mass, x0 is the position of the center
of gravity of the vehicle excluding the movable mass (assuming that is zero). m0 is
the vehicle mass excluding mm.

Finally, substituting Eq. (5) into Eq. (4), the lineared diving dynamics equations
of motion are expressed as follows:

_q
_h

_z

2
64

3
75 ¼

Mq=ðIy �M _qÞ �Wzg=ðIy �M _qÞ 0

1 0 0

0 �U 0

2
64

3
75

q

h

z

2
64

3
75

þ
Mxm=ðIy �M _qÞ

0

0

2
64

3
75 xm½ � ð6Þ

where Mxm ¼ �W :mm=m which we simply expressed as:

_x1 ¼ A1x1 þB1u1 ð7Þ

Linearized steering system dynamics
Similarly, some state vectors related the diving-plane are considered as null for

design a steering controller. The following assumptions can be made:

– w ¼ p ¼ q ¼ z ¼ / ¼ h ¼ 0
– Surge velocity u is constant u ¼ U ¼ 1:543m/s
– The vehicle is symmetric in its inertial properties.
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From Eq. (3), the lineared steering dynamics equations of motion have been
formed as follows [7]:

m� Y _v �Y_r 0
�N _v Iz � N_r 0
0 0 1

2
4

3
5 _v

_r
_w

2
4

3
5 ¼

Yv Yr � mU 0
Nv Nr 0
0 1 0

2
4

3
5 v

r
w

2
4

3
5þ

Yd
Nd

0

2
4

3
5drðtÞ ð8Þ

where drðtÞ is the rudder angle of the AUV which we is simply expressed as:

_x2 ¼ A2x2 þB2u2 ð9Þ

4 Controller Design

4.1 Sliding Mode Controller Design

As a nonlinear control technique, the sliding mode control (SMC) has provided an
effective means of designing robust state feedback controllers for uncertain
dynamic systems. The SMC makes system states stay in a switching surface on
which the system remains insensitive to internal parameter variations and extra-
neous disturbances.

Generally, the lineared model of AUV for diving-plane and steering-plane can
be written as single-input multi-output model as:

_x ¼ AxþBuþ d ð10Þ

Now, sliding surface can be defined in the error state space form as follows

Ss ¼ ST~x ¼ ½s1. . .sn�~x ¼ 0 ð11Þ

where ~x ¼ x� xd are state errors, xd is desired tracking state.
The positive definite Lyapunov function candidate is

VðSsÞ ¼ 1
2
STs Ss ¼

1
2
~xTSST~x ð12Þ

VðSsÞ guarantees that the error state converges to sliding surface exists if following
condition is satisfied

_VðSsÞ ¼ Ss _Ss \ 0 ð13Þ
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If we select

_Ss ¼ �gsignðSsÞ g[ 0 ð14Þ

Differentiating the sliding surface (11)

_Ss ¼ ST _~x ¼ STðAxþBuþ d � _xdÞ ¼ �gsignðSsÞ ð15Þ

The control input u from (20) can be extracted as

u ¼ �KTxþðSTBÞ�1½ST _xd � ST d̂ � gsignðSsÞ� ð16Þ

with KT ¼ ðSTBÞ�1STA.
From Eq. (15), it can be rewritten as follows

_Ss ¼ STAcx� gsignðSsÞþ STðd̂ � dÞ ð17Þ

where Ac ¼ A� BKT .
Choosing S as the eigenvector of AT

c for eigenvalue k ¼ 0 that is

_Ss ¼ �gsignðSsÞþ STðd̂ � dÞ ð18Þ

Differentiation of Lyapunov function candidate is

_VðSsÞ ¼ �gSssignðSsÞþ SsS
Tðd̂ � dÞ

¼ �g Ssj j þ SsS
Tðd̂ � dÞ

ð19Þ

Error state converging to sliding surface exists if g is chosen as follows

g[ ST
�� �� d̂ � d

�� �� ð20Þ

To prevent chattering because of the discontinuity in control law with switching
function signðSsÞ, the sign function could be replaced by the continuous function
tanhðSs=/Þ, where / is the sliding surface boundary layer thickness.

4.2 Steering Controller Design

In Fig. 5, a block diagram of heading controller is described. With the input value of
wd and feedback values of the AUV states x ¼ ½v r w�, the steering controller will
estimate a rudder angle drudder that is input into AUV nonlinear dynamics to
maneuver the AUV. Substituting the hydrodynamic coefficients [8] of the AUV into
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Eq. (9), the sliding poles of the steering control system selected arbitrarily at (−1.4,
−1.55, 0), and then using Eqs. (16) and (20), we get the steering control law as:

Ss2 ¼ 0:056 0:477 0:877½ �~x2
u2 ¼ dR ¼ �0:8vþ 0:682rþ 1:868g2 tanhðSs2=/2Þ
�p=6� u2 � p=6
g2 ¼ 0:5; /2 ¼ 0:1

8>><
>>:

ð21Þ

4.3 Diving Controller Design

A diving control law is proposed for the AUV as in Fig. 6. All the controllers are
designed by sliding mode control. First, the state errors calculated from desired
set-points and feedback values of the vehicle states x ¼ ½q h z� are the input of the
diving controller block whose output is the desired movable mass position xm d .
Then, the movable mass position error is calculated from the desired and feedback
values of the movable mass position and becomes the input of the position con-
troller block. The output of the position controller block is the appropriate force um
used to drive the movable mass from position xm to xm d . And finally, with this
diving control law, the vehicle constructed by nonlinear equations will be con-
trolled to the desired depth.

Fig. 5 Block diagram of steering control system

Fig. 6 Block diagram of diving control system
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Substituting the coefficients [8] into Eq. (7) and the sliding poles of the diving
control system selected arbitrarily at (−0.6, −0.5, 0), we get the depth controller as

Ss1 ¼ 0:667 0:7337 �0:1297½ �~x1
u1 ¼ xm d ¼ 0:067q� 0:098hþ 0:3637g1 tanhðSs1=/1Þ
�0:1� u1 � 0:1
g1 ¼ 0:3; /1 ¼ 0:1

8>><
>>:

ð22Þ

As expressed in SMC theory [9], the position controller for movable mass is
designed from Eq. (2) as follows

Ssm ¼ _~xm þ k~xm
um ¼ �f � k _~xm � gm tanhðSsm=/mÞ
k ¼ 4:3; gm ¼ 0:7; /m ¼ 0:1

8<
: ð23Þ

5 Simulation Results

Under effects of modeling nonlinearity and parameter uncertainty, a numerical
simulation has been performed in order to show the effectiveness of the proposed
control system. The simulation program, which is developed using
Matlab/Simulink, is shown in Fig. 7. The 6 DOF nonlinear vehicle model in Eq. (3)
is simulated and nonlinear coefficients are referred in [8]. The controller blocks are
composed of the steering and diving controllers designed in previous sections.

Figure 8 shows the desired heading, tracking trajectory, and rudder angle vari-
able for the steering control simulation. This simulation is performed together with
zero diving control in order to prevent the vertical motion occurring from the
coupling. The initial heading angle of 0° was kept static in 5 s. After that, the AUV

Fig. 7 Simulink diagram of steering and diving control system
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was commanded to track two desired heading angles of 90° and 0° in 20 s for each
turn. From these figures, the proposed control system has accurate tracking per-
formance with rudder angle limited in ±30°. Also, sliding mode control show the
robustness on the presence of modeling nonlinearity and parameter uncertainty.

Figure 9 shows the response of the diving control. The initial depth of 0 m is
kept in 5 s. The desired depth is given 3 m down from the initial depth during 65 s,
and then returning back to the initial depth. The mass shifter mechanism is con-
trolled in bound of stroke’s length [−10 cm, 10 cm] to shift the center gravity of the
whole vehicle for diving and floating. The simulated results show good conver-
gence with the desired depth. The proposed control system makes the nonlinear
AUV model robust and controllable.

Fig. 8 Simulation result of steering control

630 N.-H. Tran et al.



6 Conclusion

In this paper, the use of sliding mode methods has been shown to provide robust
performance of the KAUV’s autopilots when designed separately for steering and
diving control. This method is generally suitable for a wide variety of nonlinear
control problems such as modeling nonlinearity, parameter uncertainty, and dis-
turbance. The designed controllers using the sliding surface coefficients were
derived from the linearized vehicle model for steering and diving planes. Finally,
the simulation results show that the proposed controllers can maneuver the KAUV
nonlinear model to be robust and maintain the desired depth and heading angle with
sufficient accuracy.

Acknowledgements This research was a part of the project titled ‘Base Research for Building
Wide Integrated Surveillance System of Marine Territory’, funded by the Ministry of Oceans and
Fisheries and Basic Science Research Program through the National Research Foundation of
Korea(NRF) funded by the Ministry of Education (2015R1D1A3A01015804).

Fig. 9 Simulation result of diving control
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Design and Implementation of Dynamic
Positioning Control System for USV

Ngoc-Huy Tran, Hyeung-Sik Choi, Ji-Youn Oh and Sang-Ki Jeong

Abstract Nowadays, the dynamic positioning (DP) performance of an unmanned
surface vehicle (USV) is receiving special attention for marine research and sur-
veying exploration in coastal areas. So, this paper describes a structure design of a
USV disposed with three thrusters. With this disposition, by means of active thrust,
the USV can be controlled at a fixed position with fixed heading. Also, hardware
and software architectures of the control system are addressed and the functions of
all parts are clarified. A strategy for DP control is presented to compensate the
deviations due to disturbances from waves, wind, sea current, or sensor inaccuracy.
Finally, according to this developed strategy, a number of experiments were
performed through sea trials and the results will be shown.

Keywords Unmanned surface vehicle � Dynamic positioning � Kalman filter

1 Introduction

The ocean is the cradle of life, a precious resource, and transportation artery. In the
21st century, we will face three challenges: the contradictions between the popu-
lation explosion and limited living space, between exhausted land resource and the
growing requirement of social production, and between eco-environmental degra-
dation and human development. In addition, there exist sea regions with dangerous
mines that should be eradicated for military affairs, humanitarian reasons, and
marine safety. So, it is necessary to use unmanned vehicles for ocean survey in
coastal areas, supporting the work of underwater vehicles by aiding in communi-
cation and localization, with no risks for human as a priority, as shown in Fig. 1.
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The unmanned surface vehicle (USV) is an intelligent motion platform, which
can be relied on for remote control, or autonomous and safe navigation in the real
marine environment, and for the completion of various tasks. The USV has many
merits, such as a variety of functions, flexibility of operations, little injury, and a
flexible network information center [1]. Despite these merits, few researches have
been performed about the USV [2]. It has only had 15–20 years of development,
and there are a small number of USVs on the market or in use so far, especially
compared to autonomous underwater vehicles (AUV). One of the application cases
of the USV is the Italian catamaran USV, called SESAMO, which is used in
oceanographic research [3]. The stability, payload capacity and ease for manufac-
turing make catamarans a compelling choice for researching USVs. The ROAZ
vehicles from Portugal, like SESAMO, exemplify the general arrangements [4].
Also, there was a research on a mine disposal system using an autonomous marine
surface vehicle (AMSV) [5], which supported surveys and networked operations
with AUVs. In general, more attention to USV research and development will be
paid in the future.

For the purpose of supporting communication, reference localization, or docking
for the underwater vehicles, a USV using three thrusters is designed. With this
structure design and developed control system, the USV can perform dynamic
positioning control to keep a desired position and heading. Moreover a dynamic
positioning control algorithm to eliminate the disturbance errors is suggested and
performed in experiments.

2 Structure and Control System of the USV

2.1 Structure of the USV

The hull structure of the USV is designed with a closed cover for waterproofing.
The body is made of FRP (Fiber Reinforced Plastic), which has high corrosion
resistance, is of light weight, and has high durability. To control surge, sway, and

Fig. 1 The USV application
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yaw motion fully, three thrusters for the USV are required and disposed as in Fig. 2.
The main thruster disposed at the USV’s stern is an Endura50 with 50 lbs
(22.68 kgf) thrust force, and two Endura30 lateral thrusters provide 30 lbs
(13.61 kgf) thrust force for each one. The weight of the USV is 150 kg, and the
center point (CP) of the USV is at 0.75 m forward from the USV’s stern. The main
thruster is 0.7 m away along the X axis, and the lateral thrusters are at 0.5 m
forward and afterward from the CP point. With this structure enclosed with a
navigation system and control algorithm, the USV can flexibly move in multiple
directions and automatically maintain at a desired position and heading. The
specifications of the USV are described in Table 1.

2.2 Hardware Architecture

As shown in Fig. 3, the USV control system is composed of six modular parts,
which are the ground monitoring station, onboard control system, navigation sys-
tem, battery, actuators, and communication system.

The ground monitoring station is composed of computer, joystick, and wireless
communication equipment. Its mission is to collect and process signals received
from the USV. With the multifunctional operating interface programmed by Visual

Fig. 2 The virtual design and developed USV

Table 1 Specifications of the USV system structure

Hull structure specifications 1.9 m × 0.9 m × 0.7 m
Max. speed: 3 knots

Propulsion module One Endura50 thruster and
Two Endura30 thrusters

Control system module Embedded computer: IEC667
Processors: DSP28335, DSP2812
RF module: 24XStream

Navigation sensors GPS_AsteRx1, IMU_MTi
DVL_NavQuest 600, WindSonic sensor
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Studio 2008, the USV can be controlled by two modes that are auto mode and
remote mode. Furthermore, the ground monitoring station can also be extended to
build on a host ship, and carry on multi-USV operations, by setting an ID account
for each vehicle.

The navigation module is composed of IMU, doppler velocity log (DVL), GPS,
and wind sensor. They are used to determine the position, velocity, acceleration,
course, and distance traveled of the vehicle. The USV is equipped with an inertial
navigation system (INS), which can calculate the position, velocity, and attitude of
the vehicle from the data given by the IMU sensor. Since the INS accumulates
errors, due to the inherent drift of dead-reckoning velocities and integration of
acceleration, a Kalman Filter algorithm should be implemented, which utilizes a
wide range of navigation sensors, to compensate for the accumulation in position
error [6]. The collection of sensor signals and estimation of the Kalman Filter
algorithm are accurately performed in the developed navigation board, using the
powerful DSP28335 [7] (150 MHz), as shown in Fig. 3.

Finally, the onboard control system module contains an embedded IEC667
computer connected with two microprocessors TMS320F28335 (Digital Signal
Processors) and TMS320F2812, which cooperate to perform all the control tasks of
the USV, as shown in Fig. 3. The TMS320F28335 processor, programmed in the
navigation module, calculates the attitude, velocity, and position of the USV, by
using a developed Kalman Filter algorithm, and transfers the results to the
embedded computer used for guidance and control of the USV. After receiving the
data from the navigation module, as well as the requirements from the ground
monitoring station, the IEC667 will automatically compute an optimal trajectory or
path for the USV by Visual Studio 2008, and deliver control commands to

Fig. 3 Hardware architecture of the USV motion control system
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TMS320F2812, for driving the actuator modules. At the same time, the IEC667 will
inform about the states of the USV, and can directly receive commands from the
control center on the ground, via the RF communication module.

2.3 Control Software Architecture

The control software architecture of the USV system is composed of two elements:
monitoring system software programmed for the ground station, and control system
software used in the onboard USV module. The programming language used in
both of them is Visual Studio 2008.

(a) Ground monitoring system software

To monitor the states and to communicate with the USV, the GUI (Graphic User
Interface) control software of the ground system is programmed. This interface is
not only prompt and flexible to set control modes and parameters for the USV’s
operation, but also quite accurate to transmit a pre-scheduled or real time trajectory
following commands, and receive state feedback from the vehicle. The algorithm
diagram of the ground monitoring system is shown in Fig. 4. After starting the GUI

Fig. 4 An algorithm diagram of the ground monitoring system
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program, the user will be asked to select control modes of remote control or
automatic control. For each control mode, there will be a different parameter ini-
tialization. In remote control mode, the axis and buttons on the joystick should be
declared to correspond with the axes (surge, sway and yaw) of the body-fixed
co-ordinate put on the USV, maximum and minimum speeds of the vehicle when
adjusting the joystick potentiometer, and sensitivity (loop time) for reading signal
from the joystick, etc. With automatic control mode, first, the user should select
control algorithms, such as heading control, dynamic positioning (DP) control,
waypoint tracking, and path tracking, etc. Next, sensors selection (IMU, GPS,
DVL, wind sensor) used in the navigation system, desired trajectory, and control
gains should be chosen, to complete declaration for the parameter initialization.
After that, the monitor of the GUI program starts operating. With a question loop
every 100 ms (10 Hz), the ground monitoring system can quickly update, exactly
log, and intuitively display the states of the USV through real-time visual graphs.
Moreover, a special feature of this ground monitoring program is its synchronous
nature. If errors, such as tracking error, navigation error, out of battery, and dam-
aged equipment (sensors, thrusters, control boards), are detected from the pro-
cessing of feedback signals, the user can immediately interfere in the onboard
control system software, to solve these problems.

(b) Onboard control system software

The software architecture of the onboard control system is presented in Fig. 5. In
this, the mission of the information processing block is to receive commands from
the ground monitoring station, and to sort them according to separated missions
already shown in the ground monitoring system software, such as control modes,
control algorithms, and processing errors, etc. Then, these delivered missions will
be completely performed by the next control blocks. The control task decompo-
sition block is used to initialize control parameters for each different control. These
parameters will be sent to the navigation and motion control algorithm block that is
the main control block, to process the control missions, such as remote control,
heading control, waypoint tracking, etc. Besides, navigation values (attitude,
position, velocity) are also estimated in this block, through data received from the
sensors. The navigation algorithm will be particularly described in the strategy
design section. According to situations of the control tasks and navigation esti-
mation, control instructions are processed by the embedded computer, and sent to
the actuator modules to operate the USV. In addition, the states of the USV, as well
as onboard equipment and sensor information, will be summarized to save in
logbook memory, and also to answer the question loop (10 Hz), received from the
ground monitoring station.
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3 Control Strategy for Dynamic Positioning

3.1 The Fusion Control Algorithm

Figure 6 shows the control algorithm diagram describing the main functions of the
USV control system influenced by environment (wave, current, wind). There are
three objectives for motion control: position, heading, and speed. They are mea-
sured by using the GPS, IMU, DVL sensors, and their data are feedback to the filter
module. A Kalman Filter algorithm is applied to filter noises out, and to estimate the
actual states of the USV. The PID controller generates force instructions for
thrusters, to compensate for position, yaw angle, and velocity errors of the USV.
The allocation algorithm is developed to map the generalized force instructions into
appropriate force instructions for the various actuators of the USV.

Fig. 5 An algorithm diagram of the onboard control system
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3.2 Dynamic Positioning (DP) Control Algorithm

DP control is used to keep the position and heading of the vehicle by using its own
thrusters and sensors. For a vehicle to perform position-keeping and/or
heading-keeping operations in a seaway, some deviations always occur due to
disturbances from waves, wind, sea current, or sensor inaccuracy. Hence, to
facilitate DP control of the USV, three deviation levels are defined in
heading-keeping and position-keeping controls: the inner level (L1) represents the
minimum deviation zone, the mid level (L2) represents the allowable operation
zone, and the outer level (L3) represents the maximum operation bound, as shown
in Fig. 7, which is referred from [8]:

In level 1 (inner level):

Surge L1 ¼ max North�South sensor error; East�West sensor errorð Þþ offset surge

Sway L1 ¼ max North�South sensor error; East�West sensor errorð Þþ offset sway

Yaw L1 ¼ maximum sensor errorþ offset yaw

The offsets for surge, sway, and yaw are function of the vessel operational
conditions (VOC) and are defined as the minimum obtainable deviation for the
VOC.

Fig. 6 The fusion control system of the USV

Fig. 7 The position levels (a) and heading levels (b)
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In level 2 (mid level):

Surge L2 ¼ surge L1þ c surge L3� surge L1ð Þ
Sway L2 ¼ sway L1þ c sway L3� sway L1ð Þ
Yaw L2 ¼ yaw L1þ c yaw L3� yaw L1ð Þ

where c 2 h0; 1i
In level 3 (outer level):

Surge L3 = max operation area in surge—max (North-South sensor error,
East-West sensor error)
Sway L3 = max operation area in sway—max (North-South sensor error, East-West
sensor error)
Yaw L3 = max heading deviation—maximum sensor error

With desired attitude ½xd; yd;wd� and vehicle current attitude ½x; y;w� shown in
Fig. 8, the errors of the USV in the earth-fixed coordinate can be written as:

e ¼ ½eX0 ; eY0 ; ew� ð1Þ

From Eq. (1), the propulsion vector in the earth-fixed can be set as

PID ¼ ½XX0 ; YY0 ;NZ0 � ð2Þ

where XX0 ; YY0 are forces, NZ0 is moment [8]

XX0 ¼ KPxeX0 þKIx

Z
eX0dtþKDx

deX0

dt
ð3Þ

YY0 ¼ KPyeY0 þKIy

Z
eY0dtþKDy

deY0
dt

ð4Þ

Fig. 8 Dynamic positioning
control of the USV
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NZ0 ¼ KPwew þKIw

Z
ewdtþKDw

dew
dt

ð5Þ

The propulsion vector can be converted from the earth-fixed coordinate to the
body-fixed coordinate as

X
Y
N

2

4

3

5 ¼
cosw sinw 0
� sinw cosw 0

0 0 1

2

4

3

5
XX0

YY0
NZ0

2

4

3

5 ð6Þ

The propulsion vector ½X; Y ;N�T in the body-fixed coordinate can be applied to
control thrusters of the vehicle to keep the USV to the desired position and angle.

4 Experiments

For application of the DP control algorithm to experiments, the deviation levels are
empirically selected as:

Surge L1 = sway L1 = 0.5 m
Surge L2 = sway L2 = 1 m
Surge L3 = sway L3 = 1.5 m
Yaw L1 = ±2°, Yaw L2 = ±4°, Yaw L3 = ±8°

Figures 9 and 10 show results of the dynamic positioning control performance.
The DP experiment was performed for 40 s. The USV received instructions to
maintain the yaw angle at −90°, and kept the position at zero. According to the data,
the USV was controlled well to keep itself in the inner level (radius = 0.5 m) and
heading angle in the mid level (bound is ±4°) regardless of the wave and wind
disturbances.

Fig. 9 Heading performance of dynamic positioning control
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5 Conclusion

In this paper, the structure design and control system of the three degree of freedom
USV were presented. The USV using three thrusters was designed for dynamic
positioning and navigation controls. Also, the control system for DP control was
developed, including the power microcontrollers, GPS, IMU and DVL sensors.
With these sensors, the USV can apply Kalman Filter algorithm to accurately
estimate the position, velocity, acceleration, and traveled distance of the vehicle.
For easy management of the control process, the control software architecture
composed of the ground monitoring system software and onboard control system
software were developed.

The strategy for DP control was presented to compensate the deviations due to
disturbances from waves, wind, sea current, or sensor inaccuracy. Based on the
values received from the estimation of Kalman Filter, the USV’s PID controller can
estimate the needed forces and moments to keep the vehicle in desired position and
heading with three deviation levels L1, L2, and L3. To validate the designed control
system and the developed algorithm, a sea-trial experiment was performed.
According to the experimental results, the USV was well controlled to stay in
position deviation of 0.5 m radius, and to keep its heading within ±4° bound under
effect of wave, current, and wind disturbances.
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Study on Mechanical Structure Design
for Innovative Multi-function Assistive
Mobile Robot

Vo Hoang Duy, Tran Trong Dao, Nguyen Thanh Quang
and Ngoc-Bich Le

Abstract It is of great significance to develop devices which can support the
elderly, disabled lower limbs persons and mobility degraded patients in their daily
activities such as transferring from bed to wheelchair or from wheelchair to toilet
and so forth. It is evident that the assistant of human in these activities especially in
toilet activity cause uncomfortable for both of them in term of physical and psy-
chological health. This paper presents the concept design and the experimental
results of a full-sized prototype assistive mobile robot with lift, transfer and loco-
motion functions, which confirms the design effectiveness. The experiment results
indicated that the robot with flexible dynamic giving excellent moving ability in
narrow space. Furthermore, self-locking mechanism in all operations as well as tilt
angle alert sensor give absolutely safety ability.

Keywords Self-transfer � Assistive robotic � Multi-function

V.H. Duy (&) � N.T. Quang
Faculty of Electrical and Electronics Engineering, Ton Duc Thang University,
No. 19 Nguyen Huu Tho Street, District 7, Ho Chi Minh City, Vietnam
e-mail: vohoangduy@tdt.edu.vn

N.T. Quang
e-mail: nguyenthanhquang@tdt.edu.vn

T.T. Dao
MERLIN, Ton Duc Thang University, No. 19 Nguyen Huu Tho Street, District 7,
Ho Chi Minh City, Vietnam
e-mail: trantrongdao@tdt.edu.vn

N.-B. Le
School of Enginering, Eastern International University, Binh Duong New City, Vietnam
e-mail: bich.le@eiu.edu.vn

© Springer International Publishing Switzerland 2016
V.H. Duy et al. (eds.), AETA 2015: Recent Advances in Electrical
Engineering and Related Sciences, Lecture Notes in Electrical Engineering 371,
DOI 10.1007/978-3-319-27247-4_54

645



1 Introduction

In Vietnam, there are more than 30 % of cerebrovascular patients with and sub-
sequently lost their movement ability. Furthermore, according to survey data [1], in
2013, Vietnam has 29,385 traffic accidents caused 39,000 deaths and 25,000 dis-
abilities. In addition, elderly people and other disabilities take a significant number.
By 2050, the current youth population in developed countries will become “older
population”, which comprises 27 % of total world population. This will affect the
socio-economic development of these countries [2].

Consequently, various devices and robots have been developed. The first can-
didate for these devices is Dependent lift devices [3–5]. As the name implies, the
wheel chair user needs to depend on care givers for transferring to another surface.

The second type is self-transfer systems. S-transfer systems assist an elderly or
disabled to lift up and transfer to another surface without the assistance of caregiver.
A simple device known as Trapeze lift, which can be connected to the bed or on a
free-standing base, assists patients and elderly with some upper body strength to lift
themselves to facilitate the provision of bedpan or to reposition [6].

The third candidate of assistive devices is wheel chairs with transfer modules.
Mori et al. [7] had proposed a wheel chair with lifting function that could assist a
caregiver in transferring a wheel chair dependent. However, the dimensions of the
device are large may cause difficulties for the chair to approach the commode.
Moreover, the device has to be moved towards the commode in reverse direction,
which would be difficult for an elderly to perform independently.

Yoshihiko Takahashi et al. proposed a novel design to facilitate self-transfer
from a wheel chair to a toilet commode [8, 9]. However, this proposed device is
quite simple in term of operation functions. That is, it just has lifting ability why
complete devices require multi-function including lift, transfer and locomotion.

All the assistive devices discussed above are either to serve a single specific
purpose or need multiple sub-devices to achieve locomotion and transfer task.
Consequently, this study proposed a novel self-transfer robot with compact design
and multi-function including lift, transfer and locomotion. Receiving very high
demands, however, the proposed design requires simple structure and operation.

2 Robot Structure Design

Y. Takahashi’s proposed device is shown in Fig. 1 and its corresponding structure
mechanism is indicated in Fig. 2. It is evident that the design consists of a robotic
arm with a saddle on the top which can be elongated and a motorized horizontal
rotation mechanism.

With the proposed mechanism, Y. Takahashi’s robot operations were shown in
Fig. 2, specifically, (1) The user positions the wheelchair in front of the toilet seat.
The user takes a near-sitting posture and places his or her abdomen or chest on the
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saddle. (2) A motor drive system rotates and lifts the robotic arm to straighten up
the user. The motor stops when the user is ready to place weight on the saddle.
(3) The transfer aid system is rotated horizontally and is stopped when the user is

Fig. 1 Self-transfer aid robot
with moving wheels of
Y. Takahashi [8]

Fig. 2 Y. Takahashi’s design
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positioned toward the toilet seat. (4) The user’s pants are pulled down, assuming a
pair of pants that can be easily removed by hand. The user is seated, he or she uses
the toilet, and moves back from the toilet seat to the wheelchair reversing these
procedures (Fig. 3).

Y.Takahashi proposed design was a novel design for self-transfer robot, however,
according to its structure and operation; it is evident that the following drawbacks
have not yet comprehensively solved. That is, the operation function is still simple
and the patient needs to perform holding all the operation time. As a result, this study
proposed a new design with supporting seat mechanism was proposed to overcome
Y.Takahashi’s design drawbacks. The supporting seat helps lifting the patient
comfortably when picking them up and vice versa. In addition, the seat also help
patient seat firmly and conveniently during transferring process (Fig. 4).

Fig. 3 Self-transfer aid robot
of Y. Takahashi [8]

Fig. 4 Proposed design with
supporting seat
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In order to acquire suitable moving trajectory for supporting seat, SAM 6.1
commercial package was utilized to analyze the mechanism. Figure 5a, b indicated
the supporting seat analysis results including moving trajectory and hodograph at
initial and lower position, respectively. Figure 5c presented the graphed parameters
including velocity, position of Node 3. After getting the suitable analysis results,
the resulted structure parameters such as linkages’ length, relative joints’ coordinate
were used to build the 3D structure.

The proposed novel mechanism shows the following advantages:
Multi-function: Lift, transfer, locomotion; flexible dynamic giving excellent mov-
ing ability in narrow space; safety design with self-locking mechanism in all
operations and tilt angle alert sensor; small size and simple structure.

Figure 6 demonstrates the robot design with boundary dimension. Specifically,
Fig. 6a is four projection views and Fig. 6b is robot 3D design perspective view.

Robot structure was validated utilizing Solidworks Commercial Pakage with
corresponding results were presented in Fig. 7. Figure 7a, c are analyzed model
setting with external load is 700 N for main robot hand and supporting seat,
respectively. Figure 7b, d are their corresponding von Mise stress graph. It is
evident that the maximum von Mise stress in both structures is much lower than the
material Yeild Strength. In other words, the proposed structures are strong enough.

The proposed structure gives robot the following merits: Take patient from/to
wheel chair, take patient from/to bed, transfer patient from wheel chair or bed to
toilet tube and reverse, supporting seat help patient seat firmly and comfortably
during transferring process, holding pad height can be adjudged to fit different user
sizes, self-lock mechanism.

3 Experiment

This project uses a dsPIC33FJ128MC506 microcontroller to automatically control
the robot turn left, right, forward, and backward by using 02 DC motors which are
24 VDC with a rated moment of 100 kgf-cm and gear reduction ratio of 1/546.

Experiment was conducted with the operation steps shown in Fig. 8. That is,

1. To initiate the process, using remote control to control robot to intended
position.

2. Press the control button to low the robot arm toward the user. The angle is
depending on the user’s most comfortable.

3. When the robot arm is in suitable position, release the button to stop.
4. Press the Auto-button to let the robot perform the lifting and 180° rotating

automatically. There are two options for this operation including clockwise or
counter clockwise.
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Fig. 5 a Supporting seat trajectory and hodograph at initial position; b Supporting seat trajectory
and hodograph at low position; c Graph parameters of Node 3
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5. The user hold the top paddle, lifting process is performed within 3 s
automatically.

6. After lifting process, the user can seat comfortably on the supporting seat.
7. Robot then rotate 180° automatically.
8. There are two options to perform the positioning action. That is, the user can

manually control the robot arm to low down to suitable angle or using auto-
matic option to let robot do it by itself with predefined angle.

Fig. 6 a Robot design
projection views with
boundary dimension,
b Perspective view
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9. Now, the supporting seat is right next to the toilet seat, the user just need to
slightly slide to the toilet.

10. End of transferring process from wheel chair to toilet seat.

The transferring process from toilet seat back to wheelchair is performed simi-
larly. Furthermore, robot can be controlled to move flexibly for locomotion pur-
posed, that is, moving from bed to toilet, from bed to chair and vice versa.

Experimental results showed that, operations were performed correctly and
smoothly as expected. Attended patients showed highly satisfaction. Additionally,
the experimental results indicated that the robot with flexible dynamic giving
excellent moving ability in narrow space; self-locking mechanism in all operations
as well as tilt angle alert sensor give absolutely safety ability.

Fig. 7 FME analyzed results of supporting seat structure
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Fig. 8 Operation steps
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4 Conclusion

In this study, we proposed a novel assistive robot with the following merits:
lift-transfer-locomotion functions, simple structure, simple operation, flexible
moving. Especially, safety was highly considered and taken into account with
self-locking mechanism and tilt angle alert sensor. The results showed that, oper-
ations were performed correctly and smoothly as expected. Additionally, the
experimental results indicated that the robot with flexible dynamic giving excellent
moving ability in narrow space; self-locking mechanism in all operations as well as
tilt angle alert sensor give absolutely safety ability.
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Object Following Controller Design
for Four Wheel Independent Steering
Automatic Guided Vehicle

Amruta Vinod Gulalkari, Pandu Sandi Pratama, Jae Hoon Jeong,
Hak Kyeong Kim and Sang Bong Kim

Abstract This paper presents a vision-based object following four wheel
independent steering automatic guided vehicle (4WIS-AGV) system using Kinect
camera sensor. To do this task, the following steps are executed. Firstly, an image
processing is done for object detection using Kinect camera sensor. A candidate
colored object is detected using color-based object detection method and its posi-
tion in local coordinates is obtained. NAV200 navigation sensor is used to obtain
global position of the detected object and the 4WIS-AGV. Secondly, the position of
the detected moving object is estimated using Kalman filter algorithm. Kalman filter
is used to estimate the global position of the detected moving object. Thirdly, a
backstepping controller based on Lyapunov stability is proposed to achieve object
following task. Finally, the effectiveness of the proposed system is verified by using
simulation and experimental results. The results show that the proposed controller
makes the 4WIS-AGV follow the detected moving object well with an acceptable
error.

Keywords 4WIS-AGV � Kinect camera � Kalman filter � Backstepping method

1 Introduction

In the recent years, object following is one of the interesting topics of research in
the field of robotic vision. In the autonomous robotics, a mobile robot equipped
with camera sensor can analyze its ambience well to follow the object. There are
numerous researches carrying out object following using camera sensors. In some
research works, cameras were installed on different kinds of wheeled robotic
platforms to achieve object following task [1, 2]. The difficulty with such wheeled

A.V. Gulalkari � P.S. Pratama � J.H. Jeong � H.K. Kim � S.B. Kim (&)
Department of Mechanical and Automotive Engineering, Pukyong National University,
Busan 608-739, Republic of Korea
e-mail: kimsb@pknu.ac.kr

© Springer International Publishing Switzerland 2016
V.H. Duy et al. (eds.), AETA 2015: Recent Advances in Electrical
Engineering and Related Sciences, Lecture Notes in Electrical Engineering 371,
DOI 10.1007/978-3-319-27247-4_55

655



configurations is their less flexibility and limited maneuverability. Selection of
appropriate controller is also an important issue in such kind of systems. There are
several control algorithms available such as optimal control [3], multi-mode control
method based on Fuzzy selector [4], etc. In these controllers, although the stability
of the system is guaranteed, it is not an easy task to find an appropriate control law.

To solve the above problems, this paper proposes an object following system for
the four wheel independent steering automatic guided vehicle (4WIS-AGV) system
using Kinect camera sensor based on a Kalman filter and backstepping control
method. The object following task is executed by the 4WIS-AGV using Kinect
camera sensor as follows. First, the Kinect camera is installed on four wheel
independent steering configuration of AGV. In this wheeled configuration, each
wheel is adjusted separately. As a result, it can move in any direction in its work
environment. A candidate color object is detected by the Kinect camera sensor
based on color-based object detection method. In this step, the local position of
detected object is obtained using Kinect camera sensor. Then, NAV200 navigation
system is used to get the position of the detected object and the 4WIS-AGV in the
global coordinate system. Second, global position of the detected moving object is
tracked using Kalman filter algorithm. Third, a backstepping control method using
Lyapunov function is adopted for the 4WIS-AGV to perform a moving object
following task. Among several controller methods, a backstepping control method
is adopted since the system stability is guaranteed for the 4WIS-AGV based on
Lyapunov stability theory. Finally, simulation and experimental results are pre-
sented to verify the effectiveness of the proposed system. The results show that the
4WIS-AGV with Kinect camera sensor can follow the moving object successfully
using designed controller with an acceptable small error.

2 System Description

Figure 1 shows object following 4WIS-AGV system used in this paper. The
4WIS-AGV has dimension of 1.00 m (l) × 0.70 m (w) × 0.50 m (h). This system
consists of body platform and wheel driving configuration where each wheel uses
two high power DC motors: one for driving and other for steering as shown in
Fig. 2. This 4WIS-AGV is controlled by Industrial PC (Tank 800) with RS232
communication and eight ATmega128 microcontrollers (one for each motor). Two
12 V batteries are used for the power supply to the system. A monitor and wireless
keyboard–mouse are used as an input device for the 4WIS-AGVsystem.

The sensors used for the proposed system are Kinect camera sensor, laser
navigation sensor: NAV200 and eight encoders, one for each motor. A Kinect
camera sensor is mounted on the top-front side of the 4WIS-AGV, whereas
NAV-200 laser navigation sensor is mounted on the top-center of the 4WIS-AGV.
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The Kinect camera sensor captures both color and depth images at the speed of
30 frames per second with the sensing range from 0.8 to 4 m. NAV-200 sensor with
an accuracy ±25 mm is used to obtain the positions for both object and 4WIS-AGV
in the global coordinate system. Out of eight encoders, four encoders are used to
measure wheel steering angles of the steering motors and other four are used to
measure angular velocities of the driving motors.

Monitor

NAV-200

4WIS-AGV

Kinect 
camera

Wheel 
system

Fig. 1 Kinect camera sensor-based object tracking and following 4WIS-AGV system

Steering Encoder

Reduction Gear 1:2

Steering Motor 
Steering Motor 

Gear Box 

Thrust Bearing
Wheel Hub
Nylon Plate

Nylon Wheel

Steering 
Steel Plate

Driving Motor 

Driving Motor 
Gear BoxRoller Bearing

Wheel Hub

Driving 
Encoder

(a) (b)

Fig. 2 Wheel configuration of 4WIS-AGV system. a Real wheel configuration. b Designed wheel
configuration
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3 Kinematic Modeling of 4WIS-AGV System

Figure 3 shows the configuration of the 4WIS-AGV for the system kinematic
modeling. The coordinate Axy represents local coordinate, whereas the coordinate
OXY represents global coordinate.

The kinematic equation for the proposed 4WIS-AGV is given as follows:

_XA
_YA
_hA

2
4

3
5 ¼

cos hA � sin hA 0
sin hA cos hA 0
0 0 1

2
4

3
5 vx

vy
x

2
4

3
5 ð1Þ

Fig. 3 Configuration of the 4WIS-AGV system
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where _XA is the vehicle linear velocity in X axis of global coordinate, _YA is the
vehicle linear velocity in Y axis of global coordinate, and _hA is the vehicle angular
velocity in global coordinate. vx is the vehicle linear velocity in x axis of local
coordinate, vy is the vehicle linear velocity in y axis of local coordinate, and x is the
vehicle angular velocity in local coordinate. ðXA; YAÞ is the current position of the
4WIS-AGV. ðXR; YRÞ is reference position and hR is reference orientation. di and
xi ði ¼ 1; 2; 3; 4Þ are the ith wheel steering angle and the ith wheel angular
velocity, respectively.

For the given total linear velocity of 4WIS-AGV in local coordinate vA and
vehicle sideslip angle β, the vehicle linear velocities vx and vy in the local coordinate
can be obtained as follows:

vx ¼ vA cos b
vy ¼ vA sin b

�
ð2Þ

The vehicle sideslip angle β is defined as angle between the movement directions
of 4WIS-AGV and x axis of 4WIS-AGV as follows:

b ¼ a tan2ðvy; vxÞ ¼ tan�1 vy
�
vx

� � ð3Þ

Target velocities in x and y directions: uwx;i and uwy;i of the ith wheel in local
coordinate of 4WIS-AGV can be obtained by as follows:

uwx;i ¼ vx � py;ix
uwy;i ¼ vy þ px;ix

�
ð4Þ

where px;i; py;i
� �

is the position of the ith wheel in the local coordinate of
4WIS-AGV as shown in Fig. 3.

The ith wheel steering angle di and the ith wheel angular velocity xi are given as
follows:

di ¼ tan�1 uwy;i
uwx;i

� �
ð5Þ

xi ¼ uwx;i cos di þ uwy;i sin di
Rw

ð6Þ

where Rw is the radius of a wheel.

4 Object Position Measurement

This section explains the procedure for getting the candidate object position in the
global coordinate frame and then tracking it by using Kalman filter algorithm.
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4.1 Object Detection

In this paper, a color-based object detection algorithm [5] using Aforge.NET C#
framework is used to obtain the position of candidate blue colored object in the
local coordinate frame (i.e., in Kinect RGB image frame).

Figure 4 shows an extended view of the real candidate object and the detected
candidate object in a Kinect RGB image frame. According to the image principle
[5], an angle / between the center of the detected object and the center of the RGB
image is given as follows:

/ ¼ arctan
xma
f

� �
ð7Þ

where xm is the object position in x direction from the center of the Kinect RGB
image, α is the coefficient of transformation from pixel to length and f is the focal
length of the Kinect camera. Since the value of xm is in pixels, it is necessary to
convert this value into meter value as xcam as follows:

xcam ¼ ycam tan/ ð8Þ

Kinect Camera

Kinect RGB 
image

Real candidate 
object

Detected candidate 
object

,( )m mx y

f
imagex

imagey

mx

φ

camx

camy

cameray

camerax

( , )o oX Y

my

Fig. 4 Extended view of the real candidate object and the detected candidate object in a
Kinect RGB image frame
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where ycam represents the depth of the object from the Kinect camera sensor in
meter and is obtained directly from the Kinect depth data.

The position ðxcam; ycamÞ of the detected object in local coordinate frame can be
transformed into the global coordinate frame as shown in Fig. 3 as follows:

Xo

Yo

� 	
¼ XA

YA

� 	
þ cos hA � sin hA

sin hA cos hA

� 	
xcam
ycam

� 	
þ cos hA

sin hA

� 	
D ð9Þ

where ðXo; YoÞ is the current position of detected object in global coordinate frame
and D = 0.45 m is the distance between the Kinect camera sensor and the NAV200
sensor placed on the 4WIS-AGV.

4.2 Object Tracking Using Kalman Filter

To follow the moving object well, it is essential to track its position. However,
because it is difficult to get clear images of objects and due to the variations in the
ambient light conditions and noise of the Kinect camera sensor, exact tracking is
difficult. Therefore, to deal with these problems, Kalman filter is adopted in this
paper [6].

The positions and velocities of the moving object are described in global
coordinate frame OXY by the linear state space as follows:

xk ¼ Xo Yo _Xo _Yo

 �T ð10Þ

where _Xo is the object velocity in X direction i.e., derivative of position Xo with
respect to time and _Yo is the object velocity in Y direction i.e., derivative of position
Yo with respect to time.

Between ðk � 1Þ and k time step, object undergoes a constant acceleration of ak
that is normally distributed (Gaussian) with mean 0 and standard deviation ra. The
dynamic behavior of the moving object at time step k is given by the state matrix xk
as follows:

xk ¼ Fxk�1 þwk ð11Þ

where F is the transition matrix and wk is the Gaussian process noise at time step
k with covariance matrix Q such that wk �Nð0;QÞ and are obtained as follows:

F ¼
1 0 T 0
0 1 0 T
0 0 1 0
0 0 0 1

2
664

3
775 and Q ¼

T4=4 0 0 0
0 T4=4 0 0
0 0 T2 0
0 0 0 T2

2
664

3
775r2a

where T is the sampling time.
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The measurement zk of the true position of an object at time step k obtained from
the Kinect camera sensor is expressed as follows:

zk ¼ Hxk þ vk ð12Þ

where H is the measurement matrix and vk is the Gaussian measurement noise at
time step k with covariance matrix R such that vk �Nð0;RÞ and are obtained as
follows:

H ¼
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

2
664

3
775 and R ¼

r2p 0 0 0
0 r2p 0 0
0 0 r2v 0
0 0 0 r2v

2
664

3
775

The Kalman filter exhibit two steps: prediction step and update step as follows:
Prediction step:

x̂�k ¼ Fx̂k�1 þwk

P�
k ¼ FPk�1FT þQ

(
ð13Þ

where x̂�k is the predicted state estimation at time step k and P�
k is the predicted

covariance matrix estimation at time step k.
Update step:

Kk ¼ P�
k H

TðHP�
k H

T þRÞ�1

x̂k ¼ x̂�k þKkðzk �Hx̂�k Þ
Pk ¼ ðI�KkHÞP�

k

8><
>: ð14Þ

where Kk is the Kalman gain at time step k, x̂k is the updated state estimation at
time step k and Pk is the updated covariance matrix estimation at time step k.

5 Controller Design

The objective of this section is to design a controller that can follow the reference
position ðXR; YRÞ and reference orientation hR with vehicle reference linear
velocities ðvxr; vyrÞ and vehicle reference angular velocity xR keeping a given safe
distance Dref ¼ 1:25 m between 4WIS-AGV and a moving object.
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The reference position coordinates ðXR; YRÞ in Fig. 3 can be obtained as follows:

XR

YR

� 	
¼ X̂o

Ŷo

� 	
� cos hR

sin hR

� 	
Dref ð15Þ

where ðX̂o; ŶoÞ is the estimated positions of the moving object by Kalman filter.
From Fig. 3, the reference orientation angle hR is calculated as follows:

hR ¼ arctan
X̂o � XR

Ŷo � YR

� �
ð16Þ

The reference vehicle linear velocity in global coordinate vAr can be expressed as
follows:

vAr ¼ _̂XR cos hR þ _̂YR sin hR ¼ _̂Xo cos hR þ _̂Yo sin hR ð17Þ

The reference vehicle velocities in local coordinate in Fig. 4 can be expressed as

vxr ¼ vAr cos e3
vyr ¼ vAr sin e3

�
ð18Þ

The reference angular velocity xR can be obtained as follows:

xR ¼ _hR ð19Þ

Referring Fig. 3, a tracking error vector e can be defined as follows:

e ¼
e1
e2
e3

2
4

3
5 ¼

cos hA sin hA 0
� sin hA cos hA 0

0 0 1

2
4

3
5 XA � XR

YA � YR
hA � hR

2
4

3
5 ð20Þ

where e1 is the error in local coordinate x-axis, e2 is the error in local coordinate
y-axis and e3 is the vehicle orientation error.

To minimize these errors i.e., to make the 4WIS-AGV follow the moving object,
a backstepping controller is designed for 4WIS-AGV.

Using backstepping control method [5], a candidate Lyapunov function (clf) is
chosen as follows:

V ¼ 1
2
e21 þ

1
2
e22 þ

1
2
e23 ð21Þ
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The time derivative of clf _V is obtained as follows:

_V ¼ e1 _e1 þ e2 _e2 þ e3 _e3 ð22Þ

Time derivative of the tracking error vector can be obtained as follows:

_e ¼
_e1
_e2
_e3

2
4

3
5 ¼

1 0 e2
0 1 �e1
0 0 1

2
4

3
5 vx

vy
x

2
4

3
5�

cos hA sin hA 0
� sin hA cos hA 0

0 0 1

2
4

3
5 vxr

vyr
xR

2
4

3
5 ð23Þ

Substituting Eq. (23) in (22) yields

_V ¼ e1ðvx � vxr cos e3 � vyr sin e3Þ
þ e2ðvy � vxr cos e3 � vyr sin e3Þ
þ e3ðx� xRÞ ð24Þ

Lyapunov stability criterion states that system is stable if _V � 0. Therefore, to
meet this condition, a control law U can be chosen as follows:

U ¼
vx
vy
x

2
4

3
5 ¼

�k1e1 þ vxr cos e3 þ vyr sin e3
�k2e2 � vxr sin e3 þ vyr cos e3

�k3e3 þxR

2
4

3
5 ð25Þ

where k1, k2 and k3 are positive constants.
Substituting Eq. (25) to (24) yields

_V ¼ �k1e
2
1 � k2e

2
2 � k3e

2
3 ð26Þ

which shows that the _V � 0 by using the chosen control law U. In other words, the
system becomes stable because e1; e2; e3 ! 0 as t ! 1 by using Eqs. (21), (23),
(25), (26) and Barbalat’s lemma.

The reference vehicle linear velocity vxr in x axis of local coordinate with b ¼ 0
and e3 ¼ 0 can be expressed as

vy ¼ vyr ¼ 0 ð27Þ

vxy ¼ vAr ¼ _̂X0 cos hR þ _̂Y0 sin hR ð28Þ

Figure 5 shows the block diagram of the proposed system.
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6 Simulation and Experimental Results

The performance and the effectiveness of the proposed system were verified by
simulation and experiment. The parameter and initial values for the simulation and
experiment are shown in Table 1.

Fig. 5 Block diagram of the proposed system
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Based on the initial positions of the 4WIS-AGV and the candidate object, the
simulation and experimental results of the proposed system are shown in Figs. 6, 7
and 8. Figure 6 shows the tracking error vector. The maximum values of the tracking
errors e1; e2; e3 are −0.5, −1.2, −1.1, respectively. In the simulation case, the errors
e1; e2; e3 ! 0 at 5, 2.5, 8 s, respectively. In the experimental case, error e1 is
bounded between ±0.05 m after 7 s, error e2 is bounded between ±0.01 m after 5 s,
and error e3 is bounded between ±0.1 rad after 12 s. Figure 7 shows the results for
the control law U. Figure 7a shows the results for the vehicle linear velocity in

Table 1 Parameter and initial values

Description Symbol Value

Initial position of the 4WIS-AGV ðXA; YAÞ (0, 0) m

Initial values of 4WIS-AGV orientation and sideslip angle ðhA; bAÞ (0, 0) rad

Initial position of the candidate object ðXo; YoÞ (1, 2.5) m

Initial velocity of the candidate object ð _Xo; _YoÞ (0.1, 0.1) m/s

Controller gain 1 k1 1

Controller gain 2 k2 1

Controller gain 3 k3 1
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Fig. 6 Tracking error vector
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x direction. In the simulation, the maximum linear velocity is 0.65 m/s and then it
decreased and keeps constant to 0.17 m/s at 5 s. In the experiment, the maximum
velocity is 0.48 m/s and then it is bounded between 0.16 and 0.18 m/s after 7 s.
Figure 7b shows the results for the vehicle linear velocity in y direction. It can be
observed that in the simulation result, the maximum velocity 1.35 m/s and then it
decreased and keeps constant to −0.05 m/s at 2.5 s, whereas in the experiment, the
maximum velocity is 0.95 m/s and then it is bounded between −0.05 and 0 m/s after
7 s. The simulation and experimental results for the vehicle angular velocity is
shown in Fig. 7c. In the simulation, the maximum angular velocity is 0.46 rad/s and
then it converged to 0 at 8 s, whereas in the experimental case, the maximum angular
velocity is 0.28 rad/s and then it is decreased and bounded between ±0.02 rad/s after
10 s. Figure 8 shows the simulation and experimental results of the estimated val-

ues of the candidate object movement such as X̂o; Ŷo;
_̂Xo and _̂Yo obtained using

Kalman filter.
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Fig. 7 Control law U. a Linear velocity of 4WIS-AGV in x direction. b Linear velocity of
4WIS-AGV in y direction. c Angular velocity of 4WIS-AGV

Object Following Controller Design for Four Wheel Independent Steering … 667

http://dx.doi.org/10.1007/978-3-319-27247-4_7
http://dx.doi.org/10.1007/978-3-319-27247-4_7


7 Conclusion

In this paper, an object following algorithm for four wheel independent steering
automatic guided vehicle (4WIS-AGV) using Kinect camera sensor was proposed
based on Kalman filter and backstepping control method. The Kinect camera sensor
was installed on the 4WIS-AGV to obtain color and depth images. A candidate
object was detected using color-based object detection method. The global position
coordinate of the candidate object was tracked efficiently using Kalman filter
algorithm. The effectiveness of the proposed controller was verified by the simu-
lation and experiment. The results showed that the proposed algorithm made the
4WIS-AGV follow the candidate object successfully with minimum errors.
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ôY

Fig. 8 Estimated values of candidate object movement obtained using Kalman filter

668 A.V. Gulalkari et al.



References

1. Mir-Nasiri N (2006) Camera-based 3D object tracking and following mobile robot. In: The
2006 IEEE conference on robotics, automation and mechatronics, pp 1–6

2. Kao ST, Chung YY, Ming TH (2010) Design and implementation of a stereo vision—guided
omnidirectional mobile robot for real-time object tracking. SICE Ann Conf 2010:2968–2974

3. Amdouni I, Jeddi N, Amraoui LE (2008) Optimal control approach developed to four-wheel
active steering vehicles. In: The 5th international conference on robotics and biometrics,
pp 536–541

4. Yang Z, Wang Z, Su W, Zhang J (2010) Multi-mode control method based on fuzzy selector in
the four wheel steering control system. In: The 8th IEEE international conference on control and
automation, pp. 1221–1226

5. Gulalkari AV, Hoang G, Pratama PS, Kim HK, Kim SB, Jun BH (2014) Object following
control of six-legged robot using kinect camera. In: The 3rd international conference on
advances in computing, communications and informatics, pp. 758–764

6. Chen SY (2012) Kalman filter for robot vision: a survey. IEEE Trans Industr Electron
59(11):4409–4420

Object Following Controller Design for Four Wheel Independent Steering … 669



Walking Gait Planning Using Central
Pattern Generators for Hexapod
Walking Robot

Dong Bo Sheng, Hung Nguyen Huy, Pandu Sandi Pratama,
Hak Kyeong Kim, Vo Hoang Duy and Sang Bong Kim

Abstract This paper presents walking gait planning using a Central Pattern
Generator (CPG) for a hexapod walking robot. Our CPG network model is intro-
duced based on the Matsuoka’s neural oscillators, which is known as a neural
network that generates rhythmic movements. Different output waveform can be
obtained by setting the parameters of the model differently. To do this task, the
followings are done. First, a CPGs network based on six Matsuoka oscillators to
control the hip joint angle of the hexapod walking robot is built. Second, a mapping
function to establish the relation between knee joint angle, ankle joint and hip joint
is designed. Third, three kinds of gaits such as walking gait with five leg support,
quadruped support gait and tripod support gait are generated by simulation. Finally,
gait transition is presented by replacing the connection weight matrix of the model.
Simulation results show that CPG can transition different gaits smoothly.

Keywords Central pattern generator (CPG) � Matsuoka oscillators � Hexapod
robot � Gait transition

1 Introduction

In recent years, applying the mechanism in animal’s central neural system to control
robot’s locomotion is becoming more and more popular. Central Pattern Generator
(CPG) is a biological neural network, which can produce rhythmic movement of
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animals such as walking, running, chewing, respiration, heartbeat, etc. The earliest
CPG model was proposed by Cohen et al. [1] in 1980s through the research on the
dissection of a lamprey spinal cord. In Matsuoka [2], a necessary and sufficient
condition for the oscillator to sustain stable oscillations was shown. In Matsuoka
[3], the frequency and pattern control that could be realized by the model was
described. Kimura et al. used the Matsuoka neuron models with two neurons
mutually inhibited to generate the oscillation and to control the walking of a
quadruped robot [4–6]. Taga et al. [7] changed the constant input continuously to
realize the transition from walking to running in a biped robot model. Manoonpong
et al. [8] achieved some high level behaviors in his robot such as reflex and escape
through the sensor-driven neural control. There are few researches for a hexapod
robot using a CPG-based control method. Xu et al. [9] designed a CPGs network
using six Matsuoka oscillators to control the hip joint angle of a hexapod robot.
They also made a mapping function to control the knee joints and ankle joints.
However, the mapping function was not perfect.

This paper presents walking gait planning using a Central Pattern Generator
(CPG) for a hexapod walking robot. Our CPG network model is introduced based
on the Matsuoka’s neural oscillators, which is known as a neural network that
generates rhythmic movements. Different output waveform can be obtained by
setting the parameters of the model differently. To do this task, the following are
done. First, a CPGs network based on six Matsuoka oscillators to control the hip
joint angle of the hexapod walking robot is built. Second, a mapping function to
establish the relation between knee joint, ankle joint and hip joint is designed.
Third, three kinds of gaits such as walking gait with five leg support, quadruped
support gait and tripod support gait are generated by simulation. Finally, gait
transition is presented by changing the connection weight matrix of the model.
Simulation results show that CPG can transition different gaits smoothly.

2 System Description and CPG Model

2.1 System Description

Figure 1 show configuration of the proposed hexapod walking gait. Figure 1a
shows that the six-legged robot consists of body and legs. Each leg has four joints
which are operated by 4 servo motors as shown in Fig. 1b. The mySen-M sensor is
used to measure the robot angles. The host computer sends command to the
micro-controller by Bluetooth through RS232 interface.
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2.2 Gait Description of Hexapod

A leg cycle is composed of two phases called swing phase and support phase. As
shown in Fig. 2, the swing phase is the period while the leg moves from Posterior
Extreme Position (PEP) to the Anterior Extreme Position (AEP) which is the
position at the end of the swing phase. The support phase is the period while the leg
moves from Anterior Extreme Position to the Posterior Extreme Position which is
the position at the end of the support phase.

A method of walking forward with legs is called a gait. There are many gaits
used by animals. For instance, a cat can easily vary its gait from walk to trot, also
from trot to gallop, etc. Different gaits have different speeds. A gait can be
described by the concepts of cycle time (T), duty factors (δ), and relative phase in
[10]. The cycle time is the sum of swing phase time and support phase time.

T ¼ Tsw þ Tsp ð1Þ

Leg1(L1)

Leg2(L2)

Leg3(L3)

Leg4(R1)

Leg5(R2)

Leg6(R3)

Front

Bluetooth

IMU
sensor

Body

(a) (b)

Fig. 1 Configuration of the proposed hexapod walking robot. a Overall configuration,
b configuration of one leg

Moving 
direction

Robot 
body

leg

Swing 
phase

Support phase AEPPEP

Fig. 2 Leg cycle of one leg
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where Tsw is the swing phase time and Tsp is the support phase time. The duty factor
d ¼ Tsp=T of a leg is the time ratio of support phase per cycle time.

In this paper, three kinds of gaits are introduced as shown in Fig. 3. The walking
gait with five leg support (Fig. 3a) is adopted when moving slowly, usually with a
duty factor of d ¼ 5=6. Only one leg is in swing phase every time.

The quadruped support gait (Fig. 3b) is used to move at a medium speed and the
duty factor of the gait is d ¼ 2=3. L1 and R2, L2 and R3, L3 and R1 move together
in swing phase and others are in support phase.

The tripod support gait (Fig. 3c) is used to move at a rapidly speed and the duty
factor of the gait is d ¼ 1=2. Legs are divided into two parts. L1, L3 and R2 are in
same phase and R1, R3 and L2 are in same phase.

2.3 Neuron Oscillator in CPG Model

CPG model is used to generate rhythmic signal to control rhythmic locomotion for
hexapod walking robot. In this paper, the CPG model is described as Kimura’s
oscillator based on Matsuoka’s neuron model [2, 3]. A single NO consists of two
mutually inhibiting neurons as shown in Fig. 4. The dynamics of each neuron is
given by the following second-order system of differential equations so that the
total system is a fourth-order one:

s _ufe;f gi ¼ �ufe;f gi þwfeyff ;egi � bvfe;f gi þ
Xn

j¼1

wijyfe;f gj þ u0 þ feedfe;f gi;

s0 _vfe;f gi ¼ �vfe;f gi þ yfe;f gi;
yfe;f gi ¼ maxðufe;f gi; 0Þ:
i; j ¼ 1; . . .; nð Þ

8
>>>>>><

>>>>>>:

ð2Þ

where the subscripts e, f, i and j denote an extensor neuron, a flexor neuron, the ith
NO and the jth NO, respectively. ufe;f gi is uei or ufi,that is, the inner state of an
extensor neuron or a flexor neuron of the ith NO; vfe;f gi is a variable representing
the degree of the self-inhibition effect of the neuron; yei and yfi are the outputs of

L1

L2

L3

R1

R2

R3

L1

L2

L3

R1

R2

R3

L1

L2

L3

R1

R2

R3

One cycle One cycle One cycle

(a) (b) (c)

Fig. 3 Periodic gait patterns of hexapod robot. a Walking gait with five leg support, b quadruped
support gait, c tripod support gait
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extensor and flexor neurons; u0 is an external input with a constant rate; feedfe;f gi is
a feedback signal from the robot, that is, a joint angle, angular velocity and so on;
and β is a constant representing the degree of the self-inhibition influence on the
inner state. The quantities s and s0 are time constants of ufe;f gi and vfe;f gi; wfe is a
connection weight between flexor and extensor neurons; wij is a connection weight
between neurons of the ith and jth NO. In Fig. 4, the output of a CPG is a phase
signal yi as follows:

yi ¼ �yei þ yfi ð3Þ

2.4 CPG Network and Parameter Analysis

For a hexapod robot, it is necessary to control six hip joints, so a CPG network is
designed based on six neuron oscillators, each of which drives a hip joint of a leg.
The six oscillators are vertexes of digraph. All vertexes are connected each other as
shown in Fig. 5. L1, L2, L3 represents the left three legs, and R1, R2, R3 represents
the right three legs. The adjacency matrix of the digraph, W ¼ ½wij�6�6 is used as
the connection weight matrix of CPG network. Its element wij is defined as the
connection weight from oscillator j to i. Three principles to set W are proposed as
follows:

Fig. 4 Neural oscillator as a
model of CPG [4]
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• There is no self-inhibition in CPG network. So self-connecting weight of each
leg is zero, and all elements in the leading diagonal of W are zero.

• Inhibition between any two legs is reciprocal and coequal. So W is a symmetric
matrix.

• If two legs are in phase, exciting connections are adopted between the two
oscillators and their corresponding elements are set to positive number. If two
legs are out of phase, inhibiting connections are adopted and their corresponding
elements are set to negative number.

Although the CPG model contains two nonlinear elements, a stable oscillation
can be produced by deriving an exact condition for system [2] as follows:

1þ s
s0
\wfe\1þ b ð4Þ

In Eq. (2), there are many tunable parameters. It’s important to find the rela-
tionship between parameters and the qualities of the output signals such as fre-
quency, amplitude and phase. In this paper, a numerical analysis method is used to
analyze the effect of the parameters on the waveform of the output signals. Then the
parameters are adjusted according to the desired patterns. The parameters of the
oscillator must be modulated according to the controlled robot, like the walking
cycle, walking pattern, etc. The parameter effects on the CPG model are shown as
follows:

Parameter u0: the value must be positive to oscillate the interconnected neurons.
Figure 6 shows that this value can be used to adjust the amplitude of the output
rhythm signal.
Parameter β: From Fig. 7, the period and amplitude of CPG decreases as the value
of β is increased.

L1

R2L2

L3 R3

R1
Fig. 5 CPG network of the
hexapod walking robot
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Parameter wfe: this is the gain of mutual inhibition between two neurons. Figure 8
shows that the value of wfe is related to output amplitude and oscillation period.
Parameters τ and s0: Frequency is negatively correlated to the rise time τ and
adaptation time s0. With an increase in rise time, the neuron output rises to the same
amplitude within the increase time. Similarly, output drops within increased
adaptation. Both of these changes reduce the frequency of oscillations (Fig. 9).
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Fig. 7 Output of CPG according to β values. a Output of CPG at β = 2, b output of CPG at β = 4,
c output of CPG at β = 6
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Fig. 6 Output of CPG according to u0 values. a Output of CPG at u0 = 0.5, b output of CPG at
u0 = 1, c output of CPG at u0 = 1.5
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3 Mapping Function

The adjusted signal can be used to control the hip joint angle. The adjusted signal,
which is a periodic signal, represents the periodic swing of the hexapod robot legs.
There are few researches focused on how to convert the CPG signal to the angle
value of joint. Chen et al. [11] applied a threshold to decide the transfer phase.
Suppose the wave of CPG exceeds a threshold, this leg enters a swing phase. When
the wave value falls down the threshold, the leg begins its support phase again. This
paper only focuses on gait planning, so the value of joint 2 is always made constant.

Figure 10 shows the mapping functions between CPG signal and joint angles.
When the value of CPG signal exceeds the threshold, this leg enters a swing phase
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Fig. 9 Output of CPG according to τ and s0 values. a Output of CPG at τ = = 0.02 and s0 = 0.6,
b output of CPG at τ = 0.04 and s0 = 0.6, c output of CPG at τ = 0.08 and s0 = 0.6
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Fig. 8 Output of CPG according to wfe values. a Output of CPG at wfe = 1.5, b output of CPG at
wfe = 1.8, c output of CPG at wfe = 2
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in Fig. 10a. The angle of hip joint is from −20° to 20° in Fig. 10b. At the same time,
the angles of knee joint and ankle joint turn to maximum angle in Fig. 10c, d. When
the swing phase is finished, the angles of knee joint and ankle joint should be back
to the initial position. When the value of CPG falls down the threshold, the angle of
hip joint will back to the initial position, and the angles of knee joint and ankle joint
must be constant.

4 Simulations Results

Simulation is done to generate different waveforms to control the locomotion of
each leg. For walking gait with five leg support, the CPG must generate six output
waveforms to achieve the desired locomotion. For quadruped support gait, three
kinds of waveforms must be generated. For tripod support gait, two kinds of
waveforms must be generated. Table 1 shows the parameters values of Neural
Oscillator used in this paper.

Table 1. Parameter values
of neural oscillator

Parameters Values

Rising time constant τ 0.04

Adaptability time constant s0 0.6

Self-inhibition β 6

External input u0 2

Connecting weight wfe 2

Feedback signal feedfe;f gi 0

Initial value ufe;f gi and vfe;f gi 0
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Fig. 10 Mapping functions between CPG signal and joint angles. a CPG signal, b the angle of hip
joint, c the angle of knee joint, d the angle of ankle joint

Walking Gait Planning Using Central Pattern Generators … 679



From Eq. (4) and Table 1, 1:7\wfe\7 can be obtained. Because wfe ¼ 2 in
Table 1, a stable oscillation can be produced.

A duty factor δ is defined as the fraction of the cycle time that each leg is on the
ground. For walking gait with five leg support, quadruped support gait and tripod
support gait, the duty factors δ satisfy d ¼ 5=6, d ¼ 2=3 and d ¼ 1=2, respectively.
The connection weight matrices in this paper are defined by

Wwalking ¼

0 �1 �1 �1 �1 �1

�1 0 �1 �1 �1 �1

�1 �1 0 �1 �1 �1

�1 �1 �1 0 �1 �1

�1 �1 �1 �1 0 �1

�1 �1 �1 �1 �1 0

2
666666664

3
777777775

;

Wquadruped ¼

0 �0:4 �0:4 �0:4 0:4 �0:4

�0:4 0 �0:4 �0:4 �0:4 0:4

�0:4 �0:4 0 0:4 �0:4 �0:4

�0:4 �0:4 0:4 0 �0:4 �0:4

0:4 �0:4 �0:4 �0:4 0 �0:4

�0:4 0:4 �0:4 �0:4 �0:4 0

2
666666664

3
777777775

;

Wtripod ¼

0 �0:4 0:4 �0:4 0:4 �0:4

�0:4 0 �0:4 0:4 �0:4 0:4

0:4 �0:4 0 �0:4 0:4 �0:4

�0:4 0:4 �0:4 0 �0:4 0:4

0:4 �0:4 0:4 �0:4 0 �0:4

�0:4 0:4 �0:4 0:4 �0:4 0

2
666666664

3
777777775

4.1 Walking Gait with Five Leg Support

For walking gait with five leg support, only one leg is on the swing phase, and five
legs are on the ground. Figure 11 shows that every leg has different phase positions,
also they have same phase difference one leg by one leg. The sequence of leg in the
swing phase is as follows: L1 → R1 → L3 → L2 → R2 → R3. The duty factor of
the proposed walking gait is d ¼ 5=6.
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4.2 Quadruped Support Gait

For quadruped support gait, there are two legs at same swing phase, and other four
legs are on support phase. Figure 12 shows that L1 and R2, L2 and R3, L3 and R1
are in same phase each other. The duty factor of the proposed quadruped gait is
d ¼ 2=3.
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4.3 Tripod Support Gait

For tripod support gait, six legs are divided into two sets, each set consists three
legs. Figure 13 shows that L1, L3 and R2 are in same phase, and L2, R1 and R3 are
in same phase. The duty factor of the proposed tripod gait is d ¼ 1=2.

4.4 Gait Transition

Multi-legged robot should work in various environments and can finish different
tasks. Gait transitions among walking gait with five leg support, quadruped support
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Fig. 14 Gait transition from a walking gait with five leg support to b tripod support gait
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gait and tripod support gait are required. The transition between different rhythmic
patterns is proposed by changing the connection weight matrix. Figure 14 shows
transition from walking gait with five leg support in Fig. 14a to tripod support gait
in Fig. 14b at 5 s.

5 Conclusion

This paper presented walking gait planning using a Central Pattern Generator
(CPG) for a hexapod walking robot. Our CPG network model was introduced based
on the Matsuoka’s neural oscillators, which was known as a neural network that
generates rhythmic movements. Different output waveform could be obtained by
setting the parameters of the model differently. To do this task, the following were
done. First, a CPGs network based on six Matsuoka oscillators to control the hip
joint angle of the hexapod walking robot was built. Second, a mapping function to
establish the relation between knee joint, ankle joint and hip joint was designed.
Third, three kinds of gaits such as walking gait with five leg support, quadruped
support gait and tripod support gait were generated by simulation. Finally, gait
transition was presented by changing the connection weight matrix of the model.
Simulation results showed that CPG can transition different gaits smoothly.
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Diameter-Adjustable Controller Design
of Wheel Type Pipe Inspection Robot
Using Fuzzy Logic Control Method

Husam Hasan Aldulaimi, Trong Hai Nguyeni, Pandu Sandi Pratama,
Hui-Ryong Yoo, Dong Kyu Kim, Vo Hoang Duy and Sang Bong Kim

Abstract To make the pipe-inspection robot move inside the specific dimension
pipeline, the crucial problem is to adjust the diameter of the robot inside the
pipeline. This paper proposes a fuzzy logic controller design method for diameter
control of a wheeled-type pipe inspection robot. To do this task, the following
steps are executed. Firstly, a wheeled-type pipe inspection robot that can work in
150–250 mm radius pipeline is developed. The robot is developed with two
modules: active module and passive module such that each module has three wheel
configurations with different mechanism to expand the wheels. Secondly, kinematic
models of 4 bar linkage of the robot and dc motor are presented. Thirdly, the PI
controller and the fuzzy logic controller are presented for the robot to track the
given robot diameter. Finally, simulation is performed to verify the performance of
two proposed control methods. The results show that the proposed fuzzy logic
controller can track the reference diameter better than using PI controller.

Keywords Pipe inspection robot � Kinematic modeling � Fuzzy

1 Introduction

Pipelines are widely used to carry natural gas and oil to destinations. They range
from high-pressure transmission lines to low-pressure distribution lines. In order to
prevent a failure/leakage in a pipeline due to corrosion and/or high pressure, the
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interiors of the pipes need to be routinely monitored and inspected to evaluate the
need to maintain or repair the pipeline, and to decide the most effective means to do
so. Although cutting one or more samples of the pipe is one of the most common
methods used for diagnosing a pipeline, this method needs high cost and a long
time. Moreover, this method also does not provide comprehensive information
about the status of the whole pipe because of the variations in corrosion rate found
in different sections of a pipe.

Since space availability is one of the challenges that face in-pipe robots, many
concepts have been adopted to solve this challenge and resulted in developing
different kinds of in-pipe robots such as pig type [1], caterpillar type [2, 3], walking
type [4], inchworm type [5, 6], screw types [7, 8], and wheel type [9, 10].

In this paper, the wheel type pipe inspection robot is used. Wheel type pipe
inspection robot has ability to navigate inside a pipe of changing diameter such as a
pipe with segments of different diameters. In these scenarios, when the robot passes
from a large pipe to a small pipe diameter, it has to be able to find the location at the
cross-section where the pipes diameter is changed, has to be able to change its
radial dimension to negotiate with the pipe diameter, and move autonomously
forward and backward in a limited and constrained space. Therefore, a diameter-
adjustable controller for a wheel type pipe inspection robot is needed.

This paper proposes a controller design method for diameter control of a
wheeled-type pipe inspection robot. To do this task, the following steps are exe-
cuted. Firstly, a wheeled-type pipe inspection robot that can work in 150–250 mm
radius pipeline is developed. The robot is developed with two modules: active
module and passive module such that each module has three wheel configurations
with different mechanism to expand the wheels. Secondly, kinematic models of
4 bar linkage of the robot and dc motor are presented. Thirdly, the PI controller and
the fuzzy logic controller are designed for the robot to track the given robot
diameter. Finally, simulation is performed to verify the performance of two pro-
posed control methods. The results show that the fuzzy logic controller can track
the reference diameter better than using PI controller.

2 System Description and Modeling

2.1 System Description

A wheel type pipe inspection robot used in this paper is shown in Fig. 1. The
inspection robot consists of two modules, namely active module and passive
module. The active module uses a motor to expand and contract the three wheels,
whereas the passive module uses spring to expand and contract the three wheels.
The active module is used for giving pressure to the pipe wall so that the pipe
inspection robot can grip the pipe wall especially when it moves in pipes.
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Figure 2a depicts the structure design of the passive module. This module
consists of three wheel configurations. Passive module uses compression spring for
expansion and contraction of 4-bar linkage. Figure 2b shows the structure design of
active module. Active module has similar structure with the passive module.
Instead of using compression spring, in active module, thread shaft, gear and high
power 33.5 W expansion motor are used to expand and contract the wheels.

The detailed design of the active module is shown in Fig. 3.
The specification of the pipe inspection robot is shown in Table 1.

Active 
module 

Passive
Module 

Fig. 1 The design of pipe inspection robot
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Fig. 2 Design of passive module and active module. a Design of passive module, b design of
active module
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2.2 System Modeling

In this section, firstly, kinematic modeling of 4 bar linkage of the pipe inspection
robot is used to adjust the diameter of the robot. Secondly, modeling of dc motor to
move the shaft holder of the active module using screw mechanism is introduced.
The nomenclature of symbols used in the modeling are shown in Table 2.

The mechanism system of active module in Fig. 3 is shown in Fig. 4.
To determine ht of the pipe inspection robot in the pipe, using trigonometry

rules, the followings are obtained as:

Dx ¼ p
2p

hm ð1Þ

l0 ¼ l� Dx ð2Þ

l4 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l20 þ d2 � d1ð Þ2

q
ð3Þ

h3 ¼ tan�1 d2 � d1
l0

� �
¼ sin�1 d2 � d1

l4

� �
¼ cos�1 l0

l4

� �
ð4Þ

Thread 
shaft

Driving 
Motor

Shaft 
Holder

4-bar 
Linkage

Joint 1 Joint 2

Joint 3

Front 
Body

Fig. 3 Side view of 4 bar
linkage of active module

Table 1 The specification of the robot

Specification Value Specification Value

Total weight 11 kg Total length of the robot 685 mm

Length of active module 255 mm Exterior diameter 300–500 mm

Weight of active module 5.5 kg Nominal speed 9 cm/s

Length of passive module 220 mm Maximum speed 21 cm/s

Weight of passive module 4.5 kg Camera module length 135 mm
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h4 ¼ cos�1 l22 þ l24 � l21
2l2l4

� �
ð5Þ

h2 ¼ h4 � h3 ð6Þ

ht ¼ d2 þ l2 sin h2 þ l3 sin h5 � h2ð Þþ r ð7Þ

The moving displacement of shaft holder Dx is controlled by changing the
rotation angle of DC motor hm. The DC motor system is shown in Fig. 5.

The system equation of DC motor is expressed by

_x ¼ AxþBu ð8Þ

Table 2 Nomenclature of
linkage and DC motor

Symbol Parameters

h Distance from the center of the wheel to joint 1

h1 Angle between link 1 and thread shaft

h2 Angle between link 2 and thread shaft

h3 Angle between virtual link and thread shaft

h4 Angle between link 3 and virtual link

h5 Outside angle between link 2 and link 3

ht Distance from thread shaft to wall

d1 Radius from joint 1 to the center of thread shaft

d2 Radius from joint 2 to the center of thread shaft

Dx Moving displacement of shaft holder

l0 Distance between front body to shaft holder

l1 Length of link 1

l2 Length of link 2

l3 Length of link 3

l4 Length of virtual link from joint 1 to joint 2

l Distance from the rear body to the front body

hm Rotation angle of DC motor

r Radius of a driving wheel

p Lead of screw

J Moment of inertia of the motor

Kemf Emf constant

L DC motor inductance

u DC motor voltage

b Viscous friction

R DC motor resistance

im DC motor current
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where

A ¼ � R
L � Kemf

L
Kemf

J � b
J

" #
B ¼

1
L
0

� �
x ¼ im _hm

� �T

where x is the system state variable vector, u is the motor voltage as an control
input.

The rotation angle of DC motor for Eq. (1) can be obtained as follows:
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hm ¼
Z

_hmdtþ hmð0Þ ð9Þ

The tracking error of radius for the pipe inspection robot is defined as follows:

eh ¼ href � ht ð10Þ

where href is reference radius of the pipe inspection robot.

3 Controller Design

To track the reference radius of the pipe inspection robot, PI controller and fuzzy
logic controller are proposed. The controllers are designed so that the tracking error
eh goes to zero. The controller u in Eq. (8) can be obtained using PI controller uPI
and fuzzy logic controller uFLC.

3.1 PI Controller

PI controller is used for controlling diameter of the pipe inspection robot as follows:

uPI ¼ KPeh þKI

Z
ehdt ð11Þ

where KP and KI are the PI controller gains.
Block diagram of the proposed PI controller is shown in Fig. 6.

3.2 Fuzzy Logic Controller

The fuzzy rules are constructed by expert experience or knowledge database. First,
set the error eh and the error variation _eh are used as the input variables of the fuzzy

PI controller
Eq. (11)

Motor 
Eq. (8)

-

+
Link

Eqs. (1-7)
Diameter 

mθuPIeh
th

href

Fig. 6 Block diagram of PID controller
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logic controller. The control voltage u is chosen as the output variable of the fuzzy
logic controller. The linguistic variables are defined as {NB, NS, Z, PS, PB}, where
NB means negative big, NS means negative small, Z means zero, PS means positive
small and PB means positive big. The input and output membership functions are
shown in Figs. 7 and 8.

The fuzzy rules are summarized in Table 3.
The type of fuzzy inference engine used in this paper is Mamdani’s method. In

this paper, max-min type decomposition is used and the final output for system is
calculated by using center of area gravity method.

lBðuÞ ¼ max lA1
jðehÞ; lA2

jð _ehÞ; lBjðuÞ
� � ð12Þ

Table 3 Fuzzy rules _eh eh
NS PS

NB NB NB

NS NS NS

Z NS PS

PS PS PS

PB PB PB

NB PBZ PSNS
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Fig. 8 Membership function for output u
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Fig. 7 Inputs membership functions. a Membership function for input eh, b membership function
for input _eh
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where
lA1

jðehÞ the membership of eh
lA2

jð _ehÞ the membership function _eh
lBjðuÞ the membership function of u
j is an index of every membership function of fuzzy set. Fuzzy logic

outputn

u can be calculated by the center of gravity defuzzification as:

uFLC ¼
Pm

i¼1 lBðuiÞ � uiPm
i¼1 lBðuiÞ

ð13Þ

where m is the number of rules and is the inference result.
Block diagram of the proposed fuzzy logic controller is shown in Fig. 9.

4 Simulation Results

Simulations are performed to verify the proposed controllers performances. The
parameter and initial values used in the simulation are listed in Table 4.

By using DC motor parameter in Table 4, matrix A and B in Eq. (8) can be
calculated

A ¼ �20 �3
3 �0:1

� �
B ¼ 10

0

� �

Figure 10 shows the simulation results of the radius of the pipe inspection robot
by using two controllers such as PI controller and Fuzzy logic controller. The
results show that the proposed controllers enable the robot to follow the reference
radius very well. Figure 11 shows that input control for various walls using PC
controller and fuzzy logic controller. Figure 12 shows that the radius error for two
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Fig. 9 Block diagram of the proposed fuzzy logic controller
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Table 4 Parameters and
inital values of DC motor

Parameter Value Parameter Value (cm)

J 0.1 kg m2 l 15

Kemf 0.3 J/A l1 13

b 0.01 J s/rad l2 5

R 2 Ω l3 10

L 0.1 H r 3.5

ið0Þ 0 A p 2
_hmð0Þ 0 rad/s d2 9.5

h5 5° d1 0.75

hmð0Þ 0 rad
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Fig. 10 Output radius ht of pipe inspection robot using PI and fuzzy logic controllers
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controllers in this paper go to zero. The simulation results indicate that the fuzzy
logic controller is better than the PI controller since the output obtained from fuzzy
logic controller converges to the reference faster with smaller overshot compared to
PI controller.

5 Conclusion

A diameter-adjustable pipe inspection robot that works in 150–250 mm radius pipe
was developed. The pipe inspection robot consisted of two modules, namely active
module and passive module. The PI controller and Fuzzy logic controller was
proposed to control diameter of the pipe inspection robot. Simulations were con-
ducted to verify performances of the designed robot and the proposed controller.
The results showed that fuzzy logic controller and PI controller could work very
well to adjust the size of the pipe inspection robot according to the reference radius
of the pipe. According to the simulation results, it is found that the proposed fuzzy
logic controller is better in the raising time and overshoot of the pipe inspection
robot output than the conventional PI controller.
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Development of RFECT System for In-line
Inspection Robot for Unpiggable Natural
Gas Pipeline

Jae-Ha Park, Hui-Ryong Yoo, Dae-Kwang Kim, Dong-kyu Kim,
Sung-Ho Cho, Hak-Joon Kim and Sung-Jin Song

Abstract This paper focuses on the RFECT (Remote Field Eddy Current Testing)
technology for use on the ILI (In-Line inspection) robot platform to inspect
unpiggable natural gas pipeline. An effective design for RFECT system is proposed
to minimize the system architecture modification that is required in implementing
large diameter of RFECT system of which sensor channel must be increased
according to the increase in diameter of pipeline to be inspected. The parallel digital
LIA (Lock-In Amplifier) is designed considering the increase in sensor channel.
The performance of proposed RFECT system is verified through the pull-rig
experiment including a set of artificial defects simulating metal loss on the pipeline.

Keywords Remote-field eddy current � In-line inspection � NDE � In-pipe robot

1 Introduction

Pipeline have been typically inspected for metal loss using a tool called “smart pig”
that is inserted into the pipeline at special launching trap and carried along by the gas
flow. The most common type of smart pigs usually adapt MFL (Magnetic Flux
Leakage), where strong magnets magnetically saturate pipe wall and hall sensor
system measure the change of magnetic flux density caused by the metal loss.
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Pipelines that can not be inspected by the conventional smart pig are generally
deemed “unpiggable”. The main reason that make pipeline unpiggable are the
presence of obstacles that prohibit passage of conventional smart pigs and insufficient
pressure and flow rate to propel smart pigs such as MFL pigs which need large drag
force to carry it. And many unpiggable pipelines are also under the condition that
launching and receiving trap cannot be installed. Therefore, deployment of the
conventional smart pigs into the unpiggable pipeline is nearly impossible. Thus,
pipeline operators aspire to develop ILI robot which can negotiate short radius and
mitered bends, tees, back to back bends, vertical sections, valves, etc. and self-propel
without tether line in the pressurized pipeline as well as provide NDE data, camera
image data and digital mapping data.

RFECT system can be considered as the most suitable among NDE systems
which can be coupled with traction robot system because it doesn’t cause large drag
force and has many advantages as the follows. Exciter coil doesn’t need to be close
to the pipe wall so that it can be smaller than half of pipeline diameter. Since
receiving sensor coil also doesn’t need contact with pie wall and it can be very
small and simple, the diameter of the array type receiver module can be easily
adjusted to match the internal diameter of pipeline reduced by pipeline features such
as dents, valves, buckles, wall thickness changes, etc. As long as sensor coil is close
to the pipe wall, the sensitivity and accuracy of RFECT system is compatible with
MFL system. And it is possible to compensate lift-off though sensitivity and
accuracy would be compromised.

The larger the diameter of pipeline to be inspected gets, the more sensor
channels of RFECT system should be necessary to cover fully circumference of the
pipe. Even the latest editions of RFECT system as well as conventional types have
the same system architecture where the only one DSP (Digital Signal Processor)
proceed to calculate phase and magnitude difference between reference wave and
the measured wave by the receiving coil sensor for each sensor channel. For
detecting phase difference related closely to depth of defect, DSP should include
digital LIA (Lock-in Amplifier) that usually have time constant which is mainly due
to filter delay and processing time. Therefore, this architecture of RFECT may not
be applied in case that demand for many receiving sensors is high to cover full
circumference of pipeline having large diameter.

Thus, in this paper an effective system architecture for RFECT considering
extendibility of receiving sensor channel is proposed by introducing parallel type of
digital LIA. Also, to optimize the exciter coil and receiving sensor coils of the
RFECT system to 8 inch pipe, exciter coil is designed so that it can have higher
magnetic moment and minimize lower power consumption at same time. Also
receiving coil is designed to maximize the induced electromotive force within
restricted volume. The signal pattern and sensitivity according to the measurement
direction of receiving coil are analyzed by pull-rig test. The performance of pro-
posed RFECT system is verified through the pull-rig experiment including a set of
artificial defects simulating metal loss on the pipeline.
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2 RFECT System for In-line Inspection Robot

2.1 Overall Design of ILI Robot

The RFECT system is preferred as NDE system adapted for ILI robot. Because it
cause small drag force comparing other NDE tools such as MFL and EMAT.
Usually, tetherless type ILI robot for long distance inspection consist of two traction
system and 1NDE system. They are used to be symmetrically linked with NDE
system as a center. Since, traction robot system has restricted power, it is important
for NDE system to minimize the drag force. As above mention, RFECT technology
is best way to reduce drag force accouring from friction with pipe wall during
inspection. Because it dosen’t need to contact strongly with pipe wall.

Typically RFECT system should be equipped with exciter module, DAS module
and receiver module. Receiver module should be kept position away from exciter
coil in order not to be aspected by direct field based on RFECT phenomenon.
Figure 1 shows a ILI robot named PIBOT (Pipeline Inspection roBOT) and
developed to provide ILI service commercially. PIBOT consist of 15 element. Each
modules connected by active joint which function yawing and pitching. Overall
body design articulating 15-elements provides camera module, driving module,
support module, battery module and NDE system. PIBOT system can move for-
ward and backward using TRS (Traction robot system) 1 and 2. And each end of
the both side of PIBOT has camera system to inspect the inside of pipe in real-time.

2.2 Phenomenon of Remote Field Eddy Current

RFECT is based on a phenomenon that take place in the vicinity of solenoidal
transmission coil in a conductive material. When the alternating current is induced
to the transmission coil, the magnetic field is generated around the coil and induced
current is generated in surface of the pipe. The circulating eddies of current is called

Fig. 1 Configuration of the PIBOT system integrated RFECT tool
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eddy current. In the pipeline, the electromagnetic waves of near transmission coil
traveling inside the pipe by eddy current are rapidly attenuated. This section is
called the direct coupled field. Outside of the pipe, indirect electromagnetic waves
flow from backward to inside of the pipe. These two direct and indirect waves are
coupled, then transition zone occurs and then indirect electromagnetic waves is
more stronger than direct waves. This section is called the remote eddy current
field. In the remote field zone, electromagnetic waves are gradually attenuated
according as the distance increase from the transmission coil. The distance between
transmission and receiving coil have to be kept because of RFECT phenomenon.
Generally, in pipeline, the distance between the transmission and receiving coils
should be kept two times of pipe diameter or more from the transmission coil. The
principle of RFECT is depicted in Fig. 2.

2.3 Design of RFECT System

To develop the applicable RFECT system for inspection of ILI robot, it is important
to design of optimal transmission and receiving coil suitable to use in measurement
target. In this work, 8 inch urban-gas pipeline has targeted to inspection. RFECT
using the electromagnetic wave with solenoidal coils could be estimated the sen-
sitivity of coils. So, to increase the receiving sensitivity, we has considered

Fig. 2 Principle of RFECT
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configuration of high resolution typed array receiving coils. And transmission coil
has designed to maximize the dipole magnetic moment. Operational frequency for
transmission in 8 inch pipe is 50 Hz that can be applied with skin depth. The skin
depth effect is dominant to the thickness and frequency. RFECT phenomenon takes
two-wall through inspection. So operational frequency should be applied in two
pipe thickness or more. To evaluate the receiving coil sensitivity and transmission
efficiency, we carry out a pull-rig test from typical defect of 8 inch pipeline.

To optimize the exciting coil in 8 inch pipe, we has considered the performance
of coil which can have higher magnetic moment contrast with lower power con-
sumption. So calculation model has been applied in performance evaluation con-
sidering the coil parameters. And dissipating transient current has been set to 1 A
per h. Maximum outer diameter of exciting coil is 92 mm approximately 50 % of
pipe inner diameter and input voltage is 12 Vpp. Also space factor of winding coil
has considered 75 %. So some cases are selected by considering the mechanical
design. Parameters and equations for calculation are presented in Eqs. 1–7.
Where R is resistance and L is inductance. I and J are current and current density.
Also P and M are power consumption and magnetic moment.

Turns (N) ¼ D� lcoil � Sf
0:25� d2wire � p

ð1Þ

Resistance (R) ¼ lwire
rcopper � Swire

X½ � ð2Þ

Inductance (L) ¼ lr
0:9r2coil � turn2

6rcoil þ 9lcoil þ 10D
½H� ð3Þ

Current (I) ¼ V
RþxL

A½ � ð4Þ

Current density (J) ¼ I
Swire

A
�
m2� � ð5Þ

Power (P) ¼ I2R [W� ð6Þ

Magneticmoment (M)= lNIScoil A m2� � ð7Þ

Increasing the transmission efficiency, an impedance dominated by resistance
and inductance could be key parameter to determine the performance of the coil.
Allowable current with coil diameter is different from cross-sectional area of each
coils. So Increased allowable power consumption for system will compensate for
the decrease in coil diameter. So, we choose the one considering size and current
limit. Transmission coil is fabricated of 715 turns of #17 copper wire wound 80 mm
wide on a 92 mm diameter spool similar to calculation model. The selected model
has a high dipole magnetic moment contrast with low power consumption near to
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1 A as shown Table 1. More high input current than 1 A is applied to the coil, the
larger magnetic moment can be generated. However we always consider a com-
promise between geometrical design and system capacity.

To increase the receiving efficiency, we has consider coil turns and size and
orientation of sensor on the pipe. Performance of receiving coil is proportional to
magnetic flux through unit area and number of turns of coil. This representation is
Maxwell-Faraday’ law as with Eq. 8. So, to increase the induced electromotive force
of receiving coil, it is good to wind the coil as much as possible. However sensor size
of high resolution type for full coverage of pipe is limited by number of sensors.

In this study, arrangement of receiving coils is 36 channel for 8 inch pipeline.
We wound the coil to 40,000 turns with 0.02 mm copper wire and maximum
diameter is 16;.

e ¼ �N
d;
dt

ð8Þ

To investigate the effect of orientation of receiving coil on the pipe, experiment
with 2 configuration of receiving coil by radial and axial direction has performed.
Amplitude and phase angle are measured by pull-out test and imperfection sensi-
tivity has evaluated for same defect. Signal pattern and sensitivity are different by
orientation of receiving coil. Assuming that the pattern of signal with Br and Bz

component of magnetic field leaking in the vicinity of flaw, signal pattern has a
mono-peak by axial direction and bipole-peak by radial peak. As shown Fig. 3, the
variation of peak magnitude with radial direction is larger than axial direction.
Amplitude variation is greater 4.7 times and phase angle variation is greater 2.6

Table 1 Comparison with calculation and measurement model

Coil
diameter
(mm)

Turns (Times) I (A) P
(W)

M
(A m)2Calculation Measurement Calculation Measurement

Transmitter 1.1 726 715 0.995 0.994 3.299 3.677

Fig. 3 Acquired signals depending on the orientation of pick-up coil; a amplitude and b phase
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times in radial direction. Radial amplitude has presented as positive bipole-peak
because the amplitude is represented square root of in-phase and quadrature com-
ponent. So orientation of receiving coil with radial direction is good for sensitivity.

Figure 4 shows structure of the developed digital LIA which consist of amplifier,
several types of filter, phase sensitive detector, PLL (Phase Loop Lock). It output

Fig. 4 Structure of parallel type of digital LIA

Fig. 5 Block diagram of electronics of RFECT system with parallel LIA
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in-phase and quadrature component by RS485 communication. Therefore, master
controller can access many LIAs within the limit that capacity of serial commu-
nication allows. DAS for RFECT was designed using parallel type of digital LIA as
Fig. 5.

From the design above mentioned, optimal design of RFECT system is resulted
as Fig. 6. Each LIA cover 4 sensor coils. And twelve LIAs was accommodated for
8 inch pipe.

3 Flaw Detection and Evaluation

The main purpose of in-line inspection is the characterization of external flaws. For
this work, data analysis method is important. The available data using lock-in
amplifier are in-phase (X) and quadrature (Y) component. The relation of this two
components is represented the amplitude and phase angle. The variation of mag-
netic field leaking in the vicinity of flaw present variation of amplitude and phase.
So we can estimate the size of flaw using variation of amplitude and phase.
Equations 9 and 10 are calculation of amplitude and phase.

Amplitude (R) ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2 þ Y2

p ð9Þ

Phase ðhÞ ¼ tan�1 Y
X

ð10Þ

To verify the detectability of flaw, we has machined the artificial flaws which has
various typed artificial defects on the 8 inch pipe. Sizes of defects are 2t × 2t,
2t × 4t, 4t × 4t, 6t × 2t, 6t × 6t (length × width) with depth of 20–80 % thickness of
8 inch pipe. Thickness(t) of 8 inch pipe wall is 5.85 mm. The pull-rig test has
performed in test pipe. Figure 7 shows the configuration of test pipeline and strip
chart of scan data. And image scan by sections 1, 2 shown Fig. 8. All defects are
detected using RFECT system.

Fig. 6 Developed RFECT
system for ILI robot
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The phase angle have decreased depending on increasing wall thickness. Phase
angle represents depth because time delay in passing speed of wall differs
depending on the wall thickness. So phase variation has important information of
depth of defect. Figure 9 shows the relation of phase angle depending on depth
variation. The relations have a tendency with linearly decreasing depending on
increasing wall thickness. The 20 and 80 % depth of flaw has evaluated in each of
52.86° and −8.0°. The phase angle is a difference of 9° when the wall thickness is
increased 10 %. And magnitude variation is also effected to depth variation.

Fig. 7 Configuration of test pipeline and strip chart of scan data

Fig. 8 Image scan; a section 1 and b section 2
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However phase is more dominant than magnitude. As you can see in the experi-
mental results, the performance of RFECT system was verified.

4 Conclusions

In this paper an effective system architecture for RFECT considering extendibility
of receiving sensor channel is proposed by introducing parallel type of digital LIA.
Also, to optimize the exciter coil and receiving sensor coils of the RFECT system to
8 inch pipe, exciter coil is designed so that it can have higher magnetic moment and
minimize lower power consumption at same time. Also receiving coil is designed to
maximize the induced electromotive force within restricted volume. The signal
pattern and sensitivity according to the measurement direction of receiving coil are
analyzed by pull-rig test. The performance of proposed RFECT system is verified
through the pull-rig experiment including a set of artificial defects simulating metal
loss on the pipeline.
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Research on Design and Simulation
of an Automatic Car Painting System
in Thaco-Kia Company

Tri Cong Phung and Duy Anh Nguyen

Abstract An automatic car painting system is so popular in the world, especially in
car manufacture factories. However, this system is still rarely used in Vietnam.
Thaco-Kia Company is the first company concentrating on manufacturing cars in
Vietnam. This paper proposes an automatic system for painting cars in the com-
pany. A system is designed in the painting room using industrial robots. An
algorithm for painting all the surface of the car is considered. Finally, the idea is
verified by simulation using MATLAB software.

Keywords Painting robot � Forward kinematic � Inverse kinematic � Path
planning � Automatic system

1 Introduction

Nowadays industrial robots are used popularly in many factories, especially in car
manufactures. They can be used in welding systems, assemble systems, loading
systems, etc. A painting system plays an important role in manufacturing cars.
There are many researches about programming robots for painting cars automati-
cally. However, to get the good painting surface is a challenge.

There are several researches on using industrial robots for painting cars. Li et al.
[1] present a paint deposition simulation method developed for the automotive
painting line. Asakawa and Takeuchi [2] deal with the automatic spray-painting by a
6-DOF industrial robot equipped with an air spray gun to generate the robot control
commands without any special knowledge on spray-painting. Tang and Chen [3]
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describe an efficient and flexible tool trajectory optimization scheme using T-Bezier
curves calculated in a new way from trigono-metrical bases. Kamani et al. [4, 5]
propose a new computer vision system for automatic painted car body inspection in
the context of quality control in industrial manufacturing. Pichler et al. [6] present an
approach that uses range image data to obtain the geometry of an unknown part and
to automatically generate the robot spray painting trajectories. Chen et al. [7] present
a review of automated tool path planning methods to investigate the advantages and
disadvantages of the current techniques. From et al. [8] present the experiment
results of a new spray paint algorithm implementing on an ABB robot.

In Vietnam, an application of industrial robots for painting objects is still a
challenge. In Thaco-Kia Company the car painting chain still used human resource.
To improve the quality and increase the productivity, we should apply industrial
robots for car painting works. Another requirement is that the company needs to
apply for many different cars. So a simulation program is needed to check the
working of robots before buying them.

This paper suggests one automatic car painting system for Thaco-Kia Company.
This mechanical system uses two industrial robots and two tracks to paint all the
surface of the car. The robots that we chose are the industrial robots from ABB
Company. So the controller of the system is IRC5, a modern controller of ABB
Company. We also suggest an algorithm to assure that the robots can paint all the
surface of the car.

The paper includes 6 sections. Section 1 proposes the problem of the paper.
Mechanical system is described in Sect. 2. Section 3 talks about the controller of the
system. An algorithm for painting all the surface of the car is proposed in Sect. 4.
Simulation to verifying the above algorithm is done in Sect. 5. Section 6 is
conclusion.

2 Mechanical Design

In this section, we propose a solution for designing an automatic car painting
system that can paint all the surface of the car.

2.1 Condition of the Painting Room

The dimension of the painting room is 15 m × 6 m × 6 m. In the room, we already
have Flex Track to carry the car. The parameters of the Flex Track are as follows:
name Flex Track IRT 501-90R, error 0.1 mm, acceleration 1 m/s2, velocity 1.2 m/s,
mass 559 kg, capacity 2950 kg. Figure 1 shows the Flex Track used in the
company.

710 T.C. Phung and D.A. Nguyen



The car that the paper concentrates on is Kia New Carens whose dimension is
4545 mm × 1820 mm × 1650 mm.

2.2 Proposed Design

The problem is that we need to design a system that can paint all the surface of the
car. To do this, we have three choices.

The first one is that the car and the robot are standing. In this choice, we need a
large robot so that it can reach all the surface of the car. Or we need more than one
robot. Thus this method is not economic.

The second one is that the robot is standing and the car is moving. It is more
difficult to make painting because the moving of the car. So the quality of the
painting surface is not good.

The third one is that the robot is moving and the car is standing. This method
combines the advantages of both these above methods. We need two more tracks to
move robots. This is the design that we choose.

2.3 Painting Robot

Basing on the dimension of the painting room, the car, and the Flex Track, we
choose industrial robots IRB2600ID of the ABB Company for our solution.
Figure 2 shows the robot and its workspace. The painting tool is Robobell 925
shown in Fig. 3.

To paint entire the inside surface of the car, we need a lifter to lift the car. We
choose a Flex Lifter 600 of ABB Company.

Finally a perfect automatic car painting system can be shown in Fig. 4.

Fig. 1 Flex Track
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2.4 Kinematic Analysis of Robot

To control the robot to follow a desired trajectory, we need to solve the kinematic
problem of the robot. In this part, we will solve the forward kinematic problem of
the robot IRB2600ID. The global and local frames were added to the robot shown
in Fig. 5. DH parameters table is show below in Table 1.

Fig. 2 Robot IRB2600ID

Fig. 3 Spray painting gun: Robobell 925
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Fig. 4 An automatic car painting system

Fig. 5 Frames attached to the
robot

Table 1 DH parameters table i αi ai (mm) θi di (mm)

1 90° 150 θ1 445

2 0° 900 θ2 0

3 90° 150 θ3 0

4 90° 0 θ4 938

5 −90° 0 θ5 0

6 0° 0 θ6 200
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The transformation matrix 0T6 describes the related position between the frame
of the painting tool and the frame of the ground.

0T6 ¼ 0T1
1T2

2T3
3T4

4T5
5T6 ¼

nx sx ax px
ny sy ay py
nz sz az pz
0 0 0 1

2
664

3
775 ð1Þ

where nx; ny; nz; sx; sy; sz; ax; ay; az are orientation components of the painting tool
compared to the ground frame. They depend on the values of robot joints and link
lengths.

nx ¼ c1s5c6s23 þ c5 s1s4 þ c1c4c23ð Þþ s6 s1c4 � c1s4c23ð Þ ð2Þ

ny ¼ s1s5c6s23 � c5 c1s4 � s1c4c23ð Þ � s6 c1c4 þ s1s4c23ð Þ ð3Þ

nz ¼ �s5c6c23 � s23 c4c5 þ s4s6ð Þ ð4Þ

sx ¼ c1 c4c5c23 � s5s6s23ð Þþ c6 s1c4 � c1s4c23ð Þþ s1s4c5 ð5Þ

sy ¼ s1 c4c5c23 � s5s6s23ð Þ � c6 c1c4 þ s1s4c23ð Þ � c1s4c5 ð6Þ

sz ¼ s5s6c23 � s23 c4c5 þ s4c6ð Þ ð7Þ

ax ¼ c1c5s23 � s5 s1s4 þ c1c4c23ð Þ ð8Þ

ay ¼ s1c5s23 þ s5 c1s4 � s1c4c23ð Þ ð9Þ

az ¼ �c5c23 � c4s5s23 ð10Þ

The position of the painting tool can be described by these following equations:

px ¼ c1 a1 þ a2c2 þ a3c23 þ d4s23ð Þþ d6c1c5s23 � s5 s1s4 þ c1c4c23ð Þ ð11Þ

py ¼ s1 a1 þ a2c2 þ a3c23 þ d4s23ð Þþ d6s1c5s23 þ s5 c1s4 � s1c4c23ð Þ ð12Þ

pz ¼ s23 a3 þ c4s5ð Þ � c23 d4 þ d6c5ð Þþ a2s2 þ d1 ð13Þ

The inverse kinematic problem of the robot can be solved when giving the
values of position and orientation of the painting tool. We may receive many
solutions for the inverse kinematic problem. We choose the solution that satisfy the
working condition of robots. When the robot moves along the track or the flex lifter
lifts the car, the new values of position and orientation of the car can be received
from a translation from previous ones.
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3 Electronic Design

In our design, we use IRC5 controllers of ABB Company to control all the system.
Based on more than four decades of robotic experiences, the IRC5 is the robotic
industry’s benchmark in robot controller technology. In addition to ABB’s unique
motion control it brings flexibility, safety, modularity, application interfaces,
multi-robot control and PC tool support. The IRC5 controller includes two mod-
ules: driver module and control module. Each IRC5 controller can control maxi-
mum 4 different robots. The communication between IRC5 controllers is based on
industrial communication network in which DeviceNet is most popular.

We need to control the system that includes two robots IRB2600ID, two robot
tracks, one car track, and one flex lifter. The total number of controlled robots is 6.
So we need total two IRC5 controllers. One controls two robots and two robot
tracks. The other controls the car track and the flex lifter. Figure 6 shows the
electronic connection of the system.

4 Control Algorithm

In the automatic car painting system, we use linear interpolation paths to control the
painting tool. From the 3D CAD design of the car, we can determine the position
and orientation of the painting tool of robot. A robot trajectory includes linear lines
passing designed points. Because the car surface is curved and the robot trajectory
is lines, we need to divide the trajectory into many points.

When the velocity of the painting tool is constant, the quality of the thickness of
painting on the surface is good. So the movement of the robot follows the parabola

Fig. 6 The system controller
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trajectory. To get the good painting surface, we need to determine the velocity of
the painting tool and the distance between painting lines. The velocity can be
calculated as follow in Eq. 14.

v ¼ Q
a� L� 1� xð Þ ð14Þ

where v is painting velocity (mm/s), Q is painting flow (mm3/2), a is the painting
thickness (mm), L is painting radius (mm), x is painting performance (%).

Figure 7 shows our control algorithm. First the PC checks if the car reaches the
robot position or not. If there is the car, the robot starts to paint the car. After
painting the outside surface of the car, the flex lifter lift the car and the robots
continue to paint the inside surface of the car. When robots finishing painting the
inside surface of the car, the system can continue painting or stopping depending on
the decision of system control engineer.

Fig. 7 Algorithm flow chart
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5 Simulation

In this paper, the robot is designed in SolidWorks software. After that, we save the
robot model as STL file so that we can import it to MATLAB software for sim-
ulation. STL file is a format that is supported by much software to numeric the
surface of the 3D object. The object is divided into many triangle parts. Each part
includes three surfaces and each surface includes three points. The values of these
points are saved in STL file.

In the simulation, we simulate the robot to move along X-axis, Y-axis, and
Z-axis. Next we simulate the car painting system using robots. Figure 8 shows the
working of robot in linear axis. Figure 9 shows several positions of the robots when
painting the outside surface of the car. Figure 10 shows the working of painting the
inside surface.

The simulation results verify that our proposed system and algorithm can paint
the car automatically. This increase the productivity and the quality of the product
comparing with existing system.

Fig. 8 Robot moves along X, Y, and Z-axis
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Fig. 9 Robots paint the outside surface of the car

Fig. 10 Robots paint the inside surface of the car
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6 Conclusion

In this paper, we have already suggested a solution for designing an automatic car
painting system in Thaco-Kia Company. This system includes two industrial robots,
two robot tracks, one car track, and one flex lifter. An algorithm to assure that
robots can paint all the surface of the car has been proposed. The algorithm is
verified by simulation using MATLAB. The simulation results show that the design
can get the goal. However we need an experimental system to verify our solution
because there are some differences between simulation results and real results.
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On-line Training Solution to Modify
the Inverse Kinematic Approximation
of a Robot Manipulator

Bach H. Dinh

Abstract This paper describes a new practical approach for approximating the
inverse kinematics of a manipulator using an RBFN (Radial Basis Function
Network). In fact, sometimes a well-trained network cannot work effectively in the
operational phase because the initial network training occurs in an environment that
is not exactly the same as the environment where the system is actually deployed. In
this paper, an online retraining solution using a “free interference rule” is presented
for systems whose characteristics change due to environmental variations. It helps
the learning process avoiding the interference where a new training point may upset
some of the weights which were trained with previous points. The simulation
results prove that the proposed approach is effective.

Keywords Radial basis function networks � Regularly-spaced position centres �
Constrained training data

1 Introduction

In robot kinematics there are two important problems, forward and inverse kine-
matics. Forward kinematics can be regarded as a one-to-one mapping from the joint
variable space to the Cartesian coordinate space (world space). From a set of joint
angles, forward kinematics determines the corresponding location (position and
orientation) of the end-effector. This problem can be easily solved by the 4 × 4
homogenous transformation matrices using the Denavit and Hartenbergh repre-
sentation [1]. Inverse kinematics is used to compute the corresponding joint angles
from location of the end-effector in space. Obviously, inverse kinematics is a more
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difficult problem than forward kinematics because of its multi-mapping character-
istic. There are many solutions to solve the inverse kinematics problem, such as the
geometric, algebraic, and numerical iterative methods. In particular, some of the
most popular methods are mainly based on inversion of the mapping established
between the joint space and the task space using the Jacobian matrix [2]. But, this
solution does not always guarantee to produce all the possible inverse kinematic
solutions and involves significant computation. In cases where the manipulator
geometry cannot be exactly specified, the traditional methods become too difficult,
for example the robot-vision systems.

The artificial neural network which has significant flexibility and learning
abilities has been used in many robot control problems. In fact, for the inverse
kinematics problem several neural network architectures have been used, such as
MLP (Multi-Layer Perceptron), Kohonen self-organizing map and RBFN [3–8]. All
the mentioned approaches tried to produce an inverse solution of the forward
kinematic transformation to build the mapping from world coordinate space to joint
angle space, but their results were not likely to satisfy in practice due to the
complexity of the inverse kinematics problem. Indeed, the performance of an
approximation function based neural networks depends on three main factors: the
network’s structure, training method, and training patterns as well. To improve the
performance of RBFNs in inverse kinematics problem, a new approach has been
presented in [9] where centres of the hidden-layer units are regularly distributed in
the workspace and training phase is implemented with constrained training data
whose inputs are collected around the centre positions. Using this approach an
appropriate approximation of the inverse kinematic function of a robotic manipu-
lator can be produced. However, sometimes a well-trained network cannot work
effectively in the operational phase because the initial network training occurs in an
environment that is not exactly the same as the environment where the system is
actually deployed. An example of this is a robot-vision system whose structure
changes due to environment alterations between the initial training phase and
practical deployment, e.g., different type of camera or variation in distance and view
angle between the camera and robot. Therefore, an effective retraining solution is
proposed to modify the RBFN performance through on-line training by using the
Delta rule. This solution can be effectively applied for systems whose character-
istics change due to environmental variations.

2 Approximate the Inverse Kinematics of a Robot-Vision
System Using RBFNs

The basic architecture of an RBFN is the three layer network consisting of an input
layer, a hidden layer and a linear output layer [10–12]. The unique feature of the
RBFN compared to the MLP and other networks is the process performed at the
hidden layer. In this hidden layer, the radial basis function works as a local selector
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in which the corresponding output depends on the distance between its centre and
input. It can be presented as:

UiðxÞ ¼ exp � x� cik k
r2

� �
¼ exp � r2i

r2

� �
ð1Þ

ri ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXK
k¼1

ðxk � ckiÞ2
vuut ð2Þ

where
Фi Radial basis function (Gaussian function)
ci centre of the i-th hidden unit (i = 1, 2,…, I)
σ width (or spread) of the Gaussian function
ri distance between input and centre of the i-th hidden unit
x input of the RBFN—image coordinates (k = 1, 2)

then, the outputs of the RBFN are expressed as:

yiðxÞ ¼
XM
i¼1

WjiUiðxÞ ð3Þ

where
Wji synaptic weight between the i-th hidden unit and the j-th output,
yj the j-th output of the RBFN- joint angles (j = 1, 2)

Because of the distinctive structure of an RBFN, the training process can be
separated into two phases, building a hidden layer structure where centres and
widths of the hidden units are firstly determined, and then training the linear
weights based on input-output patterns [10]. In our approach, the hidden layer was
simply pre-defined as regularly spaced positions (squares or cubics) in the work-
space of the manipulator by an intuitive method (involving trial and error). These
hidden-layer parameters were simply adjusted by varying centre’s distances in a
heuristic trial and error manner. The number of hidden units (neurons of the hidden
layer) is depended on the workspace area and the distance between hidden units.
Thus, the smaller the distance between centres, the better the performance of the
RBFN. In practice, due to the limited computer memory capacity and the com-
putational complexity, the number of hidden units must be limited to a sensible
value so that a feasible training process can be implemented. Moreover, as the
centres of the hidden layer units (Gaussian functions) are regularly distributed in the
workspace, these functions should have the same spread. The spread value affects
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the smoothness of the network by varying the local-filter feature of the hidden units.
Thus, it was experimentally selected so that the RBFN can produce an appropriate
inverse kinematics approximation.

After the hidden layer structure has been selected, training process of the linear
layer can be implemented to build up an approximation of the inverse kinematics
function of manipulators in any working environment.

3 On-Line Learning Method and Free Interference Rule
to Modify the Performance of RBFNs

The Delta rule is a popular training method for both MLPNs and RBFNs. In our
approach the linear weights of the RBFN are incrementally updated whenever there
is a training pattern presenting to the network. As described in [10], the linear
weights can be modified by the Delta rule as:

DWji ¼ g � ej � Ui ð4Þ

ej ¼ Tj � yj ð5Þ

where
ej error between target and actual output j
η learning rate (0 ≤ η ≤ 1)

The Delta rule is simple and only related to the learning rate and how large the
training data is used. Based on this on-line process the inverse kinematics
approximation is modified through an effectively training phase. It can be used to
deal with the sensitive structure of the robot-vision system, which can occur due to
variation in the set-up of the visual measurement or in case the set-up and actual
application environments are different. However, one drawback of this on-line
training process is the occurence of learning interference where a current training
point may upset some of the weights which were trained with previous points if
they are close enough [11]. Consequently, the RBFN at a retraining step can
converge to the desired function in one area but diverge in other areas. This learning
interference is more serious if the spread and/or the learning rate are large. Based on
the characteristics of Gaussian functions, a simple rule is proposed to select
appropriate pattern points in order to avoid learning interference as below.

From Eq. (1), the relationship between the ratio of the distance D to the spread
value and the output of the Gaussian function can be determined as

D
r
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lnU

�0:693

r
; ð6Þ
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where
D = ||x − c|| distance between an input and a centre, and
σ the spread of Gaussian functions

Thus, the effect of a training point on the output of a hidden unit is dependent on
the distance between this training point and the centre of the hidden unit in pro-
portion to the spread. If the ratio between the distance and the spread is high
enough, the point almost has no effect to the network. It can be formulated as
follows:

U� 0:05 , D� 2:079r: ð7Þ

The principle of “free interference rule” is that if the position of a new training
point is further than twice the spread value from the position of the previous
training point used to train the network, then the training process (with this new
point) will not interfere in the weights of hidden units whose centres are close to the
previous point. Therefore, following the free interference rule, the RBFN may be
modified gradually and smoothly in this online retraining process.

4 Simulation

A MATLAB simulation was developed to demonstrate the proposed approach. This
simulation used a two-link manipulator. This simulation focused on how an
approximation function can be improved by an online training process and which
factors affect this retraining process. Thus, we need to build an inaccurate
approximation function then using online training process with “free interference
rule” to modify the trained function step-by-step. The simulation procedure can be
described as below:

Step 1 Select the hidden layer parameters where:

i/ centres of the hidden layer are predefined as regularly spaced positions in
the workspace,
ii/ the spread of the Gaussian functions is heuristically selected as a pro-
portion of the centre distance.

In this simulation, a set of regularly-spaced position centres were selected as
10 mm × 10 mm grids in the workspace.

Step 2 Generate a constrained training set where its inputs are coincident with the
centre positions in the workspace using the mathematical inverse kine-
matics functions. A constant error (offset value) is then added to the target
outputs (10° in this simulation). Training the RBFN with this training set
produces an inappropriate inverse kinematics approximation.
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Step 3 Update the linear weights of the RBFN through the online training process
with a learning rate from 0.1 to 0.5. The inverse kinematics function gets
beter and better performance after each training point applied. The flow-
chart in Fig. 1 describes step 3.

To examine the network’s performance, a range of test data distributed as
5 mm × 5 mm grids in the square area {x = 22–52 mm; y = 22–52 mm} were sent to
the RBFN. Figure 2 presents the outputs (joint angles) of the desired inverse kine-
matics function and the incorrect approximation (the RBFN) in this test area. It shows
that the surface of the approximation functions (θ1 = f1(x, y) and θ2 = f2(x, y))
are parallel to the surface of the desired functions but differ by a 10° offset. To present
the network performance the root mean square error between the approximation
function and the desired function (RMSE), the mean absolute errors in Y direction
between the actual positions and the desired positions (MAE_X), and the mean
absolute errors in Y direction between the actual positions and the desired positions
(MAE_Y) are defined as belows:

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN

i¼1 ððh1Di � h1AiÞ2 þðh2Di � h2AiÞ2
q

N
ð8Þ

MAE X ¼
PN

i¼1 XDi � XAij j
N

ð9Þ

Fig. 1 Online retraining
flowchart
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MAE Y ¼
PN

i¼1 YDi � YAij j
N

ð10Þ

where
(θ1Di, θ2Di) and (θ1Ai, θ2Ai) desire and actual joint angles, respectively
(XDi, YDi) and (XAi, YAi) desire and actual position, respectively

In Fig. 2 the values of RMSE, MAE_X, and MAE_X are 9.91°, 14.39 mm, and
3.21 mm, respectively.

To clarify the effect of online retraining in modifying the inverse kinematics
approximation, a series of the network’s performances through 5 training points,
collected using the free interference rule, are shown in Figs. 3, 4, 5 6 and 7. The
retraining process was performed with a spread of 10 mm and a learning rate of 0.4.
To illustrate how the inverse kinematics approximation is modified through
retraining, three functions are shown on the same figure: the incorrect function
(before retraining phase), modified function and the desired function.

The improvement of the RBFN is dependent on the learning rate, the spread and
the position of training points in the workspace. A large learning rate and/or a large
spread can improve the RBFN approximation in the area around the current training
point whilst other areas become poorer due to learning inference. In this research, it
is preferred to adopt a small learning rate and an average spread value for the
retraining process.

The results show that the online retraining has modified the inverse kinematics
approximation gradually and smoothly. After 5 online training epochs, the RBFN is
close to the desired function. By selecting the training patterns following the free
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Fig. 2 Surfaces of desired (mathematical expression) and approximation functions (RBFN) in the
test area
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interference rule, the current modified function at each epoch approaches the
desired function in the area surrounding the training point whilst not affecting other
areas.

The retraining process can be continued with new training points. The perfor-
mance results of the RBFN after retraining with 5 more points (10 training points in
total). These were: {(20 mm; 21 mm), (56 mm; 19 mm), (53 mm; 56 mm), (20 mm;
54 mm), (40 mm; 40 mm), (24 mm; 25 mm), (50 mm; 24 mm), (51 mm; 49 mm),
(25 mm; 50 mm), (38 mm; 37 mm)}. A better performance is obtained as:
RMSE = 0.73°, MAE_X = 0.74 mm, and MEA_Y = 0.33 mm.
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Fig. 3 The network’s performance after retraining by the first point (20 mm; 21 mm)
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Fig. 4 The network’s performance after retraining by the second point (56 mm; 19 mm)
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Fig. 5 The network’s performance after retraining by the third point (63 mm; 56 mm)
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Fig. 6 The network’s performance after retraining by the fourth point (20 mm; 54 mm)
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Fig. 7 The network’s performance after retraining by the fifth point (40 mm; 40 mm)
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Thus, we can see that the online retraining process tends to continuously
improve the inverse kinematics approximation with further training points.

5 Conclusion

This paper has presented a novel approach where the inverse kinematics approxi-
mation is modified through an online retraining process. The simulations demon-
strate that the RBFN performance after online retraining noticeably improves. There
are three factors: the learning rate, the spread value and the position of the training
points that can affect the online retraining phase. Thus, the choice of learning rate
and the spread value must be carefully considered. The selection of training points
following the “free learning interference rule” can produce better results. This
online retraining approach can be effectively applied when the structure of the
practical robotic system alters due to environmental variations.
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A Research on Designing, Manufacturing
and Controlling of a Motion Simulation
System for Containers

Nguyen Duy Anh, Tran Ngoc Hoang and Kim Hwan Seong

Abstract Cargo transportation by container trucks is a popular way of transport in
our country, but the risk that the cargoes may get damaged due to collisions and
crashes inside the container is an unsolved problem. For that reason, the paper
decided to research and design a system that can simulate the movement of a
container to test the safety of the cargo securing process inside the container. This
paper will present the design, structural analysis, simulation and testing operation of
the experimental model. The obtained results will be the basis for future experi-
ments about durability and safety testing of secured cargoes on a container.

Keywords Delta robot � Forward kinematic � Inverse kinematic � Simulation �
Container � Fixed cargo

1 Introduction

As our country’s economy grows, the amount of cargo transportation increases in
both quantity and quality. Therefore, the freight traffic is like the backbone of our
country’s economy. In particular, this mode of transport is being used more and
more in transportation business. Although it has the advantages of large cargo
quantity, short shipping time and reasonable cost, there still exists risks that can
lead to losses in cargo’s quality and quantity. Among such risks, collisions and the
impact of forces from multiple directions during the shipping process as well as the
delivery process are the main causes. To protect and increase the safety of cargoes,
the cargo securing process plays a vital role. From these practical requirements,
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a motion simulation system is researched and designed in this paper with the aim to
help the safety inspection of the cargo securing process.

Base on the oscillation of the container when the truck moves or when the cranes
are active, the research’s target is to design a model that can recreate all of these
oscillations. To achieve that requirement, the paper has used the Delta Robot
structure to create motion in all three axes xyz including forward and backward, left
and right, up and down. In addition to a position control of the Delta structure in
order to keep it in a desired orbit, a speed control with different speed settings is
also an important factor to help simulate the movement of cargoes inside the
container.

2 Design Model

The model was designed based on the requirements that it can carry cargoes with
the maximum weight of 300 kg and fluctuate in three xyz axes. The stroke’s
maximum length is 300 mm in each direction. Since the weight of the cargoes is
relatively large, the structures design must ensure that the system is stable when it
oscillates with different frequencies. The model includes the following main
components:

• I: Delta transmission components.
• II: Sliding support components.
• II: Holding components.
• IV: Rotating support components (Fig. 1).

2.1 Model Design Analysis

Cargoes are fixed on the holding plate and oscillate in three axes xyz, based on the
collaboration movement of the three AC servo motor in the Delta structure. The
rotational motion of the motor (1) will turn into translational motion by using
leadscrew system (2). With the coupling (3) and shake joint (4), three translational
motion of three linear actuators will be combined into a single motion of the
moving platform (5). To control the moving platform (5) in three axis xyz, we just
need to control the collaboration of the positions and speeds of the three AC servo
motor. To link and transmit motion of the moving platform (5) to the holding plate
(11), the paper designed “Sliding support components” and “Rotating support
components” (Figs. 2 and 3).

Rotating support components uses the cylindrical roller bearing (7) and the
support base (8) to convert the translational movement of the moving platform
(5) in the horizontal X axis and the vertical Z axis into oscillation of the holding
plate (11) rotating around the back sole of the system (Figs. 4 and 5).
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Fig. 2 Delta transmission

Fig. 1 3D model of the system
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Fig. 3 Rotating support

Fig. 4 Sliding support

Fig. 5 Holding plate
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Sliding support components is used in the moving platform (5). When the
moving platform make a translational movement in the Y axis, the sliding plate
(10) connected to the holding plate (11) will slip on the sliding sole (9).

2.2 Stress Simulation

After the design was completed, to test the load applied on the system as well as its
safety before manufacturing, a stress analysis was conducted using the Simulation
add on in SOLIPWORKS software. The force applied to the system presents the
largest mass that can be put on the system (300 kg). Materials that were selected for
the system is AISI 1045 Steel, with the limit stress of 5.3e+008 (N/m2). For every
positions that the holding plate oscillates (along xyz axes), the following results
were obtained (Figs. 6, 7, 8 and 9):

Fig. 6 Stress in initial state

Fig. 7 Stress in forward state
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With those stress analysis results corresponding to the positions above, the stress
when the system oscillates vertically in Z direction at “up” state has the maximum
value of 7.005e+007 (N/m2). Lowest safety factor is calculated using the following
formula:

MinFOS ¼ ry
rw

¼ 5:3� 108

7:005� 107
¼ 7:5

The calculated safety factor value is reasonable, proving that the design model
has fully capable of withstanding forces of cargoes during oscillation.

Fig. 8 Stress in right state

Fig. 9 Stress in up state
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3 Kinematic Analysis of Delta Structure

3.1 Overview of Delta Structure

Delta Robot is one of the structures developed within the framework of parallel
robot based on linear actuators. This configuration features high stiffness in the
vertical axis due to the symmetric design of 3 linear actuators. These will transmit
motion to the moving platform in its workplace.

In this paper, the actuator that was used is MCM10030H10K00 NSK. With the
stroke length of each device is 330 mm and the load capacity is 3380 N, ensuring
that the requirements of the subject are met. The motors used in this research is the
MSMD08 (750 W) Panasonic motors (Fig. 10).

3.2 Kinematic Analysis

To control the Delta structure to move in an orbit and to make the whole system
work, an analysis in inverse kinematic is needed.

The input of inverse kinematics equations is the coordinates of the points in the
orbit that we want to keep the moving platform in and the output of the equations
will be the transition of three linear actuators (Di mm). Analyzing Fig. 11, the point
that we need to control to move in orbit is O′ which is attached to the center of the
moving platform. Point O’ is in O′-x′-y′-z′ coordinate which is relative to the original
coordinate system O-x-y-z located at the center of the Delta structure support. To
find the relation of these coordinates, the author used the 3D vector method.

We have:

OA = OB = OC = R = 207mm

O0P1 ¼ O0P2 ¼ O0P3 ¼ r ¼ 77:5mm

G1P1 = G2P2 = G3P3 = L = 348mm

Fig. 10 3D model of linear actuator
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The moving distance of three linear motors for each corresponding positions of
O′ are: D1, D2 and D3 respectively.

Angle ai indicates the angle between X axis and OA, OB, OC:

ai ¼ ði� 1Þ � 2p
3

� �
with i ¼ 1; 2; 3 ð1Þ

The length L of each link is calculated by vector magnitude formula:

Li ¼ Pi � Gij j ) L2 ¼ ðx� xiÞ2 þðy� yiÞ2 þðz� ziÞ2 ð2Þ

In this formula:
x, y, z: the coordinates of point O’ in the original coordinate O-x-y-z
with i = 1, 2, 3

xi ¼ ðR� r) � cos(aiÞ; yi ¼ ðR� r) � sin(aiÞ; zi = Di ð3Þ

Result of inverse kinematic problem for the Delta structure with the linear
actuator system is shown in Fig. 11. It is obtained as follow:

Di¼ z�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L2 � ðx� xiÞ2 � ðy� yiÞ2

q
with i ¼ 1; 2; 3 ð4Þ

4 Simulation

4.1 Simulation with Simulink

The forward kinematic model will be evaluated using MATLAB simulation. The
obtained result is a graph of the moving platform’s center of the Delta structure in

P3

P1

P2

G3

G1

G2

A

B

C

A

C

B

a1
a2

Fig. 11 Delta structure’s
configuration
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the desired orbit (with a distance of 300 mm in three xyz axes). Base on that, it will
give a clear insight on the kinematic behavior of the Delta structure.

At the start of the simulation process, because all the movements of the system
depend on the Delta structure, only the position control process of the delta
structure was simulated. The research has built a model of a Delta structure using
SolidWorks 3D design software. Simulink function was used to import the robotic
arm model to the Simulink environment (Figs. 12 and 13).

After putting the structure in the simulation environment, we built linear control
blocks, central control block and applied kinematic equations to test if the desired
orbit’s parameters was correct in order to reduce errors in the actual control of the
system.

4.2 Simulation Results

To make sure that the target will move in the desired orbit with a moving distance of
300 mm in each axis, a desired orbit was created, from the starting point (0, 0, 323)

Fig. 12 Delta in Simulink
environment
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when the linear actuators is in its original position, the moving platform moved along
the z-axis to the point with coordinate (0, 0, 450). After that, the moving platform
moves in the y-axis to coordinate (0, 180, 450) and then moves straight backwards
300 mm to coordinate (0, −120, 450). Similar for the x-axis, the moving platform
will move in a straight orbit with the length of 300 mm. The obtain result is the orbit
of the moving platform’s center (Figs. 14, 15, 16 and 17).

The results matches with the desired trajectory. It demonstrated that the kine-
matic equations were calculated properly and had the ability to apply to the actual
control of the system.

Fig. 13 Flowchart of control system in Simulink environment

Fig. 14 Orbit of Delta structure is controlled in Simulink environment
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5 Experimental Model

5.1 Control System

The control system was designed to control three linear motors. This research built
a program in the computer via Visual Studio 2010 Software. The desired orbit and
kinematics equations are inputted to the program, then, the program will use those

Fig. 15 The moving platform at coordinate (0, 180, 450)

Fig. 16 The moving platform at coordinate (150, 0, 450)
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to calculate kinematics equations to get the output that is used to control the three
linear motors. The microcontroller used in the system is the STM32F407VG
microcontroller, it receives the analyzed signal from the computer via the RS-232
standard. After receiving the signal, the MCU will generate control pulse to control
the motors as desired (Fig. 18).

Figure 19 show the control experiments.

Fig. 17 The moving platform at coordinate (−150, 0, 450)

Fig. 18 Control system

Fig. 19 Control experiments
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5.2 Manufacturing and Experimental Model

After designing and simulating, the experimental model was built and installed with
the control system. Initially, the experimental model operated in accordance with
the fluctuation around the x-y-z-axis as required. With the 300 kg containers’ mass,
the system still had all around good responses (Figs. 20 and 21).

The research used the motion simulation of the containers to inspect the dura-
bility of strappings used for secured cargoes. The purpose of this experiment is to
choose the suitable strapping materials that can handle the fluctuation of the

Fig. 20 Actual model

Fig. 21 Inspect the tension of
strapping
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container, prevent the cargoes from breaking due to poor strapping quality.
Figure 21 shows the tension testing experiments which was carried out in three
strappings made from fabric. In these experiments, the container’s load is 50 kg, the
motor speed is 100 rpm and the system is controlled to fluctuate around z-axis.
Figure 22 displays tension of three different strappings; UP for lifting status and
DOWN for the reverse.

From the chart, we can see that when the system switches from UP to DOWN
status, the maximum tension of the middle strapping is approximately 56 kg, while
the third strapping has a minimum of 51 kg. From these results, the strappings will
be analyzed and tested to choose suitable materials before using them on the
cargoes in the containers.

6 Conclusion

A motion simulation system of cargoes in containers was designed, manufactured
and controlled successfully in this research. The simulation results about load
capacity and motion analysis using kinematics equations are accurate. The results
have also been tested using the experimental model carefully. This system helps
with cargoes’ safety, contributes to the increase in productivity and quality in cargo
transportation.
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Design and Control Humanoid Hand
to Implement Hand Shaking Task Applied
for Service Robot

Tri Dung Nguyen, Tan Tien Nguyen and Thien Phuc Tran

Abstract The problem of design and control Humanoid is now interested in the
world. Humanoid is a complex entity, this object contain many of issues needed to
solve. This paper focuses on research in hand shaking task applied for service robot.
Solution of using wires of mechanical structure is used, the simulation and
experiment results will prove the feasibility of proposed solution.

Keywords Humanoid � Hand shaking task � Service robot

1 Overview

1.1 Introduction to Humanoid Robot

A humanoid robot is a robot that has a human-like shape, the features of humanoid
robots can be summarized as follows [1]: (1) Humanoid robots can work in the
environment for humans as it is. (2) Humanoid robots can use tools for humans as it
is. (3) Humanoid robots has a human-like shape. Like a human, humanoid robot
contain many parts: head, body, upper and lower limb. This paper focuses on the
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hand shaking task of service robot, so that the hand with wrist is researched and
developed with following objectives: (1) Realization hand shaking task. (2) Having
a human-like shape.

2 Structure Characteristics of Human Hand

Human hand is constituted by bones, bones are connected together through ligaments
at joint, movement of each joint is caused by the contraction of muscles, tendon attach
a muscle to a bone. Joint: All the bones on a hand are connected through revolute
joints or fixed joint. There are only three types of joint: condyloid joint, hinge joint
and saddle joint. In which, condyloid joint and saddle joint has 2 DOFs each, hinge
joint has 1 DOF only. These joints and their equivalents as follow (Fig. 1):

Bone: The bone’s length on the hand (measure at the center of rotation of the
joints) comply with Fibonacci factor [2].

From these analyzes, we can replace the biological joints with mechanical joints.

2.1 Existing Robot Hand

Over the last decades, several multi-fingered dexterous robotic hands have been
developed. The Center for Engineering Design at the University of Utah, and the
Artificial Intelligence Laboratory at the Massachusetts Institute of Technology
researched and developed UTAH/M.I.T. Dextrous Hand model with four fingers
[3]. Nasa designed Robonaut hand model [4]. This model are being used in
Robonaut 2 which can be able to do a select set of astronaut tasks. Robonaut hand is
a human sized five-fingered, the hand itself has 12 DOF and two additional DOF in
the wrist. It is logically divided into three groups: Grasping fingers (ring and little
finger), Dexterous fingers (index and middle finger) and Thumb, fingers in each
groups has the same structure. Custom Entertainment Solutions developed the
MechaTE hand with five fingers, number of joint on the hand is completely like
human hand. However, joints are coupled and actuator is transmitted in one
direction only.

(a)

(b)

(c)

(a) (b) (c)

Fig. 1 Three types of hand joint. a Hinge joint, b condyloid joint, c saddle joint
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3 Mechanical Design

When take the hand shaking task, all fingers (except thumb) always nearly side by
side, so that adduction and abduction movement of the Metacarpophalangeal joint
isn’t necessary. To guarantee human-like shape, we propose a finger structure with
three joints. Thumb with 4 DOFs is designed, adduction and abduction movement
Metacarpophalangeal joint are skipped. Dimensions are based on human hand sizes
(Table 1).

Based on human wrist, proposing 2 DOFs principle diagram for robot wrist as
Fig. 4. Assembling parts together, we have overall principle diagram of robot hand
(Figs. 2 and 3).

1st Phal2nd3rd 1st3rd

Palm
(a) (b) (c)

Fig. 2 Principle diagram of finger, thumb and wrist. a Finger principle diagram, b thumb principle
diagram, c robot wrist principle diagram

Table 1 Dimensions used to
design

Thumb Index Middle Ring Little

1st phalanges 37 45 50 47.5 37.5

2nd phalanges – 28 31 29.5 23

3rd phalanges 23 17 19 18 14.5

Total length (mm) 60 90 100 95 75

(a) (b)Fig. 3 Principle diagram of
robot hand. a Robot hand
principle diagram, b 3D
model of robot hand
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4 System Modeling

4.1 Wrist �30� � h1� 30�;�45� � h2� 45�ð Þ

Wrist is a first component of this system, it has a significant to regulate the
direction of the palm. Position of the second coordinate origin in zero coordinate:
0X2 ¼ l1 cos h1ð Þþ l2 cos h1ð Þ cos h2ð Þ; 0Y2 ¼ l1 sin h1ð Þþ l2 cos h2ð Þ sin h1ð Þ; 0Z2 ¼ l2
sin h2ð Þ

Then, we can find the rotation angles to reach the expected position:

h1 ¼ arcsin 0Y2= l1 þ l2 cosðh2Þð Þ� �
and h2 ¼ arcsin 0Z2=l2

� � ð1Þ

4.2 Thumb

Thumb has rotation under all three axes, it’s responsible for increasing the clamping
force to support for grasping something. Position of thumb’s fingertip can be
specified as follow: cx ¼ cos hxð Þ; sx ¼ sin hxð Þ

2X ¼ a23 þ l45s4 þ l56c5s4 þ l67c5c6s4 � l67s4s5s6
2Y ¼ l67c6 c3s5 � c4c5s3ð Þþ l67s6 c3c5 þ c4s3s5ð Þ

l34s3 � l45c4s3 þ l56ðc3s5 � c4c5s3Þ
2Z ¼ l67c6 s3s5 þ c3c4c5ð Þþ l67s6 c5s3 � c3c4s5ð Þ

l23 � l34c3 þ l45c3c4 þ l56s3s5 þ l56c3c4c5

8>>>><
>>>>:

ð2Þ

In the mission to take the hand shaking task, thumb has a supporting role and
don’t need to take the movement to the desired position.

Fig. 4 Wrist’s modeling
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4.3 Other Fingers

These fingers have a significant role to perform the function of hand. All of them
can be modelled with the same solution. So, we analyze the index finger as a
typical.

2T6 ¼ 2T3
3T4

4T5
5T6 )

2X ¼ l34 cos h3ð Þþ l45 cos h3 þ h4ð Þ
þ l23 þ l56 cos h3 þ h4 þ h5ð Þ

2Y ¼ l34 sin h3ð Þþ l45 sin h3 þ h4ð Þ
þ l56 sin h3 þ h4 þ h5ð Þ

2Z ¼ a23

8>>>><
>>>>:

ð3Þ

is the fingertip’s position corresponding to rotation angles h (Fig. 5).
Solve these equations and define A ¼ 2X � l23 � l56 cos uð Þ;B ¼ 2Y �

l56 sin uð Þ;C ¼ A2 þB2 we can find h values to reach the predefined position

h4 ¼ 2 arctan 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l34 þ l45ð Þ2�C

� �
= C � l34 � l45ð Þ2
� �r� �

h3 ¼ arctan 2 B=Að Þ � arctan 2 l45 sin h4ð Þ=l34 þ l45 cos h4ð Þð Þ
h5 ¼ u� h3 � h4; hi 2 0�; 90�½ �

8>><
>>:

ð4Þ

(a) (b)

Fig. 5 Thumb and index finger’s modeling. a Thumb modeling, b index finger modeling
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4.4 Cooperating Movement

This section concentrate to propose a solution to move all fingertips to target points.
From the result in previous section, we notice that all rotation angles can be found if

the second coordinate origin 2X 2Y 2Z
	 
T

is defined

2X 2Y 2Z 1
	 
T¼ 0T�1

2
0X 0Y 0Z 1

	 
T ð5Þ

In which 0X 0Y 0Z 1
	 
T is destination point, 0X2

0Y2 0Z2 1
	 
T is

wrist position. All of them are identified in zero coordinate, 0T2 is specified as (3).
Then using (18) 2Z ¼ a23 ) 0X sin h1ð Þ � 0Y cos h1ð Þ ¼ a23

h1 ¼ arcsin a23=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0X2 þ 0Y2

q� �
þ arcsin 0Y=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0X2 þ 0Y2

q� �
ð6Þ

If desired position 2X 2Y 2Z
	 
T

is in the workspace of the corresponding
finger, at least one h2 value will be found. Appendix D [19] present the Matlab
function calculating the h2 value. Then, using (4), we completely determine
h3; h4; h5 values.

*Condition for all fingertip to reach the desired position
Since the adduction and abduction movement are denied, fingertips can reach the
predefine position only if these positions are content with relationship equation.
Objectives of this section is using the result of kinematic analyzing to find this
equation.

Using the result of kinematic analyzing: 0X sin h1ð Þ � 0Y cos h1ð Þ ¼ a23.
Define (0Xt;

0Yt; 0ZtÞ, (0Xg;
0Yg; 0ZgÞ, (0Xr;

0Yr; 0ZrÞ and (0Xu;
0Yu; 0ZuÞ corre-

sponding to destination position of index, middle, ring and little finger. Define a23t,
a23g, a23r, a23u corresponding to a23 value of index, middle, ring and little finger.

a23g ¼ 0 (Table 2), inferred that: tan h1ð Þ ¼ 0Yg=0Xg, and:

Table 2 Desired position of
fingers

Finger 0X 0Y 0Z u

Index – 100 70 2p=3

Middle 0 100 70 3p=4

Ring – 100 70 2p=3

Little – 80 50 3p=4

Finger 0X 0Y 0Z u
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0Xt ¼ a23t
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 0Xg=0Yg

� �2q
þ 0Yt0Xg=

0Yg

0Xr ¼ a23r
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 0Xg=0Yg

� �2q
þ 0Yr0Xg=

0Yg

0Xu ¼ a23u
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 0Xg=0Yg

� �2q
þ 0Yu0Xg=

0Yg

8>>><
>>>:

ð7Þ

Equation (7) are the relationship equations that we need to find.

5 Control Law Design

The major function of control law is ensuring the rotation angle of joint to reach the
desired angle. To ensure that, we modeling the movement of joint by the impact of
the wire, thence find the relationship between rotation angle of joints with wires’s
length.

5.1 Modeling of One Joint

To use this scheme, we assume that (Fig. 6):

• h ¼ 0 is origin position where the deformation angle of the torsion spring is u0
and the moment at joint is M0 ¼ ku0, in which k is the spring stiffness.

• Within the range of forces, links are absolutely rigid.
• ~F is caused by actuator, in which F ¼ M=R, M is moment of actuator and R is

radius’s wheel.
• Each joint is pulled by only one wire and the displacement of joint is caused by

the force on this wire only.
• At equilibrium position, the pull force is equal to moment of torsion spring:

F � OE ¼ khþM0 ð8Þ

C O

D
E

A

B

d1

d 3 2nd Phalanges

1st Phalanges

Wire

F

k
x

y

M

Wheel

F

Fig. 6 Scheme for modeling of one joint
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In which, OE is lever arm of pull force F.
By set the coordinate system at joint, we can find the moment arm OE, and the

wire’s length corresponding to rotation h of joint is: L hð Þ ¼ L0 þBD hð Þ.
L0: Total constant lengths, BD hð Þ: Length of BD corresponding to h.

BD hð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d21 þ 2d23 þ 2d1d2 cos hð Þ � 2d1d3 sin hð Þ

þ d22 � 2d2d3 sin hð Þ � 2d23 cos hð Þ

s
ð9Þ

We define the BD0 corresponding to origin position is the biggest value of wire’s
length. So that, the variation of wire’s length shown as follow:

DL ¼ BD0 � BD hð Þ ¼ d1 þ d2 � BD hð Þ ð10Þ

5.2 Modelling of One Finger

We define L1; L2; L3 are the length’s wire corresponding to 1st joint, 2nd joint
and 3rd joint. We assume that the wire isn’t stretched, the variations of wire’s:
DL1 ¼ DD1D2 þDLw;DL2 ¼ DD1D2 þDD2D3 þDLw;DL3 ¼ DD1D2 þDD2D3 þ
DD3D4 þDLw. These expressions show that the wire’s length is not only depended
on the rotation angle of the corresponding joint but also depended on all other joints
before it (Fig. 7).

Using the result in Sect. 4.1, we completely determine the values
D1D2 h3ð Þ;D2D3 h4ð Þ;D3D4 h5ð Þ.

DLw is the variation of wire’s length at wrist, we can see: DLw ¼ DAB. Set
coordinate system as show in Fig. 8, positions of point A and B can calculate as
Fig. 8.

The distance between A and B is determined:

0AB h1; h2ð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0AB2

x þ 0AB2
y þ 0AB2

z

q
ð11Þ

Fig. 7 Scheme for modeling of one finger
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Moreover, the variation of wire’s length at wrist is:

DAB ¼ 0ABmax � 0AB h1; h2ð Þ ð12Þ

In which 0ABmax correspond to h1 ¼ p=4, h2 ¼ p=6

6 Hand Shaking Task Analyzing

• Analyzing main stages in hand shaking movement.
• Determining rotation angle’s value of joints in each stages.
• Converting the biology joints angles to mechanical joints angles (Fig. 9).

To measure the joints angles of human hand, we use potentiometer. Fixing
sensors on the hand, each joint is connected with one sensor and we need total 18
potentiometer for all. Performing hand shaking task with the real hand, recording
the values receiving from sensors, we have the datasets for this movement.

From the above chart, we can see the hand shaking task is divided into four
stages (Figs. 10 and 11).

Fig. 8 Scheme for modeling of wrist
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Fig. 9 Rotation angles of real hand
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7 Simulation and Experiment Results

The simulation is made to check the inverse kinematic analyzing result. Simulation
process is supported by Simmechanics Environment and the output result is a 3D
animation and the value of fingertips position. To check easily, we choose the same
desired position for index, middle and ring finger, and the little finger must be
different. Checking the simulation result, all fingertips reach the desired position

Fig. 10 Hand shaking task of human hand. a Human hand is ready for hand shaking task.
b Human hand in hand shaking task

O x

y

O z

y

O z

y

O x

y

O z

y

O x

y

O x

y

O z

y

0 

20

40

60

80

100

0 5 10 15 20

A
ng

le
 (

0 )

Time (s)

CT_1 CT_2 NC_1 NC_2
NC_3 NC_4 NT_1 NT_2
NT_3 NG_1 NG_2 NG_3
NR_1 NR_2 NR_3 NU_1

Fig. 11 Rotation angle converted to robot
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Fig. 12 Inverse kinematic
simulation
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and direction, this result verify the correctness of the inverse kinematic analyzing
result (Fig. 12).

The main purpose of making experiment is checking feasibility of the control
law, here, it is the compensation wire’s length law in Sect. 4. The right law must be
guarantee the position of one joint while other joints are changed. Firstly, set the
second joint rotation angle: h4 ¼ 45�; h5 ¼ 0�; h3 ¼ 0�, check the respond. Then,
change the value of first joint: h3 ¼ 45�, check the respond. We can see the position
of second joint is guarantee although the first joint are changed, the control law is
verified (Fig. 13).

8 Conclusion

The humanoid hand model is designed, it can take two basic functions: moving the
fingertips to desired position and taking the active hand shaking task. To do that, the
control law that is the compensation wire’s length law is designed. Through sim-
ulation and experiment process, the inverse kinematic analyzing result and the
control law proposed are suitable. The next research of this paper is fabrication 3D
robot hand model, using the experiment results as the basis to improve design.
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Study on an Automatic Solution
for Container Transporting
at Tan Thuan Port

Minh Doan Vu Hoang, Tan Tung Phan and Tan Tien Nguyen

Abstract The demand for container transporting at Tan Thuan Port raises a
problem for automated container transportation from seaside to container yard and
vice versa. This paper proposes an automated solution based on the port’s available
surface using AGV. AGV model includes two coordinated ones, each AGV has two
active wheel and two self-aligning wheel. Mathematical model of the system is
established, then design the tracking line controller for AGV. Simulation and
experiment in laboratories demonstrate the effectiveness of proposed solution.

Keywords AGV � Container � Line tracking

1 Introduction

Nowadays, maritime transportation plays a major role in transporting goods with
approximately 80 % of imported ones are transported by sea route. Because the
world’s terrain is surrounded by oceans, the maritime transportation workspace is
extremely wide. Moreover a large load capacity and low cost make maritime
transport became a business potential was exploited by many countries.

In the end of the twentieth century, the world has adopted a special transport
tool, called containers, on freight. Container not only change themselves transport
industry but also transformed other economic sectors in need freighter. Method of
carrying goods by container shortens transport time, ensures the safety of objects
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transported and reduces costs to the lowest level. This creates a difference between
the transport container transportation by wrapping conventional crude.

The problem that the container transportation industry is facing today is the
problem of excess capacity is continuing, and the congestion at the ports remained
unresolved. Also, a great reason causing problems is that the management of con-
tainer storage and goods have not been effective. Most of the processing at the port
depends on people and this makes slow response speed, large operating costs. The
container terminal is aiming to automate parts of the load/unload processing. Basic
architecture of a container terminal includes seaside, storage yard, and landside.

The transportation of containers between the three areas of a container port
depends mainly on trucks and container tractors. Speed of container handling in ports
is closely related to the arrangement of lanes in port as well as the ability of the driver
of trucks and tractors. Accidents between vehicles and other means container occur
frequently, causing significant damage to ports. To control this and toward an unused
manpower seaside and storage yard, the biggest ports in the world currently has and is
continuing to study and use AGVs. For a purpose of automation in container
transportation and will automate the entire container terminal in the future (Fig. 1).

Currently in the world, AGV models for port automation problem was boom.
Forefront of this industry is Terex Corporation with nearly 30 years of research and
development. Some of the highlights of Terex Corporation: Battery AGV [2]
reduces to 45 % energy consumption compared with using diesel engines [3],
environmentally friendly because of no CO2 emissions and maintenance costs
reducing. Additionally, Terex Corporation Lift AGV [2] with automatic loading
container design without the aid of quay cranes and RTG. This design saves a lot of
time in the yard container handling.

With the geographical location situated at the T junction of important trade in
South Asia, Vietnam has favorable conditions for the development of maritime
transport business. However, at the moment, ports in Vietnam has not yet used
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Fig. 1 Model of container port using AGVs [1]
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AGV applications in processing container transport, mainly depends on the people,
leading to frequent accidents and low productivity. Tan Thuan Port isn’t also
exceptional. Port gets also problems like the others. The productivity of Tan Thuan
Port is 800 container per day now. From the real status of the ports in Vietnam,
namely the current surface of the Tan Thuan Port, proposed an automatic solution
to the problem of transporting container at the port of Tan Thuan (Fig. 3).

2 Structure of the System

2.1 Proposal for the Arrangement of Port’s Surface

There are two forms of storage yard:
Type 1 is the form of the container perpendicularly to the QC (quay crane)

(Fig. 2, left). Characteristics of this type is that the tire gantry cranes and AGV are
less on duty so less energy but productivity will be lower.

Type 2 is the form of the container parallel to the port crane (Fig. 2, right). In this
form, AGV’s mileage is very low, but the RTG must operate much more, consumes
more energy but get more productivity.

Tan Thuan Port currently has two QCs, three RTGs, with these numbers, the
arrangement of container yard is reasonable (Type 1). Proposing an arrangement
plan for the surface of Tan Thuan Port to easily apply AGV system. Moreover, this
proposal still doesn’t change the port’s surface so much (Figs. 4 and 5).

Note for Figs. 3, 4 and 5:

Loaded trucks and AGVs Gates in, out

Empty trucks and AGVs Path of RTGs

Collision point Path of trucks and AGVs

Direction of trucks Width of work paths is 3.5 m

Direction of AGVs
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Fig. 2 Models for storage yard arrangement perpendicular or parallel to port cranes [4]
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2.2 Proposal of Coordinating Two AGV
to Load One Container

The system uses two AGV, every AGV itself tracks line and corporate with each
other to ensure a constant distance of container. The downside of this system is that
must have a stable controller because the system is disjointed and the load is huge.
This proposal has an advantage of saving a huge cost for the production of a long
AGV to load a container. In addition, the system also towards a higher goal for a
swarm algorithm. It’s that loading a very large and heavy object can’t be trans-
ported by any vehicle alone (Fig. 6).

3 Modeling and Control

3.1 System Modeling

C is the tracking point (center of the line connecting midpoints of two wheels)
(Fig. 7)

R is the desired point of C (located on the reference).
r is the radius of the wheel.
b is the distance from the tracking point (C) to the geometry center of wheel.
q is the radius of curve at point R.
d is the distance between two AGV’s center (d is constant).
Hypotheses: Velocity and the angular velocity of the AGV at point C is v and x.
The dynamic equations of AGV
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Fig. 6 AGV system loading two types of container
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The relationship between v;x together with angular velocity of the AGV’s
wheels:

xr

xl

� �
¼ 1=r b=r

1=r �b=r

� �
v
x

� �
ð2Þ

Reference point R xR; yRð Þ travels with constant velocity vR follows equations:

_xr ¼ vr cos ;r; _yr ¼ vr sin ;r; _;r ¼ xr ð3Þ

Consider error between R and C

e ¼ e1; e2; e3½ �T ð4Þ

We have
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Fig. 7 Modeling AGV system
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Choose positive definite Lyapunov function

V ¼ 1
2
e21 þ

1
2
e22 þð1� cos e3Þ=k2 ð7Þ

Therefore

_V ¼ e1 vR cos e3 � vð Þþ k2vRe2 þxR � xð Þ sin e3=k2 ð8Þ

Select v and x so that the derivative of V is negatively defined

v ¼ vRcos e3 þ k1e1;x ¼ k2vRe2 þxR þ k3sin e3 ð9Þ

where:k1, k2, k3 are positive constants.
So we calculate the velocity of the wheels to control the AGV to the desired

position.

3.2 Coordinated Algorithm Between 2 AGV

Let the first AGV run with a constant velocity v1, the second one will run at the
change speed v2 to ensure the constant distance d (Fig. 8).

The speed V2 depends on V1; a; b according to the following formula:

V2 ¼ V1 � cos a= cos b ð10Þ

where V1, V2 is the first and second AGV’s speeds respectively, V1 ¼ vR1,V2 ¼ vR2
α is the angle between the first AGV and container.
b is the angle between the second AGV and container.

Fig. 8 Container in a curve
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4 Simulation Results

To test the ability of mathematical models and algorithms proposed, let two AGVs
load container 40′ and run simulations on the reference lines as shown in Fig. 9.

The constants are selected as follows: k11 ¼ 1; k21 ¼ 25; k31 ¼ 1; k22 ¼
5; k32 ¼ 15; ðk11; k21; k31; k12; k22; k32 is the control parameters of the two AGVs).

Simulation results:
From the simulation results we see when the first AGV during curve, the second
AGV’s error does not change significantly. When the second AGV is in curve, to
ensure the distance, the second AGV’s velocity must change because of the design
of algorithm. However, two AGVs in the simulation results still follow the line.
Error e2 of the first AGV is ±12 mm (0.5 %), and error e2 of the second AGV is
±25 mm (1 %). Error e3 of two AGVs both are ±2° (Figs. 10 and 11).
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5 Experiment

To test the feasibility of the algorithm, experiments on models with the following
parameters in Table 1:

We do experiments on two maps: Map 1 (Fig. 12a) is representative of curves 1,
2, 5, 6 (Fig. 9). Map 2 (Fig. 12b) is representative of crabs 3, 4. The real map only
has the curves 1, 2, 5 and 6. However, to demonstrate the flexibility, usability of
algorithm, two sudden curves 3 and 4 were added.
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Table 1 Input parameters of
two AGVs [2, 3]

Name Value

Simulation Experiment

AGV’s width 2.8 m 178 mm

AGV’s height 1.8 m 120 mm

AGV’ length 2.8 m 200 mm

Wheel’s diameter 1.6 m 95 mm

Distance between two wheel 2.5 m 162 mm

Curve radius 5.25 m 340 mm

Velocity 3 m/s 0.2 m/s

750
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70
0

30
0(a) (b)Fig. 12 Experiment maps.

a Map 1. b Map 2
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Experiment results:
The maximum experiment error e2 of the first AGV is ±3 mm (2 %) and the second
AGV is ±12 mm (7 %). In Fig. 13, we can compare the simulation and experiment
results. The shape of experiment errors is closely look like the simulation error.
When the simulation errors change, the experiment errors also change. The dif-
ference between this two rors is the threshold and the speed of convergent. We will
ignore the first AGV’s errors because this AGV move in a constant velocity so this
AGV’s errors are so small. We will focus on the second AGV’s errors. In map 1,
the maximum experiment error e2 of the second AGV is ±8 mm (5 %), and in map 2
the second AGV’s error e2 is ±12 mm (7 %). In both of two maps, we all see the
fluctuation of the errors e2. when the second AGV approach the curve. It still
converges finally but it seem to be needed to improve the control by choosing the
control parameter better. It will help increase the speed of convergent and reduce
the maximum of errors.

6 Conclusion

This paper proposes a solution for the Tan Thuan Port based on the port’s available
surface: an arrangement plan for container yard, a transporting plan for
import/export activity, an AGV system for transporting container at port. The
feasibility of the solution set out by the results of simulation and experiment at
HiTech Mechatronics Lab of University of Technology at HCM City.
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A Study on Moving Direction and Surge
Velocity Control of a Carangiform Fish
Robot Driven by Flexible Pectoral Fins

Van Anh Pham, Khac Anh Hoang, Tan Tien Nguyen
and Tuong Quan Vo

Abstract This paper proposes a hydrodynamic model of a Carangiform fish robot
whose motions are driven by two pectoral fins. The fish robot is composed of the
main body, a pair of flexible pectoral fins actuated by DC servo motors and a free–
tail. The mathematical model of pectoral fins is achieved by the approximation
solution of beam vibration in fluid environment. The Rayleigh-Ritz method is used
to obtain the eigenvalues and fundamental mode shape of fins. The thrust force
model is computed through the Morrison’s formulation. Then, the control law based
on the Lyapunov’s theory is designed to stabilize the moving direction and velocity
of robot in the 2 dimensions (2D) space. The Hammerstein-Wiener model is also
used to estimate the inverse hydrodynamic model of the two pectoral fins. Finally,
the simulation results are conducted to prove the effective of the proposed model of
our fish robot.

Keywords Pectoral fins � Vibration � Flexible fins � Mode shape � Surge
velocity � Moving direction

1 Introduction

In the recent decades, many studies on the biomimetic robots including fish robot
are mostly concerned. To compare to the traditional screw-propeller underwater
vehicles such as Remotely Operated Vehicles (ROVs) or Autonomous Underwater
Vehicles (AUVs), the bio-inspired aquatic robots would be more high maneuver-
ability, efficiency and silent moving.

For the fish robot, there are several ways to generate the propulsion force using a
caudal fin which actuated by motors or different kind of smart materials. In [1], the
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model of free locomotion fish robot have been developed propelled by vibrating
ionic polymer metal composites (IPMCs). Robot has only one tail fin that enabled it
to move in 2D space. In [2], Kopman et al. developed a fish robot with the tail part
modeled by using Euler-Bernoulli beam theory and Morison equations. The non-
linear vibrations of the propulsion tail are modeled using modal analysis and the
study results of large vibration of slender cylinders in fluid. Jianxin Xu et al.
proposed a motion control approach for a multi-joint robotic fish with the pectoral
fins assistance in [3]. The fish robot undulates its body and tail to produce the basic
swimming patterns that are aimed by a general internal model (GIM), while twists
its pectoral fins to assist the body to reach the desired direction. In [4], a novel
design of flexible joints for connecting the pectoral fins to the actuators is proposed.
This design allows the pectoral fin to sweep back passively in the recovery stroke
while maintaining its prescribed motion in the power stroke. In the another research
[5], the angle of attack theory based dynamic model of Ostraciiform robotic fish is
established that they used the CPG controller to predict mechanical behaviors of the
robot and guide the search for CPG parameters and gain optimization of the robot.
In [6], a model of the pectoral driven by SMA is developed for Koi Carp. In fin-ray
form, this is very flexible and maneuverable, but complicated to control. Based on
previous work, this paper proposes modeling a Carangiform robotic fish aimed by a
pair of flexible uniform pectoral fin. The undulating tail part is free. We also
employed a controller using Lyapunov’s theory to track the desired heading angle
and surge velocity trajectory and validate the built modeling results.

This paper is organized as follow: In Sect. 2, the hydrodynamic modeling of fish
robot actuated the pectoral fins is presented. In Sect. 3, the design of the controller
based on Lyapunov’s theory is conducted to support for motion in 2D plane. In
Sect. 4, the simulations are shown and discussed to validate results. Finally, con-
clusions are summarized in Sect. 5.

2 Fish Robot Modeling

2.1 Modeling of the Flexible Fin

The Carangiform fish robot model driven by pectoral fins is illustrated in the Fig. 1.
Several assumptions are made for modeling such as: the fins vibrate along its

Fig. 1 The model of fish robot with flexible pectorals

770 V.A. Pham et al.



fundamental mode shape; the fins are only bended along the longitudinal direction;
the bending directions of the fins in other directions are ignored. Therefore, an
approximate solution for propulsion’ mechanism is proposed by using some
first mode shapes (Fig. 2).

By using classical Euler-Bernoulli beam theory, the partial differential equation
describing the vibration of the forced underwater uniform fins can be presented as
[7]:

KM
@4w ‘; tð Þ

@‘4
þ q

@2w ‘; tð Þ
@t2

þ c
@w ‘; tð Þ

@t
¼ F ‘; tð Þ ð1Þ

where KM ¼ 1=12ð ÞEh3d0; q ¼ md0=A; A ¼ d0L; E, d0, h, A, L are elastic
module, thickness, width, area and length of fin respectively; c is a viscous damping
coefficient. This force per unit length F(l,t) acting on the fins to the encompassing
fluid is expressed by the Morison equation [8]:

F ‘; tð Þ ¼ � 1
2
qhd0Cdv ‘; tð Þ v ‘; tð Þj j � 1

4
pqhd

2
0Ca _v ‘; tð Þ ð2Þ

where Cd and Ca describe the damping and added mass effects, qh is the density of
water, v ‘; tð Þ is the flow velocity. To estimate the flow velocity on the points of fin,
we consider motions of pectoral fins and their hinge peduncles when robot moves
(Fig. 2).

Assume that the fish robot is always at the neutrally buoyant state. And, the center
of mass and the center of buoyancy have the same projection on the XY-plane. Some
coordinate systems are demonstrated in Fig. 2. The robot can move in the Earth-fixed
frame and the body frame is fixed in the central buoyancy of robot. We also assume
that the pectoral fins include two parts: the rigid hinge peduncles on one end and
flexible beam on the other. The unit vector which is perpendicular to the peduncle

y

z

x

Fig. 2 The schematic of in-plane swimming fish robot with the flexible fins are considered as
cantilever beam
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plane, called~n tð Þ, given as:~n tð Þ ¼~i sin h tð Þ cosw tð Þþ~j sin h tð Þ sinw tð Þþ~k cos h tð Þ.
Using the approaching in [2], the displacement of points on the flexible beam in the
body frame is given by:

~u ‘; tð Þ ¼~uB þ~uH ‘; tð Þþw ‘; tð Þ~n tð Þ ð3Þ

where:

~uB ¼~i a cosw tð Þ � �1ð Þlrb sinw tð Þ
h i

þ~j a sinw tð Þþ �1ð Þlrb cosw tð Þ
h i

þ 0:~k ð4Þ

~uH ‘; tð Þ ¼ L0 þ ‘ð Þ �~i cosw tð Þ cos h tð Þ �~j sinw tð Þ cos h tð Þþ~k sin h tð Þ
� �

ð5Þ

The angle h tð Þ deflected by the servomotor is of form: h tð Þ ¼ B sin 2pftþ dð Þ;
lr = 0 for the left fin, lr = 1 for the right fin. We employ~uB to denote the positon of
the original hinge in the Earth-fixed.~uH ‘; tð Þ accounts for the beam position in the
hinge-fixed frame and w ‘; tð Þ~n tð Þ for the displacement due to the beam’s vibration.

Taking the derivative of (3) with respect to time once and twice, after projecting
it onto ~n tð Þ, yields the velocity and acceleration of the flexible beam:

_~u ‘; tð Þ~n tð Þ ¼
X1
m¼1

_qi tð Þui ‘ð Þþ L0 þ ‘ð Þ _h tð Þ � �1ð Þlrb sin h tð Þ _w tð Þ ð6Þ

~u
::

‘; tð Þ~n tð Þ ¼
X1
m¼1

qi
::
tð Þui ‘ð Þþ L0 þ ‘ð Þ h

::

tð Þþ 1
2
sin 2h tð Þð Þ _w2 tð Þ

� �

� _w2 tð Þ sin2 h tð Þþ _h2 tð Þ
� �X1

m¼1

qi tð Þui ‘ð Þ

� sin h tð Þ a _w2 tð Þþ �1ð Þlrb sin 2w tð Þð Þ
h i

ð7Þ

Combining that: v ‘; tð Þ ¼ _~u ‘; tð Þ~n tð Þ; _v ‘; tð Þ ¼~u
::

‘; tð Þ~n tð Þ and substitute the
Eqs. (6) and (7) into Eq. (2), we can obtain solution of the Morison’s force
equation. Where, the displacement of the points of the fin, with respect to time, is
approximated by the series:

w ‘; tð Þ ¼
X1
i¼1

qi tð Þui ‘ð Þ ð8Þ

For robot operation, the pectoral fins vibrate in their first vibrational modes. An
approximate solution is obtained by projecting the equation of motion onto the
fundamental mode shapes beam vibration in vacuum. By using the Rayleigh-Ritz
method [9], the solution of the eigenvalue problem for the fixed-free beam in axial
vibration can be obtained.
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Solving the algebraic eigenvalue problem, we obtain the natural frequencies and
modal vectors. Normalizing ui ‘ð Þ to a unitary fin-tip displacement, that is,
ui Lð Þ ¼ 1. Following the Eigen function superposition method, we assumed that
the force loading along fin can be expressed as:

F ‘; tð Þ ¼
X1
i¼1

pi tð Þui ‘ð Þ ð9Þ

where ui is the eigenfunction of free un-damped vibration of the ith mode of the fins.
By multiplying both sides of Eq. (9) by a typical eigenfunction uj, integrating over
the length of fins and taking advantage of the orthogonality condition, we obtain:

pi tð Þ ¼

RL0
0
F ‘; tð Þui ‘ð Þd‘
RL0
0
u2
i ‘ð Þd‘

ð10Þ

Substituting Eqs. (8), (10) into Eq. (1), we obtain:

KM

X1
i

qi tð Þ @
4ui ‘ð Þ
@‘

þ q
X1
i

qi tð Þui
::

‘ð Þþ c
X1
i

qi tð Þ _ui ‘ð Þ ¼
X1
i

pi tð Þui ‘ð Þ ð11Þ

Combining the solution of the free vibration equation KMu4
i ‘ð Þ ¼ qx2

i ui ‘ð Þ into
Eq. (11), then multiplying both by uj, then integrating over the length of the fin and
using orthogonality condition, we obtain:

q qi
::
tð Þþ c _qi tð Þþ b4i

KM

L4

� �
qi tð Þ ¼ pi tð Þ ð12Þ

where: b2i ¼ xiL2
ffiffiffiffiffiffiffiffiffiffiffiffi
q=KM

p
; xi are fundamental frequencies. By solving the differ-

ential equations Eq. (12), qi tð Þ can archive. In this research, we use the first ten
mode shapes of homogenous cantilever beam. The detail of the method can be
found in [7].

2.2 Fish Robot Body Hydrodynamics

In order to model motion of the fish robot, we assume the following conditions such
as: the robot body is a rigid body, the moving of robot in a fluid, the fish robot is
driven by a pair of pectoral fins. The undulating tail part is free. In this paper, we
focus on the movement of the robot in XY plane, which has three degree of
freedoms, surge (u), sway (v) and yaw (r). The heading angle ψ, satisfying r ¼ _w, is
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also the angle between the body-fixed frame and the Earth frame system We assume
that the XZ-plane is a plane of symmetry for the vehicle body and neglect inertial
coupling between sway, surge and yaw motion. According to [10], the motion
equation of the rigid body is reduced to:

mb þmx 0 0
0 mb þmy 0
0 0 Jbz þ Jr

2
4

3
5 _u

_v
_r

2
4

3
5þ

� mb þmy
	 


vr
mb þmxð Þur

� mx � my
	 


uv

2
4

3
5 ¼

Fx

Fy

Mz

2
4

3
5 ð13Þ

where, the mass and the added mass of a fin mf ; maf ¼ 4=3ð ÞqhpL d0=2ð Þ2
respectively. The other added mass terms are given by [10]: mb ¼ 4=3ð Þqhpa1b21;
mx ¼ k1mf ; my ¼ k2mf ; Jz ¼ k0Jfz. Where, the positive constants: k1; k2 and k0 are
Lamb’s k-factor that depend only on the geometry of the body. Select mf ¼ q8s as
the mass of the displaced fluid, where 8s ¼ 4=3ð Þpab2 is the volume of the
spheroid; Jfz ¼ 1=5ð Þmf a2 þ b2ð Þ is the moment of inertia of the fluid’s spheroidal
mass.

The total external forces and moments obtained from the free-body diagram in
the Fig. 2 are expressed as:

Fx

Fy

Mz

2
4

3
5 ¼

1 1
0 0
�b b

2
4

3
5 fTL

fTR

� �
þ

� cos a sin a 0
� sin a � cos a 0

0 0 �1

2
4

3
5 fD

fL
fD

2
4

3
5 ð14Þ

The produced robot thrust is primarily due to the surrounding fluid inertia. The
instantaneous thrust of the fish robot is approximated as [2]: fTlr ¼ 0:5CTqhAt _v2lr tð Þ,
where: vlr tð Þ ¼ w L; tð Þ cos hlr tð Þþ Lt sin hlr tð Þ, lr is symbol of left or right fin,
Lt ¼ L0 þ L: the total length of the pectoral fin included fin and peduncle.

The hydrodynamic actions are expressed as [11, 12]: the body drag force
fD ¼ 0:5qhV

2SCD, the lift force fL ¼ 0:5qhV
2SCLa and the drag moment

sD ¼ 0:5qhV
2S 2að Þ CMaaþ 2a=Vð ÞCMrrð Þ. Where qh is the density of water. The

coefficient of drag CD, coefficient of lift CL, coefficient of hydrodynamic restoring
moment CMα, and coefficient of hydrodynamic viscous moment CMr. These coef-
ficients depend on the Reynolds number and on the attack angle α. The angle of
attack is as angle that the linear velocity vector of the vehicle whose the magnitude
is V ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

u2 þ v2
p

, form with the positive of the x-axis.

3 Controller Design

In our previous research, the stabilization of robot heading angle is done without
caring the surge velocity. The moving velocity of robot is not controlled. In this
paper, we propose a method of tracking moving direction and surge velocity of
robot. This is based on the directive Lyapunov’s stabilization method (Fig. 3).
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To stabilize the heading angle of robot to referent direction, the control law is
chosen to satisfy the condition below:

V ¼ 1
2
_e2w þ

1
2
e2w þ

1
2
e2u ð15Þ

where: ew ¼ w� wr; _ew ¼ _w� _wr; eu ¼ u� ur are the error, error differential of
heading angle and the error of velocity surge.

_V ¼ _ew ew
:: þ ew

	 
þ _eueu ð16Þ

In order to _V � 0, we choose: ew
:: ¼ �k1 _ew � ew and _eu ¼ �k2eu, rewriting these

conditions, we obtain: w
::

¼ �k1 _ew � ew þ wr

::

and _u ¼ �k2eu þ _ur. Where, k1 and
k2 are the positive constants. Substituting into Eq. (13) and combining Eq. (14). We
obtain:

fTLd
fTRd

� �
¼ 1=2 �1=2b

1=2 1=2b

� � mb þmxð Þ _ur � k2euð Þ � vr mb þmy
	 
þ fD cos a� fL sin a

Jbz þ Jrð Þ ur
:: �k1 _ew � ew

� �
� mx � my
	 


uvþ sD

" #

ð17Þ

The Eq. (17) describes the desired force of each fin. Because of the difficulties of
the explicitly presenting the inverse hydrodynamic model of pectoral fins, we used
black-box modeling approach to reconstruct the mathematical relationships
between the produced thrust and the desired pectoral fin angles. To reduce the
complexity of the identified model, some constraints are added such as: the fin
vibration frequency and the maximum vibration amplitude are constants. The
identified system is a single input single output system. The Hammerstein-Wiener
estimation model is proposed to simply processing issue and guarantee accuracy of
alternative model. This structure is nonlinear estimator model chosen by trial-error
method. The structure of Hammerstein-Wiener model includes three blocks: non-
linear input block, linear block described by a linear transfer function and nonlinear
output block. Because the thrust force produced by high frequency oscillation of
fins, so we approximate the desired thrust force as average force. The chosen input
and output nonlinearity estimators are the piecewise linear functions. The number

refψ realψ
ψe

leftθ

rightθ

-

+
Lyapunov

control law

refu ue
-

+
Approximate
inverse model

realu

TRdf

TRdf

Fig. 3 The structure of the direction and velocity control system
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of zeros, poles and the input delay of linear block are one, two and three, respec-
tively. The fit of the identified model tested independence can reach more than
94 %.

4 Simulation Results

To validate the feasibility and reliability of our fish robot’s fins modelling, the fins
oscillation and swimming mode simulation are implemented. The geometric
parameters of the fish robot are included as follow: a = 0.05 m, a1 = 0.10 m,
b = 0.04 m, b1 = 0.03 m, c1 = b1, L0 ¼ 0:010 m; L ¼ 0:050 m; d0 ¼
0:015 m; qh ¼ 1000 kg/m3. The mass of each fin: mf ¼ 0:35:10�3 kg, the damping
coefficient: c ¼ 500 Ns/m2. The Reynolds number 12133�Ref � 30903 and the
thrust coefficient CT ¼ 0:496 � 10�3; CD = 2.1, CL = 16, CMa ¼ 0:7; CMr ¼
1; Cd ¼ � 2:031; Ca ¼ �0:134; Eh3 ¼ 0:9:10�2 Nm. The sampling time:
dt = 0.001 S. The vibration frequency and initial phase of fins are 35 Hz and 0(rad),
respectively. The maximum vibration amplitude of fins: Bmax ¼ p=6. The control
parameters include: the parameter of direction and stabilizer and the parameter of
controller: k1 ¼ 0:5, k2 ¼ 5, respectively. The reference heading angle and surge
velocity trajectory equation are in the form: wr ¼ p=6ð Þ sin 0:025ptð Þ radð Þ,
ur ¼ 0:025 1þ sin 0:01ptð Þð Þ m=sð Þ, respectively.

The Fig. 4 illustrates the heading angle response of the fish robot movement. The
moving direction respond quite rapidly converge to the desired trajectory. This
motion is quite smooth because there are not the phase difference of fin vibrations.
The settling time is about 12 s.

While moving, the surge velocity can be changed by the reference velocity. The
settling time is only about 10 s. This surge velocity is fluctuated by the disconti-
nuity of the thrust forces.

The change of thrust force on the fins is demonstrated in the Fig. 5. The real
thrust forces have large switch phenomenon. These have the same frequency of
pectoral fins.

The responds of fin vibration amplitude are shown in the Fig. 6. These have the
same shapes with that the desired thrust forces respond.

Fig. 4 The real and reference responds of heading angle and surge velocity
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5 Conclusion

In this paper, we presented a hydrodynamic model for the fish robot actuated by the
flexible pectoral fins. The mathematical model of the pectoral fins is based on Euler
—Bernoulli beam theory. The Rayleigh-Ritz method is used to approximate the
eigenvalue problem and mode shape. The simulations are carried out by numerical
approximate method. The dynamic of the fish body are obtained by considering this
part is the rigid body and using Kirchhoff’s equation. In particular, the important
hydrodynamic properties are also considered, such as: the added mass and damp-
ing. The control law based Lyapunov’s stabilization theory is proposed to track the
desired direction and velocity. The Hammerstein-Wiener model is also used to
approximate the complex inverse dynamic model of pectoral fins. The simulation
results showed the suitability of the proposed modeling and the performance of the
control system.

Acknowledgement This research is funded by the Ho Chi Minh City University of Technology,
Vietnam under grant number TNCS-CK-2015-13.

Fig. 5 The desired and produced thrust forces on the pectoral fins

Fig. 6 The real vibration amplitude on the pectoral fins
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Precise Position Control of Shoes-Upper
for Screen Printing Machine
Using SCARA Robot

Trong Hieu Bui, Anh Tuan Bui and Thanh Huy Phung

Abstract This paper proposes a new method to enhance precise position control of
shoes-upper for screen printing machine. The method is based on control of
SCARA robot and image processing. The system has a SCARA robot attached a
suction plate on its end-effector, a fixed table and a conveyor system for screen
printing machine. The suction plate takes supplied a shoes-upper on fixed table and
calibrates its position from the table to conveyor. Position errors are eliminated
during robot’s motion. The SCARA robot is controlled by a simple PD controller.
The effectiveness of the method is verified through a model-based simulation and
its results.

Keywords Inverse kinematics � Kinetics � SCARA robot � Image processing

1 Introduction

Recently, various products of leather textile industry have decorations printed by
screen printing machines. Especially in sport shoes, many types of printed deco-
rations make shoes become more beautiful and valuable. In Fig. 1, the parallel
stripes are used as press-segments.
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These stripes are printed by automatic printing machines through many stages
then dried up automatically with drying mechanism inside. These screen printing
machines reduce stages and save time, labour, cost of products. However,
shoes-upper supplied for printing machine has been executed totally by hand. This
work depends on the experience and psychology of workers, so it increases the
errors, labour charge and price of products. This affects to next stage, which is
sewing contour lines on printed stripes which could make more waste products. So,
the problem is how to innovate the technology in order to optimize and automate
the feeding stage for the conveyor of screen printing machines.

To solve this problem, some feeder systems for screen printing machines have
recently been developed. Bui et al. [1] developed successfully a ball screw feeder
system. But this system is pretty bulky and not flexible. It’s only suitable for screen
printing machines with stations along line.

This research proposes another method that is able to apply many types of screen
printing machines using SCARA robot. SCARA robot may be applied to enhance
precision of shoes-upper’s position on the conveyor of screen printing machines.
This can be achieved from SCARA robot’s wide flexible operation range. SCARA
will eliminate the position errors of shoes-upper when it moves its joints. The
objective of this research is to be applied in many fields outside leather and shoes
industry as medical service or fuel supplying.

The executive steps to eliminate the errors of shoes-upper by using SCARA
robot are as follows

• Step 1. A shoes-upper is located on the fixed table.
• Step 2. To reduce noise, a CCD camera (put above fixed table) takes an image of

current shoes-upper. Apply image processing to calculate the geometric
properities of this image as centroid and oriented angle.

• Step 3. Use a SCARA robot to move the shoes-upper from fixed table to
conveyor of screen printing machine. The SCARA’s end-effector moves to the
center of the image, then moves to a desired position in the conveyor. The
rotation error will be adjusted by end-effector after that (Fig. 2).

Fig. 1 Shoes with white stripes
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2 System Modelling

2.1 Systematic Coordinators and Notations

To analyse the system, the coordinate are set as Fig. 3. (Oxy) is the global coor-
dinate system, which has the origin O at the origin of the Scara robot; (Iuv), (Au1v1)
and (Bu2v2) are the coordinate systems attached to the image, the table and the
conveyor respectively. For the sake of simplicity, it is assumed that the captured
image covers the fixed table. This could be achieved by camera calibration. The
coordinates of local origins in the global system are I xI ; yIð Þ;A xA; yAð Þ;B xB; yBð Þ.
The SCARA robot is described in 2D as Fig. 3b. (O1x1y1) is local coordinate
system, θ1 and θ2 are joints angles, L1 and L2 are lengths of the arms. In 2D global
system, the coordinates of end-effector is (px, py).

Transformation from the image coordinate to the robot coordinate is as follows:

x
y
1

2
4
3
5 ¼

1=k1 0 xI
0 �1=k2 yI
0 0 1

2
4

3
5 u

v
1

2
4
3
5 ð1Þ

where k1, k2 are the scale factors by u and v directions, respectively.

Fixed table

Camera

Conveyor

Screen printing 
machine

Scara robot

The Suction 
plate

Shoe-upper  
on the table

Fig. 2 The process of
eliminating errors using a
SCARA robot
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Fig. 3 The relationship of coordinate systems

Precise Position Control of Shoes-Upper for Screen Printing … 781



2.2 Shoes-Upper Image Processing

Similarly to paper [1], the centroid and oriented angle of shoes-upper on image are
used to control SCARA robot. The captured images are RGB image while the
images used to calculate are binary image. Therefore, the images will be converted
to binary image using Otsu’s method after image pre-processing, then used to
determine the geometric properties. It is also necessary to interest the reliable
hardware and stability of light source.

Two geometric properties of area concerned with the image are centroid of area
C(uC, vC) and oriented angle α [1–3] (Fig. 4).

The centroid of plane area is

uC ¼ 1
F

Xn
u¼1

Fðu; vÞ � u

vC ¼ 1
F

Xm
v¼1

Fðu; vÞ � v

8>>>><
>>>>:

ð2Þ

where m × n is size of image, F(u, v) is the value at pixel (u, v) and F is sum of all
pixel values.

v

v

uI

vC

uC

u’

v’
dF

C

u
Fig. 4 The centroid and
oriented angel of a
shoes-upper in image
coordinate (Iuv)
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And the oriented angel α

a ¼ 1
2
atan

�2
P

1� u� n;1� v�m
ðu� uCÞðv� vCÞFðu; vÞ

 !

P
1� v�m

ðv� vCÞ2Fðu; vÞ �
P

1� u� n
ðu� uCÞ2Fðu; vÞ

 !
0
BBBB@

1
CCCCA ð3Þ

2.3 Position of End-Effector

With a SCARA as Fig. 3b, the position of end-effector in 2D:

px
py

� �
¼ L2 cosðh1 þ h2Þþ L1 cosðh1Þ

L2 sinðh1 þ h2Þþ L1 sinðh1Þ
� �

ð4Þ

Hence,

p2x þ p2y ¼ L2 cosðh1 þ h2Þþ L1 cosðh1Þð Þ2 þ L2 sinðh1 þ h2Þþ L1 sinðh1Þð Þ2 ð5Þ

With configuration as Fig. 3b:

¼[ h2 ¼ arccos
p2x þ p2y � L21 � L22

2L1L2

 !
ð6Þ

¼[ h1 ¼ arctan
py
px

� �
� arccos

p2x þ p2y þ L21 � L22

2L1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2x þ p2y

q
0
B@

1
CA ð7Þ

To take the shoes-upper, the end-effector should go to the calculated center of
the shoes-upper image. From Eq. (1):

px ¼ uC
k1

þ xI
py ¼ � vC

k2
þ yI

�
ð8Þ

After taking the shoes-upper, the robot move to get the desired position (pxd, pyd)
on the conveyor. When the moving is accomplished, the end-effector rotate an
angle Ω:

X ¼ a� ad � h1 � h2 ð9Þ

where αd is desired oriented angle of the reference shoes-upper on the conveyor.
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2.4 Dynamics of SCARA Robot

Dynamic equations of SCARA robot is determined using Lagrangian method.
Firstly, only two joints (θ1, θ2) change to take and move the shoes-upper, after that,
the end-effector rotates independently, so it is able to consider the robot as a two
link robot. Consider this model of SCARA robot contains 2 rods with masses M1,
M2 and length of rods are L1, L2. The mass of motor attached on the first link isM3
and the motor and end-effector on second link is M4 as Fig. 5.

TP1: consider 2 links as 2 homogeneous rods with masses M1, M2 and length
L1, L2.

TP2: 2 links are considered 2 point masses M3, M4 attached on 2 rods without
mass and have length L1, L2.

Lagrangian function is given as [4]:

L ¼ K� P ð10Þ

where L: Lagrangian, K: the kinetic energy of body, P: the potential energy of body.
Lagrangian equation describes the dynamics of a link robot

si ¼ d
dt

@L

@ _hi

� �
� @L
@hi

ð11Þ

where τi is torque exerted on each joint, i = 1, 2.
While two joints moving, assume potential energy equals zero (P = 0; L = K).
The kinetic energy of each mass of SCARA robot [4]:

Ki ¼ 1
2
Miv

T
CivCi þ

1
2
ixT

i
CiIi

ixi; i ¼ 1. . .4 ð12Þ

where, vC i: the linear velocity at the center of mass i.

Fig. 5 The parts of SCARA robot
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CiIi: the inertia tensor with respect to center of mass i.
ωi: the angular velocity of the mass i.

The model of SCARA robot could be divided into 2 separated parts as follows
System TP1 with 2 homogeneous rods with masses M1, M2:

s11 ¼ €h1 M2L21 þ 1
3M2L22 þM2L1L2c2 þ 1

3M1L21
� 	

� _h1 _h2M2L1L2s2 þ €h2 1
3M2L22 þ 1

2M2L1L2c2

 �� 1

2
_h22M2L1L2s2

s21 ¼ €h2 1
3M2L22

 �þ €h1 1

3M2L22 þ 1
2M2L1L2c2


 �þ 1
2
_h21M2L1L2s2

8><
>: ð13Þ

System TP2 contains 2 point masses M3, M4:

s12 ¼ €h1 M3L21 þM4L21 þ 2M4L1L2c2 þM4L22
� 	� 2 _h1 _h2M4L1L2s2

þ €h2 M4L22 þM4L1L2c2

 �� _h22m4L1L2s2

s22 ¼ €h1 M4L22 þM4L1L2c2

 �þ €h2 M4L22


 �þ _h21M4L1L2s2

8><
>: ð14Þ

The dynamic equations of SCARA robot are obtained as:

s1 ¼ s11 þ s12
s2 ¼ s21 þ s22

�
ð15Þ

3 Control Process

Consider the SCARA robot with dynamic equation given by [5] as follows:

M hð Þ€hþV h; _h
� 


¼ s ð16Þ

where h ¼ ½h1; h2�T :
And the following PD control law is given as shown in Fig. 6:

s ¼ KPEþKD _E ð17Þ

where E = θd – θ; KP, KD are diagonal gain matrices and positive definite.

Fig. 6 Scheme of SCARA
robot control
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Using Lyapunov’s method to proof the globally asymptotically stability of robot,
a candidate Lyapunov function is chosen as [5]:

v ¼ 1
2
_hTM hð Þ _hþ 1

2
ETKPE ð18Þ

The first derivative of Eq. (17) with respect to time is obtained as follows:

_v ¼ _hTM hð Þ€hþ 1
2
_hT _M hð Þ _h� _hTKpE

¼ _hTM hð Þ€hþ 1
2
_hT _M hð Þ _h� _hT M hð Þ€hþV h; _h

� 

þKD

_h
h i ð19Þ

Hence

_v ¼ _hT
1
2
_M hð Þ � Vmðh; _hÞ

� �
_h� _hTKD

_h ð20Þ

where

_hT
1
2
_M hð Þ � Vmðh; _hÞ

� �
_h ¼ 0 ð21Þ

From Eq. (21), Eq. (22) leads to:

_v ¼ � _hTKD
_h ¼ � _h21KD1 � _h22KD2\0 8hð Þ ð22Þ

According to Lyapunov’s method from Eqs. (18), (19) and (23), the system is
globally stability.

Start

Locate the shoes-upper on 
the fixed table

Take the image, 
preprocessing and convert 

to binary

Calculate geometric 
properties

Move the end-effector to 
image’s centroid

Move the shoes-upper to 
desired position

End-effector rotate to 
eliminate rotational error

Put the shoes-upper on the 
conveyor

End

Fig. 7 Algorithm scheme of eliminating errors
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The nonlinear differential equations of system are (Fig. 7):

€h1
€h2

� �
¼ M hð Þ�1 KP1 h1d � h1ð Þ � KD1

_h1
KP2 h2d � h2ð Þ � KD2

_h2
� V h; €h

� 
� �
ð23Þ

s1 ¼ KP1 h1d � h1ð Þ � KD1
_h1

s2 ¼ KP2 h2d � h2ð Þ � KD2
_h2

�
ð24Þ

4 Simulation Results

The robot parameters: L1 = L2 = 0.5 m; M1 = M2 = M3 = M4 = 1 kg.
Images used to simulate: (1115 × 912) pixels.
Systematic parameters: xA = xI = −650 mm; yA = 500 mm; xB = 650 mm;

yB = 500 mm; k1 = 7.5; k2 = 6.5.
Desired centroid and oriented angle of the reference shoes-upper on the con-

veyor in global frame: xCr = 720.7325 mm; yCr = 572.0748 mm; αCr = 32.9706°
(Figs. 8, 9, 10 and 11)

Kp1 ¼ 20; Kd1 ¼ 10; Kp2 ¼ 15; Kd2 ¼ 10:

Fig. 8 Supplied image (a) and desired image (b) of shoes-upper

Fig. 9 Binary image of supplied shoes-upper’s image before (a) and after simulation (b)
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5 Conclusions

This paper introduced a precise position control of shoes-upper using image pro-
cessing techniques and SCARA robot for the screen printing machine which is used
to print the stripes on the shoes-upper. The inverse kinematic model of the SCARA
robot was analyzed to control precise position of shoes-upper. And the kinetic
model of the SCARA robot was analyzed to simulate the motion of end effector
from the conveyor to the fixed table and return. The effectiveness of the proposed
controller was proved through simulation results.
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A Study on Controllers Design of a 3-Joint
Carangiform Fish Robot in 3D
Environment

Khac Anh Hoang, Van Anh Pham, Tan Tien Nguyen
and Tuong Quan Vo

Abstract This paper proposes a dynamic analysis to control a 3-joint Carangiform
fish robot to swim to the 3D environment by using Newton-Euler and
Euler-Lagrange concepts. The fish robot is designed into two parts: the head of fish
robot and the tail of fish robot. The tail of fish robot will be analyzed which is quite
similar to the analysis of the dynamic model of the manipulator. By controlling the
tail of fish robot with respect to the desired profiles and controlling the changing
central system, the fish robot can be controlled in the 3D environment. To simplify,
the motions of fish robot are assumed to consist of two main motions: the move-
ment of fish robot on the horizontal plane and movement of fish robot to the desired
depth. The Fuzzy controller is designed to control the centroid displacements
system. The Adaptive Back Stepping controller is developed to control the tail of
fish robot.

Keywords Fish robot � Dynamic model � Manipulator � Back stepping con-
troller � Fuzzy controller

1 Introduction

Recently, the research directions on robotic fish has strongly developed and
achieved many accomplishments. J. Edward Colgate and Kevin M. Lynch pre-
sented a review about mechanics and control of swimming for the fish robot [1].
The most of the fish robots are developed based on the Carangiform type because of
its flexibility and easiness in control. Normally, the Carangiform fish robot is
designed with 2-joint, 3-joint or 4-joint. Motomu Nakashima et al. described a
numerical and experimental study of a 2-jointed fish robot and using self-excitation
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[2]. QinYan et al. developed a Carangiform robotic fish with 4-joint of tail, they
considered the influences of characteristic parameters including the frequency, the
amplitude, the wave length, the phase difference and the coefficient on forward
velocity [3]. The design and control of fish robot swim like real fish by using the
continuous structures instead of discrete. That is the important contributions of [4].
Feitian Zhang el al. developed the fish robot which was combined by the strengths
of both underwater gliders and robotic fish and established a dynamic model of
robot [5]. Michail Makrodimitris el al. researched the method depth control for
robotic fish. By using small dc pump, the depth system dynamic and controller are
developed. Though experiment, they expected the low-cost and energy-efficient
small underwater vehicles [6].

In this paper, a new method of modeling the dynamics of this fish robot is
presented. The design concept is the combination of dynamic of AUVs
(Autonomous Underwater Vehicles) and dynamic of manipulator. Then, the design
of the controllers will be discussed. These controllers help the fish robot swim to the
desired angles. Because the model system is a nonlinear system, the intelligent
controllers or nonlinear controllers are required to control the robot to meet the
desired requirements. The Fuzzy controller, which is an intelligent controller, will
be controlled the pitch angle. And, the Adaptive Back Stepping controller, which is
a nonlinear controller, is developed to control the tail of fish robot. Thereby, the
yaw angle will be controlled. Then, some simulation results are introduced to prove
the effectiveness and feasibility of our proposed methods (Fig. 1).

2 Fish Robot Modeling

With the simple design, the fish robot has 3-Joint and head part. The tail of fish
robot is combined by 2 active joint and 1 passive joint. The structure of our fish
robot is described in Fig. 2. The fish robot moves in horizontal plane by the caudal
part’s oscillations. This caudal part’s oscillation will generate the propulsion force

Fig. 1 Structure of 3-Joint
carangiform fish robot
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that make fish robot swim forward. The centroid displacements system is a simple
system which is combined the mass (m), guide screw DC servo motor (Table 1).

The idea of dynamic is developed by Newton-Euler function and dynamic of
robot manipulator. The equations of motion of head robotic fish are nonlinear
function and it is described by Eq. (1) [7]:

M�nþCðnÞþDðnÞnþ gðgÞ ¼ T ð1Þ

where, M�—Inertia matrix; CðnÞ—Coriolis and Centripetal matrix; DðnÞ—
Damping matrix; gðgÞ—The resultant vector of gravity and buoyancy; T—total
forces and moments are acting on the vehicle with respect to the body-fixed
coordinates; n ¼ u vw p q r½ �T ; n—The translational and rotational velocities in
body-fixed coordinates.

Equation (1) is the equations of motion of head robotic fish in six degrees of
freedom with body-fixed coordinates. The relation of translational velocities
between body-fixed and earth-fixed coordinates is show in [7].

Fig. 2 The method depth
control for fish robot [10]

Table 1 The control parameters for fish robot

DOFs Motions & rotation Linear & angular velocities Position & euler angles
(Earth-fixed coordinates)

1 Surge u x

2 Sway v y

3 Heave w z

4 Roll p /

5 Pitch q h

6 Yaw r w
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The forces exerting on fish robot are created by the tail of fish robot. The value of
forces is depended on the frequency and amplitude of tail. They are presented in [8].
FV is the inertial fluid force and FJ is lift force on the tail fin. FF is the thrust force
component at tail fin, FC is lateral force component at tail fin and FD is the drag
force. Based on [3, 8] the equations of forces are described in Eqs. (2) and (3).

Fv ¼ pqLC2 _Usinaþ pqLC2_aUcosa ð2Þ

FJ ¼ 2pqLCU2sinacosa ð3Þ

FF ¼ FFV � FFJ ¼ ðFV � FJÞ sin h1 þ h2 � h3ð Þ ð4Þ

FC ¼ FCV � FCJ ¼ ðFV � FJÞ cos h1 þ h2 � h3ð Þ ð5Þ

where, L is the span of the tail fin, q is the water density, U is relative velocity at the
center of the fin, a is the attack angle and 2C is the chord length. hi (i = 1, 2, 3) is
horizontal rotated angle at the joints. The tail of fish robot can be modeled as a three
link system. It is shown in Fig. 3. To like the aim robot system, the model must
have spring k1 at the first joint, spring k2 at the second joint and k3 at the final joint.
The c1, c2 and c3 are the damping coefficients at center of link. The Euler-Lagrange
equation is applied for the tail of fish robot. The generalized forces include the
moment of actuator and the moment is caused by FF and FC, because the tail of fish

Fig. 3 Fish robot analytical
model [8]

Fig. 4 Forces distribution on
fish robot [8]
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robot only moves in Oxy plane. The equation of the three links is written as follows
(Fig. 4):

M11 M12 M13

M21 M22 M23

M31 M32 M33

2
4

3
5 €h1

€h2
€h3

2
4

3
5 ¼

N1

N2

N3

2
4

3
5þ

P1

P2

P3

2
4

3
5 ð6Þ

The details of Mij and Ni are described in [8] (i, j = 1, 2, 3). Pi is the moment of
actuator at the joint (i = 1, 2, 3). By using have the angle variables (hi (i = 1, 2, 3)),
FF and FC are calculated. Based on Eq. (1), the motion of equation is presented in
Eq. (7):

m _u� vrþwq� xg q2 þ r2ð Þþ yg �_rð Þþ zg _qð Þ� � ¼ P
Xext

m _vþ ur � yg r2ð Þþ zg qrð Þþ xg _rð Þ� � ¼ P
Yext

m _w� uq� zgq2 � xg _qþ ygrq
� � ¼ P

Zext
Iyy _qþm zg _u� vrþwqð Þ � xg _w� uqð Þ� � ¼ P

Mext

Izz _rþm xg _vþ urð Þ � yg _u� vrþwqð Þ� � ¼ P
Next

8>>>><
>>>>:

ð7Þ

where, m-the mass of robot; xg; yg; zg
� �

—The central coordinates of central of fish
robot in body-fixed coordinate; Izz; Iyy and Ixx—the moment of inertia according to
Oz axis, Oy axis and Ox axis;

P
Xext—The sum of forces along the Ox axis;P

Yext—The sum of forces along the Oy axis;
P

Zext—The sum of forces along the
Oz axis;

P
Next—The sum of moments according to the Oz axis;

P
Mext—The sum

of moments according to the Oy axis.

3 Controllers Design

In this section, the controllers for the fish robot are designed. The centroid dis-
placement system is controlled by the Fuzzy controller and Adaptive Back Stepping
controller controls the tail of the fish robot. With the desired profiles, the tail of the
fish robot can create forces and moment to control the robot. Because the tail acts as
the robot manipulator system, so each joint will have the dedicated controller.

3.1 Fuzzy Controller

In reality, Fuzzy logic controller is used to control many systems including linear
and nonlinear ones. This is the intelligent controller which is not depended on the
dynamic of the system that it will control. But it is depended by the experience of
programmer. The Fuzzy controller has two inputs (the error of pitch angle (e) and
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the rate of the change of error of pitch angle (ec)) and one output (L1—location of
mass). The triangle membership function is used for input and output variables. The
defuzzification method chosen is COG. The fuzzy variables and the rule for Fuzzy
controller are defined:

e (the error) = {NB (Negative Big), NM (Negative Medium), NS (Negative
Small), ZE (Zero), PS (Positive Small), PM (Positive Medium), PB (Positive Big)}.

ec (the change of error) = NB (Negative Big), NM (Negative Medium), NS
(Negative Small), ZE (Zero), PS (Positive Small), PM (Positive Medium), PB
(Positive Big)}.

L1 (location of mass) = {NB (Negative Big), NM (Negative Medium), NS
(Negative Small), ZE (Zero), PS (Positive Small), PM (Positive Medium), PB
(Positive Big)} (Table 2).

3.2 Adaptive Back Stepping Controller

Back Stepping controller is one of the nonlinear controllers that is used for the
trajectory following control problem. Based on [9], the Adaptive Back Stepping
controller is designed to control tail of robot. Equation (6) can be written to Eq. (8):

M h
::

¼ NþP ð8Þ

where, M ¼
M11 M12 M13

M21 M22 M23

M31 M32 M33

2
4

3
5; h:: ¼

€h1
€h2
€h3

2
4

3
5;N ¼

N1

N2

N3

2
4

3
5;P ¼

P1

P2

P3

2
4

3
5

Now, the followings are defined: H ¼ �M�1N; s1 ¼ h; s2 ¼ _h. Then, Eq. (8)
becomes:

_s1 ¼ s2
Mð_s2 þHÞ ¼ P

�
ð9Þ

Table 2 Fuzzy rules for L1 L1 ec

e NB NM NS ZE PS PM PB

NB PB PB PM PS PS ZE ZE

NM PB PB PM PS PS ZE NS

NS PM PM PM PS ZE NS NS

ZE PM PM PS NS NS NM NM

PS PS PS ZE NS NS NM NM

PM PS ZE NS NM NM NM NB

PB PB PB PB NM NM NB NB
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Define: e1 ¼ href � s1; e2 ¼ xref � s2;xref ¼ e1e1 þ _href

_e2 ¼ �e21e1 þ e2e1 þ €href
� �

�M�1PþH ð10Þ

With e1 and e2 are the positive constants. href is the reference angle matrix at the
joints. Based on Eq. (10) the control input is chosen:

P ¼ M̂ 1� e21
� �

e1 þ e2ðe1 þ e2Þþ €href þ Ĥ
� �

ð11Þ

In Eq. (11), M̂ and Ĥ are the estimated functions matrix of M and H functions
matrix. The errors of the estimate functions are defined as:

�M ¼ M � M̂; �H ¼ H � Ĥ

By substituting Eq. (11) into Eq. (10):

_e2 ¼ �e1 � e2e2 þM�1 �M 1� e21
� �

e1 þ e2ðe1 þ e2Þþ €href þ Ĥ
� �

þ �H ð12Þ

The estimated functions are found by using the Lyapunov function.

V ¼ 1
2
eT1 e1 þ

1
2
eT2 e2 þ

M�1T

2
�MT �Mþ 1

2
�HT �H ð13Þ

The time derivative of V is presented in Eq. (13):

_V ¼ eT1 _e1 þ eT2 _e2 þM�1T �MT � d
dt
M̂

	 

þ �HT � d

dt
Ĥ

	 

ð14Þ

Substituting Eq. (12) into Eq. (14):

_V ¼ �e1e
T
1 e1 � e2e

T
2 e2

þðM�1 �MÞT e2 1� e21
� �

e1 þ e2ðe1 þ e2Þþ €href þ Ĥ
� �

� d
dt
M̂

� �

þ �HT e2 � d
dt
Ĥ

� � ð15Þ

Our purpose is _V\0 so the estimated functions can be chosen as:

dM̂
dt

¼ e2 1� e21
� �

e1 þ e2ðe1 þ e2Þþ €href þ Ĥ
� �

;
dĤ
dt

¼ e2

Meanwhile: _V ¼ �e1eT1 e1 � e2eT2 e2 < 0. Now, the dynamic of tail system is
stable.
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4 Simulation Results

The simulations are carried out which is based on the equation of fish robot as
introduced in Sect. 2. In this section, Fuzzy controller and Adaptive Back Stepping
controller, which are showed in Sect. 3, are used to operate the yaw angle and pitch
angle of fish robot. The desired yaw angle is 60° and the desired pitch angle is 30°.
The sin profiles of tail of the fish robot are as follows:

h1ref ¼ DþA1sin 2pf1tþu1ð Þ; h2ref ¼ DþA2sinð2pf2tþu2Þ

where, h1ref is desired angle of first-joint, h2ref is desired angle of second-joint, D
are the desired yaw angle of robot with D ¼ �Kperroryaw; KP is the rate factor;
erroryaw is the error of yaw angle of robotic fish. A1 and A2 are the amplitude of sin
profiles of tail. f1 and f2 are the frequency of sin wave; u1 and u2 are the phase
angles (Table 3).

Choose: KP ¼ 1;A1 ¼ A2 ¼ 0:0873rad; f1 ¼ f2 ¼ 0:5Hz;u1 ¼ �p=12; u2 ¼ p=12

Parameters of Back Stepping controller: e1 ¼ 2
5

� �
; e2 ¼ 2

9

� �

The response of yaw angle is introduced in Fig. 5. Base on Fig. 5, the response
takes about 40 s to control fish robot to the desired yaw angle. The yaw angle is
oscillated quite strong at the beginning time but it gradually stable at about 4 s.
When fish robot swims to the desired yaw angle of 60°, the fish robot’s yaw angle

Table 3 Parameters of fish
robot

Ixx ¼ 0:01304 (m4) m1 ¼ 0:354 (kg) a2 ¼ 0:035 (m)

Iyy ¼ 0:3722 (m4) l1 ¼ 0:167 (m) c2 ¼ 8 � 10�2

Izz ¼ 0.271 (m4) a1 ¼ 0:115 (m) k2 ¼ 2 � 10�2

m0 ¼ 1:54 kg c1 ¼ 12 � 10�2 i3 ¼ 0:0215 (m4)

q ¼ 998 kg/m3 k1 ¼ 6:9 � 10�2 m3 ¼ 0:05 kg

CD ¼ 0:5 i2 ¼ 0:195 (m4) a3 ¼ 0:1 (m)

SX ¼ 0:021 (m2) m2 ¼ 0:06 kg c3 ¼ 2 � 10�2

i1 ¼ 0:813 (m4) l2 ¼ 0:088 (m) k3 ¼ 25 � 10�2
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Fig. 5 The yaw angle of
robotic fish (Degree)
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still has small oscillations with amplitude about �10°. Whole body still has some
light oscillations which are similar to the real fish. The Figs. 6, 7 and 8 show the
angle variables of tail of robot in the body-coordinate.

Using Fuzzy controller, the response of pitch angle is showed in the Fig. 9, it
takes about 20 s to control fish robot to the desired pitch angle of 30°. The pitch angle
is oscillated with decreasing amplitude but it gradually stable at about 18 s. The
Fig. 10 shows the location of mass of the centroid displacement system, it has the
length about 0.1 m. The position of fish robot is introduced in the Figs. 11 and 12.
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20

Time (s)
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Fig. 6 h1 angle (Degree)
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Fig. 7 h2 angle (Degree)
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Fig. 8 h3 angle (Degree)
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5 Conclusion

In this paper, the dynamic equation of a 3-joint Carangiform fish robot is intro-
duced. Then, based on the dynamic equation of the fish robot, the Fuzzy controller
and Adaptive Back Stepping controllers are designed to control fish robot moving

0 20 40 60 80 100
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Time(s)

Pitch Angle

Desired Pitch

Fig. 9 The pitch angle of
robotic fish (Degree)
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Fig. 10 The L1 distance (m)
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Fig. 11 The trajectory of
robotic fish in Oxy
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in Oxy and Oxz planes. The simulation results for Fuzzy, Adaptive Back Stepping
controllers to following the desired yaw and pitch angles. The fish robot’s yaw
angle has small oscillations with amplitude about �10°. Whole body still has some
oscillations which are similar to the real fish.

Acknowledgments This research is funded by the Ho Chi Minh City University of Technology,
Vietnam under grant number TNCS-CK-2015-13.

References

1. Colgate JE, Lynch KM (2004) IEEE mechanics and control of swimming: a review. IEEE J
Oceanic Eng 29(3)

2. Motomu N, Norifumi O, Kyosuke ONO (2003) A study on the propulsive mechanism of a
double joint fish robot utilizing self-excitation control. JSME Int J Series C 46(3)

3. Yan Q, Han Z, Zhang S-W, Yang J (2008) Parametric research of experiments on a
carangiform robotic fish. J Bionic Eng 5

4. Daou HEL, Salumäe T, Ristolainen A, Toming G, Listak M, Kruusmaa M (2011) A
Bio-mimetic design and control of a fish-like robot using compliant structures. In: The 15th
International Conference on Advanced Robotics Tallinn University of Technology Tallinn,
Estonia, June 20–23, 2011

5. Zhang F, Thon J, Thon C, Tan X (2012) Miniature underwater glider: design, modeling, and
experimental results. In: 2012 IEEE International Conference on Robotics and Automation
RiverCentre, Saint Paul, Minnesota, USA, May 14–18, 2012

6. Makrodimitris M, Aliprantis I, Papadopoulos E (2014) Design and implementation of a low
cost, pump-based, depth control of a small robotic fish. In: 2014 IEEE/RSJ International
Conference on Intelligent Robots and Systems (IROS 2014) September 14–18, 2014, Chicago,
IL, USA

7. Fjellstad O-E (1994) Control of unmanned underwater vehicles in six degrees of freedom a
quaternion feedback approach. Dr. Ing Thesis, Department of Engineering Cybernetics, The
Norwegian Institute of Technology, University of Trondheim, November 1994

8. Vo TQ, Kim HS, Lee BR (2009) Propulsive velocity optimization of 3-Joint fish robot using
genetic-hill climbing algorithm. J Bionic Eng 6:415–429

0 20 40 60 80 100
-2.5

-2

-1.5

-1

-0.5

0

Z
(m

)

t(s)

Fig. 12 The depth value of
robotic fish

A Study on Controllers Design of A 3-Joint Carangiform … 801



9. Rudra S, Barai RK (2012) Robust adaptive backstepping control of inverted pendulum on cart
system. Int J Control Autom 5(1)

10. Alessi A, Sudano A, Accola D, Guglielmelli E (2012) Development of an autonomous robotic
fish. In: The Fourth IEEE RAS/EMBS International Conference on Biomedical Robotics and
Biomechatronics, Roma, Italy. June24–27, 2012

11. Vo TQ, Kim HS, Lee BR (2012) Smooth gait optimization of a fish robot using the genetic-hill
climbing algorithm. Robot J 30:257–278

12. Vo TQ, Nguyen TT, Tran TP, Lee BR (2010) Turning motion control of a 3-Joint carangiform
fish robot using sliding mode and fuzzy sliding controllers. In: The 11st Asia Pacific Industrial
Engineering and Management Systems Conference, Melaka Malaysia, 7–10 December 2010

802 K.A. Hoang et al.



Decentralized Motion Control
for Omnidirectional Mobile
Platform—Tracking a Trajectory
Using PD Fuzzy Controller

Thanh Luan Bui

Abstract The development of intelligent mobile robot has become an important
and active research topic in the face of emerging markets for autonomous guided
vehicle and service mobile robot. In this paper, a new decentralized algorithm for
motion control of omnidirectional mobile platform (OMP) with three sets of
omnidirectional wheel is introduced. The proposed OMP is a platform with three
sets of omnidirectional wheel arranged equally spaced at 120° from one to another.
In this decentralized algorithm, the motion of OMP is separated into three inde-
pendent components of motion expressed in body coordinate frame including
rotational moving, horizontal moving and vertical moving. By using omnidirec-
tional wheels, these motion components can be controlled simultaneously as well as
separately. The OMP uses a laser-based sensor for recognizing its position and
orientation. Based on the proposed decentralized algorithm and OMP’s configu-
ration measured by laser sensor, a trajectory tracking control method using fuzzy
logic is applied to control the OMP. The use of fuzzy logic for control law makes
the proposed system insensitive to parametric uncertainty, load and parameter
fluctuations, while guaranteeing stability. The effectiveness of the proposed system
is demonstrated by simulation and experimental results.

Keywords Omnidirectional mobile platform � Omnidirectional wheels �
3 wheels � Trajectory tracking � Fuzzy control

1 Introduction

Research interest in mobile robots has been tremendous in the past few years. High
mobility of mobile robot in industries is needed when the robot does some special
works on the narrow space. Among many types of the mobile robots, the OMP,
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which is considered as holonomic parallel system, has 3 degrees of freedom in the
horizontal motion plane. Thus, it can fully use the null space motions in cabined
work environment. Generally, it has more advantages than the nonholomic
differential-driven platform which is provided with only two independent driving
inputs. The OMP is a platform with three or more than three sets of omnidirectional
wheel. In this paper, the proposed OMP with three sets of omnidirectional wheel
arranged equally spaced at 120° from one to another is considered.

There are many researches on dynamic modeling [1, 2], control method [3, 4]
and time-optimal movement [5, 6] of OMP. Han et al. [3] proposed a holonomic
and omnidirectional mobile robot platform using active dual-wheel caster assembly
mechanisms. In this paper, they used feedback control system based on a resolved
velocity control system for the robot. Huang et al. [7] proposed an adaptive robust
controller to achieve trajectory tracking and path following for an omnidirectional
mobile platform incorporated with two uncertain motors parameters in polar
coordinates. In another paper, Huang et al. [8] also proposed a simultaneous point
stabilization and trajectory tracking method using backstepping for an omnidirec-
tional mobile platform with parameter variations and the uncertainties from friction
and slip. Dinh et al. [9] introduced a tracking control method for OMP with dis-
turbance using differential sliding mode controller. Nguyen et al. [10] proposed the
OMP controller for trajectory tracking problem using integral sliding mode con-
troller. With the main advantages of a sliding mode control (SMC) such as fast
response and strong robustness against the system with uncertainties and external
disturbances, several studies using an SMC have been done for wheeled mobile
robots. However, their controller normally is based on dynamic modeling. Kim
et al. [11] presented trajectory control method of 3 wheels omnidirectional mobile
robot using fuzzy azimuth estimator but they only presented experiment a tracking
control move some angle without self-rotation. Liu et al. [12] proposed a nonlinear
controller based on trajectory linearization to improve the path following. Watanabe
et al. [13] presented a PI feedback control method for an omnidirectional mobile
platform which is equipped with three lateral orthogonal-wheel assemblies. Wong
et al. [14] proposed to design a fuzzy system to control an omnidirectional mobile
robot based on Genetic Algorithms method. Sharbafi et al. [15] proposed controller
based on the brain-emotional-learning algorithm, which was inspired from a
computational model of limbic system in the mammalian brain. The brain-
emotional-learning-based intelligent controller with quadratic reward, comparable
to linear-quadratic-regulator control, was used for an omnidirectional robot.
However, they presented only simulation results. Xu et al. [16] proposed the robust
neural network-based sliding mode method for trajectory tracking control of the
omnidirectional mobile manipulator with three castor wheels.

It is said that the OMP has closed-chain mechanism with redundant actuation.
The redundant actuation provides an effective means for eliminating singularities
and improving the performance. However, a major difficulty, which prevents vast
control strategies from applying in redundant actuated system, is the lack of an
efficient dynamic model and control method. Most of previous papers mentioned
above only considered the OMP’s motion control in global coordinate, and their
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controllers was too much complicated and difficult to apply to a real system.
Furthermore, some of previous controllers were based on dynamic modeling of
OMP [3, 7–10, 17]. Therefore, they were sensitive with parameter uncertainty, load
and parameter fluctuations.

To overcome these problems, a new decentralized algorithm for motion control
of OMP is introduced in this paper. The decentralized algorithm is expressed in
body coordinate frame. In this decentralized algorithm, the motion of OMP is
separated into three independent components of motion including rotational mov-
ing, horizontal moving and vertical moving. Because these components in body
coordinate frame are independent, they can be controlled simultaneously as well as
separately. The motion of OMP can be controlled in pure horizontal moving mode,
pure vertical moving mode, or pure rational moving mode. If horizontal moving
and vertical moving are combined, a pure translation moving in any direction can
be obtained. If three components of motion are applied simultaneously, translation
and rotation can be obtained simultaneously. The new decentralized algorithm
makes motion control of OMP become simple, flexible and effective. To apply this
algorithm, the position and orientation of OMP should be measured in global
coordinate. The OMP is equipped with a laser-based localization sensor, SICK
NAV200, to measure the position and orientation of OMP. Based on the proposed
decentralized algorithm, a trajectory tracking control method using fuzzy logic is
proposed to control the OMP. This fuzzy controller is based on the kinematic
modeling of OMP. The use of fuzzy logic for control law makes the proposed
system insensitive to parametric uncertainty, load and parameter fluctuations, while
guaranteeing stability. In comparison with previous tracking control algorithms, the
fuzzy controller is simpler to apply and independent on accurate mathematical
model of the controlled object. The effectiveness of the proposed system is
demonstrated by experimental results.

This paper is organized as follows: In Sect. 2, modeling and decentralized
algorithm for motion control of OMP are presented. In Sect. 3, trajectory tracking
controller design is proposed. In this section, the PD fuzzy controller for trajectory
tracking of OMP based on the proposed decentralized algorithm is designed. In
Sect. 4, the description of the OMP and controller system are shown. Section 5
shows the simulation and experimental results of the trajectory tracking control
using PD fuzzy controller based on the proposed decentralized algorithm. Finally,
conclusions are presented in Sect. 6.

2 Modeling and Decentralized Algorithm for Motion
Control of OMP

2.1 OMP Modeling

Figure 1 shows configuration for geometric model of the OMP. The center of
geometry of OMP is denoted by C. Oxy represents the global coordinate frame in
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the workspace and Cx0y0 denotes the body coordinate frame attached to the robot
body. Cx0—axis is aligned to the wheel 1. h is angle between the x0—axis and
Cx0—axis. The three omnidirectional wheels have the same radius denoted by r and
are driven by three DC motors. L is the distance from wheel’s center to the center of
geometry, C.

Each of the omnidirectional wheel assembly consists of a pair of “orthogonal
wheels”: one wheel in active direction (the propelling direction of the actuator) and
another wheel in passive direction (free-wheeling).

For modeling the OMP, the assumptions are given as follows:

• The omnidirectional wheels move with pure rolling and no slipping.
• Each link is rigid.

The rotation matrix R1 hð Þ from the body coordinate frame to the global coor-
dinate frame is given by:

R1ðhÞ ¼ cosðhÞ � sinðhÞ
sinðhÞ cosðhÞ

� �
ð1Þ

The position vector of each wheel with respect to the body coordinate frame,
PCiði ¼ 1; 2; 3Þ; are given with the help of the rotation matrix as follows.

PC1 ¼ L
1

0

� �
; PC2 ¼ R1ð2p3 Þ � PC1 ¼ L

2

�1ffiffiffi
3

p
� �

;

PC3 ¼ R1ð4p3 Þ � PC1 ¼ � L
2

1ffiffiffi
3

p
� � ð2Þ

Similarly, the unit vectors with respect to the body coordinate frame,
Diði ¼ 1; 2; 3Þ; that specify the drive direction vector of each wheel are given by:

Fig. 1 Configuration of geometric model of the OMP
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Di ¼ 1
L
R1ðp2Þ � PCi; D1 ¼ 0

1

� �
; D2 ¼ � 1

2

ffiffiffi
3

p
1

� �
; D3 ¼ 1

2

ffiffiffi
3

p
�1

� �
ð3Þ

The configuration of the OMP in the global coordinate frame is specified by the
posture vector q ¼ ½ x y h �T . PC ¼ x y½ �T is defined as the position vector of
point C with respect to the global coordinate frame.

The positions vector, Pi, and linear velocity vector, vi ¼ _Pi of OMP’s wheels
with respect to global coordinate frame are given by:

Pi ¼ PC þR1 hð ÞPCi ð4Þ

vi ¼ _PC þ _R1 hð ÞPCi ð5Þ

The angular velocity of wheel iði ¼ 1; 2; 3Þ can be expressed as:

xi ¼ 1
r
vTi R1 hð ÞDi ð6Þ

Substituting vi in Eq. (5) into Eq. (6) yields:

xi ¼ 1
r

_P
T
CR1 hð ÞDi þPT

Ci
_R
T
1 hð ÞR1 hð ÞDi

h i
ð7Þ

Angular velocity vector for three OMP’s wheels is denoted by x ¼
x1 x2 x3½ �T : From Eq. (7), the kinematic equation of the OMP with respect to
global coordinate frame can be expressed as follows:

x ¼ 1
r

� sin h cos h L
� sinðp=3� hÞ � cosðp=3� hÞ L
sinðp=3þ hÞ � cosðp=3þ hÞ L

2
4

3
5 _x

_y
_h

2
4

3
5 ¼ 1

r
A hð Þ _q ð8Þ

_q ¼ rA�1ðhÞxC ð9Þ

where A hð Þ ¼
� sin h cos h L

� sinðp=3� hÞ � cosðp=3� hÞ L
sinðp=3þ hÞ � cosðp=3þ hÞ L

2
4

3
5 and _q ¼ ½ _x _y _h �T is

velocity vector of OMP in global coordinate frame.
Equation (9) is kinematic equation of the OMP expressed in global coordinate

frame. For decentralized algorithm, the motion of OMP should be expressed in
body coordinate frame. In Fig. 2, the motion of OMP in body coordinate frame can
be separated into three components of motion including rotational moving, xC;
horizontal moving, H, and vertical moving, V.

Velocity vector of OMP in body coordinate frame is denoted by u ¼
H V xC½ �T where H is the component of linear velocity of OMP on Cx0—axis,
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V is the component of linear velocity of OMP on Cy0—axis and xC is angular
velocity of OMP.

A transformation from global coordinate frame to body coordinate frame can be
easy to obtain as follows:

_q ¼ R2 hð Þu ð10Þ

where R2 ¼
cosðhÞ � sinðhÞ 0
sinðhÞ cosðhÞ 0
0 0 1

2
4

3
5 is rotation matrix.

By substituting Eq. (10) into Eq. (8), the following can be obtained.

x ¼ 1
r
A hð ÞR2 hð Þu ð11Þ

By simplifying A hð ÞR hð Þ in Eq. (11), the following can be obtained.

x ¼ 1
r
Bu ð12Þ

where B ¼ A hð ÞR2 hð Þ ¼
0 1 L

� ffiffiffi
3

p �
2 �1=2 Lffiffiffi

3
p �

2 �1=2 L

0
@

1
A is a full rank constant matrix.

2.2 Decentralized Algorithm for Motion Control of OMP

An OMP is more powerful to move than a conventional wheeled robot. Using three
omnidirectional wheels, the OMP is considered as holonomic parallel system with
three degrees of freedom (three DOF) in the horizontal motion plane. Based on the

Fig. 2 Configuration of
velocity vector of OMP in
body coordinate frame

808 T.L. Bui



characteristic of omnidirectional wheel, the decentralized algorithm for motion
control of OMP in body coordinate frame is proposed. In this algorithm, five
moving modes of OMP’s motion are introduced.

Figure 3 shows three pure-moving modes of OMP: pure-rotational moving (a),
pure-horizontal moving (b) and pure-vertical moving (c).

A pure rotational moving is obtained when angular velocity is not zero, xC 6¼ 0;
while horizontal moving and vertical moving are zero, H ¼ V ¼ 0: Similarly, a
pure horizontal moving or a pure vertical moving is obtained by the same way.

From Eq. (12), a pure rotational moving is obtained as ðxC 6¼ 0; H ¼ V ¼ 0Þ:

x1 ¼ x2 ¼ x3 ¼ L
r
xC ð13Þ

A pure horizontal moving is obtained as ðH 6¼ 0; V ¼ xC ¼ 0Þ:

x1 ¼ 0

x2 ¼ �
ffiffiffi
3

p
H
.
2r

x3 ¼
ffiffiffi
3

p
H
.
2r

8>>><
>>>:

ð14Þ

A pure vertical moving is obtained as ðV 6¼ 0;H ¼ xC ¼ 0Þ :

x1 ¼ V=r

x2 ¼ �V=2r

x3 ¼ �V=2r

8><
>: ð15Þ

If horizontal moving and vertical moving are combined, a pure translation
moving in any direction can be obtained. In this case, the moving direction of OMP
is specified by graphical method for vector sum of V and H as shown in Fig. 4.

Fig. 3 Three pure-moving modes of OMP. a Pure-rotational moving, b pure-horizontal moving,
c pure-vertical moving
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Equation 16 shows the formula of pure translation moving ðH 6¼ 0; V 6¼ 0 and
xC ¼ 0Þ:

x1 ¼ V=r

x2 ¼ �
ffiffiffi
3

p
H
.
2r � V=2r

x3 ¼
ffiffiffi
3

p
H
.
2r � V=2r

8>>><
>>>:

ð16Þ

The translation moving angle, a; is obtained by Eq. 17 as follows:

a ¼ atan
V
H

� �
ð17Þ

If all three components of OMP’s motion, H, V and xC; are different from zero,
translation and rotation can be obtained simultaneously that is the case shown in
Eq. (12) and Fig. 2. This case is named as simultaneous translation-rotation mode.

In new decentralized algorithm, five motion modes of OMP including pure-
horizontal moving, pure-vertical moving, pure-rotational moving, pure-translation
moving and simultaneous translation and rotation moving have been presented.

The new decentralized algorithm makes motion control of OMP become simple,
flexible and effective. Using the proposed decentralized algorithm such as
pure-translation mode, pure-vertical mode or pure-horizontal mode, it helps to
reduce time consuming for rotational moving when the OMP need to move from
point to point. Using pure-rotational moving, it help the OMP changes its direction
easily in narrow work environment. Simultaneous translation-rotation mode can be
used to apply to trajectory tracking control problem of OMP that will be presented
in the next section.

Fig. 4 Pure translation
moving in any direction on xy
plane. a Pure-translation
moving, b vector sum V and
H

810 T.L. Bui



3 Trajectory Tracking Controller Design

3.1 Trajectory Tracking Error

Most of previous papers proposed trajectory tracking controllers considered in
global coordinate frame. The previous controllers are normally multi inputs-multi
outputs system (MIMO). In this paper, trajectory tracking controller is designed in
the body coordinate frame based on the proposed decentralized algorithm. It con-
sists of three sub-PD fuzzy controllers. For developing the proposed controller, a
tracking error configuration should be defined in body coordinate frame.

Figure 5 shows the trajectory tracking and tracking error configuration in body
coordinate frame of OMP.

From Fig. 5, the tracking error configuration in body coordinate frame is given
as follows:

eb ¼ R2 �hð Þeg ¼ R2 �hð Þ qref � q
� 	 ð18Þ

where eb ¼ eH eV eh½ �T denotes posture tracking error vector in body coordinate

frame, eg ¼ ex ey eh

 �T

denotes posture tracking error vector in global coordinate

frame, qref ¼ xr yr hr½ �T is posture vector of reference point R,q ¼ x y h½ �T is
current posture vector of OMP at point C.

3.2 PD Fuzzy Controller

From the proposed decentralized algorithm, three components of OMP’s motion, H,
V and xC; can be controlled separately or simultaneously. Especially, the OMP can
move in pure-horizontal moving mode that is impossible with conventional mobile

Fig. 5 Trajectory tracking of
OMP and tracking error
configuration
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robot. Based on this characteristic of OMP, instead of a MIMO controller, this
paper introduces a controller that consists of three sub-controllers.

It is known that the PID controller is the most widely used in modern industry
due to its simple control structure and easy to design. But the conventional PID
controllers do not yield reasonable performance over a wide range of operation
conditions. Hence, another controller such as PD fuzzy controller is needed.
Generally, a fuzzy controller is insensitive to parametric uncertainty, load and
parameter fluctuations while it is generating stability of the system.

Three PD fuzzy sub-controllers are combined to form the overall PD fuzzy
controller for trajectory tracking of OMP. In the first sub-controller, the inputs are
horizontal tracking error eH and its derivative, and the output is horizontal linear
velocity H of OMP. In the second sub-controller, the inputs are vertical tracking
error eV and its derivative, and the output is vertical linear velocity V of OMP. In
the third sub-controller, the inputs are rotational tracking error eh and its derivative,
and the output is angular velocity xC of OMP. Figure 6 shows full block control
diagram for trajectory tracking of OMP with the PD-fuzzy controller.

From the fuzzy structure, there are two inputs and one output to each
sub-controller. The normalized ranges of inputs and outputs are from −1 to 1. The
control output is obtained through center-of-gravity (COG) defuzzification.

Fig. 6 PD fuzzy controller based on decentralize algorithm
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Membership functions applied for the fuzzy controllers are shown in Fig. 9. The
control law rules applied for all three controllers are given in Table 1. The body of
the Table 1 shows fuzzy implication in the form:

If e is M and ė is N Then u is K.

where e ¼ ex ey eh
� 


; M ¼ K ¼ NB NS ZE PS PBf g;N ¼ N ZPf g; P—Positive;
N—Negative; Z—Zero; ZE—Zero; PB—Positive big; PS—Positive small; NB—
Negative big; NS—Negative small (Fig. 7).

4 System Description

Figure 8 depicts the developed OMP composed of a platform and three sets of
omnidirectional wheel arranged equally spaced at 120° from one to another. It is
equipped with a laser-based localization sensor, SICK NAV200, and an embedded
industrial PC. The NAV200 is used to measure the position and orientation of the
OMP in the global coordinate frame.

Figure 9 shows a control block diagram of the OMP having two control loops:
outer loop and inner loop. The outer loop, programmed in C# on the industrial PC,
generates three desired commands: angular velocities for three omnidirectional
wheels of OMP x ¼ x1 x2 x3½ �: These commands are updated upon the errors
between the reference posture vector qref ¼ xr yr hr½ �T and the current posture

vector q ¼ x y h½ �T measured by NAV200 at a sampling frequency of 8 Hz. The
inner loop, using three microcontroller ARM CORTEX-M3 STM32F103, generates
three control voltage signals to control three DC motors for driving three omnidi-
rectional wheels in the fashion that the omnidirectional wheels follow the com-
manded angular velocities from the outer loop. The three control signals are

Table 1 Control law rules
applied for all three
controllers

u e

NB NS ZE PS PB

ė N PB PS PS NS NB

Z PB PS ZE NS NB

P PB PS NS NS NB

Fig. 7 Membership functions. a eH, eV, eh, H, V, xC , b _eH, _eV, _eh
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calculated using the desired commands and the encoders feedback at the frequency
of 200 Hz. Communication between the industrial PC and three microcontrollers is
done via RS232.

5 Simulation and Experimental Results

To verify the effectiveness of the proposed system, experiments have been done.
The OMP used in experiment has: wheel radius r = 62.5 mm, distance from center of
mass to eachwheel L = 275mm, andweight of OMP45 kg. ThreeDCmotors are used

Fig. 8 The OMP used in experiment

Fig. 9 Control block diagram
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to drive three omnidirectional wheels. The specification of the motors are given as
follows: power 48.6W, rated speed 3,550 rpm, rated voltage 24 V, rated torque 1,300
gfcm and gear box ratio 1/12. Initial condition at starting point in simulation and
experiment: x 0ð Þ ¼ 2; 200mm; y 0ð Þ ¼ 0mm; h 0ð Þ ¼ 85

�
; x1 ¼ x2 ¼ x3 ¼ 0:

Figure 10 shows tracking result the circle trajectory of OMP in the global
coordinate frame. The radius of the circle is 2000 mm. In Fig. 10, the dashed line is
the reference trajectory. The continuous line is the trajectory of OMP that is
measured by laser sensor in experiment.

Figures 11, 12, 13, 14, 15 and 16 shows the tracking errors of OMP and the PD
fuzzy controller outputs applied to the OMP in simulation and experiment. In
Figs. 11, 12, 13, 14, 15 and 16, the dashed line denotes simulation result and the
continuous line denotes the experimental result.

Fig. 10 Tracking a circle
trajectory in experiment

Fig. 11 Horizontal tracking
error

Decentralized Motion Control for Omnidirectional Mobile … 815



Fig. 12 Vertical tracking
error

Fig. 13 Rotational tracking
error of OMP

Fig. 14 Horizontal linear
velocity of OMP

Fig. 15 Vertical linear
velocity of OMP
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Figure 11 shows the horizontal tracking error of OMP in simulation and
experiment. For the first time of 20 s, the horizontal tracking error is big. However,
it reduces quickly. After 20 s, the error becomes small and it is bounded from
−20 mm to +17 mm around zero.

Figure 12 shows the vertical tracking error of OMP in simulation and experi-
ment. For the first time of 20 s, the vertical tracking error is big. However, it reduces
quickly. After 20 s, the error becomes small and it is bounded within ±12 mm
around zero.

Figure 13 shows the rotational tracking error in simulation and experiment. The
simulation result converges to around zero after 1 s while the experimental result
converges to around zero after 35 s. After 35 s, the rotational tracking error is
bounded within �1�:

Figures 14, 15 and 16 show the outputs of three PD-fuzzy controllers, respec-
tively. The horizontal linear velocity H of OMP converges to 100 mm/s after 20 s in
simulation and experiment. The vertical linear velocity V of OMP converges to
around zero after 20 s in simulation. After 20 s, the vertical linear velocity is
bounded from −8 to +22 mm/s in experiment. After 20 s, the angular velocity of
OMP converges to 0.05 rad/s in simulation. After 40 s, the angular velocity of OMP
is bounded within from 0.044 to 0.059 rad/s in experiment. Simulation results and
experimental results are almost same in all three controllers.

Figure 17 shows the angular velocities of three wheels. The angular velocity of
wheel 1 converges to 0.22 rad/s after 20 s in simulation and experiment. The

Fig. 16 Angular velocity of
OMP

Fig. 17 Wheel angular
velocities
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angular velocity of wheel 2 converges to �1:17 rad/s after 20 s in simulation and
experiment. The angular velocity of wheel 3 is converges to 1:6 rad/s after 20 s in
simulation and experiment. Simulation result and experimental result are almost
same.

6 Conclusion

First, a new decentralized algorithm for motion control of OMP was introduced. In
this decentralized algorithm, the motion of OMP was separated into three inde-
pendent components of motion expressed in body coordinate frame including
rotational moving, horizontal moving and vertical moving. By using omnidirec-
tional wheels, these motion components could be controlled simultaneously as well
as separately. There were 5 motion modes including pure-horizontal moving,
pure-vertical moving, pure-rotational moving, pure-translation moving and simul-
taneous translation and rotation moving have been presented. The new decentral-
ized algorithm made motion control of OMP became simple, flexible and effective.
Using the proposed decentralized algorithm such as pure-translation mode,
pure-vertical mode or pure-horizontal mode, it helped to reduce time consuming for
rotational moving when the OMP need to move from point to point. Using
pure-rotational moving, it helped the OMP changes its direction easily in narrow
work environment. Simultaneous translation-rotation mode could be used to apply
to trajectory tracking control problem of OMP.

Experiment has been done using a real OMP. Hardware and controller system
was described. The position and orientation of OMP in global coordinate were
measured using the laser-based sensor, NAV200. In experiment, the OMP tracked a
circle trajectory with 2000 mm radius. The experimental results showed that the
OMP could track the trajectory very well. For the first time of 10 s, the horizontal
tracking error and vertical tracking error were big. After the first time of 10 s, the
horizontal tracking error and vertical tracking error was small. For the first time of
35 s, the rotational tracking error was big. After the first time of 35 s, the rotational
error was small.
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Data Processing Assessment
of the Comfort of Passengers on Board
for Small Passenger Boat

Nguyen Anh Tuan and Tat-Hien Le

Abstract The paper is to present an analysis process of a comfort assessment of
small passenger boat under 24 m length. The wave energy spectrum for analysing
the characteristic of uncoupled roll motion response spectrum will be calculated in
order to evaluate a motion sickness incidence.

Keywords Data processing assessment � Roll motion � Yacht � Passenger boat

1 Introduction

Since the late 19th century, several motion-damping devices were developed and
applied as anti-rolling for ship stability [1]. In addition, some wave spectra such as
Bretschneider wave spectrum (1969) and JONSWAP wave spectrum (1968) were
widely recognized and applied in ship motion research field [1]. Up to now, ship
motion is still open topic for researchers in academic and international yacht
builders. In 18th International Ship and Offshore Structures Congress (2012), ship
motion was discussed through the analysis of the comfort of yacht by Yacht Design
Committee [2]. Ship motion affects deeply the comfort of passengers and crew on
board yachts and cruises. In 1974, O’Hanlon and McCauley suggested Motion
Sickness Incidence (MSI) to estimate the percentage of people cope with sea
sickness [3].

This paper will introduce the data processing for analysing the comfort of
passengers on board yacht based on MSI with a case study of yacht under 24 m
length.
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2 Data Processing

Figure 1 represents the data analysis process for the comfort assessment of pas-
sengers based on wave energy spectrum and MSI parameter.

First of all, the database of the wave energy spectrum will be accumulated based
on the characteristic wave collected in ocean and the circular frequency depending
on observation. Next, the encounter wave energy spectrum will be calculated based
on the encounter frequency. The course of vessel and the wave direction strongly
influence the encounter frequency.

Next step, Response Amplitude Operator (RAO) calculated by Matlab using
standard model of ship motion will be used. RAO will be computed based on the
chacracteristic of vessel and the assumption of the uncoupled roll motion.
After RAO calculation, the motion response spectrum will be estimated. Finally, the
characteristic of motion response spectrum will be analyzed, and especially MSI
will be assessed by ISO 2631/3-1985.

2.1 Encounter Wave Spectrum

The research is to study in case of two type of common wave energy spectra
including Bretschneider spectrum and JONSWAP (Joint North Sea Wave Project)
spectrum.

Bretschneider wave spectrum
Bretschneider wave spectrum is also known as International Towing Tank
Conference (ITTC) 2 parameters wave spectrum. The spectrum is based on two
parameters such as the characteristic wave height �H (m) and the average period
�T (s) [4]. In open sea areas with long crest, it is acceptable for Bretschneider wave

Fig. 1 Analysis process of yacht comfort
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spectrum to be applied. The following equation will describe Bretschneider wave
spectrum Sf xð Þ (m2 s) [5]:

Sf xð Þ ¼ 172:75
�H2

�T2 x
�5exp � 691

�T4 x�4
� �

ð1Þ

JONSWAP wave spectrum
Since 1978, JONSWAP wave spectrum was offered by the 15th ITTC [1].
JONSWAP spectrum is generally used in coastal areas because it was researched
from Srylt Island to the North Sea [4]. The JONSWAP spectrum with the
peakedness factor c ¼ 3:3 in the paper will be described as follows [4, 5]:

SJONSWAP xð Þ ¼ 0:658 � 172:75
�H2

�T4 x
�5 exp � 691

�T4 x�4
� �

� CðxÞ ð2Þ

C xð Þ ¼ c
exp � 1

2r2

�
x
x0
�1

� �2

ð3Þ

where:

x: the circular wave frequency rad
s

� �
r: the step function
r ¼ 0:07 for x\x0

r ¼ 0:09 for x[x0

Circular frequency at spectral peakx0 ¼ 4:849
�T

As Eq. (2), JONSWAP spectrum has a part of Brestchneider spectrum. For
instance, the difference between Brestchneider and JONSWAP spectrum will be
analyzed by MSI_BK program based on statistic data in Aegean Sea [6]. It is easy
to recognize the peak of JONSWAP spectrum is taller and narrower than the peak
of Bretschneider spectrum at the characteristic wave height of 1.88 m and the
average period of 6.25 m in Fig. 2.

The encounter wave energy spectrum
When yacht moves on wave, the direction of yacht and the direction of wave travel
will make an angle which is called the encountering angle μ, see Fig. 3. Depending
on the direction between yacht and wave travel μ is advised as 0° in following wave
condition, 90° in beam wave condition and 180° in heading wave condition [7].

The encounter frequency will be calculated as follows [7]

xe ¼ x 1� xV
g

cos l
� �

ð4Þ
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where:
V ship speed (m/s)
g gravitational acceleration (m/s2)
ω Wave frequency (rad/s)

The relationship between the wave energy spectrum, S xð Þ; and the encounter
wave energy spectrum, S xeð Þ, is based on the encounter frequency as follows [7]:

Fig. 2 Wave energy spectrum

Fig. 3 The encountering
angle μ [5]

826 N.A. Tuan and T.-H. Le



S xeð Þ ¼ S xð Þ
1� 2xV

g cos l
��� ��� ð5Þ

2.2 Uncoupled Roll Motion in Regular Sea Wave

In our research, the standard model of uncoupled roll motion in regular wave is the
second order differential equation is expressed as [2]:

I4 þA44ð Þ€gþB44 _gþC44g ¼ F4ðcosxetþ i sinxetÞ ð6Þ

where:
η roll angle (°)
I4 Mass moment of inertia of roll motion, I4 ¼ k2xxrq (kg m2)
kxx Gyradius of yacht about the x-axis through the center of gravity CG (m)
∇ Displacement volume of yacht (m3)
ρ Density of sea water, 1025 kg/m3

A44 the added inertia coefficient of roll motion, A44 ¼ 0:3I4 [8],
C44 Hydrostastic restoring coefficient of roll motion, C44 ¼ GMt � r � q � g
GMt Transverse metacenter height (m)

Response amplitude operator (RAO) is also known as transfer function. In the
roll motion, RAO for the above model of uncoupled roll motion depends on tuning

factor k ¼ xe
x0

with the natural frequency of uncoupled roll motion x0 ¼
ffiffiffiffiffiffiffiffiffiffiffi
C44

I4 þA44

q
(rad/s) and damping factor β44, as follows [5]:

RAOroll ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� k2
� 	2 þ 4b244k

2
q ð7Þ

As Fig. 4, since damping factor deeply influences RAO, ship will spend long
time reducing the motion with small damping factor. RAO will be calculated based
on different damping factors in conjunction with different anti-rolling devices.

2.3 Ship Motion Response

The encounter wave energy from wave travel and excitation forces will transform
into ship motion through RAO [7]. Depending on RAO factors of different motions,
the yacht will create the different motion response spectra SzðxeÞ. In case of roll
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motion, the ship motion response will use RAO of roll motion to damp the motion.
The ship motion response of roll motion will be calculated as follows (Fig. 5):

SzRoll xeð Þ ¼ RAO2
rollSfðxeÞ ð8Þ

2.4 The Criteria of the Yacht Comfort

In our research, the criteria of the yacht comfort will be analysed by Motion
Sickness Incidence obeying ISO 2631/3-1985, it will show how many percent of
passengers will encounter the vomit incidence.

The root mean square (RMS) of the 2nd order spectral moment of roll motion
response spectrum m2 is the root mean square acceleration vzRMS (m/s0.5) [5]:

vzRMS ¼
ffiffiffiffiffiffi
m2

p ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiZ maxðxeÞ
minðxeÞ x

2
e � SzRoll xeð Þ � dxe

q
ð9Þ

Fig. 4 RAOs with different damping factors
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The root mean square (RMS) of the 4th order spectral moment of roll motion
response spectrum m4 is the root mean square acceleration azRMS (m/s1.5) [5]:

azRMS ¼
ffiffiffiffiffiffi
m4

p ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiZ maxðxeÞ
minðxeÞ x

4
e � SzRoll xeð Þ � dxe

q
ð10Þ

Motion sickness incidence is also called “Motion Sickness Index”. In 1974, it is
firstly represented by O’Hanlon and McCauley [2]. MSI can be estimated based on
motion response spectrum of vessel. Obeying ISO 2631/3-1985, MSI value has to
be smaller than 10 % in 2 h exposure time [9]. Lloyd (1998) offered the following
expression to estimate MSI after 2 h exposure based on the heave acceleration
(s3
:: ¼ 0:798

ffiffiffiffiffiffiffiffi
m4 ;

p
m/s2) and the standard normal cumulative distribution function Ф

with zero mean and unity standard deviation [8]:

MSIð%Þ ¼ 100 � U
log10

s3
::j j
g

� �
� lMSI

0:4

8<
:

9=
;\10% ð11Þ

Fig. 5 The result of the motion response spectrum with damping factor β = 0.1 of uncoupled roll
motion
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O’Hanlon and McCauley (1974) suggested the factor lMSI based on the
encounter frequency fe as the below expression [3]:

lMSI ¼ 0:654þ 3:697 log10 fe þ 2:32ðlog10 feÞ2 ð12Þ

In 1998, Lloyd offered other expression of the factor lMSI using encounter

frequency xe ¼
ffiffiffiffi
m4
m2

q
(rad/s), based on the 2nd spectral moment m2 and the 4th

spectral moment m4, as follows [8]:

lMSI ¼ �0:819þ 2:32ðlog10 xeÞ2 ð13Þ

In order to analysis the data processing of the comfort assessment, a case study
will be carried out.

3 Case Study

The model in Fig. 6 will be applied in case study, the model of vessel built by
fibre-reinforced plastic (FRP) composite material with waterline length
LWL = 22.5 m, maximum beam B = 6.931 m, draft T = 1.215 m, displacement
volume ∇ = 157 m3, transverse metacenter height GMt = 1.682 m, radius of
gyration of roll motion kxx = 2.782 m. Yacht model will move with velocity of 10
knot in beam sea condition. The characteristics of wave at level 4 of the sea state
(Sea State 4) in Aegean Sea include the characteristics wave height 1.88 m and the
average period 6.25 s was applied for the comfort assessment in our research
[6, 10].

Figure 7 demonstrates the wave energy spectrum at Sea State 4 in Aegean Sea
after analysing the average period of wave T = 6.25 s and the characteristics wave
height H = 1.88 m. The shape of spectrums is similar to the theory of Bretschneider
Spectrum and JONSWAP. JONSWAP spectrum is narrower and higher than
Bretschneider spectrum.

Fig. 6 Yacht model using for analysing the comfort of passenger
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In Fig. 8, the motion response spectrums of JONSWAP are higher than the
motion response spectrums of Bretschneider. Moreover, JONSWAP response
spectrums are decline faster than Bretschneider response spectrum. On the contrary,
the high damping factor will positively affect the motion response. The motion
response spectrums with damping factor of 0.1 decline faster than the motion
response spectrums with damping factor of 0.05 and 0.075.

The range of damping factor is between 0.05 and 0.1 for most vessels without
anti-motion devices [5]. From Table 1, all results of MSI exceed 10 % obeying ISO
2631/3-1985 in 2 h exposure time. It is showed that 10 % more passengers will put
up with seasickness and vomit and the boat does not satisfy the criteria of ISO
2631/3-1985. In order to satisfy the criteria of the passenger comfort, yacht owners
should use the damping devices on board.

It is recommended that MSI is strongly influenced by radius of gyration of roll
motion kxx, transverse metacenter height GMt, and the ship direction. To reduce
MSI, ship designer should reduce radius of gyration of roll motion kxx by redis-
tributing the weights such as ballast tanks and fuel tanks in initial design stage. As a
result, Table 1 showed that MSI with small radius kxx = 1 m do not exceed the
criteria of ISO 2631/3-1985.

Fig. 7 Wave energy spectrum at Sea State 4 in Aegean Sea
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Fig. 8 Motion response with RAO using particular damping factor

Table 1 Results calculated

Frequency, f (Hz) 0.01 ÷ 0.5

Circular frequency, xe (rad/s) 0.0628 ÷ 3.1416

Motion model Uncoupled roll motion

Direction of wave and yacht, μ 90o, beam sea condition

Damping factor 0.05

Wave spectrum JONSWAP Bretschneider

Significant wave height (m) 1.88 1.88

Average period (s) 6.25 6.25

Radius of gyration kxx (m) 2.785 1 2.785 1

The 2nd order spectral moment (m2/s) 0.5226 0.2485 0.6768 0.3019

The 4th order spectral moment (m2/s3) 0.7245 0.5259 1.0258 0.7513

Heave RMS Acceleration, azRMS (m/s1.5) 0.8512 0.7252 1.0128 0.8668

Heave acceleration (m/s2) 0.6792 0.5787 0.8082 0.6917

MSI (Lloyd 1998) (%) 13.0123 7.7191 16.9757 9.6076

MSI (O’Hanlon and McCauley 1974) (%) 13.0273 7.7513 17.0018 9.6553
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4 Conclusion

Nowadays, many vessels use anti-rolling devices such as bilge keels, controllable
fins, anti-rolling tanks and gyro-stabilizers to reduce roll motion [2]. Our study will
help yacht owner give decision to choose the suitable anti-rolling solutions at initial
design stage or consider the necessary of the damping device installment. Besides
that, it helps undergraduate students comprehend the essential issues in ship motion
such as wave energy spectrum, RAO and MSI.
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Development of a New Clutch
Featuring MR Fluid with Two
Separated Mutual Coils
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Abstract In this paper, a new configuration of clutch featuring MR fluid
(MRC) with 2 mutual coils placed separately out of the rotary housing of the clutch
is considered. With this proposed configuration, the coils are fixed and brushes are
eliminated. Therefore, disadvantages of conventional MRC can be handled. In
addition, the proposed clutch is easier to manufacture and assemble than previous
developed one, especially the air gap between the winding core and the rotary
housing of the clutch can be adjust easily. After an introduction of the proposed
configuration, transmitting torque of the MRC is analyzed based on
Bingham-plastic rheological model of MR fluid. The optimization of the proposed
and conventional MRC is then performed considering maximum transmitting tor-
que and moment of inertia of the clutch housing. Based on the optimal results, a
comparison of the proposed MRC and the conventional ones is undertaken and
discussions on performance of the proposed MRC are given.
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1 Introduction

Magneto-rheological fluids (MRF) are suspensions of particles, which can be
magnetized, and exhibit fast, strong, and reversible changes in their rheological
properties when a magnetic field is applied. Therefore, the fluids hold great
potential in many applications including clutches, brakes, valves, dampers, haptic
systems and robotics [1, 2]. Recently, there have been a number of researches on
clutch using MRF [3–6]. In conventional MRC, generally coils are placed on a
cylindrical housing of the clutch as shown in Fig. 1. This causes many disadvan-
tages such as difficulties in manufacturing, the “bottle-neck” problem of the clutch
magnetic circuit, high friction due to brushes.

Recently, a new configuration of MRC, as shown in Fig. 2, with the coil placed
on a stationary housing (stationary winding core) was proposed [7]. With this
proposed configuration, the coils are fixed and brushes are eliminated. Therefore,
disadvantages of conventional MRC can be handled. In addition, it was shown that
the moment of inertia of the output part in case of the proposed MRC was sig-
nificantly smaller than that in case of the conventional one, which make it con-
venient to control speed of the output shaft. However, there were still some
disadvantages in manufacturing such as; a nonmagnetic cylindrical housing was
used and it was difficult to adjust the air gap between the stationary housing (the
winding housing) and the rotary housing of the clutch.

In this paper, a new configuration of MRC with two mutual coils placed sepa-
rately out of the rotary housing of the clutch is proposed. With this proposed
configuration, the coils are fixed and brushes are eliminated. Therefore,

Fig. 1 Configuration of
conventional MR clutch
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disadvantages of conventional MRC can be handled. In addition, the proposed
clutch is easier to manufacture and assemble than previous developed one, espe-
cially the air gap between the winding core and the rotary housing of the clutch can
be adjust easily. After an introduction of the proposed configuration, transmitting
torque of the MRC is analyzed and optimization of the proposed MRC is then
performed considering maximum transmitting torque and mass of the clutch,
together with the moment of inertia of the clutch rotary housing. Based on the
optimal results, a comparison of the proposed MRC and the previous developed
ones is undertaken and discussions on performance of the proposed MRC are given.

2 The Proposed MR Clutch with a Separated Coil

Figure 3 shows a configuration of the proposed MRC. As shown in the figure, a disc
made of magnetic steel is fastened to the driving shaft made of nonmagnetic steel.
The disc is embedded inside the clutch rotary housing made of magnetic steel. The
space between the disc and the housing is filled with MRF. In order to prevent the
leaking of MRF, lip seals are used. The clutch housing is then placed inside a
stationary envelop with two mutual coils placed each side. To make sure that the
clutch housing can freely rotate inside the envelope, a small air gap (0.3 mm) is left
between the housing and the envelope. When counter currents are applied to the
coils, a magnetic field is generated as shown in the figure, and the MRF in the gap

Fig. 2 Configuration of the
MR clutch with stationary
winding core [7]
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between the disc and the side housing parts becomes solid-like instantaneously.
This results in a controllable torque transferred from the disc (the driving shaft) to
the housing (the driven shaft) via the solidified MR fluid. It is noted that a cut-away
section is made at each side of the rotary housing to prevent the magnetic flux from
going through it (the dashed lines) without going through the MRF duct.

In order to evaluate the transmitted torque of the clutch, it is assumed that the
MRF follows Bingham plastic rheological model and velocity profile of the MRF is
linearly distributed from the disc to the housing. In this case, the induced trans-
mitted torque and the off-state torque of clutch can be respectively determined by

Tc ¼ ple1R
4
do

d
½1� ðRco

Rdo
Þ4�Xþ 4psye1

3
ðR3

do � R3
coÞþ

ple2R
4
ci

d
½1� ðRdi

Rci
Þ4�X

þ 4psye2
3

ðR3
ci � R3

diÞþ 2pR2
dotdðsya þ la

XRdo

do
Þþ 2Tsf

ð1Þ

Tc0 ¼ pl0R
4
do

d
½1� ð Rs

Rdo
Þ4�Xþ 4psy0

3
ðR3

do � R3
s Þþ 2pR2

dotdðsy0 þ l0
XRdo

do
Þþ 2Tsf

ð2Þ

where Rdo is the outer radius of the disc, Rdi is the inner radius of the active MRF
volume in the end-face duct which is almost equal to the outer radius of the shaft
flange, Rs is the shaft radius at the sealing, Rci and Rco are the inner radius and outer
radius of the coil, d is the gap size of the MRF duct, td is the thickness of the disc, Ω
is the relative angular velocity between the drive shaft and the driven shaft, µe1 and
µe2 are respectively the average post yield viscosities of MRF in the outer and inner
end-face ducts, µa is the average post yield viscosity of MRF in the annular duct,

Fig. 3 Configuration of the
proposed MR clutch
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τye1 and τye2 are respectively the average yield stresses of MRF in the outer and
inner end-face ducts, τya is the average yield stress of MRF in the annular duct, τy0
and µ0 are the zero-field yield stress and viscosity of the MRF, and Tsf is the friction
torque between the shaft of the brake and the sealing. It is noted that the induced
yield stresses τye1, τye2, τya, and the average post yield viscosities µe1, µe2, µa are
fluid properties depending on the exerted magnetic flux density across the ducts of
MRF and can be estimated by the following equation [8]:

Y ¼ Y1 þ ðY0 � Y1Þð2e�BaSY � e�2BaSY Þ ð3Þ

where Y stands for a rheological parameters of MRF such as the yield stresses (τye1,
τye2, τya) and the post yield viscosities (µe1, µe2, µa). The value of Y tends from the
zero-applied field value Y0 to the saturation value Y∞. αSY is the saturation moment
index of the Y parameter. B is the applied magnetic density.

The lip seal friction torque Tsf can be approximately calculated by [9]

Tsf ¼ 0:65ð2RsÞ2X1=3 ð4Þ

In the above, Tsf is the friction torque of a lip seal in ounce-inches, Ω is measured
in rounds per minute (RPM), and Rs is measured in inches.

3 Optimal Design of the Proposed MR Clutch

In design of MR clutch, besides the transmission torque, other issues should be
taken into account are moment of inertia of the rotating housing and total mass of
the clutch. It is obvious that the moment of inertia of the housing and total mass of
the clutch should be as small as possible to reduce the clutch size and facilitate the
speed and torque control of the driven shaft. The moment of inertia of the rotating
housing can be approximately calculated by

Ih ¼ 1
2
pqh½thð2R4

hi � R4
s Þþ LðR4

ho � R4
hiÞ � 2tcðR4

co � R4
ciÞ� ð5Þ

where qh is material density of the clutch housing. Rho and Rhi are respectively the
outer and inner radius of the cylindrical housing part, Rs is the shaft radius, th is the
thickness of the side housing part, L is the length of the cylindrical housing part, tc
is the thickness of the cut-away section.

The mass of the clutch can be approximately calculated by

mc ¼ Vdqd þVhqh þVsqs þVMRqMR þVwhqwh þVcqc ð6Þ

where Vd, Vh, Vs,VMR, Vwh and Vc are respectively the geometric volume of the disc,
the housing, the shaft, the MRF, the winding housing and the coil of the brake.
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There parameters are functions of geometric dimensions of the MRB structures,
which vary during the optimization process. ρd, ρh, ρs, ρMR, ρwh and ρc are density of
the discs, the housing, the shaft, the MRF, the winding housing and the coil
material, respectively.

Consequently, the optimization design problem of the MRC can be summarized
as follows: Find optimal value of significant dimensions of the MRC so that the
brake mass determined by Eq. (6) is minimized, while its maximum transmitting
torque determined by Eq. (1) is constrained to be greater than a required torque.
During the optimization, the moment of inertia of the rotating housing, the off-state
torque and the outer diameter of the clutch are taken into account as a reference
parameter.

In the optimization, the disc thickness td, the inner disc radius Rdi, the outer disc
radius Rdo, the coil width wc, the coil height hc, the coil radius Rci, the clutch outer
housing thickness to, the winding outer housing thickness to2, the clutch side
housing thickness th1, the winding side housing thickness th2 are considered as
design variables. It is noteworthy that the smaller value of the MRF duct size d is
the higher braking torque and the smaller mass of the MR clutches can be obtained.
Therefore, in this paper, the MRF gap sizes are not considered as a design variable
and empirically set by 1 mm. The thickness of the cut-away section is set by
1.2 mm considering manufacturing convenience of the clutch.

In order to obtain the optimal solution, a FEA code integrated with an opti-
mization tool is employed. In this paper, the first order method with steepest descent
algorithm of ANSYS optimization tool is used.

4 Results and Discussions

Figure 4 show the optimal solution the proposed MRC. The transmitting torque is
constrained to be greater than 10 Nm and the convergence rate is set by 0.1 %. It is
noteworthy that the shaft radius in this case is set by Rs = 6 mm considering the
strength of the shaft. As shown in the figure, the optimization is converged after 31
iterations. The optimal results at the 31st iteration are (mm): td = 8.1, Rdi = 11.5,
Rdo = 47.4, wc = 4.5, hc = 10.6, Rci = 34.3, to = 2, to2 = 2, th1 = 3; th2 = 9.8. At the
optimum, the transmission torque can reach up to 10 Nm as constrained, the mass
of the MRC is 2.1 kg, the minimum mass inertia moment is 4.8 × 10−4 kg m4, the
off-state torque is 0.34 Nm and the outer diameter is 52.6 mm. The magnetic flux
and geometry of the clutch at the optimum is shown in Fig. 4b.

In order to evaluate the proposed MRC, optimal solution of the previous MRC
(Fig. 2) is also obtained and presented in Fig. 5. As shown in the figure, the
optimization is converged after 31 iterations. The optimal results at the 31st iter-
ation are (mm): td = 5, Rdi = 21.8, Rdo = 46.6, hc = 4.6, to = 2, to2 = 3.5, th1 = 3;
th2 = 4.8. At the optimum, the transmission torque can reach up to 10 Nm as
constrained, the mass of the MRC is 1.85 kg, the minimum mass inertia moment is
5.24 × 10−4 kg m4, the off-state torque is 0.32 Nm and the outer diameter is
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58.7 mm. The magnetic flux and geometry of the clutch at the optimum is shown in
Fig. 5b.

In order to evaluate the proposed MRC at different required transmitting torque,
optimal solutions of the proposed MRC and the previous MRC with different
constrained transmitting torque are obtained and presented in Fig. 6. From the
figure, it is observed that the mass and off-state torque of the proposed MRC are a
bit greater than those of the previous MRC, however the moment of inertia and the
outer radius of the proposed one are smaller than those of the previous one. Figure 7
shows the percentage difference between parameters of the proposed and the pre-
vious ones. It is seen that at high value of the required transmitting torque, the mass
and off-state torque of the proposed MRC converge to those of the previous one
while the moment of inertia and the outer radius become smaller and smaller.

It is again to note that the proposed MRC is much easier for manufacturing and
maintenance compared to the previous one. This is a very important factors should
be taken into account in design and application of the MRC.
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5 Conclusions

In this paper, a new configuration of magneto-rheological clutch (MRC) was pro-
posed. In the new configuration, the clutch is placed inside a stationary envelope
(the winding housing) on which the coils are wounded. Two mutual coils are placed
on each side of the winding housing. With this configuration, no nonmagnetic
cylindrical housing of the clutch is required as previous developed MRC [7]. In
addition, a gasket can be employed between the two parts of the winding housing.
This make the proposed MRC is much easier for manufacturing, assemble and
maintenance because the coil is fixed and no brushes are required. After the
introduction of the proposed configuration, transmitting torque of the MRC was
analyzed based on Bingham-plastic rheological model of MRF and the optimization
of the MRC was performed. The optimal solutions showed that the mass and
off-state torque of the proposed MRC are a bit greater than those of the previous
MRC, however the moment of inertia and the outer radius of the proposed one are
smaller than those of the previous one. It was also showed that at high value of the
required transmitting torque, the mass and off-state torque of the proposed MRC
converge to those of the previous one while the moment of inertia and the outer
radius become smaller and smaller.
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Estimation of Static Hydrodynamic
Coefficient in Waves Using Static
Drift Test

M.J. Jeon, D.H. Lee, D.M. Lee, V.M. Nguyen and H.K. Yoon

Abstract This paper describes oblique towing tests for estimating ship
maneuverability in waves. PMM test in towing tanks is widely used to estimate the
hydrodynamic coefficient in the hydrodynamic force model. In this paper, the static
drift test was carried out to derive the static hydrodynamic coefficients in calm
water and in waves. The 4600TEU container ship was selected to analyze the
difference of hydrodynamic coefficient between in calm water and in waves.

Keywords Maneuverability � Static drift test � Hydrodynamic coefficient �Waves

1 Introduction

When ships turn on the way, many accidents have been occurred at sea due to the
environmental effect. As the accidents increase due to the environmental effect, the
strict maneuverability is needed for safety at sea. In general, ship maneuverability
has been researched in calm water condition through the model test or sea trial,
however, the environmental effects such as current, wind, shallow water and waves
exist in the real situation. The influence of wind on the external force acting on a
ship has been researched by carrying out wind tunnel test [1]. Ship maneuverability
in waves can be different from the one in calm sea condition. These days, according
to the increase in economic viability of ship operation and safe navigation, ship
maneuverability in waves has been considered so much. Commonly free running
model test in waves is the effective method to estimate ship maneuverability in
waves and some research papers were announced [2]. Recently, ship maneuver-
ability considering ship motion and its nonlinear motion have been researched [3]
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(Sung et al. 2012). As the first step to investigate the maneuverability of a ship in
waves, we performed the static drift test which is the one of the Planar Motion
Mechanism (PMM) test, and it gives us the hydrodynamic force and moment acting
on an oblique towing ship. Static hydrodynamic coefficients can be estimated by its
results.

2 Model Test

2.1 Test Facility

The model test was conducted in the square towing tank in Changwon National
University (CWNU) as shown in Fig. 1. The wave maker is at the end of towing
tank. The wave absorber is at the opposite side. The wave maker can make wave
with a height of up to 20 cm and a wave length of up to 3 m in regular wave
condition. The principal dimensions of the towing tank in CWNU are listed in
Table 1.

2.2 A Model Ship

The 4600TEU container ship was selected as the target ship of the model test since
the geometry is similar with KCS which is widely known in the field of naval
architect. So, the hydrostatic and hydrodynamic characteristics of KCS could be
easily acquired. And, the results of static drift test in calm water of 4600TEU
container ship can be compared with the same test result of KCS. The principal
dimensions of 4600TEU container ship are listed in Table 2. The scale ratio was
decided considering the size of the towing tank. The model test was carried out in
designed Froude number. A 6-component potentiometer and 3-component load cell
are installed on the model ship in order to measure ship’s motion caused by waves

Fig. 1 Square towing tank in
Changwon National
University
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and force and moment. During the model test, surge, sway, roll and yaw are fixed,
while heave and pitch are free (Fig. 2).

2.3 Test Condition for Static Drift Test

Test condition for static drift test in calm water and waves are listed in Table 3. The
wave length and height were selected in accordance with model ship’s length and to
satisfy the linear waves which is valid only on the small wave steepness. The
oblique towing was carried out in calm water and waves without diagonal towing,
so all the waves come to the ship in the front.

Table 1 Principal
dimensions of the CWNU
square tank

Item (unit) Value

Length (m) 20

Breadth (m) 14

Depth (m) 1.8

Max. towing velocity (m/s) 1.0

Max. length of a model ship (m) 1.5

Table 2 Principal
dimensions of 4600TEU
container ship

Item (unit) Real Model

Scale ratio 247

Fn 0.24

LBP (m) 237 0.96

Breadth (m) 37 0.15

Depth (m) 22 0.089

Draft (m) 12 0.049

Displacement (m3) 70,825 0.0047

Wetted Surface Area (m2) 10,982 0.18

Speed (m=s) 12 0.74

Fig. 2 4600TEU container model ship. a Diagram of installed model ship, b actual figure of
installed model ship
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3 Hydrodynamic Force and Moment

3.1 Coordinate Systems

The coordinate system to describe hydrodynamic force and moment acting on a
ship maneuvering is shown in Fig. 3. The o-xoyo is the earth-fixed coordinate fixed
at a point in the earth. And the o-xy is body-fixed coordinate fixed at center of
gravity of a ship.

3.2 Hydrodynamic Force and Moment Model

The horizontal plane motion consisting of surge, sway and yaw was considered and
its equations of motion in calm water with respect to the body-fixed coordinate are
described as follows;

m _u� vr � xGr2ð Þ ¼ XH þXT

m _vþ urþ xG _rð Þ ¼ YH þ YT
Izz _rþmxG _vþ urð Þ ¼ NH þNT

ð1Þ

Table 3 Test condition in calm water and waves

Class Test condition

Variable (unit) Value

Oblique towing b ð�Þ 0;�2;�4;�6;�8;�10;�12;�15

Wave length k=LBP 0.7, 1.0, 1.2

Wave height A=LBP 0.01

Wave direction l ð�Þ 180

Fig. 3 Coordinate systems. a Coordinate systems of a ship, b definition of drift angle and wave
direction
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where:
m Mass of a ship (kg)
u; v Surge and sway velocities (m/s)
_u Surge acceleration (m=s2)
_v Sway acceleration (m=s2)
_r Yaw acceleration (m=s2)
Izz Mass moment of inertia with respect to z-axis (kgm2)
XH ; YH ;NH Hydrodynamic force and moment (N;Nm)
XT ; YT ;NT Towing (negative measuring) force and moment (N;Nm)

Hydrodynamic force and moment in Eq. (1) are modeled as follows, and the
towing force and moment measured by load cells installed on the model as shown
in Fig. 2.

XH ¼ X _u _uþXuuu2 þXvjvjv2 þXvrvrþXrrr2

YH ¼ Y _v _vþ Y_r _rþ Yvvþ Yrrþ Yvvvv3 þ Yvvrv2rþ Yvrrvr2 þ Yrrrr3

NH ¼ N _v _vþN _r _rþNvvþNrrþNvvvv3 þNvvrv2rþNvrrvr2 þNrrrr3
ð2Þ

where:
X _u; Y _v; Y_r;N_v;N_r Linear added mass coefficients
Yv; Yr;Nv;Nr Linear damping coefficients
Xuu;Xvjvj;Xrr Nonlinear hydrodynamic coefficient
Yvvv; Yvvr; Yvrr; Yrrr Nonlinear hydrodynamic coefficient
Nvvv;Nvvr;Nvrr;Nrrr Nonlinear hydrodynamic coefficient

Even though prime notation is not represented for convenience, ship related
parameters, motion variable, external force, external moment, and hydrodynamic
coefficients in Eqs. (1) and (2) are non-dimensional values. Nondimensionalization
was performed based on the Society of Naval Architects and Marine Engineers
(SNAME) definition, as follows:

F0 ¼ F
q
2 L

2
BPV2

; M
0 ¼ M

q
2 L

3
BPV2

ð3Þ

4 Test Result

4.1 Static Drift Test in Calm Water Condition

The linear damping coefficient Yv and Nv could be derived from static drift test. And
the hydrodynamic coefficients of 4600TEU container ship was compared to the one
of KCS carried out in KRISO (Korea Research Institute of Ship and Ocean
Engineering). The results of static drift test which was carried out in CWNU are

Estimation of Static Hydrodynamic Coefficient … 849



shown in Figs. 4 and 5. All tests were repeatedly conducted more than 3 times. As
shown in Fig. 4, the repeatability of the experiment could be guaranteed. The small
difference between 4600TEU container ship and KCS appears due to the effect of
difference of those shapes near bow and stern.

4.2 Static Drift Test in Waves

Static drift test in waves was carried out in 3 wave parameters. The sway hydro-
dynamic force and yaw hydrodynamic moment acting on a ship in waves are larger
than the one measured in calm water condition. The tests are repeatedly conducted
more than 2 times. Figures 6, 7 and 8 show the results of hydrodynamic force and
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Fig. 4 Measured hydrodynamic force and moment in the static drift test of 4600TEU container
ship in calm water. a Sway, b yaw
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Fig. 8 Measured hydrodynamic force and moment in the static drift test of 4600TEU container
ship in the waves (k=LBP ¼ 1:2). a Sway, b yaw
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Fig. 7 Measured hydrodynamic force and moment in the static drift test of 4600TEU container
ship in the waves (k=LBP ¼ 1:0). a Sway, b yaw
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Fig. 6 Measured hydrodynamic force and moment in the static drift test of 4600TEU container
ship in the waves (k=LBP ¼ 0:7). a Sway, b yaw
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moment acting on a ship in various wave conditions. The repeatability in wave
condition is also guaranteed.

Figure 9 shows the comparison results between in calm water and in waves. As
the wave length increases, the motion response in heave and pitch also increased in
this experiment. The increase of the radiation component caused by a ship’s motion
and the diffraction component caused by waves are the reasons why the hydro-
dynamic force and moment in waves increase.

As shown in Fig. 9, as the wave frequency approaches to the low frequency, the
values of hydrodynamic coefficient appear to be large. Since the waves acting on
ships generate the ship motion, its radiation components causing the additional
resistance can be increased. For this reason, the hydrodynamic force can be different
between in calm water and in waves. The hydrodynamic coefficients of 4600TEU
container ship derived from static drift test in calm water and in waves are listed in
Table 4. As the wave length is larger, sway damping and negative yaw damping
due to the drift become larger, too. That means course keeping stability becomes
worse in near the same wave length condition as the ship’s length.

Table 4 The hydrodynamic coefficient

Hydrodynamic coefficient Calm water k=LBP ¼ 0:7 k=LBP ¼ 1:0 k=LBP ¼ 1:2

X 0
mm −5.2401E-3 −4.2704E-3 −3.8363E-3 −1.5215E-3

Y 0
v −2.5168E-3 −7.9665E-3 −1.1111E-2 −1.8259E-2

Y 0
vjvj −5.9272E-2 −5.9457E-2 −5.6826E-2 −4.4225E-2

N 0
v −5.5664E-3 −7.2856E-3 −9.0313E-3 −1.1252E-2

N 0
vjvj −6.6429E-3 −9.6350E-3 −8.5971E-3 −3.8882E-3
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Fig. 9 Comparison of test results in calm water and waves. a Sway hydrodynamic force, b yaw
hydrodynamic force
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5 Conclusion

The 4600TEU container ship was used in the static drift test in calm water and in
waves. In this experiment, the hydrodynamic force and moment model in the
equations of maneuvering motion were used to estimate hydrodynamic coefficient.
From the static drift test in calm water condition, the availability was determinable
by comparing with the results of static drift test using KCS and carrying out
repetitive tests. From the static drift tests in waves, as the wave length increases, so
the hydrodynamic coefficients do.

In the future, the dynamic test will be carried out in various wave directions such
as bow quartering sea, stern quartering sea, following sea and beam sea conditions.
While the test conditions in this experiment included a single wave height, various
wave height and wave length will be included in the next testing conditions.
Furthermore, the maneuvering simulation in calm water and in waves will be
conducted by using various hydrodynamic coefficients derived from the model test
in calm water and in waves.

Acknowledgements This study was supported by the research project “Development of Solution
for Safety and Optimal Navigation Path of a Ship Considering the Sea State” supported by
Ministry of Trade, Industry and Energy in Korea.
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Calibrating a Fracture Criterion
for a Numerical Simulation
of Warm-Incremental Forming Process

Le Van Sy

Abstract Incremental sheet forming (ISF) is an innovative die-less technique for
forming the product from sheet materials. This process has been attracted a con-
siderable interest of the scientific community due to its high formability, flexibility,
short lead-time and inexpensive equipment. However, applicability of this process
in practices is limited by anticipating mechanical failures during the forming pro-
cess. This paper presents implementing a developing fracture model into finite
element simulation to predict the occurrence of fracture in forming a cone shape.
The works were begun by analyzing material properties, choosing fracture criteria,
and implementing into ABAQUS environment. Finally, the simulated results were
validated by one of practical experiments in aspects of, for instance, geometric
accuracy and formability. They showed an excellent agreement between the sim-
ulated work and the experiment conducted in this study.

Keywords ISF � Fracture criteria � Incremental forming � ABAQUS � Die-less

1 Introduction

Incremental sheet forming (ISF) has been known as a pre-eminent process which
enables strains much higher than one of traditional sheet forming processes like
deep drawing, stamping and stretching. Experimental evidence showed that sheet
metal is stretched more than once in the conventional stamping operation.
A consequence of this is a higher forming limitation of ISF in comparison with the
common forming limited curve (FLC). However, ISF is limited by the type of
deformation which is close to plane strain for the part deformed in normal forming
way of this process (i.e. in ISF process with one stage) [1]. Higher FLC of ISF
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process is widely recognized and accepted in many researches but the explanation
for this is still a challenging task for scientists in future researches.

The experimental evidence and analysis concluded that the formability of ISF
process is mainly influenced by four major parameters: depth step, forming-tool
speed, tool diameter, sheet thickness [1]. The forming-tool speed means as both
feed-rate and spindle speed. The feed-rate is the displacement velocity of the tool
which affects the efficiency of the forming process and also increases mechanical
failures (e.g. formability) in the formed part. The spindle speed is known to
influence the formability due to its influence on friction between forming tool and
sheet surface. The influence of sheet thickness and depth steep is explained through
sine law [1]. The last parameter, i.e. tool diameter, is usually explained to be due to
the contacted area concentrating the strain. The larger tool diameter expands the
distribution of strain over extended zone.

There are efforts to explain the deformation mechanism of ISF process through
theoretical analyses and experimental evidence found in the literature. The ques-
tions arise from experimental observations such as enhanced forming limit and
crack propagation along the circumferential direction. Silva et al. [2] used mem-
brane analysis of a small plastic zone in the rotational symmetry components to
explain aspects of formability and damage. The authors concluded that cracks
triggered off in ISF process due to meridional tensile stresses. Martins et al. [3] used
the Silva’s results to study on careful examination of the geometry at the zone of
localized deformation. The authors pointed out the evidence in which formability is
limited by fracture without previous necking. It means that there is no evidence of
an actual neck before the failure occurs in the part. The crack cannot grow because
forming tool always moves in the deformation process. When the crack is going to
obtain the fracture limit, the tool has already moved in another place. This expla-
nation is not satisfactory because the sheet still stands in deformation tension.

Emmens [4] investigated the continuous bending under tension (BUT) to study
aspects of ISF. The author explained that the case of the bending radius is constant,
the formability defined that the limit strain in a single operation should become
proportional to the sheet thickness assuming the bending under a tension mecha-
nism to operate. Allwood et al. [5] presented that through-thickness shear can affect
the formability by modeling ISF process with a finite element method. The authors
demonstrated a significant through-thickness shear (TTS) occurring in the direction
that is parallel to tool motion. It is explained that the material on the top surface of
the sheet metal tends to move in the tool-moving direction due to a friction effect.
However, another publication of the author showed that shear band being per-
pendicular to the forming-tool direction could not be explained directly by the
friction effect due to the direction of the toolpath. Jackson [6] continued this work
by examining experimentally through deforming the copper sheet with both TPIF
(two point incremental forming) and SPIF (Single point incremental forming)
approaches. The author presented that the deformation mechanisms are due to
stretching and shear for both SPIF and TPIF process. The deformation due to
stretching in the plane is perpendicular to the forming-tool direction which was
similarly observed in FEM simulations [1]. The deformation due to shear effect is
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parallel to the forming-tool direction and increases along the cross-section in the
copper sheet which is similar to an experimental investigation of Allwood [5].

Eyckens et al. [7] used Marciniak–Kuczynski (MK) model to predict local
necking in ISF process. The authors revealed that TTS occurred in this process. The
presence of TTS can influence significantly the limit strain, which depends on the
strain mode. The increase of the Forming Limited Diagram (FLD) is only the shear
component in the plane perpendicular to the minor strain which is again in the
moving direction of the tool has an effect on the FLD. Increasing in the formability
of ISF process due to TTS is explained by the delay in a necking process. This
delay is similar to the one in the onset of necking under a biaxial stretching mode in
conventional forming process.

In general, the deformation mechanism and fracture mechanism in ISF process
were explained on the viewpoint of the localized deformation without an explana-
tion. Understanding the deformation and fracture mechanics in this process plays an
important role in predicting the mechanical failures in forming the product before the
practical manufacturing process is performed, which will emerge the potential
performances of this process with the industrial applications. This work has been
triggered off two significant impediments which meet the previous research efforts:
(i) no agreement among the above-mentioned hypotheses of deformation mecha-
nisms; (ii) what fracture criteria can apply for this process. Thus, this study uses a
recently developing fracture model combined with finite element analyses to predict
the occurrence of fracture in forming a cone shape. It was begun by analyzing
material properties, choosing fracture criteria, and implementing into ABAQUS
environment. Finally, the simulated results were validated by one of practical
experiments in aspects of, for instance, geometric accuracy and formability. The
works are organized concisely into three sections. The first section presents the
reasons to select a valid fracture criteria for ISF process and role of stress triaxiality
on mechanical fracture. The practical mechanical experiments are performed to
calibrate the selected fracture criteria and the calibrated result are demonstrated in the
second section. The final section is archived results and discussion.

2 Fracture Criteria and Calibaration

2.1 The Fracture Criteria for Sheet Metal

In the past decades, various fracture criteria to predict a ductile fracture of sheet
metal have been proposed and developed. They are based on different mechanical
models with different assumptions. Three main mechanisms can cause the fracture
in a ductile metal sheet: ductile fracture due to the nucleation, growth, and coa-
lescence of voids; shear fracture due to shear band localization; and instability due
to local necking (Fig. 1). Based on phenomenological observations, these three
mechanisms called for different forms of the damage criteria. The damage criteria
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can be categorized into two groups: damage initiation criteria for fracture and
damage initiation criteria for necking instability. This division is a convenience for
using fracture criteria to predict mechanical failure in ISF process. The first group
(Johnson-Cook, Wilkins, Gurson, FFLD, shear criteria) does not directly reflect the
physical mechanism of ductile fracture, but it predicts the initiation of damage in
deforming part. It is based on a macroscopic definition of a damage accumulation
function. The second group (forming limit diagrams and Marciniak-Kuczynski) is
the damage initiation criteria for the necking instability of sheet metal.

Generally, those criteria only consider solely the phenomenological observations
(or fracture mechanisms) and give relative accuracy in prediction of damage. They
have not carried out in a situation in general which the fracture mechanics of the
forming process has not been clarified. Fortunately, Gese and Hooputra [8] pro-
posed a fracture criteria named CrachFEM for thin sheets and extrusions (plane
stress), which distinguishes among three mechanisms (i.e. ductile fracture, shear
fracture and sheet instability) that are described by three different expressions.
However, all three failure modes are uncoupled from each other due to avoiding a
localization of the strains as a result of the softening of the material prior to fracture.

Ductile fracture model: For plane stress condition, the equivalent strain to
fracture is assumed to depend only on the stress triaxiality. The equivalent plastic
strain is given by

�edðg; _�eÞ ¼ eþT sinh kd g� � gð Þ½ � þ e�T sinh kd g� gþð Þ½ �
sinh kd g� � gþð Þ½ � ð1Þ

where eþT and e�T : the equivalent plastic strain at ductile damage initiation for
equi-biaxial tensile and equi-biaxial compressive deformation, respectively. g� and
gþ : the stress triaxiality in equi-biaxial tensile deformation state and in
equi-biaxial compressive deformation state, respectively.

For 3D-stress condition, the stress triaxiality η is no longer unique. Thus, the
equivalent plastic strain is given by (2) (where d0, d1, and c are material dependent
parameters)

�edf ¼ d0e
�3cg þ d1e

3cg ð2Þ

Fig. 1 Three mechanisms of damage in ductile metal
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Shear fracture model: In the shear dominated zone, the fracture strain is pos-
tulated to depend both on the hydrostatic and deviatoric state.

�esf ¼ d2e
�fShS þ d3e

fShS ð3Þ

hS ¼
ffiffiffiffiffi
24

p
3ksg� 1ð Þ 2� 3g� ffiffiffi

3
p

g
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4� 9g2

p� �
9g� 2� ffiffiffi

3
p

g
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4� 9g2

p with 0� g� 0:33

hS ¼
ffiffiffiffiffi
24

p
3ksg� 1ð Þ 2� 3g� ffiffiffi

3
p

g
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4� 9g2

p� �
9g� 4þ ffiffiffi

3
p

g
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4� 9g2

p with 0:33� g� 0:67

8>>>>>><
>>>>>>:

ð4Þ

where d2, d3, fs, and ks are three material constants; θs is shear fracture parameter.
Instability: The basic concept of sheet instability in CrachFEM algorithm is

based on Marciniak–Kuczynski model (M-K). In CrachFEM model, the thickness
ratio of imperfection and sheet is defined approximately at the neck cross section as
following:

h
h0

¼ 1� dC cos
px0

l

� �� �
ð5Þ

where h and h0 are the thickness of imperfection and initial sheet, respectively; dC is
the inhomogeneity; x′/l is the changing level of necking.

The CrachFEM model is implemented into ABAQUS coupled with the modular
elasto-plastic material model under an explicit-dynamic integration scheme through
VUMAT subroutine (user-defined material model) by [8]. CrachFEM can be used
to predict the damage driven to three mechanisms for both shell and solid elements.
However, the prediction of localized necking is only suited for shell elements.
Thereby, there are two models for ductile fracture with the shell element and solid
element.

2.2 Calibrating the Fracture Criteria

The CrachFEM model was clearly developed with a view of industrial application
but involves totally in seven free parameters. The shear fracture model acknowl-
edges the jointed effect of both stress triaxiality and the deviatory state through the
definition of the parameter θS. Both fracture models are based on a fracture locus of
the equivalent plastic �e strain and stress triaxiality η. The previous research [9]
showed that the range of stress triaxialities in general deformation is from −1/3 to
2/3. The diagram presented a large range of the stress triaxiality as Fig. 2. To
construct the locus of the stress triaxiality, many mechanical experiments need to be
performed with different kinds of specimen such as normal tensile testing,
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Nakazima testing, and shear testing with a special specimen, namely butterfly
specimen.

The procedure to calibrate the fracture locus of the equivalent plastic strain and
stress triaxiality η is shown in Fig. 3. Firstly, the practical experiments (Tensile,
Nakazima, shear testing) were performed with different specimens (Fig. 4). The
experimental results were input into a FEM simulation of the mechanical testing.
Then, simulated results were compared to the practical results to evaluate the
accuracy of a FEM model. If there is excellent agreement in stress-strain relation
between practical and simulated results, the values of the equivalent plastic strain �e
and stress triaxiality η were extracted from the simulated results. The calibrated
fracture locus is shown in Fig. 5a, b, and c with different ranges of stress triaxility.

Fig. 2 Full range of stress triaxiality versus equivalent strain

Fig. 3 Procedure to calibrate the fracture criteria

Fig. 4 Simulated results of a Tensile testing, b Nakazima testing, c Shear testing
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3 FEM Simulation of ISF Process

FEM simulation of ISF process is a very complicated task due to large and complex
models and long movement of forming tool. A full model should be used for
simulation of ISF process because this process is not symmetrical even for pro-
ducing symmetric parts. The full model of cone shape with curvature generatrix
should be used in FEM simulation to predict mechanical failures in ISF process due
to two reasons: (i) the fracture position occurred on a deformed part cannot be
foreknown; (ii) a partial model gives inaccuracy results because of incomplete
boundary conditions. However, several previous studies performed the simulation
with great efforts to simplify the calculation by modeling only one sector of
symmetric part [3, 4]; sequentially, considerable errors occur in the analyses.

The results of mechanical testing showed that magnesium alloy sheet has a high
sensitivity with temperature and strain rate. The linear thermal expansion of mag-
nesium alloy sheet is higher than aluminum and steel alloy at both room and
elevated temperature [3]. Thus, 3D-fully coupled thermal simulation is needed to
take into account of thermal effects and strain rate. In addition, the heat conducted
between surfaces of forming tool and sheet due to local deformation in ISF process
should be obtained simultaneously rather than sequentially. In FEM simulation of
ISF process, the previous researchers claimed that implicit solver met the difficult
convergent problems and large computational time consuming. They are due to
large model and many nonlinear problems contributed in this process. To overcome
these, the explicit solver is a first choice for FEM simulation in which the
mass-scale and time-scale approach are used to speed up the computational time.

Fig. 5 Calibrated results in different ranges of stress triaxiality and simulating models
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Because of using full model and large deformation in ISF process, the distortion
of elements in simulation is difficult to avoid. To overcome this problem, meshing
adaptive approach should be used in an FEM simulation. It can trigger off a slight
increase of computational time. However, reasonable setting of the parameters in
adaptive meshing brings the computational efficiency in correspondence with the
acceptable accuracy of the simulated results. The configuration for FEM simulation
of ISF process includes:

• Forming tool and backing plate are modeled as isothermal rigid bodies.
• Sheet is modeled as a deformable body with a dimension of

200 × 200 × 1.5 mm. It is meshed with an eight-node brick element (C3D8RT)
with reduction integration used in the fully coupled thermal analysis for saving
computational time.

• Sheet is meshed in three layers to take into account of bending stiffness.

The element type used in FEM simulation has a significant influence on the
obtained result. In previous research, it is reported that the best results can be
achieved with the four-node shell element (S4R) which has assumed in a
plane-stress state [7]. The computational time of this element is shorter than the
brick element because it is taking into account of bending effect to emerge this
behavior in ISF process. However, 3D fully coupled thermal analysis only applies
for brick element which describes more accurately the stress state occurring to cross
the thickness of sheet. Additionally, it is also used to apply for 3D complex con-
stitutive model that depends on strain rate and temperature. These are main reasons
predisposing the use of brick element to this study.

For evaluating the accuracy of thickness and geometry, a 90 mm-deep model
(e.g. considering a model with wall angle from 28.25° to 88°) is used the FEM
simulation. However, the evaluation of mechanical fracture occurring in the
deformed part does not require this large range of wall angle. Thus, the simulation
started from the depth of 21.113 mm until 90 mm for saving computational time.

4 Results and Discussion

4.1 Accuracy of Geometry and Thickness

The geometric accuracy of deformed part is an important aspect in ISF process. It is
interested in this problem because the sheet is deformed without any die or partial
die. Particularly, the sheet became softer when it is heated up to elevated temper-
ature. The sheet deformation occurs far from the contact area of backing plate that is
twisted about symmetric axe of product following rotating direction of spindle. It
can be difficult to predict in this case. On theoretical view, ISF technique can
deform a part with unlimited depth. However, a part with wall angle changing
according to the obtaining depth can trigger off the inaccuracy of geometric shape.
Thus, the stability of geometric shape should be investigated carefully in this study.
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A comparison between the cone-top shape and the practical experiment at
maximum achieved depth is also shown in Fig. 6a. The bottom of cone at depth of
61 mm is a concave shape which top of concavity is outward of part. The maximum
height of the concavity is 0.02 mm that is very consistent with actual experiment.
This result concluded that assuming a partial model for FEM simulation in ISF
process for saving computational time could trigger off the inaccuracy in simulated
results of the previous results [1, 7]. It should be noted that the part used in FEM
simulation is not assumed as symmetric part, although the geometry of product is
symmetric. The result showed the difference in both stress-strain state and geo-
metric accuracy.

Figure 6b presented a comparison between CAD profile and a profile extracted
from FEM simulation which showed that the section at different heights is not
concentric. Thus, the profile is cut along the z-direction at many positions and a
profile which has the most inaccuracy to be selected to compare with CAD profile.
The measuring results of deformed part from coordinate measuring machine
(CMM) are given two profiles of inner and outer surface. Each part is measured at
three different positions along the achievable depth. The thickness of deformed part
is calculated from measured results in Excel table. For FEM result, ABAQUS
allows extracting two profiles of simulated part in wireframe. These profiles are
then input into commercial CAD to measure the perpendicular distance between the
profiles along the depth of the simulated part. Figures 6b and 7 presented the

Fig. 6 Comparison between CAD profile and FEM profile

Fig. 7 Comparison of thickness accuracy between simulation and actual experiment
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distribution of thickness of actual experiment and FEM simulation with respect to
the achievable wall-angle in comparison with sine law. There is a good agreement
between experimental result and FEM simulation.

4.2 Validation of Results

FEM simulation of ISF is performed at different processing parameters similar to
actual experiments. The simulated results showed a good consistency with one of
the actual experiments about the position of fracture and the achieved depth (Fig. 8).
They also presented clearly the influences of processing parameters with respect to
the experiments.

Fig. 8 Validation of simulated result and actual experiment
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5 Conclusion

This paper reviewed the deformation and damage mechanics which are the base to
choose a suitable fracture criterion for predicting a mechanical failure in ISF pro-
cess. The damage criterion, called as CrachFEM, have been carried out successfully
in this study. This criterion was transformed into a unique space which was con-
venient to compare together and then to apply for numerical simulation. The key
parameter which greatly influenced the amount of plastic deformations, and which a
material may undergo before ductile failure occurs, is stress triaxiality. The role of
triaxiality for fracture criteria for metal sheet is also presented in this paper. The
final aspects relate to the implementation of a progressive damage and failure model
on numerical simulation for ductile metals in ABAQUS is mentioned. An excellent
agreement between simulated results and the practical experiments was found in
predicting the mechanical fractures, thickness and geometric accuracy of the formed
part in ISF process.
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Building Structure Parameter
Identification Using the Frequency
Domain Decomposition (FDD) Method

Phuoc Nguyen Van

Abstract In recent years, Operational Modal Analysis, also known as Output-Only
Analysis, has been used for estimation of modal parameters of the structures such as
the buildings, bridges, towers, and mechanical structures. The advantage of this
method is that expensive excitation equipment can then be replaced by ambient
vibration sources such as wind, wave, and traffic used as input of unknown mag-
nitude, and then modeled as blank interference in the modal identification algo-
rithms. This paper presents an overview of the non-parameter technique based
Frequency Domain Decomposition (FDD), dynamic model of n-storeybuilding and
method of modal parameters identification using FDD. In addition, using statistical
probability to evaluate the results that obtained the stiffness and inter-storey dift of
2-storey building.

Keywords Frequency domain decomposition � Operational modal analysis �
Multi-degree of freedom � Single-degree of freedom � Experimental modal
analysis � Singular value decomposition

1 Introduction

The experimental determination of structural modes of a structure can be divided
into two methods: EMA and OMA. EMA requires knowledge of both input and
output, which can be combined to yield stransfer function that describes the system.
In recent decades, there are civil structures used OMA method. This method has
been developed for many civil engineering structures such as buildings, bridges,
rigs, … [1]. Operational modal analysis only requires measurement of the output
from the system. In FDD method, spectral density matrix of multi-degree of free-
dom system is decomposed into a set of auto spectral density functions, each
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corresponding to a single degree of freedom. This method is illustrated by the
measurement on a two-storey building model with the excitation source generated
by a small hard plastic hammer and a vibration motor. The advantage of using data
acquisition hardware NI-USB 9234 of National Instruments is to easily measure
responses of accelerometers installed along the height of the building with
LabVIEW 2011 as showed in Fig. 1. Then the data continues to be analyzed with
Matlab with the support of advanced signal Processing tools. Finally, the modal
parameters of the building are obtained as resonant frequency and mode shapes. In
addition, the stiffness of each floor is also identified under the shear beam model
assume of a two-storey building.

2 Main Content

2.1 Frequency Domain Decomposition (FDD)

The power spectrum density matrices of the input (unknown) and output (recorded)
signal as functions of angular frequency ω respectively noted X½ � xð Þ and Y½ � xð Þ.
They are associated to the frequency response function matrix H½ � xð Þ through the
following equations [2, 3, 5, 6, 8, 9]:

Y½ � xð Þ ¼ H½ � xð Þ� X½ � xð Þ H½ � xð ÞT : ð1Þ

If r is the number of inputs and m is the number of simultaneous recorded
signals, at each angular frequency x, the size of X½ � xð Þ, Y½ � xð Þ and H½ � xð Þ are

Fig. 1 Data acquisition system with NI-USB 9234 hardware in LabVIEW 2011
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r � r, m� m and m� r, respectively. In OMA, the usual assumption is that the
input is white noise. That means the power spectral density matrix is expressed:

X½ � xð Þ ¼ C½ � ð2Þ

where C½ � is constant matrix. The H½ � xð Þ matrix can be written in a pole (kk) and
Residue ( Rk½ �) form as:

H½ � xð Þ ¼ Y½ � xð Þ
X½ � xð Þ ¼

Xn
k¼1

Rk½ �
jx� kk

þ Rk½ ��
jx� k�k

ð3Þ

kk ¼ �rk þxdk ð4Þ

where: n is the total number of interested modes, kk is the pole of kth mode and rk
is the modal damping of the kth mode, xdk is the damped natural frequency of the
kth mode:

xdk ¼ x0k

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 12k

q
ð5Þ

where: 1k is the critical damping of the kth mode, x0k is the undamped natural
frequency of the kth mode. Rk½ � matrix is expressed as following form:

Rk½ � ¼ ukc
T
k ð6Þ

where uk is the mode shape, kk is the modal participation vector. All those
parameters are specified for the kth mode. The input assumed to be blank inter-
ference with power spectral density is flat (no change) over the entire frequency
range, the Eq. (1) becomes:

Y½ � xð Þ ¼
Xn
k¼1

Xn
l¼1

Rk½ �
jx� k

þ Rk½ ��
jx� k�k

� �
C

Rl½ �
jx� kl

þ Rl½ ��
jx� k�l

� �H
ð7Þ

where H denotes complex conjugate and transposition. Multipying the two partial
fraction factors and making use of the Heaviside partial fraction theorem, then
performing mathematical transformations, output power spectral density can be
presented as follows

Y½ � xð Þ ¼
Xn
k¼1

Ak½ �
jx� kk

þ Ak½ ��
jx� k�k

þ Bk½ �
�jx� kk

þ Bk½ ��
�jx� k�k

ð8Þ

where: Ak½ � is the kth residue matrix. The matrix X½ � xð Þ is assumed to be a constant
C, since the excitation signals are assumed to be uncorrelated zero mean blank
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interference in all the measured DOFs. This matrix is Hermitian; its size is m� m
and is described in the form:

Ak½ � ¼ Rk½ �C
Xn
s¼1

Rs½ �H
�kk � k�s

þ Rs½ �T
�kk � ks

 !
ð9Þ

The contribution to the residue from the kth mode is given:

Ak½ � ¼ Rk½ �C R�
k

� �T
2rk

ð10Þ

where: rk is minus the real part of the pole kk ¼ �rk þ jxdk. As it appears, this
term becomes dominating when the damping is light, and thus, is case of light
damping; the residue becomes proportional to the mode shape vector:

lim
damping!light

Ak½ � ¼ Rk½ �C Rk½ �T¼ ukc
T
k Ccku

T
k ¼ dkuku

T
k ð11Þ

where: dk is a scalar constant. The contribution of the modes at a particular fre-
quency is limited to a finte number. Let this set of modes be denoted by SubðxÞ.
Thus, in the case of a lightly damped structure, the response of spectral density
matrix can always be written as following final form:

Y½ � xð Þ ¼
X

k2SubðxÞ

dkuku
T
k

jx� kk
þ d�ku

�
ku

T
k

jx� k�k
ð12Þ

The final form of the matrix Y½ � xð Þ is decomposed into a set of singular values
and singular vectors using the Singular Value Decomposition.

2.2 Singular Value Decomposition

The singular value decomposition of an m� n complex matrix A is the following
factorization:

A ¼ U � S� VH ð13Þ

where U and V are unitary matrix and S is a diagonal matrix that contains the real
singular values:

S ¼ diagðs1; . . .; srÞ ð14Þ
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The superscript H on the V matrix denotes a Hermitian transformation. In the
case of real valued matrices, the matrix V is only transposed and is denoted T. The si
elements in the matrix S are called the singular values and their following singular
vectors are contained in the matrix U and V . This singular value decomposition is
performed for each of the matrices at each frequency. The experimental flowchart is
built by using FDD method and is illustrated through four stages as shown in Fig. 2.

The spectral density matrix is then approximated to the following expression
(15) after SVD decomposition:

Y½ � xð Þ ¼ U½ � S½ � U½ �H ð15Þ

U½ � U½ �H¼ I½ � ð16Þ

Notation I½ � is unitary matrix. Where S is a diagonal matrix holding the scalar
singular values, U½ � is a unitary matrix holding the singular vectors:

S ¼ diagðs1; . . .; srÞ ¼

s1 0 0 � � 0
0 s2 0 � � �
0 � s3 � � �
� � � � � 0
� � � � sr 0
0 � � 0 0 0

2
6666664

3
7777775

ð17Þ

U½ � ¼ u1f g u2f g u3f g � � � urf g½ � ð18Þ

where ui are forms of private modes. The number of nonzero elements in the
diagonal of the singular matrix corresponds to the rank of each spectral density

Fig. 2 Experimental flowchart using FDD
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matrix. The singular vectors in Eq. (18) correspond to an estimation of the mode
shapes and the corresponding singular values are the spectral densities of the SDOF
system expressed in Eq. (12).

2.3 Mathematical Model of N-Storey Building

The building will vibrate when it is subjected to external forces exerted by the
outside like the wind, stimulated by vehicular traffic, caused by man, even earth-
quakes. To simplify matters, we assume construction of the mathematical model for
n-storey building under the effect of making buildings earthquake vibrations. That
means n degrees of freedom system modeled from buildings also fluctuate. The
vibration of n degrees of freedom of the form is considered as Fig. 3 [2, 3].
Supposed that the moving is in one direction, according to Newton’s second law
and D’Alembert principle, the equations of the system oscillate many degrees of
freedom under the effect of horizontal x ground acceleration x

00
0ðtÞ is described as

follows [2, 3]:

M½ � x
00

n o
þ C½ � x

0
n o

þ K½ � xf g ¼ � M½ � x
00
0

n o
ð19Þ

x
00
0 ¼ x

00
0ðtÞ is ground acceleration. Respectively xiðtÞ, x0

iðtÞ, x
00
i ðtÞ are displace-

ment, velocity, acceleration in the mass concentration at the ith floor, M½ � is the
mass matrix, C½ � is the damping matrix, K½ � is the stiffness. We simulatenously

Fig. 3 Mathematical model
of n-storey building under the
effect of horizontal ground
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diagonalize matrices M½ � and K½ �; and assume that C½ � is also diagonal with the n
damping ratios ni on the diagonal. The n eigenvalues x2

i , corresponding eigen-
vectors uif g and damping ratios ni are the modal parameters of the system.

All three matrices M½ �, C½ �, K½ �, each with size (n� n) and is defined as follows:

M½ � ¼

m1 0 0 0

0 m2 0 0

0 0 . . . 0

0 0 0 mn

2
6664

3
7775; C½ � ¼

c11 c12 . . . c1n
c21 c22 . . . c2n
. . . . . . . . . . . .

cn1 cn2 . . . cnn

2
6664

3
7775;

K½ � ¼

k11 k12 . . . k1n
k21 k22 . . . k2n
. . . . . . . . . . . .

kn1 kn2 . . . knn

2
6664

3
7775:

where mi is the mass concentration at the ith floor, i ¼ 1; 2; . . .n.

2.4 Construct Stiffness Matrix from Modal Parameters

Shear beam model is assumed that motion in a single floor depends on the dis-
placement of the immediately above and below floors. The assumption is empha-
sized that the stiffness of the floors is greater than the wall. Stiffness matrix can be
written as formula (20):

K½ � ¼

k1 þ k2 �k2 0 . . . . . . 0

�k2 k2 þ k3 �k3 . .
. ..

.

0 �k3 . .
. . .

. . .
. ..

.

..

. . .
. . .

. . .
.

0
..
. . .

. �kn�1 kn�1 þ kn �kn
0 . . . . . . 0 �kn kn

2
6666666664

3
7777777775

ð20Þ

where: kj is the stiffness of the storey j.
The equation of the eigenvalues K½ � Uif g ¼ x2

i M½ � Uif g for the shear beam
model can be inverted in order to evaluate the stiffness matrix K½ �. Where:
Respectively xi, Uif g are modal frequencies and mode shape vectors corre-
sponding ith. Thus, the relationship between the physical parameters and the modal
parameters of the building can be expressed as the Eq. (21):

K½ � � x2
i M½ �� �

Uif g ¼ 0 ð21Þ
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Equation (21) can be written as elementary as the Eq. (22):

K½ � ¼

k1 þ k2 � x2
i m1 �k2 0 . . . . . . 0

�k2 k2 þ k3 � x2
i m2 �k3 . .

. ..
.

0 �k3 . .
. . .

. . .
. ..

.

..

. . .
. . .

. . .
.

0

..

. . .
. �kn�1 kn�1þ kn � x2

i mn�1 �kn
0 . . . . . . 0 �kn kn � x2

i mn

2
6666666666664

3
7777777777775

u1i

u2i

..

.

uðn�1Þi
uni

2
66666664

3
77777775

¼

0

0

..

.

0

0

2
6666664

3
7777775

ð22Þ

Solving the Eq. (22) we find the stiffness from 1th floor to nth floor. Therefore,
to generalize a corresponding linear system Eq. (22) can be translated into ana-
lytical formulas as follows:

Duji ¼
uji � uðj�1Þi when j ¼ 2� n

uji when j ¼ 1

	
; 8j 2 1; n½ �; kj ¼ x2

i

Pn
l¼j

mluli

Duji
ð23Þ

2.5 Identificate Modal Parameters and Stiffness
of Model of 2-Storey Building

Geometry of a two-storey building is designed in the pattern of shear beam, painted
with software Artemis TestorPro 2011 as in Fig. 4. The material is made entirely of
carbon steel.

Acquisition of experimental system is for responses of model two-storey
building. The sampling rate fs = 2048 samples/s, ensuring the Nyquist criterion.
Step time retrieving data is 4.8828125 × 10−4 (s). In this experiment, the data was
recorded during 15 s. Therefore the amount samples on each channel were 30 720
samples.

Experiment 1 When the 1st and 2nd floor have m1 ¼ m2 ¼ mass ¼ 11.9737 kg,
excitation force generated by a small hard rubber hammer on the 2nd floor in the
horizontal x with a random force. Results of from the 4th measurement in a data set
with measured 10 times, is shown in Fig. 5 as follows.
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Through analysis of the spectrum we find out the ground nearly fluctuated. Thus
to simplify the problem, we only consider the correlation between 1st floor and 2nd
floor. The power spectral density of the system is calculated as a function of
physical frequency is shown in Fig. 6.
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Fig. 5 One side of the spectrum amplitude response ground acceleration, 1st floor and 2nd floor

Fig. 4 Geometry two-storey building
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Fig. 6 Power spectral densities of acceleration response and comment on the 1st floor 2nd floor
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In the first mode shape: the 1st and 2nd floor oscillate in phase, its displacement
increases with height, floor 2 shifted almost 1.5 times the 1st floor, frequency
10.6060 rad/s. In the second mode shape: 1st and 2nd floor is opposite phase
oscillation; a node appears. The 1st inter-story drift 2nd floor is near 1.5 times,
frequency 29.0597 rad/s (Fig. 7).

The modal parameters are identified and shown in Table 1: Sketch graphs
stiffness and inter storey drift [m/m] between the floors is shown in Figs. 8 and 9.

Table 1 Mode shapes, stiffness identified when we used hard rubber hammer impact with random
excitation 2nd floor horizontal x

Mode i 1st 2nd

f (Hz) 1,688 4,625

{ui1} −0,55406 −0,83570

{ui2} −0,83247 0,54917

The average stiffness of the floor 1, floor 2 [N/m] and the
average frequency of two mode shapes of 10 independent
measurements

k1 = 3317,091
k2 = 1326,64
f 1 = 1,688

k1 = 3414,902
k2 = 3949,381
f 2 = 4,625

Standard deviation (d) dk1 = 1,758
dk2 = 0,0
df1 = 0,0

dk1 = 7,374
dk2 = 2,669
df2 = 0,0

Floor 1

Floor 2

Ground

Floor 1

Floor 2

Ground

x

z
y y

x

z

1,688 Hz 4,625 Hz

Fig. 7 Bending mode shapes along the identified high building
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3 Conclusion

Recognized results between the two cases with a hard rubber hammer excitation
and vibration motor and shock with small deviations are acceptable. Oscillation
frequency separately unbiased for both mode shapes. Meanwhile, the stiffness of
the 1st floor of mode 1 has deviation with 13.69562 N/m, the 2nd floor stiffness of
mode 1 has deviation with 0 N/m; the 1st floor stiffness of mode 2 has deviation
with 206,07993 N/m, the 2nd floor stiffness of mode 2 has deviation with
31.62963 N/m.

The analysis of modal with FDD allows us to easily identify the modal
parameters quickly and accurately. This was done only with the measurement of the
response of the building when it is subjected to the forces excited by the input
amplitude regardless even without measuring those excitation forces. This approach
provides us with the bending samples. However, it does not affect the calculation
results about the stiffness according to the mode shapes. FDD method which was

Fig. 9 Inter-storey dirft

Fig. 8 The stiffness of the floors
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successfully applied on a model two-storey building was designed and constructed
according to the pattern shear beam with identified modal parameters and the
stiffness of the floors. The stiffness is one of the main parameters controlling their
seismic resistance. The studied results have demonstrated the ability to use the FDD
into reality methods for civil engineering structures. It also can be applied to test the
health of the structure and the building. This method is a useful contribution to find
out the weak floor on the building which is easy affected with earthquake, wind and
storm.
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Airfoil Selection for Fixed Wing of Small
Unmanned Aerial Vehicles

Ngo Khanh Hieu and Huynh Thien Loc

Abstract Vietnam has become a new market for small Unmanned Aerial Vehicles
(SUAVs). In the case of SUAVs, the airfoil plays a crucial role in generating lift.
This paper presents an approach using opensource/free software to evaluate and
choose the airfoil for aircraft designs and suggests a set of criteria used to evaluate
the airfoils. The method mentioned in this research can help designers of fixed wing
of SUAVs in selecting the most appropriate airfoil from various sources. The
obtained airfoil can be modified afterwards for the best performance.

Keywords XFRL5 � Airfoil for suavs � X-foil � Javafoil

1 Introduction

The market of UAVs in Vietnam as well as in other parts of the world is currently
very competitive. The challenges that UAVs designers are facing are not only about
how to make the aircrafts fly but also how to design an UAV for the best perfor-
mance and possibly lowest cost.

Normally, in order to select an airfoil, the designers may either use tested data of
airfoils or do their own test under the specific working condition of the airfoil. From
the testing data acquired, they have to select the the most appropriate airfoil to the
criteria needed. However, doing such a test could be time-consuming and costly.
Moreover, the errors could be made because the working condition of the selected
airfoils will not always be the same as the testing data as the result of the
approximation in case of doing a test. In addition, there is no airfoil totally superior
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to others. Therefore, the method of selection and the criteria applied may cause
problems to designers.

These difficulties lead to a need of a tool to select the proper airfoils in an
effective and trustworthy way. These airfoils then can be selected from the database
with the proposed method of selection and optimized afterwards by modifying the
airfoil to adapt to the best performance of the SUAVs.

2 Airfoil Selection’s Importance

To design an UAV, in general, the designer firstly has to gather all the require-
ments. After doing the initial sizing to have the operating Reynolds number and
gathering the sizing baseline, the designer move to the configuration design where
airfoil and aircraft configuration must be chosen, then does many stages of the
multidisciplinary analysis and the optimization to give out the optimum configu-
ration. A prototype will be made, based on the former configuration for the flight
test. If the prototype meets the requirements, the UAV designed will be commer-
cialized (see Fig. 1).

For UAVs, especially SUAVs, the airfoil is one of the most components to their
performance which determine its likelihood of success. The airfoil is normally

Fig. 1 UAV design flow chart [1]
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selected from a database of airfoils operating in the same condition and will be
optimized to best fit to the configuration of the SUAVs in the optimization phase.

3 Data Acquisition Method

3.1 Software Utilized

For SUAVs, the working condition is not as critical as other commercial aircrafts, in
which many phenomenas may happen including the high flow separation at the
trailing edge, the laminar separation bubbles and working beyond the stall angle.

The softwares presented are XFLR5 [2], whose airfoil analysis tool is based on
X-Foil [3], and JAVAFOIL [4]. These softwares are medium-fidelity tools which
use panel method to give the solution for vorticity and source distributions. From
the solutions above, other parameters such as lift, drag and pitching moment
coefficients can be computed.

For a shape discretization by N panels, the equation system consists of the matrix
of influence coefficients, the unknown circulation strength at each panel corner
point and the two vectors representing the conditions for 0° and 90° angle of attack.
Each coefficient Ci,j represents the effect the influence of the triangular vorticity
distribution due to the vortex strength ϒi at each corner point on the center point of
each panel j. The last row contains the tangential flow condition at the trailing edge
which is needed to obtain a solution compatible (see Fig. 2).

3.2 Verifying Software Fidelity

Panel method used in the softwares mentioned above (XFLR5 and JAVAFOIL) has
a limitation in predicting boundary layers, flow separation and rotational flows due
to its calculation model. The calculation in transonic and supersonic flow and for

Fig. 2 Visualization of vorticity and source distributions in panel method [3]
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airfoils with cusped trailing edges is also not reliable. However, as mentioned, these
phenomenas and conditions are not applicable in case of the SUAVs.

To verify the fidelity of the software, the parameters obtained from the analysis
of some well known airfoils of the softwares will be compared with the experi-
mental data from University of Illinois Urbana-Champaign [5–7]. The representa-
tive airfoils are NACA 2412, NACA 24112 and S 9000 at Reynolds number of
2 × 105 and 5 × 105.

3.3 Airfoil Geometry Analysis

To analyze the reliability of the airfoil geometry, a study on the dependency of the
number of points (panels) in the geometry of the airfoil must be conducted. The
graph below presents the analysis of the lift and drag coefficients on the geometries
having 50–300 points of NACA 2412 versus the data given.

There is a big difference between the parameters analyzed from a 50 point
geometry and the others. The parameters received don’t differ much from 150
points to 300 points geometries. Therefore, the analysis can be made with airfoil
geometries having more than 150 points (panels) (see Fig. 3).

3.4 Fidelity of the Software

The parameters received from the softwares’ analysis are compared with the
experimental data from [7]. As the summary focus on airfoil in the same Reynolds

Fig. 3 Fidelity analysis from
number of panels in the
geometry of airfoils
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number as the working condition of the fixed wing of SUAVs, it is for sure a
precious reference for the fidelity analysis.

The airfoils tested are CAL 2263 and E 387 (selected randomly from the
summary) to verify the fidelity of the software. The drag polars from the analysis
versus the experimental data are plotted in the following figures.

As the drag polars plotted, the difference between the parameters acquired,
especially XFLR5’s calculation is quite precise (about 10 % error on high lift
coefficient or below 0 lift coefficient). These error comes from the software
unability to predict the high flow separation at trailing edge, laminar separation
bubbles and the behavior of airfoil beyond stall angle. Even though XFLR5 gives
more accuracy results, sometimes the solutions from XFLR5 can’t be acquired due
to the divergence of the iterations when Javafoil always manage to get the pre-
diction of the parameters. That is why JavaFoil is also mentioned in this paper.

However, with SUAVs’ working condition, these ‘critical’ cases are normally
gone in seconds with an appropriate control reaction thus they won’t affect their
performance (Figs. 4, 5 and 6).

Fig. 4 Drag polars of E 387 airfoil at Reynolds number of 200 000 and 460 000

Fig. 5 Drag polars of CAL 2263 airfoil at Reynolds number of 200 000 and 500 000
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4 Airfoil Selection Method

4.1 Parameters Criteria

A set of criteria for the best performance of the SUAVs have to be set in order to
select the best airfoil [8]. The criteria for each parameters is shown in the table
below.

Note that there is no ‘ultimate’ airfoil that can respond to all the criteria as above.
Therefore, a selection method is needed to optimize the airfoil selection. Weighted
Scoring Method (WSM) is a selection method comparing multi criteria. It includes
determining all the criterias related to the selection, giving each criteria a weighted
score to reflect their relative importance and evaluation of each criteria.

With: Clo: lift coefficient at angle of attack equal to 0°; Cl_max: maximum lift
coefficient; αstall: stall angle of attack; Cd_min: minimum drag coefficient; Cl/Cd_max:
maximum of the range parameter; Cl

3/2/Cd_max: maximum of the endurance
parameter and Cm,c/4: pitching moment coefficient.

WSM consists of the following steps:

• Determining all the criteria.
• Distributing to each criteria a weighted score.
• Evaluating each criteria of an option.
• Multiplying the points evaluated by the weighted score.
• Making sum of all the products and selecting the airfoil with highest total points.

Fig. 6 Data published in summary of low-speed airfoil data, vol 5 about E 387 and CAL 2263
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4.2 Proposal of a Set of Weighted Score for Fixed Wing
of SUAVs

For most of the fixed wing of SUAVs, the most important criterias are: High
endurance/range, Easy to take-off, High performance, Easy to control.

These criterias can be interpreted as parameters as Clo, Cl_max, αstall, Cd_min, Cl/
Cd_max, Cl

3/2/Cd_max and Cm,c/4. According to the demand of the customer which
focus more on what he wants, a set of weighted score will be determined. Table 1
proposes a set of weighted score focusing more on the high endurance and less on
the maneuverability since the design object is the fixed wing of SUAVs [9, 10].

5 Case Study

The recent design project of VSKYLINE Ltd. is for a SUAV having the following
requirements: operating velocities from 60 to 100 km/h; take-off by hand-launch;
operating altitude of 500 m; flight endurance of 60–90 min; maximum payload
of 2 kg.

After the sizing steps (see Fig. 1), the aspect ratio (ARw) of the SUAV’s wing is
8 and the operating Reynolds number is 600 000.

5.1 Airfoil Database

The airfoil set utilized in the selection are the ones performing at the operating
Reynolds number. They are gathered from [5–7] (see Table 2).

Table 1 Evaluation criteria of each parameter and the weighted scored for SUAVs

Parameter Evaluation criteria Weighted scored for fixed
wing of SUAVs

C10 Close to Clcruise is the best 0.15

C1 max Highest is the best 0.15

astall Highest is the best 0.15

Cd min Lowest is the best 0.15

C1 of C min Close to cruise is the best

C1
�
Cd max Highest is the best 0.15

C1 of C1
�
Cd max Lowest is the best

C3=2
1

.
Cd max

Highest is the best 0.2

C1 of C
3=2
1

.
Cd max

Lowest is the best

Cm;c=4 Low magnitude is best 0.05
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The AG airfoils which serve mainly for sailplanes were designed by Dr. Mark
Drela from MIT. The CAL airfoils were designed by Christopher Lyon, the former
member of the UIUC LSATs team (the University of Illinois at Urbana-Champaign
Low-Speed Airfoil Tests team). The Eppler airfoils were designed by the code
written by Prof. Richard Eppler, a pioneer of computational aerodynamics. The RG
airfoils were designed by Rolf Girsberger based on Prof. Eppler code with some
modifications for flexibility in modifying thickness and camber. The S airfoils were
designed by Prof. Michael Selig from UIUC. The SD airfoils were designed by
Prof. Michael Selig and John Donovan. The SA 7035 and SA 7036 airfoils were
designed based on SD 7037 due to its popularity.

5.2 Airfoil Analysis Results

As discussed above, the airfoils are analyzed by XFLR5, the airfoil having the most
preferable result in each criteria gets 04 points when the least preferable one gets 01
points. The points for other airfoils are calculated linearly.

The analysis result is shown in Fig. 7. As CAL 2263 M has the highest scoring
points among the airfoils analyzed based on the criteria set, this airfoil is chosen for
the SUAV. It can be seen that even though CAL 2263 M doesn’t have the highest
point in the criteria of maximum range and endurance parameter, it is still chosen as
the most appropriate airfoil.

From this case study, the Weighted Scoring Method offers clearly a compre-
hensive way to select the most appropriate airfoil for the best performance of the
aircraft.

Table 2 Airfoil database for small UAVs

No. Airfoil Thickness (%) Camber (%) No. Airfoil Thickness (%) Camber (%)

1 AG12 6.24 1.85 11 RG14 8.47 1.58

2 AG16 7.11 1.87 12 RG15 8.92 1.76

3 AG24 8.41 2.21 13 S7012 8.75 2.02

4 AG35R 8.72 2.38 14 S8064 12.33 1.18

5 CAL1215 J 11.72 2.28 15 S9000 9.01 2.37

6 CAL2263 M 11.72 3.52 16 SA7035 9.19 2.55

7 CAL4014L 10.00 1.84 17 SA7036 9.20 2.79

8 E231 12.33 2.46 18 SD7037 9.20 3.02

9 E374 10.91 2.25 19 SD7080 9.15 2.48

10 E387 9.07 3.80
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6 Conclusion

XFLR5 and JavaFoil with the Weighted Scoring Method offers a comprehensive
and trustworthy approach for aircrafts designers to select the most appropriate
airfoil to the requirements for SUAVs. Moreover, the airfoil selected can be then
optimized by higher fidelity tools to ensure the best performance for SUAVs.

The airfoil selection is very important and necessary for designers to move to
another steps such as multidisciplinary analysis and optimization.

Acknowledgments This paper is supported by VSKYLINE Ltd. in the project of designing a
small unmanned aerial vehicle for surveillance.
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Application of the Dung’s Microscopic
Damage Model to Predict Ductile Fracture
of the Deep Drawn Aluminum Alloy Sheets

Hao H. Nguyen, Trung N. Nguyen and Hoa C. Vu

Abstract In this paper, a mechanistic model to predict failure voided ductile
materials is developed based on the Dung’s microscopic damage model (Dung,
N.L., 1992, Three Dimensional Void Growth in Plastic Materials, Mechanics
Research Communications, Vol. 19, No. 3). The model incorporates the Hill’s
quadratic anisotropic yield criterion (1948) to account for anisotropy of sheet
metals. The model is implemented as a vectorized user-defined material (VUMAT)
subroutine in the ABAQUS/Explicit commercial finite element code. Predictions of
ductile crack behavior based on void nucleation, growth and coalescence by the
Dung’s model are compared with Gurson–Tvergaard–Needleman (GTN) model
and published experimental data.

Keywords Ductile fracture � Sheet forming � Dung’s model � Micro-crack
mechanism � Anisotropy

1 Introduction

Aluminum alloy materials have been widely applied in automotive and aerospace
industry thanks to their light weight and excellent strength characteristics. Sheet
metals made from aluminum alloys by rolling process usually exhibit anisotropic
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mechanical response. Although anisotropic yielding of aluminum alloy sheets has
been well characterized using sophisticated yield functions [1–5], plastic fracture
behavior of the materials still needs further investigation. The metals are considered
as matrix materials containing inclusions and second phase particles. Accordingly,
upon deformation up to a certain level micro-cracks appear due to void nucleation,
growth and coalescences. Gurson [6] proposed a yield function for isotropic matrix
materials containing spherical voids. The void volume fraction (f) is defined as a
special damage parameter. Tvergaard [7, 8] modified the Gurson model by adding
two correction parameters to include interactions of voids and hardening by
deformation. Needleman and Tvergaard [9] further extended the model to simulate
rapid loss of loading carrying capacity in void materials. To correctly determine
void volume fraction growth during deformation of matrix materials, Chu and
Needleman [10] proposed a void nucleation criterion. Therefore, the modified
Gurson model is also known as Gurson–Tvergaard–Needleman (GTN) model.
Applications of the GTN model are limited to anisotropic porous plastic materials.
Therefore, in recent years, some researchers have extended the original Gurson
model to model anisotropic materials. Liao et al. [11] integrated the Gurson model
with Hill quadratic and non-quadratic anisotropic yield criteria to describe the
matrix normal anisotropy and planar isotropy. Wang et al. [12] formed a
closed-form anisotropic Gurson yield criterion based on an average anisotropy
parameter. Tanguy et al. [13] developed a constitutive model based on Gurson
model that integrates anisotropic behaviors and ductile damage for a X100 pipeline
steel. Grange et al. [14] predicted ductile fracture of Zircaloy-4 sheets based on the
GTN model which is extended to take into account plastic anisotropy and vis-
coelasticity. Chen and Dong [15] developed an implicit stress integration procedure
for the GTN model using equivalent stress calculated from the Hill’s quadratic
anisotropic yield criterion to adapt explicit dynamic solver. Morgeneyer et al. [16]
investigated fracture mechanisms of AA2139 Al-alloy sheet by experiments and
applied the GTN model to describe and predict deformation behavior, crack
propagation and toughness anisotropy of the material. Kami et al. [17] predicted
plastic fracture of AA6016-T4 metallic sheet under deep-drawing conditions by
using the GTN model and Hill’48 quadratic anisotropic yield function. Based on the
work of McClintock [18] on a spheroidal void growth model, Dung [19] developed
cylindrical and ellipsoidal void growth models and proposed a yield function which
accounts for hardening of matrix materials. Applying the Dung’s void growth
model to predict failure development at ductile fracture of steel, Schiffmann et al.
[20] reported a good agreement between predictions and experimental results.

In this paper, the Dung’s model is incorporated with the quadratic yield criterion
Hill’48 to account for the anisotropy of matrix materials. The model is then
implemented via a vectorized user-defined material (VUMAT) subroutine in the
ABAQUS/Explicit commercial finite element code. Applications of the model to
investigate ductile fracture of deep drawn aluminum alloy materials are presented.
Predictions of the ductile crack behavior resulted from void nucleation; growth and
coalescence are compared with the GTN model and experimental results from the
literature.
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2 The Dung’s Microscopic Damage Model
for Anisotropic Metallic Materials

The yield function proposed in the Dung’s model [19] is given as follows:

U ¼ re
rf

� �2

þ 2fq1 cosh �
ffiffiffi
3

p
1� nð Þ rm

rf

� �
� 1� q2fð Þ2¼ 0 ð1Þ

where, q1, q2 are correction parameters [9], n hardening exponent of matrix
material, σe equivalent stress, rm ¼ �1=3rijdij hydrostatic stress, and dij Kronecker
delta. Similar to the GTN model, the original Dung’s model was constituted with an
assumption that matrix material is isotropic and obeys the von Mises yield criterion,
i.e.

re ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3
2
r0 : r0

r
ð2Þ

where r0 is the deviatoric stress tensor. To incorporate anisotropy of matrix
materials, the Hill’48 quadratic anisotropic yield criterion [1] is applied. The
equivalent stress is then substituted by:

re ¼ F r22 � r33ð Þ2 þG r33 � r11ð Þ2
h

þH r11 � r22ð Þ2 þ 2Lr223 þ 2Mr231 þ 2Nr212
�1=2
ð3Þ

where rij (i, j = 1, 2, 3) are Cartesian components of Cauchy stress tensor. The
parameters F, G, H, L, M and N are material constants. For sheet metal materials,
these parameters can be calculated by Lankford’s coefficients as follows:

F ¼ r0
r90 r0 þ 1ð Þ ; G ¼ 1

r0 þ 1
; H ¼ r0

r0 þ 1
; N ¼ r0 þ r90ð Þ 1þ 2r45ð Þ

2r90 1þ r0ð Þ ð4Þ

The Lankford’s coefficients r0, r45 and r90 are determined by uniaxial tensile
tests at 0o, 45o and 90o to rolling direction. Flow stress of matrix material is given
by:

rf ¼ rf �e
pð Þ ð5Þ

The equivalent plastic strain rate of matrix material _�ep is obtained through the
following expression of plastic work:

1� fð Þrf _�ep ¼ rij : _e
p
ij ð6Þ
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where �ep is equivalent plastic strain of matrix material, _epij is plastic strain rate
tensor. The void volume fraction growth is computed as follows:

_f ¼ _fg þ _fn ð7Þ

The void volume fraction growth of present voids in matrix material is
calculated:

_fg ¼ 1� fð Þ_epijdij ð8Þ

The nucleated volume void fraction rate in matrix material when deforming is
calculated by the following void nucleation law:

_fn ¼ A_�ep ð9Þ

where, A is a function of equivalent plastic strain of matrix material �ep:

A ¼ fN
sN

ffiffiffiffiffiffi
2p

p exp �0:5
�ep � eN

sN

� �2
" #

ð10Þ

where, fn, sN, εN are parameters related to void nucleation during deformation of
matrix material.

3 Numerical Analysis

A numerical algorithm based on the Euler backward method has been developed for
a class of pressure-dependent plasticity models [21]. By applying the algorithm a
VUMAT subroutine in the ABAQUS/Explicit software is implemented for the
Dung’s model.

3.1 Tensile Tests on Single Element

The subroutine is verified using a single 8-node brick element (C3D8R) for a
hydrostatic tensile test and using plane strain element (CPE4R) for a unaxial tensile
test. The corresponding boundary and loading conditions are shown in Fig. 1. Initial
size of each element edge is 1 mm. The loading velocity for tension is set to
15 mm/s.
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Flow stress of the matrix material obeys:

rf
r0

¼ rf
r0

þ 3G
r0

�ep
� �n

ð11Þ

where σ0 is initial yield stress of the matrix material, σ0/E = 1/300, n = 0.1.
Parameters of the porous plastic model are q1 = q2 = 1.5, initial void volume
fraction f0 = 0 and f0 = 0.04 for plane strain and hydrostatic tension, respectively,
εN = 0.3, sN = 0.1, fN = 0.04.

Figure 2a shows the stress ratio (σ22/σ0) versus logarithmic strain
e ¼ ln 1þ u=l0ð Þ, where u is the prescribed displacement and l0 is the initial element
length. In the case of isotropic material, the Dung’s model (Dung-Mises or
Dung-Hill’48 with r0 = r45 = r90 = 1) coincides with results of GTN model in
Abaqus (GTN-Mises) and Chen et al. [15] (GTN Hill’48 r0 = r45 = r90 = 1). In the
case of anisotropic material, results of the Dung’s model (Dung-Hill’48) presents a
good agreement with those from Chen et al. [15]. For yield function without

2

3

1

1

2 

(a) (b)

Fig. 1 Single element and boundary conditions: a Plane strain tension. b Hydrostatic tension

Fig. 2 Plane strain tension: a uniaxial stress versus logarithmic strain and b void volume fraction
versus logarithmic strain
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damage variable (Hill’48 and von Mises), the axial stress is greater than the Dung’s
model and GTN model due to damage gradually accumulates by void volume
fraction (f) in porous plastic material model. Figure 2b shows the void volume
fraction growth with deformation of matrix material. For isotropic material Dung’s
model (Dung-Mises, Dung-Hill’48, r0 = r45 = r90 = 1) coincides with GTN model in
Abaqus. For anisotropic material, void volume fraction of the Dung’s model
(Dung-Hill’48) is slightly lower due to the effect of Lankford’s coefficients.

In Fig. 3a, the hydrostatic stress is plotted as a function of logarithmic volumetric
strain ev ¼ 3 ln 1þ u=l0ð Þ. Figure 3b shows void volume fraction as a function of
logarithmic volumetric strain. Result from the Dung’s model agrees well with that
of the GTN model and the exact solution obtained from [22].

Fig. 3 Hydrostatic tension: a void volume fraction versus logarithmic volumetric strain and
b hydrostatic stress versus logarithmic volumetric strain
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Fig. 4 Cylindrical cup deep drawing: a tooling setup for cylindrical cup drawing (NUMISHEET’
2002. Unit: mm) and b punch force versus punch displacement
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3.2 Deep Drawing

In this section, deep drawing processes of cylindrical and square cups are inves-
tigated. Forming behavior predicted by the Dung’s damage model is then compared
with those by the GTN model and published experimental results.

Cylindrical cup deep drawing
The matrix material is assumed to obey the following isotropic hardening rule:

rf ¼ r0 þ a 1� e�b�ep
� 	 ð12Þ

where, σf is the flow stress of matrix material, �ep the equivalent plastic strain, σ0 the
initial yield stress, a and b material constants. Figure 4a shows tooling setup for the
cylindrical cup drawing. A holding force of 50 kN and a punch stroke of 50 mm are
applied. Blank of 1 mm thickness is modeled by eight-node linear brick, reduced
integration with hourglass control continuum element (C3D8R) whilst tools are
modeled with rigid elements (R3D4). Friction coefficient is set to a value of 0.0096
for all contact surfaces.

The porous material properties of AA6111-T4 aluminum alloy sheet are
obtained from [15] and summarized in Table 1.

In Fig. 4b, the punch force is plotted as a function of punch displacement. The
Dung-Hill’48 anisotropic plastic damage model predicts a slightly smaller value
than that by the GTN model.

Figure 5 shows a comparison of the distribution of void volume fraction between
predictions by the Dung-Hill’48model and the GTNmodel at a depth of 45mmof the
punch stroke. It can be seen that the Dung-Hill’48 is capable of simulating consid-
erable anisotropy of the blank material which cannot be captured by the GTN model.

Table 1 Damage parameters
of AA6111-T4 aluminum
alloy for the Dung’s model

f0 0.0

εN 0.3

fN 0.04

sN 0.1

fc 0.15

q1 1.5

q2 1.5

E (GPa) 70.5

v 0.342

σ0 (MPa) 180.8

r0 0.894

r45 0.611

r90 0.66

a (MPa) 274.64

b 6.79
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Square cup deep drawing
The AA6016-T4 aluminum alloy sheet was used to predict plastic fracture in deep
drawing process. The material obeys the Swift’s hardening rule:

rf ¼ A e0 þ�epð Þn ð13Þ

The parameters of Dung’s model given in Table 2.
The deep drawing setup is depicted in Fig. 6a. Diameter of the circular blank is

85 mm. A holding force of 10 kN is applied and the punch stroke is 25 mm. The
rigid shell elements (R3D4) were used to mesh punch, die and blank holder,
whereas blank was meshed with 8-node hexahedral (C3D8R) solid elements. An
average element size of 0.5 mm was applied for the blank. A value of 0.05 was
employed for the friction coefficient of all contact surfaces.

Table 2 Damage parameters
of AA6016-T4 aluminum
alloy for Dung’s model [17]

f0 2.42e-4

εN 0.3

fN 0.042

sN 0.1

fc 0.0477

fF 0.2

q1 1.5

q2 1.5

E (GPa) 70

v 0.33

A (MPa) 525.77

r0 0.553

r45 0.41

r90 0.55

ε0 (MPa) 0.01125

n 0.27

crack positions

(a) (b)

Fig. 5 Distribution of void volume fraction: a anisotropic plastic damage model (Dung-Hill’48)
and b isotropic plastic damage model (GTN)
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Figure 6b shows a comparison of the punch force versus displacement curves
from the Dung’s model and experimental data by Kami et al. [17]. The maximum
values of punch force are 35.28 and 34.24 kN for Dung’s model and experiment
result, respectively. The punch force towards zero at 20.03 mm of depth is predicted
by the Dung’s model, while that experiment data is 18.7 mm, it is acceptable.

Figure 7 shows a comparison of fracture shape of the blank between simulated
results and experiment of Kami et al. [17]. The image show the failed path and
position of Dung’s model that based on equivalent stress of Hill (1948) is smilar to
observation from the experiment.

Punch

Blank

85

42.4x42.4

40x40

42.9x42.9

10 kN 10 kN

1 R5

R3

Punch movement

Hold

Die

(a) (b)

Fig. 6 Square cup drawing: a diagram of the tooling setup in square cup drawing (unit: mm) [23]
and b comparison of forming forces for blank holder of 10 kN

Fig. 7 Failed specimens: a Dung-Hill’48 and b experiment [17]
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4 Conclusions

In this paper, the Dung’s model was implemented via a user-defined material
(VUMAT) subroutine in the commercial code Abaqus/Explicit. The subroutine is
was verified using simple plane strain and hydrostatic tension models. The analysis
results have been compared to those using the GTN model in Abaqus and published
data. It is shown that the Dung’s model that included hardening exponent of matrix
material (n) is capacable of predicting damage localization of metallic material.

Two deep drawing processes of cylindrical and square cups have been
simulated:

For the first case, fracture positions predicted by the Dung’s model is similar to
the GTN model. Moreover, the Dung-Hill’48 predicted a lower forming force
whilst being capable of simulating earing phenomenon which reflects considerable
anisotropy of the blank material.

For the case of square cup deep drawing, comparison with the experiment
indicated an identical crack path. It is shown that the forming force and the deep
displacement of punch that the punch force toward zero of the Dung’s model is
higher than that by experiment result with an acceptable accuracy.
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Implementation and Application of Dung’s
Model to Analyze Ductile Fracture
of Metallic Material

Hao H. Nguyen, Trung N. Nguyen and Hoa C. Vu

Abstract In this paper, the Dung’s microscopic damage model which depicts void
growth under plastic deformation is applied to predict ductile fractures in high
strength steel API X65. The model is implemented as a vectorized user-defined
material (VUMAT) subroutine in the ABAQUS/Explicit commercial finite element
code. Notched and smooth round bars under uniaxial tension loading are simulated
to show the effect of equivalent plastic strain versus the void volume fraction
growth of the material at and after crack initiation. Predictions of the ductile
behavior from void nucleation to final failure stage are compared with the built-in
Gurson—Tvergaard—Needleman (GTN) model in ABAQUS. Also, comparison
with experimental results from the literature is discussed

Keywords Ductile fracture � Void growth � Dung’s model � Micro-crack
mechanism

1 Introduction

Ductile fracture of metallic material is usually due to void nucleation, growth and
coalescence. To investigate this process, the series of experiments are needed to
conduct. This is necessary, but it is quite expensive and time cost. For these
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reasons, finite element ductile failure simulations based on the local approach is
considered as the most effective method and quite useful.

Fracture mechanic based on mechanism of void nucleation, growth and coa-
lescences connect between micro structure variables and macro crack behavior of
metallic materials. The plastic failure process due to void nucleation, growth and
coalescences includes two phases: homogeneous deformation including void
nucleation and growth, local deformation for void nucleation [1]. It is usually use a
yield function of porous plastic metallic material model for plastic fracture process
analyses. The original yield function is proposed by Gurson [2] based on spherical
void growth. The Gurson model includes a damage parameter of void volume
fraction (f). Tvergaard [3, 4] modified the Gurson model by add two adjusted
parameters to consider interaction of the voids and hardening by deformation.
Needleman and Tvergaard [5] extended Gurson model to simulate rapid loss of
loading carrying capacity in the void materials. Therefore, Gurson model is also
known as GTN (Gurson—Tvergaard—Needleman) model. Base on McClintock [6]
spheroidal void growth model in 3D space, Dung NL [7] investigated the cylin-
drical and ellipsoidal void growth and then proposed a yield function similar to the
yield function in GTN model. There are differences of Dung’s model from GTN
model. The first, to consider hardening of matrix material under deformation, Dung
have added hardening exponent (n) into yield function. In adding, Dung supposed
the initial shape of void is spherical void but when matrix material under defor-
mation then the shape of void become ellipsoidal void. Recently, Schiffmann et al.
[8] used the Dung void growth model to predict failure development at ductile
fracture of steel, it exhibited good agreement with experiment results. To determine
void volume fraction growth during matrix material under deformation, Chu and
Needleman [9] supplied the criterions for void nucleation into Gurson model. For
the first research about void coalescence criterion: the void coalescences take place
only when void volume fraction (f) reaches a critical value (fc). In the later studies
found that, fc strongly depend on initial void volume fraction (f0), the size of voids,
the space of voids in matrix material, stress triaxiality, strain hardening of material
[10, 11]. Thomason [12, 13] proposed a critical loading model that describing of the
void coalescence. In this model, at start of void coalescence is controlled by
mechanism of plastic localization in the spaces of voids. At these positions, the void
coalescence can be explained by material and stress states dependences. Bao [14]
conducted the series of experiments and finite element analyses in aluminum alloy
2024-T351 and proposed a criterion of void coalescence that based on two
parameters of critical equivalent plastic strain (ef ) and ratio of stress triaxiality (T).
When these values reach a critical value then void coalescence occurs, mean
micro-crack will form in matrix material.

In this paper, Dung’s model is implemented by a VUMAT subroutine in the
finite element software (ABAQUS) to consider process of ductile fracture in high
strength steel API X65. The notch round bars and smooth round bar is simulated to
show the effect of equivalent plastic strain on the void volume fraction growth of
the materials. The predictions of ductile behavior in the samples from void
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nucleation to final failure in material are compared with GTN model and experi-
ment results of Oh et el [15, 16].

2 Modeling Porous Plastic Metallic Material

The yield function of Dung’s model is given [7] as follow:

U ¼ re
rf

� �2

þ 2fq1 cosh �
ffiffiffi
3

p
1� nð Þ rm

rf

� �
� 1� q2fð Þ2¼ 0 ð1Þ

where, the parameters q1, q2 are proposed by Tvergaard [5], n is hardening expo-
nent of matrix material, hydrostatic stress rm ¼ � 1

3 rijdij, dij is Kronecker delta,

equivalent stress vonMises re ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3
2r

0
ij : r

0
ij

q
, r0ij is deviatoric stress tensor,

r0ij ¼ rij � 1
3 rijdij, rij is Cauchy stress tensor, σf is the yield stress of matrix

material, rf ¼ rf �epe
� �

. The equivalent plastic strain rate of matrix material _�epe is
dominated by equivalent plastic work:

1� fð Þrf _�epe ¼ rij : _e
p
ij ð2Þ

where, �epe is equivalent plastic strain of matrix material, _epij is plastic strain rate tensor.
The void volume fraction growth is computed as follow:

_f ¼ _fg þ _fn ð3Þ

Here, the void volume fraction growth of the presence voids in matrix material:

_fg ¼ 1� fð Þ_epijdij ð4Þ

The nucleated void volume fraction growth during matrix material under
deformation:

_fn ¼ A_�ep ð5Þ

The number of nucleated voids A is a function of equivalent plastic strain of
matrix material �epe :

A ¼ fN
sN

ffiffiffiffiffiffi
2p

p exp �0:5
�epe � eN

sN

� �2
" #

ð6Þ

where, fn, sN, εN are the parameters relative to the void nucleation during matrix
material under deformation.
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3 Numerical Implementation

A numerical algorithm based on the Euler backward method has been developed for
a class of pressure-dependent plasticity models [17]. By applying the algorithm a
VUMAT subroutine in the ABAQUS/Explicit software is implemented for the
Dung’s model. Steps of the implementation procedures are summarized as follows:

Step1: Initialize variables

rt; et; ft;�e
p
t ;DetþDt

Step 2: Calculate trial state of stresses

• Calculate stress tensor:

rtrialtþDt ¼ rt þD :DetþDt ð7Þ

The fourth order tensor D is the elastic stiffness matrix. Isotropic elasticity is
assumed so that

Dijkl ¼ K � 2
3
G

� �
dijdkl
� �þG dikdjl þ dildjk

� � ð8Þ

where K is the elastic bulk modulus and G is the shear modulus.
• Calculate hydrostatic stress:

rtrialm ¼ � 1
3
rtrialtþDt : I ð9Þ

where I is the second order unit tensor
• Calculate equivalent stress:

rtriale ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3
2
rtrial0 : rtrial0

r
ð10Þ

for isotropic matrix materials, or

rtriale ¼ F rtrial22 � rtrial33

� �2 þG rtrial33 � rtrial11

� �2h
þH rtrial11 � rtrial22

� �2

þ 2L rtrial23

� �2 þ 2M rtrial31

� �2 þ 2N rtrial12

� �2i1=2 ð11Þ

for anisotropic matrix materials.
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Step 3: Check for plastic yield

Utrial ¼ U rtrialm ; rtriale ; ft;�e
p
t

� �

If Utrial � 0 go to Step 5 and update elastic stress, rtþDt ¼ reltþDt.

If Utrial [ 0 go to Step 4 and calculate plastic correction.

Step 4: Calculate plastic correction
The plastic strain increment is divided into spherical and deviatoric parts:

Dep ¼ 1
3
DepIþDeqn ð12Þ

Dep ¼ �k
@U
@rm

and Deq ¼ k
@U
@re

ð13Þ

where k is the plastic multiplier, n ¼ 3=2reð Þr0 is the flow direction.
Eliminating k from Eq. (13) leads to:

Deq
@U
@rm

� �
þDep

@U
@re

� �
¼ 0 ð14Þ

Using Newton-Raphson iterative method to solve the nonlinear system of
Eqs. (15) and (16), the consistency condition Eq. (17) must also be satisfied at the
same time.

E1 ¼ Deðkþ 1Þ
p

@U
@re

þDeðkþ 1Þ
q

@U
@rm

¼ 0 ð15Þ

E2 ¼ U rðkþ 1Þ
m ; rðkþ 1Þ

e ;�epðkþ 1Þ; f ðkþ 1Þ
	 


¼ 0 ð16Þ

rðkþ 1Þ
f ¼ Hðkþ 1Þ � �ep ð17Þ

where H ¼ drf
d�ep is strain hardening modulus of the matrix material.

The iterations is terminated when the values of |E1| and |E2| are less than a
specified tolerance, e.g. d = 1E-08.

Step 5: Update of state variables

rm ¼ relm þKDep ð18Þ

re ¼ rele � 3GDeq ð19Þ
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r ¼ rel � KDepI � 2GDeqn ð20Þ

D�ep ¼ �rmDep þ reDeq
1� fð Þrf ð21Þ

Df ¼ 1� fð ÞDep þAD�ep ð22Þ

4 Application to Tensile Testing Simulations

4.1 Identifying the Parameters for Dung’s Model

The properties of material of API X65 steel: Young’s modulus E = 210.7 GPa,
hardening exponent is chosen n = 0; 0.134; 0.2, Poisson ratio ν = 0.3, initial yield
stress σ0 = 464.5 MPa. The experiment data of yield stress and plastic strain curve is
refer to Oh [15].

In order to simulate failure process of metallic materials based on void growth
and coalescence model, eight parameters have to identify: two adjustment factors
(q1, q2), six parameters relative to void growth and coalescence (f0, fc, fF, εN, sN, fN).

For the Dung’s model, Dung [7] proposed q1 = q2 = 1.5. The void nucleation
parameters εN = 0.3; sN = 0.1; fN = 0.04 are proposed by Chu and Needleman [9]
and widely used by many researchers. For the high strength API X65 steel is the
pure steel, during plastic strain process, void nucleation by inclusions and second
phase particles is not significant and slow. Therefore, the value fN is chosen 0.0008.

The initial void volume fraction is calculated based on equation of Franklin [18]
as follow:

f0 ¼ 0:054 S%� 0:001
Mn%

� �
ð23Þ

where, S% and Mn% are weight (%) of S and Mn respectively. The content of these
chemical elements is referred to Oh et al. [15].

The void volume fraction at fracture fF is determined from f0 and based on
empirical equation of Zhang [1]:

fF ¼ 0:15þ 2f0 ð24Þ

The critical void volume fraction fc is usually determined by the void coales-
cence criterions and experiments. In this work, for the API X65 steel, fc is referred
to Oh et al. [16].

Summary, the parameters is chosen and calculated as Table 1:
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4.2 Testing on Single Element

The subroutine is verified using a single 8-node brick element (C3D8R) to simulate
uniaxial tension. The boundary conditions and loading as shown in Fig. 1a. The
initial size of each element edge is 1 mm. The loading velocity v2 for tension is set
to 15 mm/s.

The Fig. 1b shows void volume fraction versus equivalent plastic strain for the
uniaxial tensile test to single element. For hardening exponent n = 0.134, the
Dung’s model coincides with the classical GTN model. Therefore, n = 0.134 is
chosen to simulate the notched and round bars in Sect. 4.3.

4.3 Application to the Simulation of the Notched Bar
and Round Bars

The geometries of tensile specimens as Fig. 2a. Using biaxial symmetry four-node
element type with reduce integration (CAX4R). The size of the elements at mini-
mum section are 0.15 × 0.15 mm, the size of the other elements are 0.15 × 0.5 mm.
Only 1/4 of bar is used to simulate tensile test. The finite element meshes are
presented as Fig. 2b. The velocity loading is applied on top boundary. For each

Table 1 The parameters for Dung’s model

εN sN fN f0 fc fF q1 q2
0.3 0.1 8.0E-4 1.25E-4 0.015 0.15025 1.5 1.5

y 

z

x 

(a) (b)

Fig. 1 a The single element used to verify subroutine. b The void volume fraction versus
equivalent plastic strain with hardening exponents in yield function of Dung’s model
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specimen, magnitude of load is chosen and controlled via the critical void volume
fraction (fc) or void volume fraction at fracture (fF), mean the void volume fraction
reaches these values, in the matrix material appear initial crack or damage,
respectively.

For all the specimens, void volume fraction reaches critical value (fc) at center of
bar earlier than other positions, mean crack initiation occur at these positions
before.

The Fig. 3 shows contour of void volume fraction at and after crack initiation of
R6 bar. Figure 4a presents void volume fraction growth (from f0 to fc) versus
equivalent plastic strain of element at center of bars for the Dung’s model. For the
smooth bar, void volume fraction growth reaches critical void volume fraction (fc)
slower the notched bars. Material fails earlier the R1.5 bar than R3 and R6 bar.
Figure 4b shows stress triaxiality versus equivalent plastic strain of center element
of bars, the end point of average lines is compared with fracture criterion of Oh [15]

Figure 5 shows comparison between present results and criterion of crack initi-
ation. The fracture strain depend on the stress triaxiality in exponential function [19].

6
130

10

R1.5; R3; R6

11

6R6

40 36

(a) (b)

Fig. 2 Geometries of tensile specimens. a Notched bars b Smooth bar (unit: mm)

Fig. 3 Contour of void volume fraction of R6 bar. a Crack initiation. b Failed elements
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For API-X65 steel, Oh et al. [15] proposed a critical location criterion that equivalent
plastic strain as a function stress triaxiality:

ef ¼ 3:29 exp �1:54
rm
re

� �
þ 0:1 ð25Þ

The analysis results of four bars by Dung’s model are able to predict the fracture
initiation with an acceptable accuracy.

In the Fig. 6 shows engineering stress versus engineering strain of bars. For all
the specimens, the predictions of crack initiation by Dung’s model are good
agreement with GTN model in Abaqus and experiment results of Oh et al. [15]. For
each bar, crack initializes at value of other equivalent plastic strains.

Fig. 4 a Void volume fraction growth versus equivalent plastic strain. b Comparison crack
initiation, true fracture strain as a function of stress triaxiality, between Dung’s model and fracture
criterion of Oh et al. [15]

Fig. 5 Ratio of stress
triaxiality (−σm/σe) versus
equivalent plastic strain
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5 Conclusions

By implemented approach that based on backward Euler method of stress inte-
gration for Dung’s model succeed in simulating fractured prediction of the notched
and round bars. The results provided the predictions of Dung’s model are very close
to experiment results of Oh et al. [15, 16] and GTN model in Abaqus. This work is
also show the fractured predictions as follow: for all the specimens, the crack
initializes at center and propagates along minimum section of bars; the different
geometries crack initializes at different moment.
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