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## Foreword

In any established field, doing something "different" presents a challenge. Even in computer graphics, an area that evolves rapidly, the notion of treating simple points as primitive modeling and display elements did not get off to a fast start. Nevertheless, every good idea has its time. Two timely factors that promote the idea of point-based graphics are procedural shape definition and automated shape acquisition. The former has the flexibility to produce as many or as few points as needed to accurately represent itself. The latter naturally produces a massive flood of points. The sheer complexity of such models begs for a representation that is inherently simple. Points are simple. However, effectively acquiring, editing, animating, rendering, and otherwise processing points requires a non-intuitive understanding of the representations and processes. That's why this book is necessary.

Twenty years ago, when my students were experimenting with point-based representations of surfaces and volumes, they repeatedly asked "what would happen if we tried this crazy idea?" As demonstrated in this text, today's discussions are conducted with more rigor and sophistication. While points themselves may be simple, a complete understanding of how they are processed and how collections of them should be interpreted requires sophisticated explanations. And there is no single "best" method for processing such point collections. The explanations in this book are broad; the authors cover a range of applications and techniques, and they cover these thoroughly.

The approaches described in this book may once have been considered outside the mainstream by experienced graphics practitioners. The editors and contributors themselves, however, are among the best and brightest in mainstream computer graphics research. To bring their expertise to bear on a single coherent volume is no small feat.

There are undoubtedly a few of us that enjoy ideas just because of their inherent beauty. Having migrated to computer graphics from a background in signal processing, I have a certain attachment to point-based graphics methods. Because of this interest, I have tracked the work of many of the book's contributors for several years.

Their perseverance and ingenuity are an inspiration. Seeing their work collected in one place is a tremendous personal pleasure. More importantly for the reader, this text is a unique and valuable resource for those who wish to understand and make use of point-based graphics technology.

Turner Whitted
Microsoft Research
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## 1 INTRODUCTION

## Markus Gross and Hanspeter Pfister

### 1.1 OVERVIEW

Point primitives have experienced a major renaissance in recent years, and considerable research has been devoted to the efficient representation, modeling, processing, and rendering of point-sampled geometry. There are two main reasons for this new interest in points: on one hand, we have witnessed a dramatic increase in the polygonal complexity of computer graphics models. The overhead of managing, processing, and manipulating very large polygonal-mesh connectivity information has led many researchers to question the future utility of polygons as the fundamental graphics primitive. On the other hand, modern three-dimensional (3D) digital photography and 3D scanning systems acquire both geometry and appearance of complex, real-world objects. These techniques generate huge volumes of point samples, which constitute the discrete building blocks of 3D object geometry and appearance-much as pixels are the digital elements for images.

Over the past five years, point-based graphics has seen an amazing growth. By the time of publication of this book, three symposia on point-based graphics will have
concluded, the first of which was started in Zürich, Switzerland, in 2004. The large number of submissions to these conferences shows the huge interest in this young and exciting field and its potential for research and teaching.

This interest in combination with the huge success of various tutorials on this topic and thousands of downloads of Pointshop3D, a freeware software package for pointbased graphics, have motivated us to create this textbook. It presents a comprehensive collection of both fundamental and more advanced topics in point-based computer graphics. The book is based on a series of courses that we and some of the authors taught over the past five years at major graphics conferences. We have extended our material significantly and we have invited numerous prolific authors in the field to contribute to this publication.

The book assumes familiarity with the standard computer graphics techniques for surface representation, modeling, and rendering. No previous knowledge about point-based methods is required. The book is suitable for both classroom and professional use. The comprehensive coverage of the topic makes the book a reference and teaching tool, and the in-depth coverage of algorithms as well as the inclusion of the Pointshop3D open-source system makes it very attractive for developers.

The book is intended for researchers and developers with a background in traditional (polygon-based) computer graphics. They will obtain a state-of-the-art overview of the use of points to solve fundamental computer graphics problems such as surface data acquisition, representation, processing, modeling, and rendering. With this book, we hope to stimulate research and development of point-based methods in games, entertainment, special effects, visualization, digital content creation, and other areas. For instance, game developers will learn how to use point-based graphics for game characters and special effects (physics, water, etc.) employing real-time rendering on graphics processing units (GPUs). Developers in the movies and special effects industry will learn how to use points for offline, high-quality global illumination, character rendering, and physics. Engineers will learn how to process huge point clouds that naturally arise during object scanning. Architects of current GPUs (e.g., at NVIDIA and ATI) will learn what operations need to be implemented or accelerated to facilitate point-based graphics. Digital content creators and artists will use Pointshop3D for the creation of very complex models.

We believe that point-based graphics bear a huge potential for future research and development and might influence the way we will do computer graphics in the future. We hope that this book will stimulate new ideas in this rapidly moving field and that it will convince more graphics researchers and developers of the utility of point-based graphics.

### 1.2 BOOK ORGANIZATION

The book organization follows essentially the 3D content creation pipeline, as outlined in Figure 1.1.

Historically, points have received relatively little attention in computer graphics. Yet, there has been fundamental work that laid ground for the more recent developments. In Chapter 2, Marc Levoy will present an historical perspective on the topic. He will highlight early work on point-based modeling and rendering, and will point out how this work provided a basis for the subsequent chapters of this book.

The first stage in Figure 1.1 involves the acquisition of point clouds from real-world models through means of 3D scanning and reconstruction. Chapter 3 will give a comprehensive overview over the state-of-the-art in 3D acquisition and scanning methods for point-sampled models. The authors focus both on geometry and appearance acquisition. The discussed algorithms and systems will make the reader familiar with the essentials of scanning technology, including a practical guide to build a low-cost 3D scanning system. The final topic of this chapter is devoted to sophisticated appearance acquisition using 3 D photography.

The next stage in the content creation pipeline includes mathematical methods to reconstruct surfaces from point clouds and to deal with the discrete nature of


Figure 1.1: The 3D graphics content-creation pipeline serves as a model for the book's organization.
point sets. Chapter 4 acquaints the reader with the mathematical and algorithmic fundamentals of point-based surface representations. It describes the basic concepts of discrete differential geometry and topology as well as specific representations, such as the famous moving least squares (MLS) method. Other topics of the chapter are discretization and sampling and an overview over the most important data structures for point-based representations. The chapter concludes with a presentation of real-time, iterative refinement methods.

Once the surface representations are in place, the next step in the content creation pipeline is the digital processing, filtering, modeling, and editing of point models. Chapter 5 is devoted to the digital processing of point-sampled models. It demonstrates the versatility of point-sampled representations that combine the simplicity of conventional image editing operations with the power of advanced 3D modeling methods. The chapter includes a variety of preprocessing methods, such as model cleaning, filtering, and feature extraction, as well as photo editing operations. More advanced shape modeling operations, like deformations and constructive solid geometry (CSG), will also be discussed. The chapter is closely related to the core functions of Pointshop3D, the software accompanying the book.

The final stage in our content creation pipeline is high-quality and efficient display of the point model. Novel rendering pipelines and concepts had to be devised for point-based models. Chapter 6 presents a comprehensive overview of high-quality rendering methods for point-sampled geometry. It starts with a review of the fundamentals of surface splatting, one of the most widely used techniques for point rendering. More advanced and hardware-accelerated methods for point splatting will be discussed next. Finally, we explain ray-tracing methods for point-sampled geometry and acceleration structures for high-performance point rendering.

Very often, graphics models have to be animated; i.e., their shape and attributes have to be controlled and altered over time. Due to the complexity of the topic, animation cannot be treated comprehensively. But Chapter 7 will describe physically based animation using point-sampled representations. This topic has emerged recently as a promising alternative to conventional finite element simulation. It is inspired by so-called meshless methods, where the continuum is discretized using unstructured point samples. We will demonstrate that such methods allow for a wide spectrum of material simulations, including brittle fracture, elastic and plastic deformations, and fluids. Such physical point representations are combined with high-resolution point-sampled surface geometry.

The concluding Chapter 8 contains a collection of select topics related to point-based computer graphics. One such method is the dynamic representation, compression, and display of 3 D video. A second one is the modeling and analysis of uncertainty in point clouds. A further topic discusses point-based visualization of attributed
datasets. Another contribution addresses the computation of global illumination in point-sampled scenes and shows how such methods are used in a production environment. The chapter demonstrates the versatility and application potential of pointbased methods.

### 1.3 COMMON ISSUES AND REOCCURRING PATTERNS

Points are clearly the simplest of all graphics primitives. Throughout the book, there are reoccurring issues inherent to point-based graphics that can be summarized as follows.

Points generalize pixels and voxels toward irregular samples of geometry and appearance. The conceptually most significant difference to triangles is that points-much as voxels or pixels-carry all attributes needed for processing and rendering. There is no distinction between vertex and fragment anymore.

As a sampled representation including geometry and (prefiltered) appearance, point representations allow one to carry over some of the computationally expensive fragment processing, such as filtering, to the preprocessing stage. Their very "sameness" of geometry and appearance creates the potential of designing leaner graphics pipelines. Of course, this simplified processing comes at a price. Straightforward framebuffer projection leaves holes in the image that have to be filled for close-up views. Point models also require a denser sampling compared to triangle meshes. The higher resolution of the representation potentially leads to increased bandwidth requirements between the computer processing unit (CPU) and GPU. In some sense, bandwidth has to be traded with processing speed.

Points, in their purest form, do not store any connectivity or topology. Since many 3D acquisition algorithms generate point clouds as output, points naturally serve as the canonical representation for 3D acquisition systems. In contrast, triangle meshes are the result of 3D reconstruction algorithms and require prior assumptions on topology and sampling. The lack of topology and connectivity, however, is strength and weakness at the same time. The atomic nature of a point sample gives the representation a built-in level of detail (LOD), making it possible, for instance, to stream and render point clouds progressively.

Points have proven their ability to model complex geometry. Their lack of connectivity enables one to conveniently resample without the need to restructure the representation on the fly. Resampling, one of the key ingredients of many point graphics algorithms, can be accomplished in many different ways. Continuous surface reconstructions are provided by the many versions of MLS. The lack of connectivity
makes changes of model topology more accessible, but comes at a cost. $k$-nearest neighborhoods, needed for many surface processing algorithms, have to be computed on the fly. This, in turn, requires more elaborate data structures, including K-d-trees or spatial hashing. Also, improperly sampled point models do not give guarantees on topological correctness, which may or may not be a problem. The flexibility of dynamic adjacency computation is specifically efficient if the model size is large and the operations are local. Some researchers have resorted to cache strategies to retain some static adjacency in the representation.

Similar observations hold for physically based simulations. Meshless methods have successfully been applied to compute elastic and plastic deformations as well as fracturing of solid objects. It has been shown that the absence of a rigid mesh structure facilitates the modeling of phase transitions, for example, during melting. The proposed methods are robust and render visually plausible results. In addition to the use of points for the discretization of computational domains, some research has been done to reconstruct and animate the corresponding surfaces using point samples. Again, the previously discussed properties of point representations help to conveniently change topology (fracture, melting) or resample dynamically (deformation).

In summary, point primitives constitute a simple and versatile low-level graphics and visualization primitive. Representation points have different strengths and weaknesses compared to other graphics primitives. They are not going to replace the existing ones, but have proven their ability to complement them. Many technical issues related to point-based graphics boil down to reconstruction and resampling. As a sample-based approach to graphics, points stimulate us to take a signal processing view onto graphics and visualization.
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## 2 THE EARLY HISTORY OF POINT-BASED GRAPHICS

Marc Levoy

Why is it worthwhile to study where an idea came from? Thomas Kuhn, writing in The Structure of Scientific Revolutions, notes that scientists like to see their discipline's past "developing linearly toward its present vantage" [Kuh62]. As a result, textbooks often discard or obscure the origins of ideas, thereby robbing students of the experience of a scientific revolution. This in turn makes them unable to realize when one is upon them and ignorant about how to act in these circumstances. I do not claim that pointbased rendering was a scientific revolution, at least not in 1985 when Turner Whitted and I wrote our first paper on the topic. However, that paper was written in response to a scientific crisis, which bears some of the same characteristics. As a technical achievement, our paper was a failure. However, as a story of crisis and response it is instructive. In this spirit I offer the following historical account.

### 2.1 SAMPLE-BASED REPRESENTATIONS OF GEOMETRY

Since the beginning of computer graphics, a creative tension has existed between representing scenes as geometry versus as collections of samples. Early samplebased representations included textures, sprites, range images, and density volumes.

More recent examples include light fields, layered depth images, image caches, and so on. Points are another such representation, often used to approximate curved surfaces as this book amply demonstrates. In each case researchers faced a common set of challenges: how to edit the scene by manipulating its samples, how to store and compress these samples, how to transform and shade them, and how to render them with correct sampling, visibility, and filtering.

However, to understand the early history of point rendering, we must understand a different tension that existed in the early history of computer graphics, one between image-order and object-order algorithms for displaying geometric primitives. It was in response to this tension that Turner Whitted and I proposed points as a way to display curved surfaces [LW85]. And it was on the shoals of sampling, visibility, and filtering that our idea ran aground. Let us see why.

### 2.2 IMAGE-ORDER VERSUS OBJECT-ORDER VISIBILITY AND ANTIALIASING

In their seminal paper on hidden-surface algorithms [SSS74], Ivan Sutherland et al. showed that visibility is tantamount to sorting. As any student of computing knows, sorting $N$ objects into $P$ bins can be done using a gather or a scatter. In computer graphics, the gather strategy leads to an image-order algorithm. One example is ray tracing [Whi80]; for the viewing ray associated with each image pixel, search among the geometric primitives in a scene for the frontmost primitive intersecting that ray. By contrast, the scatter strategy leads to an object-order algorithm. The most common of these is the $Z$-buffer [Cat74]; create an array as large as the screen, and for each primitive decide which pixel it falls into. While building such an array was expensive in the 1970s, causing Sutherland et al. [SSS74] to dismiss the Z-buffer algorithm as hopelessly impractical, a steady decline in semiconductor memory prices eventually made this and other image-order algorithms both practical and attractive. Image-order traversal is particularly easy to implement because the number of samples that should be taken of the primitive is obvious: one per pixel. For an object-order algorithm, enough samples must be taken to avoid leaving any pixels uncovered, but not so many that the algorithm becomes inefficient.

To avoid aliasing artifacts in computer-generated images, each pixel should be assigned not a point sample of the scene but instead a sample of the convolution of the scene by a filter function. Repeating this process for every pixel in a two-dimensional (2D) image, and assuming the filter is a discrete 2D function, we obtain four nested loops. Since convolution is linear, these loops can be rearranged so that the outer loop is over image pixels, leading to an image-order algorithm, or over points on the scene primitives at some resolution, leading to an object-order algorithm. As was the case
for visibility, antialiasing poses fewer problems if implemented in image order. In an influential early paper, Edwin Catmull [Cat78] observed that to compute a correct color in a pixel, only those primitives or portions of primitives that lie frontmost within the filter kernel centered at the pixel should be included in the convolution. This is easy in an image-order algorithm, because all primitives that might contribute to the pixel are evaluated at once. In an object-order algorithm, solving this problem requires retaining subpixel geometry for every primitive in every pixel. To avoid this difficulty, researchers have proposed computing visibility at a higher resolution than the pixel spacing (by supersampling and averaging down), approximating subpixel geometry using a bitmask [Car84] or summarizing it as a scalar value (called alpha), leading to digital compositing [Wal81, PD84]. In some rendering algorithms, subpixel geometry has been used as both an alpha value and a filter weight, leading to problems of correctness to which I will return later.

### 2.3 THE CHALLENGE POSED BY PROCEDURAL MODELING

If it is easier to render scenes in image order, why did researchers develop objectorder algorithms? The answer lies in the convenience of procedural modeling, which may be loosely defined as the generation of scene geometry using a computer algorithm (rather than interactively or by sensing). Examples of procedural modeling include fractal landscapes [Car80], clouds [Gar85], plants [PL90], and generative surface models [Sny92]. Although some cite Levoy and Whitted [LW85] as introducing points as primitives, procedurally generated points or particles had already been used to model smoke [CHP ${ }^{+} 79$ ], clouds [Bli82b], fire [Ree83], and tree leaves and grass [Ree85].

To render a procedurally defined object using favored image-order algorithms, one must be able to compute for a given pixel which part of the object (if any) lands there. If the procedure is expensive to invert in this sense, or even uninvertible, then an object-order algorithm rendering must be used. During the 1970s and early 1980s, researchers invested considerable effort in resolving this conflict between rendering order and geometry traversal order. As an example, Reeves [Ree85] modeled tree leaves as circular particles with semitransparent fringes. To decide how many particles to draw for each tree, he examined its approximate size on the screen. He rendered these particles using an image-order algorithm. In this algorithm, transparency could be used either as a filter weight or a compositing alpha, but not both, as noted earlier. To resolve this ambiguity, Reeves sorted his particles into buckets by screen location and $Z$-depth, treated transparency as weight, and additively accumulated color and weight in each pixel. When a bucket was finished, it would be combined with other
buckets using digital compositing, with the accumulated weight in each pixel now serving as its alpha value. While not exact, this algorithm worked well for irregular geometry like trees and grass.

Another important class of procedurally defined objects are parametric surfaces. For given values of the parameters $s$ and $t$, it is straightforward to evaluate the surface functional, yielding an $(x, y)$ position on the screen. However, for a given pixel position it may be difficult to determine whether the surface touches it. For parametric bicubic surfaces, some researchers attacked this inverse problem headon, developing scanline algorithms that directly gave these curves of intersection [Bli78, Whi78]. However, these algorithms were fragile and difficult to implement efficiently. Others proposed an object-order approach, subdividing the surface recursively in parametric space into patches until their projection covered no more than one pixel [Cat74]. Still others proposed hybrid solutions, subdividing the surface recursively until it was locally flat enough [Cla79, LCWB80] (or detailed enough in the case of fractal surfaces [Car80]) to represent using a simpler primitive that could be rendered using an image-order algorithm. Another hybrid solution was to partially evaluate the procedural geometry, producing an estimate of its spatial extent in the form of an image space decomposition [RW80] or collection of bounding boxes [Kaj83]; the overlap between these extents and screen pixels could then be evaluated in image order.

This struggle, which had to be repeated each time a new geometric primitive was proposed, was perceived by many as a crisis in the field. Kuhn [Kuh62] states that when such a crisis arises in a scientific paradigm, and "normal science" is no longer fruitful, there is a gradual loosening of the rules for research, leading researchers to propose solutions that were previously considered outlandish. Before we make that jump, there is one procedural modeling method that so severely broke the dominant display paradigm that it requires special mention.

### 2.4 THE CURIOUS CASE OF DISPLACEMENT MAPPING

One of the most important single advances in the realism of computer imagery was texture mapping, first used by the GE lunar lander simulator in 1968, then described and analyzed by Catmull [Cat74]. By associating a tabular two-dimensional array of colors with each geometric primitive, the visual complexity of a scene could far exceed its shape complexity. Bump mapping [Bli78] generalized texture mapping by using a tabular array to locally modify surface orientation.

In his paper on shade trees, Cook proposed using textures to locally modify surface position [Coo84] (Figure 2.1). Although a powerful idea, displacement mapping


Figure 2.1: Levoy and Whitted envisioned modeling complex objects from points, represented as textures and compounded using simple rules. At left, a tree trunk is modeled using two textures-giving color and $X, Y, Z$-displacement from the surface of a cylinder. At right, a trapezoidal texture is warped using a sequence of mappings, each defined as a texture or procedure. If the compound mapping is uninvertible, then rendering can only be done in object order. These sketches are from Marc Levoy's research notebook of September 1984.
badly broke the accepted image-order graphics pipeline. In this pipeline the set of pixels covered by a primitive was independent of whatever textures were associated with it; a primitive could be rasterized without regard to its textures, and once a pixel was selected by the rasterizer for rendering, its textures could be considered when computing its color. In Cook's method a texture was allowed to move a primitive and thereby change the set of pixels it covered.

For the restricted case of a flat plane displaced in one direction only (i.e., a terrain model), this problem could be fixed by changing the screen traversal order, as described by Fishman and Schachter [FS80] and Max [Max81]. However, if the displacement could be in any direction, or the underlying geometric primitive was curved, then the problem became harder. Moreover, since displacement maps could be generated procedurally, interactively, or by sensing, their displacement function was often uninvertible. This made the problem insoluble except by abandoning image-order rendering.

### 2.5 POINTS AND MICROPOLYGONS TO THE RESCUE

The notion of using points and an object-order rendering algorithm to display smooth (i.e., continuous) primitives was first proposed for lines and curved strokes
by Whitted [Whi83] (based on Alvy Ray Smith's earlier Z-paint brush [Smi79]), and for displacement-mapped surfaces by Levoy and Whitted [LW85] (Figure 2.2). Although the latter paper advertised points as a universal metaprimitive, having in mind the rather ambitious modeling paradigm described in Figure 2.1, they only demonstrated its use for rendering displaced surfaces.

The notion of using points to display continuous surfaces was not an obvious idea when proposed, nor was it obviously a good idea once proposed. Indeed, the method immediately ran into exactly the problems enumerated at the beginning of this chapter. The first of these was how to vary the density of points locally to match the pixel spacing. If this density was too high, the algorithm would be slow; if it was too low, the surface would contain holes. To solve this problem, Levoy and Whitted used the determinant of the Jacobian of a unit-sized surface patch after transformation to screen space, an idea that resurfaced in Heckbert's analysis of texture mapping [Hec89].

Harder to resolve was the conflict between visibility and antialiasing. For this Levoy and Whitted proposed (concurrently but independently from Reeves) a moving surface cache composed of depth buckets that were dynamically created and destroyed as the surface was traversed. Like Reeves, points were rendered with antialiasing, whose weights were combined additively within a bucket and multiplicatively (via digital compositing) between buckets. Unfortunately, while Reeves got away with this approximation because he was rendering irregular objects, Levoy and Whitted did not. Their use of a moving cache was clever, but it was also fragile; narrow surfaces, highly curved surfaces, and surfaces that folded over on themselves sometimes exhibited holes, almost regardless of the density of points employed.

The REYES algorithm [CCC87] solved this same problem-of rendering displacement-mapped surfaces-by traversing them in object order, dicing each into micropolygons about the size of a pixel, and rendering these using an image-order algorithm with stochastic sampling [Coo86]. Although arguably more expensive than point rendering, Cook's micropolygons fit snugly against each other. An imageorder algorithm could render such a mesh of micropolygons without creating holes. In retrospect, Levoy and Whitted's mistake was to discard the natural connectivity between points on a surface. In so doing, they made reconstruction of a continuous surface difficult.

Not to belabor our story, the publication and obvious success of the REYES algorithm caused Levoy and Whitted to abandon their work on point-based rendering. Points might still be advantageous, they reasoned, but their advantages must lie elsewhere. Indeed, researchers continued throughout the 1980s experimenting with pointlike approaches in other domains. For example, under the name splatting [Wes90], antialiased points briefly became one of the two dominant methods for rendering volume


Figure 2.2: At left, Whitted [Whi83] rendered continuous curves as a sequence of brush stamps in 3D, each represented as a pixel array having color, opacity, and Z-depth. At right, Levoy and Whitted [LW85] rendered displacement-mapped surfaces (i.e., surfaces with relief) as a collection of points in 3D, each represented as a pixel array having the same characteristics.
data, the other two being ray tracing [Lev88] and planar texture mapping [DCH88]. For the special case of displaying isosurfaces from volume data, a pointlike algorithm called dividing cubes was proposed by Cline and Lorensen [CLL ${ }^{+} 88$ ], whereby a volume was subdivided into subvolumes until their projection covered no more than a pixel. Although implemented in hardware, this algorithm was eventually overshadowed in popularity by the same authors' marching cubes algorithm [LC87].

### 2.6 THE CURRENT RENAISSANCE IN POINT GRAPHICS

Kuhn says that crises in science end in one of three ways: (1) the existing paradigm proves capable of handling the crisis, (2) the problem is set aside for future generations having better tools, or (3) there is a transition to a new paradigm. Although I have argued here that the crisis in rendering algorithms in the 1980s was adequately resolved without a switch to point-based rendering, this is not to say that all the difficulties posed by the dominant paradigm were resolved. Micropolygon rendering is slow and parallel poorly, and the out-of-order evaluation demanded
by displacement maps still causes headaches to the designers of graphics hardware. Nevertheless, except for one paper in the mid-1990s on a hardware system for pointbased rendering [GD98], the idea was more or less forgotten for a decade.

By the time point-based rendering was resurrected (contemporaneously by Rusinkiewicz and Levoy in their QSplat system [RL00] and by Pfister et al. in their surfels system [PZvBG00]), the graphics landscape had changed considerably. The number of pixels covered by a typical polygon had been shrinking for a decade, and hardware antialiasing was becoming commonplace. These developments made connectivity less important than it was in 1984, and they made antialiased points a more attractive primitive. At the same time, display screen resolution was rising slowly, which made accurate antialiasing less critical than it was 15 years earlier. In addition, the 1990s saw the development of several new ways to create points, including 3D scanning and particle-based physics simulations. In some cases these point sets included connectivity information, but in other cases they did not, leading to so-called point-cloud data. Finally, new techniques had been invented for discretely approximating the operators of differential geometry, enriching the set of operations that could be applied to point-based representations of surfaces.

With the lesson of the rise and fall of point-based rendering in the 1980s in mind, and in my unenvious position as the author of this rise and fall, I encourage the new generation of researchers in this field, many of whom are represented in this book, to learn from my mistake by clearly distinguishing those things points can do but so can other representations, those things points can do that other representations cannot, and those things points cannot do or will never do well.
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## 3 ACQUISITION

## INTRODUCTION

This chapter provides a comprehensive overview of state-of-the-art 3D acquisition and scanning methods for point-sampled models. The chapter will focus both on geometry and appearance acquisition. The discussed methods and systems are intended to make the reader familiar with the essentials of scanning technology. Section 3.1 gives an overview of 3D geometry acquisition and introduces the basic concepts of 3D scanning. Section 3.2 demonstrates how the presented methods can be utilized in practice to design and build a low-cost 3D scanning system. The chapter concludes with the more advanced topic of 3D digital photography. Section 3.3 presents a method and system for appearance acquisition.


The field of 3D acquisition has emerged as an important source of both challenges and applications for point-based techniques. The high detail and ease of acquisition of 3D models of real-world objects have driven their acceptance in computer graphics productions, but the size and density of these datasets have required the development of efficient representations and processing algorithms. In this chapter, we present both the background of 3D scanning technology and related algorithms, as well as a complete example of a 3D model acquisition pipeline built around point-based techniques. Note that in this chapter we deal exclusively with 3D surface scans and scanners, as opposed to the volumetric data (representing density as a function of position in space) produced by devices including computed tomography (CT) and magnetic resonance imaging (MRI) scanners.

Among the reasons for the natural affinity of 3D scanners and points are:

- Size: 3D scans can be large and detailed, with models in the range of $10^{6}$ to $10^{9}$ samples becoming commonplace. As argued throughout this book, point-based methods achieve greater efficiency in storage and certain kinds of geometric processing, and these advantages are put to greatest effect on scanned models.
- Noise: All scans have noise, and depending on the particular scanner design this noise can be on the order of the sample spacing. This makes it difficult to infer and preserve mesh connectivity, leading to a strong preference for techniques that defer or avoid inferring adjacency information and compute surface properties such as normals, when required, by considering variable-sized neighborhoods in space.
- Sparseness: Some 3D acquisition techniques, especially passive methods, can only return reliable geometry at a few locations on the surface (essentially, at "features" or "texture" resulting from color variation). This makes it error prone to estimate the connectivity of points within a scan, and mistakes can lead to difficulty in combining multiple scans of the same object. Even for those scanning technologies that return "dense" point clouds, establishing the connectivity of nearby samples must rely on a heuristic to avoid connecting across the depth discontinuities visible from a single view. Point-based techniques, by omitting or deferring the estimation of connectivity, can avoid such difficulties.


### 3.1 ACQUISITION OF POINT-SAMPLED GEOMETRY

## Szymon Rusinkiewicz

This section presents an overview of 3D scanning hardware, focusing on the resolution, noise, and point density achievable by the different available technologies.

In addition, it describes the algorithms for registration and scan merging necessary to go from raw 3D data to finished models. To see the need for such algorithms, we begin with an overview of the 3D model acquisition pipeline, some version of which appears in every research and commercial scanning system.

### 3.1.1 OVERVIEW OF THE 3D ACQUISITION PIPELINE

To begin, let us discuss the important distinction between 3D scanners and 3D model acquisition systems. The former refers simply to devices capable of returning the shape of (some portion of) surfaces visible from one viewpoint. These data are useful in a variety of contexts including robot navigation, metrology (e.g., for quality control), and cases in which the complete surface actually can be captured from one direction (e.g., terrain). In addition, single scans may be used together with color images for image-based modeling and rendering (IBMR) applications, such as view interpolation or foreground/background segmentation. For almost all objects, however, a single "scan" can only capture part of the surface. Thus, for most applications in graphics it is necessary to combine the information in 3D scans taken from multiple (usually overlapping) viewpoints, making necessary the development of a "pipeline" of algorithms that operate on multiple 3D scans and attempt to produce a single, integrated 3D model. We shall refer to this use of scanning as 3D model acquisition.

A basic 3D model acquisition pipeline may include the following stages:

- 3D scanning: A scan is taken at some viewpoint.
- Registration: The transformation of the newest scan relative to other scans is computed. This may include a combination of tracking the position of the scanner, user input, feature detection and matching, or iterative minimization of scan-to-scan distance. After all scans have been acquired, a global registration algorithm may be used to simultaneously minimize misalignment errors over all pairs of overlapping scans.
- Merging: The aligned scans frequently contain significant regions in which many scans overlap. Merging these logically separate scans into a single model both reduces storage and averages away some of the scanning noise (while, hopefully, keeping the "signal"). Many merging algorithms are possible, of which the most popular approaches include averaging of implicit functions [ $\mathrm{HDD}^{+} 92$, CL96, Kaz05]; stitching or "zippering" of the original range images [TL94]; moving least squares [Lev04, $\left.\mathrm{ABCO}^{+} 03, \mathrm{AA} 04 \mathrm{~b}, \mathrm{AK} 04, \mathrm{DS} 05\right]$; and directly triangulating the union of the point clouds of all scans [EM94, ABK98, ACK01a, DG04]. Some of these methods are described in detail elsewhere in this book.
- View planning: A decision is made about where to position the scanner relative to the object in order to perform the next scan. In most systems, this decision is left to the user, though there has also been research on automated view
planning systems [MB93, SA98]. In any case, view planning usually requires the availability of partial results from the above stages, in order to detect holes or undersampled regions in the data. In cases in which the view planning is performed by the user, these partial results must be in a form that can be efficiently rendered [RHHL02].
- Postprocessing: Depending on the final use for the model, the output of the merging step may undergo further processing [WPK $\left.{ }^{+} 04\right]$, including noise or outlier reduction, automated filling of small remaining holes [DMGL02, SACO04, PR05], and curvature-adaptive resampling or decimation.

The form of the data that is passed among these stages can have a significant influence on the efficiency of the algorithms. Since it is the goal of this book to describe and advocate the use of point-based methods, we will confine ourselves to describing two possible representations for these points.

1. One possibility is to represent the data as unorganized point clouds. That is, the data consist of an unordered list of 3D point locations, together with any other per-point properties that are necessary or relevant.
2. A second possibility is to represent the data using range images. This is a data structure, analogous to a regular image, in which one stores not a color but a depth along each of a regularly spaced set of rays in space. Range images go by many names, and are also called range surfaces, depth images, depth maps, height fields, $21 / 2 \mathrm{D}$ images, etc.

While unorganized point clouds are conceptually simple and are appropriate for all scanners and all stages of the pipeline, it is nevertheless the case that many 3D scanners naturally return a range image as their fundamental data type, and there are some advantages to maintaining the range image organization (at least until the merging stage of the pipeline). First, range images implicitly store information about empty space (i.e., the portion of each ray between the center of projection and the sample on that ray is known to be empty), which is used by some registration and merging algorithms. In addition, there is an implicit and easily calculated notion of adjacency or connectivity provided by a range image that, with some caveats, may be used to accelerate local computations such as determining normals. Of course, merely looking at neighbors in the range image does not provide connectivity directly, since one must be careful to avoid considering points lying across a depth discontinuity as being adjacent. In practice, this decision of whether or not to consider neighboring points as being adjacent is made on the basis of a heuristic, based either on a fixed depth difference threshold or a threshold on the ratio of depth difference (e.g., in $z$ ) to sample spacing (in $x$ and $y$ ).

Because algorithms for the merging and processing stages of the 3D model acquisition pipeline are described elsewhere in this book, the remainder of this section will focus
on 3D scanning technologies and registration algorithms. For the 3D scanners, our goal is not to provide a complete description of how each possible technology is implemented (such details may be found in sources such as computer vision books [Fau93, TV98, FP03a]), but to describe enough of the process to be able to understand the characteristics of the resulting data.

### 3.1.2 TRIANGULATION-BASED 3D SCANNERS

We begin our look at 3D scanning technologies by considering the scanners based on the principle of triangulation. All of these scanners have the common element of possessing two (or more) viewpoints on the object being scanned, and determining correspondences between rays from those viewpoints. That is, they are able to find rays from the two viewpoints that intersect at a common 3D point on the surface of the object, and find the coordinates of that point by computing the intersection of the rays (Figure 3.1). This, of course, requires calibration: it is necessary to know the mapping of pixels from the two views to rays in space [Tsa86, HS97].

The above description is deliberately vague about what exactly the two "viewpoints" represent. In fact, there are many possible variants of triangulation systems, differing largely in what type of device is present at the two viewpoints. Conceptually, the simplest setup is passive stereo, in which the viewpoints contain cameras and no controlled light is introduced into the scene. In this case, the correspondence


Figure 3.1: Triangulation-based 3D scanners find the positions of points on a surface by computing corresponding pixels from two viewpoints. The correspondence defines a pair of rays in space, and the intersection of the rays determines a 3D position.
problem requires finding pixels (or local neighborhoods of pixels) in one image that are as similar as possible to pixels or neighborhoods in the other. This problem proves to be difficult in many cases, so active stereo systems augment the setup with a spatially or temporally varying projected pattern designed to introduce features into the scene that make the correspondence problem easier to solve. This leads naturally to structured-light systems, in which one of the viewpoints for triangulation is replaced with a projector of known patterns of light. One important variant of structured light, namely single-light-stripe scanning, has been frequently implemented in commercial systems, largely because of its potentially low cost and the ability to optimize it for very high precision. Finally, multibaseline stereo and structure from motion systems rely on more than two viewpoints on the scene to obtain advantages such as higher robustness or fewer calibration requirements.

As might be guessed from the above description, there are many qualitative differences in the kinds of data that may be obtained using each of the possible triangulation setups. Some, such as passive stereo, return data that are sparse and often noisy. In contrast, light-stripe scanners return dense, high-quality data with relatively few outliers, but do so at the cost of introducing light into the scene, as well as their long acquisition time (since the stripe must be swept across the scene). There are, however, certain advantages and disadvantages shared by all triangulation-based scanners. Among the advantages are

- Flexible working volume: The working volume (i.e., region of space in which the object being scanned must be contained) is a function of parameters such as the field of view of the camera(s), but most importantly is directly proportional to the baseline (i.e., the distance between the two viewpoints used for triangulation). Because of this, it is relatively straightforward to design triangulation-based scanners covering a wide range of working volumes, ranging from millimeters to tens of meters. At the low end, the limits are the same as those present in all scanners that rely on light, namely that they are inappropriate when the object being scanned begins to approach the wavelength of light ( $400-700 \mathrm{~nm}$ ). The limits on the high end are discussed below.
- Low complexity and cost: Triangulation-based scanners require calibrated cameras and, depending on the design, possibly calibrated projectors, light sources, and/or motors. These are items that are readily available in both research and commercial settings, and are less expensive and easier to work with than some of the exotic devices necessary for designs based on principles such as time of flight. In particular, the rapid technological progress in electronic imager technology in the past several years has dramatically increased the resolution and decreased the cost of digital cameras, while the development of DLP "micromirror" chips has led to speed and precision gains for light projectors.
- Precision scales with camera resolution: Since triangulation-based scanners rely on ordinary cameras, and since the resolution of consumer-grade cameras had advanced considerably in the past decade, it is becoming easier than ever to design scanners that have both high precision and larger working volumes.

Some of the common disadvantages are

- Two-line-of-sight problem: In order to return the 3D position of a point, triangulation scanners must observe that point from two separate viewpoints. Depending on the specifics of the scanner, this may cause one of two different problems. For active systems, this merely implies that the patch of surface acquired from one scanner position will typically not cover one complete side of the surface: it will have missing data in regions shadowed from one view or the other. In extreme cases, such as a deep indentation in the surface, there may not be any position in which the scanner may be placed such that the deepest part of the indentation is unshadowed from both views simultaneously. This is then an ultimate limitation on scannable surface geometry that cannot be overcome without changing the design (e.g., by reducing the baseline and hence the triangulation angle). For passive systems, the two-line-of-sight problem is potentially even more serious. In particular, the fact that there are regions of the surface visible from one camera but not the other can lead to difficulties in recognizing that the correspondence problem does not have a solution for those points. Special techniques, often relying on global regularization, are necessary to prevent the correspondence algorithm from returning outliers in such cases.
- Sensitivity to shiny or translucent objects: Essentially all triangulation systems make the implicit assumption that a diffuse, opaque surface is being scanned. Specular reflection and subsurface scattering violate this assumption and lead to errors in the returned depth estimates. For specular reflection, these errors can be arbitrarily large, as interreflection of light from multiple surfaces can lead to false correspondences between the reflections. These problems are exacerbated if the ratio of specularly reflected light to diffuse reflection is large, as is the case for dark objects. The effects of translucency on triangulation are less serious, and typically show up as a bias in the estimated depth (i.e., the scanned model is some distance inside the correct surface $\left[\mathrm{GBR}^{+} 01\right]$ ). Of course, for completely transparent objects it is difficult to acquire depth using any optical means.
- Difficulties for large scenes: Although triangulation systems scale to different scene sizes better than many other designs, the practicality of scanning large scenes is limited by the difficulty of constructing and calibrating a system with a large baseline. Active triangulation systems face an additional difficulty in
that the light they introduce must be detectable over any ambient light that is present. This leads to difficulties in using active systems for outdoor scanning during daylight.

We now describe the most popular triangulation scanner designs in more detail. Note that although we present these systems in something of a logical progression, emphasizing the similarities between them, this in fact has not been how these systems have traditionally been considered in the research literature. Indeed, there has been relatively little communication and exchange of ideas between, for example, the stereo and light-stripe scanner communities. This is beginning to change, however, with the development of some hybrid scanner designs that combine ideas originally explored in different research communities.

## Passive Stereo

Constructing an effective 3D scanner based on stereo is essentially synonymous with solving the correspondence problem between images taken with two cameras. Passive stereo begins with the immediate recognition that it is hopeless to solve this problem by looking at individual pixels, hence it is necessary to match regions in one image against the other. Depending on the amount of texture in the scene, the optimal size of the patches may range from $3 \times 3$ pixels to, for example, $25 \times 25$ pixels or even larger.

In the simplest cases, the correspondence is computed merely by evaluating some matching cost function between a window of pixels in one image, known as the reference image, and windows of pixels in the other image at various disparities, or displacements in pixel location. The match having the lowest cost is taken as the correct one. The matching cost function $\psi$ may be as simple as the sum of squared differences (SSD):

$$
\begin{equation*}
\psi_{S S D}(\delta)=\sum_{i}\left(I_{1}(i)-I_{2}(i+\delta)\right)^{2} \tag{3.1}
\end{equation*}
$$

where $I_{1}$ and $I_{2}$ are the two images, $\delta$ is the disparity, and the sum is overall pixels in the matching window.

Although the SSD metric corresponds strongly to the intuitive notion of similarity, several other functions are common. For example, the sum of absolute differences (SAD) function replaces the square with an absolute value, leading to less sensitivity to outliers. The normalized cross-correlation (NCC) incorporates terms that make the function sensitive only to brightness differences within the window, ignoring any overall difference in brightness between the two images:

$$
\begin{equation*}
\psi_{\mathrm{NCC}}(\delta)=-\sum_{i} \frac{\left(I_{1}(i)-\bar{I}_{1}\right)\left(I_{2}(i+\delta)-\bar{I}_{2}\right)}{\sigma_{1} \sigma_{2}} . \tag{3.2}
\end{equation*}
$$

Here, $\bar{I}$ and $\sigma$ are the mean and standard deviation of pixel values in the window, as evaluated in both the left and right images. Note that, for consistency with other matching functions, the sum is negated so that lower matching cost scores indicate higher similarity.

Although a naive implementation of stereo correspondence would require, for a window in the reference image, evaluating this similarity function at all possible windows in the other image, there is an important property of multiview or epipolar geometry that reduces the search space greatly. This is based on the observation that the correspondence to a point in one image must lie along the projection of the ray of that pixel into the other image. Thus, given any pixel in the reference image, it is possible to compute the epipolar line in the other image along which the match must lie.

In fact, in many stereo systems an additional shortcut is used to simplify this search even further. This is based on the observation that any plane through the baseline connecting the centers of projection of the two cameras intersects the two image planes in a pair of lines. Any points on one of the lines must have correspondences on the conjugate epipolar line in the other image plane (Figure 3.2). The process of rectification involves warping the two images such that conjugate epipolar lines lie, for example, along horizontal scanlines, and in fact may be done such that correspondences lie along the same scanline in both images [Fau93]. The warps necessary for rectification may be computed from the intrinsic and extrinsic calibration of the two cameras (i.e., the field of view and relative position and orientation), and performing the warps is typically relatively fast compared to the rest of the correspondencefinding process.


Figure 3.2: Each plane passing through the baseline intersects the two image planes in a pair of conjugate epipolar lines. All matches to points on the line in one image must lie on the conjugate line in the other image.

So, finding the correspondence between windows can be reduced to considering one window in the rectified reference image and evaluating the matching function for windows in the other rectified image, considering all possible horizontal disparities. The disparity yielding the highest similarity is chosen as the correct one (possibly with some threshold on the similarity value used to eliminate false matches), and rays corresponding to the two corresponding points are triangulated to find a 3D location. Many things can still go wrong, however. First, it is certainly the case that two image windows at the location of the correct match can look dissimilar. This can be because of the presence of nondiffuse materials, or because the surface is tilted a different amount relative to the two cameras, leading to a difference in the amount of foreshortening present in the two views. To address the first of these problems, one may use a matching metric such as NCC, which tends to be more robust to small differences in appearance, or a technique such as Helmholtz stereopsis (an active method), which relies on the reciprocity of Bidirectional Reflectance Distribution Functions (BRDFs) to compensate for non-Lambertian reflectance [ZBK02]. To address the problem of differential foreshortening, a common method is to use an iterative technique in which a first round of correspondence finding is used to estimate the shape of the surface, which in turn is used in a second round to warp the images of windows to account for the estimated foreshortening [LK81]. The process may be repeated a few times to obtain more precise correspondence estimates.

The above problems are, however, minor compared to the major weakness of passive stereo, which is the presence of ambiguous matches. Since the correspondence finding is at the mercy of the brightness variations that occur naturally in the scene, the presence of either regions of constant color or repeated texture can lead to equally low matching cost at multiple disparities. Of the many methods that have been developed to address this problem, here we will consider two.

One method for dealing with ambiguous matches involves adapting the window size, shape, and weighting to the data themselves. The basic idea is that larger windows can reduce ambiguity, but also lead to more blurring in the estimated shape. Thus, windows should be expanded locally, and only in regions in which this is necessary to provide unambiguous correspondence. Moreover, the pixels near the center of the window should be given more weight than pixels near the edge, in an effort to preserve local detail when this is possible. One system implementing this approach is described by Scharstein and Szeliski [SS98]. They propose to start with the matching score for single-pixel windows and "diffuse" a fraction of the matching score from neighboring pixels in cases in which this reduces the matching certainty. The latter property is measured using metrics such as winner margin (i.e., what is the difference in the matching score between the best match and the next-best match) or entropy of the matching scores across all disparities.

An alternate method for reducing the errors due to ambiguous matches relies on regularization. That is, a scoring function is constructed that considers not only the matching score at each location, but also the extent to which the computed disparities are smooth across the scene. The latter is measured locally, as the difference between the disparity at each location and at its neighbors, but in practice it should be a nonlinear function of the disparity difference to prevent excessive blurring across true depth discontinuities. For example, a function such as the following is often used:

$$
\begin{equation*}
V(i, j)=\min \left(\left|\delta_{i}-\delta_{j}\right|, K\right) \tag{3.3}
\end{equation*}
$$

where a penalty $V$ is assigned to the disparities $\delta$ found at neighboring pixels $i$ and $j$. The threshold $K$ represents the disparity difference considered to be a true depth discontinuity, and no additional penalty is applied for greater jumps in disparity.

One may thus construct an energy function consisting of both matching and regularization terms, and attempt to compute a global assignment of disparities that minimizes the energy. Unfortunately, such an energy function invariably contains many local minima and minimizing it is provably NP-hard. Most practical algorithms use heuristics to find approximate minima of this function, using methods such as simulated annealing. Recent work by Boykov et al., for example, has demonstrated how to use graph min-cut algorithms to compute excellent approximations to the minimum of this function [BVZ01], while work of Meltzer et al. has shown that in some cases it is possible to compute the global minimum of the energy function in reasonable time, though of course there are no guarantees of fast running time [MYW05].

Ultimately, both the variable window-size and regularization approaches serve to return dense depth estimates by interpolating and extrapolating information from locations at which the correspondences are truly unambiguous. This motivates an alternative general approach to correspondence finding that first performs feature detection to locate regions in the image likely to have unambiguous matches, then simply tries to match those features between the two images. Although these methods return sparse correspondences, such matches are often of consistently high quality and, depending on the application, may be more useful than the dense but low-quality matches returned by correllation-based approaches. One such system is the Marr-Poggio method, which is based on the proposition that image edges, in conjunction with the epipolar constraint, make good features for matching [MP79]. The edges are detected and matched using a dynamic programming algorithm, which includes a regularization component that attempts to preserve the relative ordering of matches between the two images. The entire process is repeated in a coarse-to-fine manner, leading to coarse matching of the
most important edges at early rounds followed by smaller-scale matches of the fine details in the later rounds (during which less smoothing is performed).

Characteristics Passive methods differ from most of the other techniques considered in this section in that most of the characteristics of the datasets they produce, including density, accuracy, and presence of outliers, depend almost exclusively on the object or scene being acquired, rather than on the cameras and setup of the scanner itself. In the best case, namely scenes with significant texture, stereo can return accurate estimates of depth, and has the advantages of lowest equipment cost and the ability to return depth from a pair of frames taken at a single time instant. The depth maps in this case are also relatively dense, though the maximally accurate matches are still restricted to brightness or color edges in the scene. For this reason, in many applications the output of stereo is best suited to the unorganized point cloud representation. As scene contrast decreases, of course, so do data density and accuracy.

## Active Stereo

In situations that permit additional light to be introduced into the scene, significant gains in robustness, accuracy, and data density may be obtained by moving to an active-stereo method. The typical assumption is that a pattern of light is projected into the scene, though the projector or other device used to introduce the light is not itself calibrated with respect to the cameras. The purpose of the projected light is, therefore, purely to reduce the ambiguity of stereo matching by introducing additional visible features in the scene.

The simplest way to incorporate an active element into stereo is to project a static pattern consisting of a high-frequency texture, such as an array of dots, a grid of lines, or even a random binary pattern. A traditional passive-stereo algorithm is run without modification on the resulting images, retaining the advantages described above while minimizing the presence of ambiguous matches. Alternatively, special algorithms that take advantage of knowledge of the projected pattern may be used. This is especially popular with patterns that are regular grids or arrays of dots [PGO96], and algorithms that take advantage of surface continuity to look for neighboring dots or corners are possible. Algorithms such as these are especially effective when acquiring relatively smooth objects with few depth discontinuities, and a popular application is scanning of faces. More complex spatial patterns are also possible, with some based, for example, on arrays of colored dots having specified uniqueness properties. We will look at such patterns in greater detail in the section on structured light.

An alternative way of extending passive stereo to include active lighting is to consider the time dimension. The idea behind temporal active stereo is to project a time-varying pattern into the scene, permitting the stereo matching functions to
be evaluated over windows that have temporal, rather than spatial, extent [DC01, DNRR05]. As long as each pixel accumulates a unique pattern of lighting over time, the correspondences may be computed robustly using windows that have spatial extent of a single pixel. This leads to greater precision in the reconstruction, and typically reveals significantly more surface detail than methods using spatial windows greater than one pixel.

In fact, with good temporal illumination the ultimate limit on the accuracy of surface reconstruction relies heavily on the ability to perform good subpixel estimation of correspondence. A simple implementation of this is to find the best integer match, then consider the matching cost for the two immediately neighboring pixels. By fitting a parabola to the three samples of the matching-cost-versus-position function, one may analytically find the minimum of the parabola and take its (noninteger) location as the best match. More complex schemes for subpixel matching are possible, and Nehab et al. [NRD05] show that it is necessary to simultaneously refine subpixel positions in both images to avoid bias and noise in the estimates.

While active stereo with static patterns operates on one frame at a time, hence allowing for moving objects, temporal stereo requires the object to remain still for many frames. Using matching with windows having both spatial and temporal extent, however, allows for systems that balance between the high precision of temporal stereo and the tolerance to movement of spatial stereo. Such spacetime stereo systems can be tuned for different speeds of motion, by adjusting the relative widths of the matching window in space and time [DNRR05], and, by estimating the motion that is present, can use diagonal windows through space-time to obtain the highest robustness and accuracy [ZCS03]. Recent work has demonstrated the ability of such systems to capture moving objects such as faces [ZSCS04].

Characteristics The data returned by active stereo systems can be of high quality, and it is not uncommon to have noise in depth less than one-tenth of the sample spacing. The scanning also tends to be robust, with few outlier points (with some exceptions near depth discontinuities). The points returned are dense on the surface (though subject to the two-line-of-sight problem, or even a three-line-of-sight problem if the illumination source is shadowed), meaning that some algorithms can take advantage of the space carving and implicit connectivity provided by a range image representation. Relative to passive stereo, therefore, active stereo systems tend to return better data, at the cost of the requirement to introduce light into the scene and the inability to acquire the color of objects simultaneously with their shape.

## Structured Light

Conceptually, structured-light systems may be thought of as active stereo systems in which the second camera is eliminated and the source of illumination is itself
considered to be one of the viewpoints on the scene. This has a few disadvantages relative to active stereo, in that it imposes requirements on how precise the active light must be, and requires that it be calibrated (for both intrinsics and extrinsics). This precludes the use of space- or time-varying, yet uncontrolled illumination (which has been referred to as "unstructured light"), and requires full control over the light (and, for temporal systems, synchronization to the camera). On the other hand, structured-light systems have the advantage of reducing the amount of equipment that is required and, more importantly, allowing for algorithms that take advantage of the epipolar constraints between the camera and projector.
It is this latter characteristic that has driven the development of structured-light systems based on "light codes" [PA82, Bes88]. These are spatial or temporal (or, indeed, space-time) patterns of projected light that are carefully designed so that every point visible from the camera is guaranteed to correspond uniquely to one ray from the projector. For example, a spatial light code may consist of an array of colored dots [DN96] having the property that every local subset of $n \times n$ dots has a different pattern of colors from every other. Alternatively, the code may consist of stripes perpendicular to the camera-projector baseline [BK87, CKS98], with the property that any $n$ adjacent stripes have a unique color pattern. In this case, the epipolar constraint between the camera and projector is implicitly used: the triangulation proceeds by intersecting a ray from the camera with a plane from the projector (Figure 3.3). Because stripe codes are easier to design and easier to detect


Figure 3.3: Structured-light systems frequently code only stripes of light from the projector, and perform ray-plane intersection to find 3D geometry.
than codes of dots, most structured-light systems, whether spatial or temporal, use some type of stripe coding.

Temporal structured-light systems provide perhaps the most "bang for the buck" in that they return high-quality 3D data for static objects while being easy and inexpensive to build. Indeed, homemade structured light scanners are frequently found in research labs, and they make excellent student projects. Section 3.2 describes a practical scanning system based on temporal structured light.

The most popular temporal structured-light scanners are based on binary stripe coding (i.e., each stripe is either on or off at each frame in time), and the most popular scheme for coding the stripes is based on the binary Gray code [BER76]. The latter is a way of arranging the $2^{n}$ binary numbers of $n$ bits such that adjacent codewords differ only in one bit (this property leads to greater robustness in "decoding" the observed pattern). The reflected code, the most popular way of constructing a Gray code, arises from the following simple recipe:

- The reflected code for one bit is 0,1 .
- The reflected code for $n$ bits consists of the code for $n-1$ bits, prefixing each element by a 0 , followed by the reverse of the code for $n-1$ bits, prefixing each element by a 1 .

Each codeword is assigned to a stripe, and at frame $k$, each stripe is colored black or white depending on the value of its $k$-th bit. The resulting pattern consists of a series of wide stripes on early frames, with the stripes becoming progressively narrower with each frame (Figure 3.4). Additional all-white and all-black frames are frequently included to allow compensation for surface reflectance and ambient illumination. Even with these additional frames, scanning is usually relatively fast, with the number of required frames being logarithmic in the number of projector stripes.

Two other temporal structured-light codes are frequently encountered, and are worthy of mention. The phase-shifting code augments a low-resolution Gray code with a sequence of black-and-white stripes, each several projector pixels wide. The stripes are shifted by one pixel on successive frames, leading to greater robustness and better subpixel matching than is achievable with full-resolution Gray codes (which may include very narrow stripes, several of which can fall on the same camera pixel). The cost for this is the requirement for slightly more total frames in order to uniquely code a fixed number of projector stripes. Moving away from binary codes, the gray wedge technique uses only two frames: an all-white frame and a frame in which stripe intensity smoothly varies from black on one side to white on the other [CH85]. The identity of the stripe is found by dividing the intensities observed on the two frames.


Figure 3.4: Example of a Gray code and the resulting frames that would be projected in a structured-light system.

Most structured-light systems are either purely spatial or purely temporal, but there has been some work on spatiotemporal codes as well. For example, Hall-Holt and Rusinkiewicz introduced a code in which each pair of adjacent stripes, as seen over $n$ frames, is unique [HHR01]. As with spacetime stereo techniques, adjusting the relative spatial and temporal extent of the code-carrying windows provides for a natural trade-off between the degree of spatial continuity (i.e., surface smoothness) and temporal continuity (i.e., motion) that is assumed. In this case, the method allows for slow motion of the object while assuming relatively little surface continuity. The stripe pairs (or, more specifically, the stripe boundaries) are tracked over time to provide robust and relatively dense 3D estimates at video rates. The scanner may be combined with real-time alignment, merging, and point-rendering methods to enable the entire 3D model acquisition pipeline to run in real time [RHHL02]. More recent research by Koninckx and van Gool has shown how structured-light codes may
be adapted to the scene in real time, providing for both higher accuracy and greater robustness [KPDG05].

Characteristics The data returned by structured-light systems qualitatively share many features with active stereo. Datasets tend to be accurate, dense, and large. Outliers are few, and are mostly caused by depth discontinuities or specular reflections. One interesting difference is the role played by surface texture (i.e., reflectance variation): as opposed to active stereo systems, which are often helped by texture, the data returned by structured-light systems are usually degraded by variations in reflectance. Phenomena such as "texture embossing," in which reflectance variations show up as systematic biases in estimated depth, are often observed [CL95]. In addition, structured-light systems often suffer from missing data in dark regions of the surface, where the projected light patterns cannot be detected.

## Light Stripe

A simple way of thinking about light-stripe scanners is that they are structured-light scanners with a pattern that illuminates only one stripe per frame. The visual effect is that of a stripe being swept slowly across the surface, tracing out a single 2D "slice" of geometry at each point in time. This description should make it clear that lightstripe triangulation scanners are significantly slower than, for example, Gray code structured-light systems, but the single-stripe configuration allows for greater optimization of the physical scanner setup, leading to greater accuracy.

The first major optimization performed on light-stripe systems is to use a laser as the light source. This allows the stripe to be made bright and consistent, leading to lower sensitivity to ambient light (especially if a narrow-band filter is used in front of the camera). The use of a laser also allows the stripe to be focused to a very narrow width, leading to high resolution. Next, the laser-stripe generator and camera are often mounted to each other, with the scanning motion consisting of moving the laser and camera as a rigid assembly (Figure 3.5a). This configuration can simplify calibration, but more importantly it results in a working volume with a more useful shape and more uniform sample spacing than the intersection of two pyramids typical of structured-light systems (Figure 3.5b-c). There is no reason to restrict the motion to be purely translational, and configurations based on rotation of either the laser-camera scanhead or of the object itself are common. Finally, the optics of the camera in a laser-stripe system may be optimized to ensure that the image of the laser stripe is in focus, by tilting the sensor relative to the optical system (the "Scheimpflug principle"). In addition, cylindrical lenses may be used to effect the desired trade-off between depth of working volume and depth resolution. Manufacturers of high-quality laser scanners, such as Cyberware Corp., typically use all of these principles.


Figure 3.5: (a) Laser-stripe scanners are frequently designed with the laser and camera mounted rigidly on a translating assembly. This results in a working volume with a more useful shape and even sampling (b), as compared to the working volume of a structured-light scanner (c).

The processing to extract depth from a light-stripe scanner may broadly proceed along either spatial or temporal lines. The "spatial" approach to processing treats each frame in time separately, and finds the peak of the light stripe along each scanline. The peakfinding can be based simply on maximum intensity, but it is more stable to use the mean of a Gaussian fit to the intensity profile along a scanline. Temporal processing, in contrast, treats each camera pixel independently, and finds the time instant at which it achieves the highest intensity. Temporal processing in general tends to result in fewer artifacts than spatial, but as shown by Curless and Levoy the optimal processing is in fact spatiotemporal, in which peaks are found along paths angled through space-time [CL95]. Despite this, many laser triangulation systems today use spatial processing because it is the simplest and least computationally expensive (data are naturally gathered and organized spatially, so temporal processing requires transposing the data and spacetime processing requires a more complex rotation).

Characteristics The data produced by light-stripe scanners are among the highest in quality, and the use of laser light results in little missing data (other than due to occlusion of the camera or laser) and few outliers. Datasets are dense, and are most naturally organized as range images.

## Multiview Triangulation and Structure from Motion

Any of the above techniques can be combined with additional calibrated cameras, leading to multiview techniques. Multiview stereo (both active and passive) has been
explored in greatest detail, due to the ability of the additional cameras to reduce the ambiguity inherent in stereo matching [OK93]. This relies on the observation that an incorrect match from a pair of cameras, leading to an incorrect 3D position, will not in general appear to match when projected to a third viewpoint. Incorrect matches may appear consistent between pairs (or small subsets) of cameras, but only the true matches are likely to be consistent between all cameras. Passive multiview systems therefore suffer from significantly fewer false correspondences between regions that appear similar, though of course the introduction of additional cameras does nothing to improve the situation in textureless regions. Single-pattern active multiview stereo systems are fairly popular, and can return relatively dense 3D estimates with high reliability.

In one sense, structure from motion (SfM) represents a limiting case of multiview stereo: there are many "cameras" placed densely together. In practice, the many views are acquired with a video camera that is moved throughout a scene. Features are detected in the video stream and are tracked over many frames, thus establishing correspondence. The major difference, however, between multiview stereo and SfM techniques is the portion of the algorithm that is considered to be difficult. For stereo, the difficulty is in finding correspondences; for SfM , the feature-tracking problem is relatively easy, and the challenge is performing the 3D reconstruction.

The interesting feature of most SfM techniques is that they do not require the camera to be calibrated (some methods require intrinsic calibration, however): they solve for the camera parameters simultaneously with solving for the 3D positions of the tracked features. The reason this is possible becomes clear if we consider the number of knowns and unknowns. Assume that we have $p$ feature points that have been tracked for $n$ frames. At each frame, we know the 2D position of each point in the image, leading to $2 n p$ knowns. In contrast, the unknowns for which we must solve are the 3D positions of the points, as well as the camera parameters (which, considering only the extrinsics, are the camera position and orientation at each frame). Thus, there are only $3 p+6 n$ unknowns, which given enough points and enough frames can be fewer than the number of knowns. Of course, there are certain global unknowns that can never be solved for, such as the absolute scale of the scene. Methods for solving the SfM problem include a popular linear method [TK92] that assumes weak perspective (i.e., assumes that the scale of the scene is small relative to the distance to the camera), as well as full nonlinear bundle adjustment algorithms $\left[\mathrm{PGV}^{+} 04\right]$.

Characteristics Both structure from motion and multiview stereo systems return sparse, though accurate, depth estimates. In addition, SfM , in contrast with most of the techniques considered here, can return points from all around an object, rather than just from one direction. Unorganized point clouds are therefore the appropriate representation.

### 3.1.3 OTHER 3D SCANNING TECHNOLOGIES

There exist several methods for 3D shape acquisition that are based on technologies fundamentally different from triangulation. While they are sometimes less accurate than triangulation scanners, they are also more appropriate in certain regimes such as very large or very small scenes. Here we consider some of the most popular alternative scanning technologies.

## Pulsed and Modulated Time of Flight

Although SONAR and RADAR are both relatively well-known methods for obtaining 3D distances at large scales, there is a smaller-scale cousin, LIDAR (light detection and ranging), that uses the round-trip time of light between the scanner and the scene to estimate depth. One way to use the LIDAR principle involves firing a short (often on the order of picoseconds) pulse of light, and timing how long it takes to return. A rotating mirror is used to change the direction of the pulses, and so a depth map is built up one point at a time. Pulsed time-of-flight scanners are usually expensive, require long scanning times, and have poor accuracy in absolute terms (many millimeters or larger, with slow progress on the technology to reduce this-after all, this requires picosecond-level timing). Nevertheless, they have some significant strengths. First, these scanners have large working volumes, often measured in tens or hundreds of meters. Thus, their relative depth accuracy can be quite significant. In addition, they require only a single line of sight to the surface point being scanned, since the light pulse returns along the same path along which it was projected. Therefore, these systems can both acquire geometry that may be impossible to scan using triangulation systems, and are significantly more practical for large scenes since they do not require a long, calibrated baseline. For this reason, pulsed time of flight is the dominant scanning technology used for large objects such as building interiors or exteriors.

The other main technology that makes use of time of flight relies on modulation. A continuous beam of laser light is projected, with its intensity modulated at a high frequency. The reflected light is then modulated at the same frequency, allowing the measurement of a signal that depends on the phase difference between the outgoing and reflected beams. Since this phase difference depends on the distance between the scanner and the scene, it may be converted to a depth measurement. Different variants of this scheme may measure either a single point or a complete 2D array of range pixels at a time. The choice of modulation frequency is important: too low a frequency will give poor depth accuracy, while too high a frequency will allow for only a shallow range of depths before the depths "wrap around" (because of the $2 \pi$ ambiguity in phase). To improve on this, a series of sweeps using different modulation frequencies can be used to disambiguate the depths while retaining high accuracy.

In practice, most of these systems are optimized for working volumes of a few meters (i.e., room-sized) and are a natural choice for measuring people, furniture, etc.

## Shape from Silhouettes and Other Space-carving Methods

The idea behind most space-carving methods is to maintain an estimate of which portions of space are occupied and which are not. This estimate is initialized to mark the whole working volume as occupied, and as information about empty space is acquired it is used to "carve off" regions. The effect is not unlike sculpting, in that material may only be removed, not added, to the shape estimate.

While some 3D scan-merging methods, such as VRIP [CL96], make use of space carving in addition to traditional depth estimates, there have been some 3D acquisition systems that rely purely on space carving. The most popular rely on the ability to distinguish the object's exterior silhouette (i.e., the boundary between the object and the background) in each of a set of calibrated views [MTSA97, MBR ${ }^{+} 00$ ]. Space carving is performed based purely on this information, resulting in a final model that is a superset of the original object. The intermediate model representation used during the carving may be a binary voxel (occupancy) grid or a polyhedron, or for image-based applications, the 3D model might not be reconstructed directly (with the method relying on mapping candidate points into the original images and testing them against the silhouettes). In all cases, there is a restriction on the types of objects whose shape may be recovered: there are some features such as spherical concavities that silhouette carving cannot recover. In general, with a sufficient number of views, the reconstruction converges to the line hull of the original shape. The strength of shape from silhouettes, therefore, is not in precise reconstruction but rather in obtaining a rough 3D model with little effort.

A related technique, sitting somewhere between space carving and multiview triangulation, is voxel coloring [SD99]. In this system, the shape being recovered is represented as a voxel grid and is carved from the outside in. Each voxel on the currently outermost layer is considered in turn, and is projected into all of the available views. A consistency metric is evaluated across all the views, testing whether the colors visible from the different cameras are the same. If the colors are inconsistent, the voxel is carved away. This algorithm results in reconstructions that have the character of multiview stereo in regions with significant texture, but that look more like space-carving results in regions of constant color.

One fact that should be noted about all carving methods is that they, by definition, produce a watertight surface as output. This property is important for many applications including rendering, simulation, and 3D hardcopy output. In contrast, most other 3D acquisition methods do not produce watertight surfaces automatically and require special support in the scan merging or holefilling stages of the pipeline.

## Shape from Shading and Photometric Stereo

The brightness of a surface depends on its orientation relative to light sources, and there exist techniques that use this to estimate surface normals. Although this is different from obtaining 3D positions directly, the normals may be "integrated" to obtain shape, possibly with some additional stability provided by sparse or rough depth estimates obtained using a different method. Although passive shape from shading is of some interest, especially since it is clear that the human visual system uses such shading cues, most practical systems are active methods that rely on multiple calibrated, controlled light sources. These are known generally as photometric stereo [Woo80, RTG97]. Note that, despite the use of the word stereo, this is a single-view method and it is the lights of which there are two or more.

The most direct photometric stereo methods assume Lambertian reflectance and three light sources of known direction and radiance. The object is imaged under each light source in turn, and at each pixel we know that

$$
\begin{equation*}
I_{i}=L_{i} \rho\left(\mathbf{n} \cdot \mathbf{l}_{i}\right), \tag{З.Ч}
\end{equation*}
$$

where $I_{i}$ is the observed pixel intensity, $L_{i}$ is the radiance of the light source, and $\mathbf{l}_{i}$ is the direction to the $i$-th light source. The unknowns are $\rho$, the diffuse albedo of the surface, and the surface normal $\mathbf{n}$. Given three such measurements, we can write

$$
\left(\begin{array}{lll}
l_{1, x} & l_{1, y} & l_{1, z}  \tag{3.5}\\
l_{2, x} & l_{2, y} & l_{2, z} \\
l_{3, x} & l_{3, y} & l_{3, z}
\end{array}\right)\left(\begin{array}{c}
\rho n_{x} \\
\rho n_{y} \\
\rho n_{z}
\end{array}\right)=\left(\begin{array}{c}
I_{1} / L_{1} \\
I_{2} / L_{2} \\
I_{3} / L_{3}
\end{array}\right)
$$

and solve for the vector $\rho \mathbf{n}$. Since we know that the normal is unit length, we obtain both it and the albedo (in practice, the albedos are determined up to a constant, and finding them in absolute terms requires calibrating the gain of the camera, vignetting in the lens system, etc.). If there are more than three light sources, the resulting overconstrained system may be solved using least squares, or the most reliable three lights may be used, eliminating shadowed regions and specular highlights [RTG97]. In order to avoid singularities in the solution, the three lights plus the camera must be noncoplanar.

As we have mentioned, photometric stereo is very well suited for use in combination with other techniques that return noisy, inaccurate, or sparse depth estimates. When used in combination with scanners returning dense depths, such as those based on structured light, the normals may be associated one to one with the 3D points, for use in rendering or accurate surface reconstruction. The noise present in these normals is generally lower than in the surfaces obtained from triangulation, though photometric stereo is susceptible to systematic low-frequency bias resulting from nonLambertian surfaces or imperfect estimation of light source radiance and position.

Nehab et al. have demonstrated that by combining the high-frequency information obtained using photometric stereo with the low-frequency information from triangulation, the benefits of both types of scanners may be obtained while avoiding their drawbacks [NRDR05].

A somewhat related technique to shape from shading is shape from texture, which relies on either the variation in density of texture elements or the foreshortening of individual elements to estimate surface orientation. Another similar technique is shape from specularity, which uses the presence of specular highlights to obtain (usually sparse) orientation measurements.

## Shape from Focus and Defocus

It is possible to construct systems that determine depth based on the focus distance at which a lens must be set to observe objects with greatest clarity ("shape from focus") or based on how out-of-focus objects appear at a fixed lens setting ("shape from defocus"). Real-time systems have been demonstrated using active depth from defocus, which relies on a projected pattern of dots [NN94].

### 3.1.4 SCAN ALIGNMENT

Since most types of scanners return data from only one part of the object at a time, it is necessary to obtain multiple scans and align them together. The alignment stage is not necessary, of course, if the motion of the scanner and object relative to each other are calibrated, but in many instances this is not possible. However, provided the geometry or color of the object is sufficiently distinctive, and provided there is sufficient overlap in the scanned regions, the data themselves may be used to align the different scans to each other. Alignment based on color is conceptually similar to image feature matching, and many of the same techniques that are used for stereo correspondence are applicable. Here we focus on alignment techniques that use geometric information, splitting them into methods that obtain an initial rough estimate for the alignment, methods that refine the alignment between a pair of scans, and methods that attempt to balance the pairwise registration errors across all pairs of overlapping scans.

## Initial Alignment

The simplest method for obtaining an initial alignment, of course, is to ask the user. A typical user interface displays a pair of scans, then either provides the capability for directly moving the scans, using, for example, a virtual trackball interface, or allows the user to click on at least three pairs of corresponding points and solves for the optimal transformation. Despite the fact that this manual method does not sound particularly elegant or exciting, it should not be overlooked: automated methods for computing initial alignment can be slow, not robust, and tricky to implement
correctly. Even for a large scanning session, manual initial alignment can be the fastest and most reliable technique.

In situations in which automated initial alignment is desirable, the general technique is as follows:

1. Find distinctive feature points on each scan.
2. Compute local shape descriptors characterizing the surface geometry around the features [Kaz04].
3. Propose correspondences between features by matching similar descriptors.
4. Compute the rigid-body transform that best aligns corresponding features.
5. Verify that the proposed alignment is reasonable, by checking the scan-to-scan distance at a large number of points. If the alignment does not seem plausible, repeat using a different set of proposed correspondences.

There are many possible variations on this broad outline, and to a large extent greater sophistication in one stage may compensate for simplicity in another. For example, if the feature points are particularly distinctive and are consistently found in similar locations on different scans, there may not be a need for a shape descriptor: all triplets of feature correspondences may simply be tried [CH99]. Conversely, if a sophisticated shape descriptor is used it may be sufficient to compute that descriptor at random locations on the surface [JH99, HH03]. Finally, in many situations it is not unreasonable to simply use a brute-force algorithm, testing a sparse sampling of possible rotations and translations.

## Iterative Pairwise Registration Using ICP

The ICP (originally iterative closest point, though iterative corresponding point is perhaps a better expansion for the abbreviation) algorithm has become the dominant method for pairwise alignment of 3D models based purely on the geometry, and sometimes color, of the meshes. ICP starts with two meshes and an initial guess for their relative rigid-body transform, and iteratively refines the transform by repeatedly generating pairs of corresponding points on the meshes and finding the transformation that minimizes an error metric, such as the sum of squared point-to-point distances. The original ICP algorithm computed the "correspondences" as being, for each point on one mesh, the closest point on the other mesh (Figure 3.6).

Since the introduction of ICP by Besl and McKay [BM92], many variants have been introduced on the basic ICP concept. We may classify these variants as affecting one of six stages of the algorithm:

1. Selection of some set of points in one or both meshes.
2. Matching these points to samples in the other mesh.
3. Weighting the corresponding pairs appropriately.


Figure 3.6: In the ICP algorithm, points on one scan (blue) are selected and matched to the closest points on the other scan (red). One of the scans is moved such as to minimize the distances between pairs of points and the process is iterated until convergence.
4. Rejecting certain pairs based on looking at each pair individually or considering the entire set of pairs.
5. Assigning an error metric to the current alignment, based on the point pairs.
6. Minimizing the error metric.

A survey of many of these variants is available [RL01a], so here we will restrict the description to variants generally regarded as current "best practice."

Point Selection A reasonable method for selecting points at each iteration is simply random sampling of points on both scans, with a few hundred to a few thousand points usually sufficient for good stability. However, in difficult cases in which some components of the transform are restricted by features on a relatively small portion of the mesh, greater care must be taken to sample points that do a good job of constraining the transformation. A simple option is to estimate normals on the scan, then sample points having as uniform a distribution of normals as possible. A more theoretically well-grounded method, proposed by Gelfand et al., directly considers the error metric being minimized, performs an eigenanalysis on the linear system being solved, and uses the eigenvalues of the system to determine which eigenvectors are most underconstrained. Sampling according to these criteria ensures that all components of the transformation are well constrained [GIRL03].

Matching Although the distinguishing feature of ICP-like algorithms is that they use the closest point (given the current best estimate of the transformation) as the approximation for the corresponding point at each iteration, greater stability and faster convergence may be achieved by instead matching to the closest compatible point, using some compatibility criterion. Criteria based on color, normals, curvature, etc. have been proposed, and all improve performance in certain cases [GRB94, Pul99, SLW02]. A simple condition, such as that normals should be within $45^{\circ}$ of each other, can improve convergence at minimal cost. In all cases,
a spatial data structure such as a K-d-tree may be used to accelerate the closest-point computations.

Weighting Although many weighting schemes based on uncertainty, compatibility, point-to-point distance, and other criteria have been proposed, in most cases the effect of weighting on convergence rate tends to be small and highly data dependent.

Rejection Since ICP is fundamentally a least squares approach, it is necessary to perform outlier rejection to avoid contamination of the results by incorrect matches. A good, all-purpose approach is to reject pairs whose point-to-point distance is larger than some small multiple of the median distance. In cases in which ICP is being performed on meshes or range images, such that it is possible to determine which points are on mesh boundaries, we additionally recommend rejecting all pairs containing such edge points (Figure 3.7). This strategy avoids erroneous pairings (that cause a systematic bias in the estimated transform) in cases when the overlap between scans is not complete [TL94].

Error Metric The original ICP algorithm minimized the sum of squared point-topoint distances among corresponding pairs of points, but a variant by Chen and Medioni proposed using point-to-plane distances instead [CM92] (Figure 3.8). That is, the algorithm minimizes the distance from one point to the plane containing the other point and perpendicular to its normal. This has the effect of making it easy to move the scans "along" the surface, leading to dramatically (order of magnitude) faster convergence in many cases.

Mitra et al. have also proposed precomputing a piecewise-quadric approximation for the function representing the distance to one of the scans and evaluating the function at locations on the other scan [MGPG04]. A special data structure is used


Figure 3.7: (a) When two meshes to be aligned do not overlap completely (as is the case for most real-world data), allowing correspondences involving points on mesh boundaries can introduce a systematic bias into the alignment. (b) Disallowing such pairs eliminates many of these incorrect correspondences.


Figure 3.8: The point-to-plane metric for ICP captures the notion that sliding two planes along each other does not affect the distance between them. In this example, the two scans are mostly planar, with only the small bump at right constraining the left-to-right component of the translation. Using the original point-to-point minimization, however, the point pairs in the flat region will prevent the scans from "sliding along each other" to reach the correct transformation (it is useful to think of them as small springs that are attempting to contract). In this situation, using the point-to-plane metric will lead to significantly faster convergence.
to store this approximation, and the parameters of the quadric are used directly during a Newton's method-style minimization. This provides the stability of point-to-point minimization far away from the correct minimum while retaining the high convergence rate of point-to-plane minimization once the transformation is close to correct.

Minimization While there exist closed-form solutions for the rotation and translation that minimize point-to-point distance [ELF97], there are no analogous methods for the recommended point-to-plane minimization. Instead, the recommended method is as follows.

Assume we have a collection of points $\left(\mathbf{p}_{i}, \mathbf{q}_{i}\right)$ with normals $\mathbf{n}_{i}$. We want to determine the optimal rotation and translation to be applied to the first collection of points (i.e., the $\mathbf{p}_{i}$ ) to bring them into alignment with the second (i.e., the $\mathbf{q}_{i}$ ). Thus, we want to minimize the alignment error

$$
\begin{equation*}
\varepsilon=\sum_{i}\left[\left(\mathbf{R} \mathbf{p}_{i}+\mathbf{t}-\mathbf{q}_{i}\right) \cdot \mathbf{n}_{i}\right]^{2} \tag{3.6}
\end{equation*}
$$

with respect to the rotation $\mathbf{R}$ and translation $\mathbf{t}$.
The rotation is a nonlinear function, incorporating sines and cosines of the rotation angles. If, however, we assume that incremental rotations will be small, it is possible to linearize the rotations, approximating $\cos \theta$ by 1 and $\sin \theta$ by $\theta$. For example, in the case of rotation in $x$,

$$
\mathbf{R}_{x}=\left(\begin{array}{ccc}
1 & 0 & 0  \tag{3.7}\\
0 & \cos r_{x} & -\sin r_{x} \\
0 & \sin r_{x} & \cos r_{x}
\end{array}\right) \approx\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & -r_{x} \\
0 & r_{x} & 1
\end{array}\right) .
$$

Thus, the full rotation may be approximated as

$$
\mathbf{R} \approx\left(\begin{array}{ccc}
1 & -r_{z} & r_{y}  \tag{3.8}\\
r_{z} & 1 & -r_{x} \\
-r_{y} & r_{x} & 1
\end{array}\right)
$$

for rotations $r_{x}, r_{y}$, and $r_{z}$ around the $x, y$, and $z$ axes, respectively.
Defining

$$
\mathbf{c}=\mathbf{p} \times \mathbf{n}, \quad \mathbf{r}=\left(\begin{array}{c}
r_{x}  \tag{3.9}\\
r_{y} \\
r_{z}
\end{array}\right)
$$

and substituting Equation (3.8) into (3.6), we obtain

$$
\begin{equation*}
\varepsilon=\sum_{i}\left[\left(\mathbf{p}_{i}-\mathbf{q}_{i}\right) \cdot \mathbf{n}_{i}+\mathbf{t} \cdot \mathbf{n}_{i}+\mathbf{r} \cdot \mathbf{c}_{i}\right]^{2} \tag{3.10}
\end{equation*}
$$

We now minimize $\varepsilon$ with respect to $r_{x}, r_{y}, r_{z}, t_{x}, t_{y}$, and $t_{z}$, leading to the following linear system:

$$
\left[\sum _ { i } ( \begin{array} { c } 
{ \mathbf { c } _ { i } }  \tag{3.11}\\
{ \mathbf { n } _ { i } }
\end{array} ) \left(\begin{array}{ll}
\mathbf{c}_{i} & \left.\left.\mathbf{n}_{i}\right)\right]
\end{array}\binom{\mathbf{r}}{\mathbf{t}}=-\sum_{i}\left(\left(\mathbf{p}_{i}-\mathbf{q}_{i}\right) \cdot \mathbf{n}_{i}\right)\binom{\mathbf{c}_{i}}{\mathbf{n}_{i}} .\right.\right.
$$

This is a linear matrix equation of the form $\mathbf{C x}=\mathbf{b}$, where $\mathbf{C}$ is the $6 \times 6$ "covariance matrix" accumulated from the $\mathbf{c}_{i}$ and $\mathbf{n}_{i}, \mathbf{x}$ is a $6 \times 1$ vector of unknowns, and $\mathbf{b}$ is a $6 \times 1$ vector that also depends on the data points. The equation may be solved using standard methods ( $\mathbf{C}$ is symmetric, so Cholesky decomposition is the preferred algorithm), yielding the optimal incremental rotation and translation.

As mentioned above, this $6 \times 6$ covariance matrix plays a critical role in the stability sampling, since it encodes the increase in the alignment error when the transformation is moved away from its optimum:

$$
\begin{equation*}
d \varepsilon=(d \mathbf{r} d \mathbf{t})(C)\binom{d \mathbf{r}}{d \mathbf{t}} \tag{3.12}
\end{equation*}
$$

The larger this increase the greater the stability of ICP, since the error landscape will have a deep, well-defined minimum. On the other hand, if there are incremental transformations that cause only a small increase in alignment error, ICP will be relatively unstable with respect to these degrees of freedom.

By expanding $\mathbf{C}$ in terms of its eigenvectors we may see directly the effect of various incremental transformations. If all eigenvalues of $\mathbf{C}$ are large, any transformation away from the minimum will result in a large increase in alignment error. If, on the other hand, one or more eigenvalues are small, the corresponding eigenvectors are transformations that do not increase error much, and therefore represent directions in transformation space along which the error landscape is shallow.

## Global Registration

Although it is sometimes possible to build complete 3D models just by aligning each scan to one other, this can be unstable. Consider the situation in which there is a chain of scans stretching all the way around an object. Simply aligning each scan to the one immediately before it can lead to an accumulation of any pairwise alignment errors that might have been caused by noise, miscalibration, or some other cause. As a result, the final scan can end up quite a distance away from the first. As a result, some method of "spreading out" the alignment error is necessary, so it is not concentrated in just one pair of scans. This is the goal of so-called "global registration" algorithms.

One global registration approach that is sometimes used is to take a special scan that covers a large part of the surface. This might be a "cylindrical scan" that goes all around the object, and some commercial laser-triangulation scanners have the capability of taking such scans in addition to the more-common linear scans. If such a scan is available, it certainly makes sense to take advantage of it by aligning all the other scans to it, rather than to each other [TL94]. In many cases, however, it is impossible or impractical to obtain such a scan.

The simplest "true" global registration technique is the brute-force solution: bring all scans into the ICP iteration loop. That is, at each ICP iteration we compute correspondences from points on one scan to the closest point on all overlapping scans, then find the transformation for that scan that minimizes all the pairwise transformations [BSGL96]. While this approach works, it requires holding all the scans in memory at once and can be computationally impractical.

A simple way of speeding up the previous idea is to precompute pairwise alignments between all overlapping scans. The final global registration step then just has to solve for a set of transformations that are as consistent as possible with all the pairwise ICPs. The advantage of this is that the global registration step does not
need all the scans themselves in memory, just some data computed during the pairwise registrations. This makes it much more practical for models with many scans.

Pulli's algorithm is a combination of the two previous ideas: the result of the pairwise ICPs is a small set of precomputed point correspondences between the scans, never to be computed again, and these are the only thing that is used during the global registration. The final global step itself involves repeatedly considering each scan and finding the transformation that minimizes its precomputed point correspondences with respect to all other scans [Pul99]. Faster convergence is achieved by considering scans in decreasing order of the number of other scans that they overlap. Sharp has proposed a different variant on the same theme, which focuses specifically on "spreading out" the mutual inconsistency between pairwise alignments [SLW05]. Specifically, the algorithm looks for cycles within the graph of scan overlaps. For each cycle, the net alignment error is spread out equally among all pairs of scans within that cycle. Scans belonging to multiple cycles receive the average transformation.

Finally, Krishnan et al. have proposed an SVD-based method that can solve for the optimal transformations directly, given precomputed pairwise transformations for a set of scans [KLMV05]. The method is an extension of one of the closed-form solutions for pairwise point-to-point alignment, and is exact in the absence of noise. Otherwise, the SVD provides an initial estimate, and the global registration proceeds via a Newton iteration.

### 3.1.5 CONCLUSION

Scanning hardware, based on technologies such as triangulation and time of flight, has emerged as an important source of detailed 3D models and has partially driven the development of point-based methods. Depending on the method, data are produced as either unorganized point clouds or range images and are processed by further stages in a 3D model acquisition pipeline, including registration (described in this section) and merging (described later in this book). While the scanning technologies are mature and capable of producing high-quality models for most objects, research continues to improve the speed and accuracy of scanning hardware, the ability to scan specular and translucent objects, and the ease and automation of creating complete 3D models. The following section describes a case study based on the principles surveyed in this chapter: a complete system for acquiring 3D models with color using a structured-light scanner.

# 3.2 A PRACTICAL LOW-COST SCANNER FOR GEOMETRY AND APPEARANCE 

Filip Sadlo, Tim Weyrich, and Ronald Peikert

### 3.2.1 OVERVIEW

The previous section gave an overview of state-of-the-art acquisition techniques. This section describes in detail an implementation of a temporal structured-light system based on binary Gray codes. It allows robust and accurate acquisition of objects with arbitrary geometry and a wide range of materials. A benefit of this method is that geometry and texture can be acquired with the same camera, resulting in texture that is consistent with the geometry. As stated in Section 3.1.2, another benefit is the low cost compared to other systems, since video projectors are often available and because only a single camera is needed. During the whole acquisition stage, the data are represented and processed in point-based format, resulting in an unorganized point-cloud model.

The object is rotated in small known steps by a turntable and for each position the view is reconstructed using structured light. Unlike many approaches, the demanding and error-prone task of mutually registering the single reconstructions is avoided. Instead, precise calibration of the projector, the camera, and the axis of the turntable is assured. This allows them to produce consistent multiview reconstructions (rings of overlapping views). Then some methods for the removal of artifacts are applied. After that, an efficient method for merging the overlapping reconstructions into a single-layered surfel representation is applied. For the reconstruction of texture, photometric calibration is added to the already computed geometric calibration of the projector. This way, a calibrated light source is obtained that is used for the per-surfel reconstruction of either Lambertian texture or texture according to the Phong reflectance model. At the end of this section a method for analyzing the geometric accuracy of the system is described.

### 3.2.2 SYSTEM OVERVIEW

The acquisition system (Figure 3.9) consists of custom hardware, namely a video projector that projects the structured-light patterns, a turntable that rotates the object, a camera that takes images of the projections, and a computer that controls the hardware and does the reconstruction.


Figure 3.9: System overview: turntable, camera, projector, and control computer (from left to right).

In our setup, the system contains an analog-input $1,024 \times 768$ DLP video projector. It is beneficial if the projector allows for disabling features such as automatic synchronization and image size adaption. This way the calibration is not lost when the projector is turned off between scans. Another aspect is the projector's minimal image diagonal, or in other words, the minimal focal distance. This becomes important if small objects have to be acquired. Currently, an IEEE-1394 video camera with a resolution of uncompressed $1,024 \times 768$ pixels is used to acquire the images. It is preferred to use monochrome cameras and to illuminate the object (or calibration pattern) with red, green, and blue projector light in order to acquire colors. The reason is that cameras using a Bayer pattern for color acquisition (each pixel has a red, green, or blue filter attached) exhibit increased blur and artifacts due to undersampling and interpolation. This complicates calibration, smoothes the reconstruction, and can produce artifacts comparable to those in Figure 3.14 shown later. For similar reasons, it is also avoided to rectify the images and instead the lens distortion is modeled.

Often several rings of reconstructions are needed in order to get a complete reconstruction. This is accomplished by either tilting the object, or by moving projector and camera to a new position between the scans. The optimal solution would be to perform these transformations again around a calibrated axis.

But since this tends to be mechanically demanding, the object is tilted by hand and each time a ring of reconstructions is acquired by rotation of the turntable. Therefore, the resulting rings have to be mutually registered, treating each ring as a separate rigid model. Some methods for mutual registration of reconstructions are geometry based, such as iterated closest points (ICP) described in Section 3.1.4, and others are image based, such as that by Bernardini et al. [BMR01]. The current system uses ICP for registration. Some challenges of registration, such as error accumulation, play a minor role in this case because the rings are already consistent at high accuracy, leading to a simpler registration problem. After the rings have been merged to a single-layered surfel representation, reflectance samples for each surfel are collected into lumitexels [LGK ${ }^{+} 01$ ] and used for texture reconstruction according to the Phong reflectance model, which is then rendered and edited using Pointshop3D [ZPKG02] as described in Section 5.2.

### 3.2.3 CALIBRATION

Although often underestimated, precise calibration of the structured-light system is one of the main prerequisites for a successful and accurate reconstruction. This is especially true for multiview reconstructions, where a given surface point is reconstructed several times and the corresponding reconstructions have to match. In order to increase accuracy and to ease calibration, separate intrinsic calibration of camera and projector is performed and then an extrinsic calibration step is applied.

For intrinsic and extrinsic calibration of the camera and projector, the Zhang calibration method [Zha00] is used as implemented by OpenCV's cvCalibrateCamera. This calibration model consists of focal length with respect to pixel widths and heights, the principal point, and a radial and a tangential lens distortion modeled by two parameters each. As proposed by OpenCV, a chessboard pattern is used for calibration. However, the pattern detection algorithm of OpenCV fails under difficult lighting or oblique viewing conditions. This conflicts with the experience that strong perspective views at oblique angles increase the accuracy of intrinsic and especially extrinsic calibration. It also conflicts with the need to detect a printed pattern and a (distorted) chessboard projection in the same view (for intrinsic projector calibration). Therefore, an alternative detection procedure based on projective geometry is applied.

## Calibration Patterns

OpenCV's detection of the calibration pattern inside the images is done in two steps. First, approximative guesses of the chessboard corners are computed. Then, the corners are detected at subpixel accuracy from the guesses. The second step works well, but the first step fails under difficult light or viewing conditions.

To ease the pattern detection, identical color marks are attached onto the four corners of the chessboard pattern and an additional one for defining the origin. It has been chosen to use colors instead of spatial marks because of the invariance of color with respect to projective transforms. A detailed description of the detection procedure and the subsequent calibration steps is given in Sadlo et al. [SWPG05].

## Intrinsic Camera Calibration

The camera is calibrated using different views of a printed chessboard pattern as described above. The pattern is illuminated by the projector in order to create similar lighting conditions as in the case of projector calibration. This allows the use of identical camera settings and HSV segmentation ranges for detection in all calibration steps.

## Intrinsic Projector Calibration

The projector is calibrated as an inverse camera. This means that instead of taking pictures of a chessboard with known geometry and detecting the corners inside the images, a chessboard pattern with known geometry is projected to different orientations and positions of a plane and the projections are measured with the calibrated camera.

## Extrinsic Calibration

The orientation of projector and camera relative to each other is determined in a similar way as in the projector calibration, but with a single camera image. This time both projector and camera are calibrated extrinsically. The reference coordinate frame is also determined in this step.

## Turntable Axis Calibration

Calibration of turntables is approached in different ways, such as using markers permanently attached to the turntable [SPMS04], or by fitting an axis to rotated reconstructions. A color-marked chessboard pattern is put horizontally on the turntable and a full rotation is done in a given number of steps, typically 12. For each step, the position and orientation of the camera relative to the pattern is computed by extrinsic calibration. Then a circle is fitted to the resulting ring of virtual camera positions. The rotational axis of the circle represents the axis of the turntable.

## Luminous Projector Calibration

Because the object is illuminated by the projector for texture acquisition, the irradiance from the projector has to be known at a given point in space. For each new projector, the luminous intensity $I$ of the projector pixels is to be initially calibrated. This could be done using a calibrated reflection target, for example, Spectralon.

As our application does not require absolute physical quantities, a gray cardboard is used instead and $I$ is scaled to map color intensities into a useful range. Two calibration modes have been implemented. $I$ is either assumed to be identical for all pixels, or $I$ is determined on a per-pixel basis, capturing spatial intensity variations at the cost of more noise. The irradiance $E$ at a given surface point is then computed as follows: $E=I / d^{2}$, with $d$ its distance to the projector's center of projection.

### 3.2.4 GEOMETRY RECONSTRUCTION

Geometry is reconstructed using structured light according to the Gray code and phase-shifting method described below. Normals are computed from the weighted positions of neighboring samples by plane fitting. They are computed separately for each view before merging the reconstructions. This avoids influence of registration errors.

## Gray Code and Phase Shifting

Structured-light methods make use of a projection device to determine the $z$-depth of every illuminated camera pixel. This is done by optical triangulation of the camera ray with the corresponding projector ray that illuminated the surface element. There are many possibilities to structure light in order to allow the identification of a projector pixel by its light. It has been chosen to do time-multiplexing of gray level codes. This allows a wide range of materials but limits the system to static objects.

In the standard Gray code algorithm (see Section 3.1.2), the ray defined by a camera pixel is intersected with the plane defined by the corresponding projector column. However, this assumes no lens distortion inside the projector because otherwise the plane would be distorted. To make the reconstruction process more robust against lens distortion and decoding errors, both projector columns and rows are encoded. The plane-ray intersection problem becomes an overdetermined ray-ray intersection problem that also allows for the removal of artifacts by the ray skew criterion as described below.

Since the projected Gray codes are binary, the achievable precision is limited to integer projector coordinates. Therefore, the detected pixel relations are subsequently improved using a variant of the phase-shifting technique (Section 3.1.2) based on a grayscale sine pattern as shown in Figure 3.10. This also reduces decoding errors in the least significant bits of the Gray code. In addition, phase-shift reconstruction even allows to determine the projector coordinates at subpixel accuracy. It has also been experimented with line-shifting [GBBF00], which achieves subpixel accuracy in camera coordinates rather than in the projector domain. However, in our setup it generally produced inferior results.


Figure 3.10: (a) Gray-coded structured light. The temporal signal (blue box) at a given object point represents the column of the corresponding projector pixel. The procedure is repeated with horizontal stripes to also encode the projector rows. (b) Phase shifting. Shifted sinusoidal stripe patterns are projected to the object, producing a temporal sine signal on a given object point. The phase of this signal represents the projector column. The procedure is repeated with horizontal stripes to also encode the projector rows.

Due to errors in calibration and decoding, the two corresponding rays usually do not intersect. The method presented by Guehring [Gue01] addresses the problem by nonlinear least squares and analysis of the residual, while Hartley and Sturm [HS94] give an overview and introduce a polynomial method. In our system the point of intersection is computed as the point on the camera ray that is closest to the projector ray. The solution is constrained to the camera ray because its calibration can be assumed more accurate than that of the projector rays. This way the projector only contributes depth information, which meets the original intention. The distance between the intersecting rays (ray skew) is used for the removal of artifacts as described below. The ray skew is also visualized by color coding the reconstructions for visual verification of the quality of calibration. Figure 3.11 shows an example.

## Artifact Removal

Here some of the implemented methods for the elimination of geometric artifacts are described. They are all applied to the single-view reconstructions before they are merged.


Figure 3.11: Single-ring reconstruction colorized by the ray skew for verification of calibration quality. Red means small skew; surfels with ray skew larger than 0.6 mm (outliers) have already been removed.

Signal Strength A black reference image with all projector pixels set to black and a white reference image with all projector pixels set to white are taken for each view. They are used for elimination of camera pixels that receive no or too weak signals and they are also used for normalization of the structured-light signal. A camera pixel is eliminated if the white reference differs from the black reference by less than a user-defined threshold. The threshold is chosen in order to reject mainly background and part of the shadows.

Ray Skew This method detects artifacts caused by decoding errors as well as artifacts that are produced by reflected or scattered codes. Assuming accurate calibration, it is unlikely that the projector ray corresponding to the falsely decoded code intersects with the camera ray as well as the correct projector ray would do. In other words, the ray skew tends to increase on decoding errors. A threshold for the minimal distance between intersecting rays is used and the reconstruction is rejected if the threshold is exceeded (Figure 3.12).

Subpixel Variance This method addresses artifacts that originate during phase shifting from object regions with varying reflectance and curved (or discontinuous) surface as described by Curless and Levoy [CL95]. The phase-shift signal is spatially integrated over the area of each camera pixel during acquisition. Assuming that the


Figure 3.12: Removal of artifacts based on ray skew and component size. (a) Ray skew and component size are unlimited (2,527,362 surfels). (b) Ray skew is limited to 0.6 mm and connected component size to six surfels (2,053,543 surfels). Only the last few outliers were eliminated by component size.
left half of the camera pixel looks, say, at black material, while the right half observes a bright material, the signal integrated over the pixel will contain only codes from the right half, leading to wrong projector rays usually visible as depth errors. As overlapping views have been acquired, it is possible to address this problem by eliminating surfels that lie on edges in image space. The pixel corresponding to the surfel is resampled at subpixel resolution using Lanczos interpolation, and its variance is computed. It is rejected if its variance exceeds a threshold. The method also removes sharp shadow boundaries.

Outliers are also removed based on other geometric criteria, such as small connected component size of surfels, and photometric criteria, such as saturated pixels.

## View Merging

After the rings of reconstructions have been registered, we want to merge the overlapping reconstructions into a single-layered surfel representation in order to reduce storage and visualization cost. Doing so, care has to be taken that texture quality and geometric accuracy remain as high as possible.

Blending of the overlapping textures and averaging the overlapping surfel positions would require that the reconstructions fit together at subpixel accuracy, otherwise
the resulting reconstruction would get blurred or doubled. Therefore, combining original patches of the overlapping reconstructions, as described later in this section, is tried to preserve detail. This method relates to Turk and Levoy [TL94] and it also has a thinning effect because the patches have original resolution.

Bounded Projective Nearest Neighbors The system does a nearest-neighbor search to get the overlapping surfels of a given surface element of the object. Instead of performing a standard nearest-neighbor search, it is more efficient to perform the search in the $M$ camera images. Because every point is reconstructed by a corresponding camera pixel, one can make use of the calibrated setup. To find for a given point $\mathbf{p}$ and a given search radius $r$ the nearest (or all) point reconstructions, $\mathbf{p}$ is projected to all camera images, yielding a $\mathbf{p}_{i}^{\prime}$ for each view $i$. Then all point reconstructions that have been reconstructed by camera pixels within a search radius $r_{i}^{\prime}$ around $\mathbf{p}_{i}^{\prime}$ in image space are tested for whether they lie within distance $r$ to $\mathbf{p}$ in world space. The search radius $r_{i}^{\prime}$ is computed from $r$ by projection.
The complexity of the search is $O\left(M \cdot r^{\prime 2}\right)$, where $M$ is the number of camera images ( $r^{\prime 2}$ is limited by the number of pixels per image). In the current application, the search radius is small and constant. Therefore $r^{\prime}$ has a small upper bound, resulting in an algorithmic complexity of $O(M)$.

Best Surfels A simple greedy approach is used to select patches from overlapping reconstructions in order to get a single layer of points and for each object region the best patch regarding the quality of geometry and texture. The current approach is purely surfel based, hence it does not maintain a volumetric representation such as by Pulli et al. [ $\left.\mathrm{PDH}^{+} 97\right]$.

The algorithm defines and selects the patches implicitly in two steps. First, the homologous surfels representing the same point on the surface are determined using the nearest-neighbor search just presented. Then the best of these candidates is chosen for the resulting reconstruction.

The method is based on a simple idea: for each object point, take the surfel that has been reconstructed most orthogonally by its camera (regarding the surface normal computed from its neighbors). This addresses the fact that texture and geometry usually have the highest resolution when acquired by perpendicular view. At the same time, this simple criterion generates the patches. Figure 3.13 shows an example result. There are holes due to the greedy nature of the algorithm. However, the holes are small enough to disappear when the surfels are rendered.

A modification is applied to the described algorithm in order to remove outliers (additionally to the methods described above). This is achieved by modification of the nearest-neighbor search. Instead of computing the search range in image space $r_{i}^{\prime}$ using projection, it is set by the user to a smaller range. This way, the region


Figure 3.13: Best surfels. (a) Before merging ( $2,053,543$ surfels). (b) After merging (226,664 surfels). Search radius in world space $=1.2 \mathrm{~mm}$. Search radius in image space $=1$ pixel in order to remove outliers.
where best surfel candidates are sampled is not spherical any more (as would result from a true 3D distance test); instead, the search range is restricted in directions perpendicular to the views. This eliminates outliers because it allows us to choose a larger search radius that captures the outliers without thinning out too many neighboring surfels. Figure 3.13 shows an example result.

### 3.2.5 TEXTURE RECONSTRUCTION

Most materials exhibit a certain amount of specular reflection. In the case of strong specular reflection, the effects are confined to a small region on the object for a given view and illumination by the projector. Since many overlapping reconstructions are acquired, one could remove the specularly reflecting parts in all of them before view merging. Theoretically this would lead to consistent diffuse reconstructions of specular objects. However, the specular information would be lost. Additionally, many materials have moderate specular reflection that leads to specular effects that cover large parts of the object. There it would not be possible to remove them without producing holes. Consequently, a specular reflectance model has to be fitted in these cases.

The diffuse reflectance model can however be used to generate high-resolution reconstructions of objects that do not possess too strong of a specular reflection. The surfel reconstruction preserves the subpixel information discretized by the camera if the surfels are located on the viewing rays of the camera pixels and if
each surfel gets its uniform color only from the corresponding pixel. This can be achieved for the diffuse reflectance model, because it can be robustly fitted to a single reflectance sample.

## Shadow Removal

The acquisition system can generally not acquire shadowed object regions, because the structured light does not reach these parts. However, the reconstruction still may yield points in shadows if they are indirectly illuminated by interreflection, subsurface scattering, and other effects. It is important to detect and remove shadows when computing texture. Furthermore, structured-light reconstruction of indirectly illuminated regions and at shadow boundaries leads to geometric artifacts (see Figure 3.14a). These artifacts include texture embossing (see Section 3.1.2) and additional depth error from indirect illumination. The texture embossing phenomena can be reduced by avoiding Bayer tiling in the camera and by the above subpixel variance method.

The shadows are detected using a depth test relative to the projector. For each position of the turntable a reconstruction with corresponding viewpoint and projector position is obtained. After view merging, the remaining surfels are projected into each virtual view of the projector. Projector pixels that get more than one surfel projection are tested for shadow. If the surfel producing the projection belongs to the same depth map as the virtual view and if it is not nearest to the camera, it is removed. In order to preserve surfels at silhouettes, the surfel is only removed if it is farther away from the nearest surfel than a user-defined small threshold.


Figure 3.14: Removal of shadows (seam artifacts). (a) No removal. (b) Local range = 1 and minimal distance $=2 \mathrm{~mm}$ ( 18,452 surfels removed).

The generated holes are filled with other surfels by repeating the view-merging procedure.

Although some shadow surfels are eliminated by the described method, there are usually shadow surfels remaining due to calibration errors, reconstruction errors, and the fact that the sampled surface elements have an extent. Therefore, instead of projecting each surfel to the projector and storing it only in the corresponding projector pixel, it is stored to a user-defined range around that projector pixel. This way the sensitivity for depth discontinuities is increased, and at the same time, surfels that have been reconstructed at grazing angles are removed.

## Reflectance Sampling

In order to reconstruct the texture, it is necessary to collect for each surface point all available and reliable reflectance samples from the acquired texture views. Reflectance is computed from the image intensities using the calibrated illumination model described in Section 3.2.3. According to Lensch et al. [LGK ${ }^{+} 01$ ], a surface point together with the corresponding samples is called a lumitexel. Not all views contribute a sample for a given surface point. There might be effects like occlusion and insufficient illumination or shadows that invalidate a sample in a given view. Insufficient illumination is detected using a user-defined threshold that rejects samples illuminated at grazing angles, in addition to the signal strength threshold described above.

The shadow and occlusion tests are based on the surfel representation. Only surfels that belong to the final merged reconstruction represent surface points and hence lumitexels. Therefore, the points that are removed by the merging procedure are only marked as such, since they are needed for sample selection.

Occlusion/Shadow Test The structured-light method already performs a kind of implicit occlusion test in the sense that it can only acquire surface points that are visible by the camera. The same holds for the light source, so theoretically no shadows can be acquired. Therefore, it can be decided if a point $\mathbf{p}$ gets occluded in a given view $v_{i}$ by projecting $\mathbf{p}$ to that view (onto the camera pixel $\mathbf{p}_{i}^{\prime}$ ) and by examining the surfel $\mathbf{s}_{\mathbf{p}_{i}^{\prime}}$ that has been reconstructed by the pixel $\mathbf{p}_{i}^{\prime}$ of view $v_{i}$. Possible cases are:

- There has been no $\mathbf{s}_{\mathbf{p}_{i}^{\prime} i}$ reconstructed. This means that reconstruction failed for that pixel or that it has been removed by one of the presented methods. Another possibility is that it has been removed by the shadow removal process. In any case, the corresponding sample is rejected.
- $\boldsymbol{s}_{\mathbf{p}_{i}^{\prime}}$ has been reconstructed (and either selected as best surfel or not). This means either that $v_{i}$ has an unobstructed view to the point $\mathbf{p}$ or that $\mathbf{s}_{\mathbf{p}_{i}^{\prime}}$ represents a surface point different to $\mathbf{p}$. To test if $\mathbf{s}_{\mathbf{p}_{i}^{\prime}}$ represents a different
point, the distance between $\mathbf{p}$ and $\mathbf{p}_{v_{i}}\left(\mathbf{p}_{v_{i}}\right.$ is the camera position of $\left.v_{i}\right)$ is measured as well as the distance between $\boldsymbol{s}_{\mathbf{p}_{i}^{\prime}}$ and $\mathbf{p}_{v_{i}}$. If the difference $\left|\left\|\mathbf{p}-\mathbf{p}_{v_{i}}\right\|-\left\|\mathbf{s}_{\mathbf{p}_{i}^{\prime}}-\mathbf{p}_{v_{i}}\right\|\right|$ exceeds a user-defined threshold, the points are assumed to be distinct and the sample is rejected due to occlusion.


## Lambertian Texture

Diffuse texture is computed from a single reflectance sample according to the Lambertian reflectance model:

$$
\begin{equation*}
\rho_{d}=\frac{L}{\mathbf{n}^{T} \mathbf{I} E}, \tag{3.13}
\end{equation*}
$$

with, for a given object point, $\rho_{d}$ the diffuse albedo, $L$ the radiance observed by the camera, $E$ the irradiance from the projector at that point, $\mathbf{n}$ its normalized surface normal, and $\mathbf{l}$ the normalized vector toward the light source. The surface normal is actually computed from the neighbors of the reconstructed point. The direction $\mathbf{l}$ is computed from the geometric projector calibration and $E$ from the luminous projector calibration. Figures 3.15 and 3.16a show respective results.


Figure 3.15: Single view reconstruction, Lambertian texture.


Figure 3.16: Reconstructed Lambertian texture (a), Phong texture (b), blended overlapping reconstructions (c), region of original camera view (d), diffuse component of Phong texture (e), and specular component ( $f$ ).

## Phong Texture

Alternatively, the diffuse term is used together with a specular Phong lobe as the reflectance model:

$$
\begin{equation*}
\frac{L}{E}=\rho_{d} \mathbf{n}^{T} \mathbf{l}+\rho_{s}\left(\mathbf{1}^{T}\left(2 \mathbf{n} \mathbf{n}^{T}-\mathbf{I}\right) \mathbf{v}\right)^{n} \tag{3.14}
\end{equation*}
$$

with $\rho_{s}$ the maximum specular albedo, $\mathbf{v}$ the normalized vector toward the camera, and $n$ the specular exponent. Nonlinear least squares fitting of Equation (3.14) to the reflectance samples is done simultaneously for red, green, and blue $\rho_{d}$ and $\rho_{s}$, but with a single exponent $n$ using the Levenberg-Marquardt method as suggested by Lafortune et al. [LFTG97]. An initial estimate is computed by linear fitting. This is achieved by fixing $n$ for optimization and by solving the resulting linear least squares problem. This is repeated for exponentially increasing $n$ and each time the residual is computed. The fit leading to the smallest error is chosen as a result of the linearized fitting. Linear fitting can also be used as fall back to nonlinear fitting.

Figure 3.16 shows a result of the Phong fit. The reconstruction still shows some artifacts in regions of sparse sampling and at points with erroneous normals due to outliers. However, the diffuse part of the specular fit provides a significantly improved texture compared to the Lambertian fit, as the Lambertian fit overestimates brightness in specular regions.

Further improving the Phong fit is difficult due to the limited number of samples per lumitexel. One way to come around this would be to apply material clustering as presented by Lensch et al. [LGK $\left.{ }^{+} 01\right]$. Another possibility is to improve the accuracy of the normals by including them into the texture-fitting process, but this also requires a well-distributed reflectance sampling.

### 3.2.6 RESULTS

Figure 3.17 shows a single-ring reconstruction of a clay pot acquired from only 15 views. Figure 3.18 shows a telephone also reconstructed from 15 rotated views using the same setup. It can be seen that the clay pot produces better quality regarding texture and geometry because its material is mostly diffuse, in contrast to plastic material of the telephone.

Because the chosen objects contain both diffuse and specular materials and relatively much occlusion, the achieved results still contain artifacts such as outliers, false normals, and holes. These are addressed by the postprocessing stage as described by Weyrich et al. [WPK ${ }^{+} 04$ ], although in our case, most of the holes originate from suboptimal setup and could be addressed by interactive control of the turntable and more appropriate tilting of the object in order to generate optimal views.


Figure 3.17: Clay pot reconstructed from 15 rotary views (384,492 surfels). Lambertian texture (a) and synthetic Phong texture (b) for showing geometric detail. The Lambertian texture exhibits stripe artifacts due to specular reflection of the clay surface.


Figure 3.18: Telephone reconstructed from 15 rotary views (317,681 surfels). Lambertian texture (a) and no texture (b).

## Accuracy

The accuracy of the system is evaluated using a steel sphere of 150 mm in diameter that had been manufactured with a tolerance of 0.1 mm and painted in white color. A single ring of 10 partial reconstructions at a uniform angular step was taken and merged according to Section 3.2.4. For the merged reconstruction, a center was computed by fitting a least squares sphere to the surfels. The mean distance to the
center was 74.947 mm and the maximal errors were less than 0.5 mm , which is roughly the surfel spacing (red histogram in Figure 3.19a). For further analysis of these errors, a sphere of the same radius was fitted to each partial reconstruction. The resulting centers (Figure 3.19b) reveal a small systematic error in the turntable calibration, plus a mechanical effect happening between the first two scans. The blue histograms show the higher accuracy of each partial reconstruction. The green histogram is obtained by translating the partial reconstructions to a common center. This step cannot be done for general objects, it just illustrates that there is some potential left in the merging process. However, registration of surfel objects based on geometry or texture to extreme subsurfel precision is difficult.

## Performance

The angel figurine of 180 mm height was reconstructed from $3 \times 30$ views. Each view contributed in average 28,082 surfels, leading to a raw reconstruction consisting of $2,527,362$ surfels. From these, 473,819 erroneous surfels were removed by the ray skew criterion or because they formed too-small connected components (outliers). Another 1,826,879 surfels were discarded during merging. Finally, 18,452 surfels got discarded by the shadow removal process. Removing the shadows is the computationally most expensive step-it took 38 minutes. Texture reconstruction took 16 minutes and computation of the normals another 6 minutes. The best surfels merging procedure took again 6 minutes and the cost of the remaining operations is negligible.
(a)


(b)

Figure 3.19: (a) Histograms of surfel distances to sphere center (red: full reconstruction; blue: partial reconstruction; green: partial reconstructions merged by optimal translations). (b) Centers of least squares fits for partial reconstructions. All units given in millimeters.

### 3.2.7 CONCLUSION

This section described a completely point-based acquisition system for geometry and texture. The system consists of a projector as a calibrated light source, a single grayscale camera, and a turntable. Methods for robust reconstruction and removal of artifacts have been presented as well as methods for merging multiple point-based reconstructions into a single-layered representation. Additionally, to the Lambertian reflectance model, the Phong model was fitted to the reflectance samples, utilizing the underlying structured-light approach.

The described system is oriented for low cost, simple operation, and arbitrary object geometry, and can handle cavities due to the structured-light approach. The next section presents a high-end system based on the visual hull method, aiming at the acquisition of objects with difficult surface properties, such as fuzzy and highly specular objects.

### 3.3 POINT-BASED 3D PHOTOGRAPHY
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### 3.3.1 OVERVIEW

The point-based acquisition systems described in the previous two sections, including most commercial systems, cannot scan very complex geometries and appearances, such as glass, fur, hair, cloth, leaves, or feathers. In this section we describe a robust, completely automated point-based scanning system that can capture objects with arbitrary geometric complexity and appearance. It automatically creates object representations that produce high-quality renderings from arbitrary viewpoints, either under fixed or novel illumination. The system is built from off-the-shelf components. It uses digital cameras, leveraging their rapid increase in quality and decrease in cost. It is easy to use, has simple setup and calibration, and scans objects that fit within one cubic foot volume. The acquired objects can be accurately composited into synthetic scenes.

### 3.3.2 PREVIOUS WORK

There are many approaches for acquiring high-quality 3D shape from real-world objects, including contact digitizers, passive stereo depth-extraction, and active light-imaging systems. The previous two sections discuss passive and active scanning systems. To acquire objects with arbitrary materials, we use an image-based
modeling and rendering approach. Image-based representations have the advantage of capturing and representing an object regardless of the complexity of its geometry and appearance.

Early image-based methods [MB95, CW93] allowed for navigation within a scene using correspondence information. Light field methods [LH96, GGSC96] achieve similar results without geometric information, but with an increased number of images. Gortler et al. [GGSC96] combine the best of these methods by including a visual hull of the object for improved ray interpolation. These methods assume static illumination and, therefore, cannot accurately render objects into new environments.

An intermediate between purely model-based and purely image-based methods is the view-dependent texture mapping systems described by Pulli et al. [PCD $\left.{ }^{+} 97\right]$ and Debevec et al. [DYB98, DTM96]. These systems combine simple geometry and sparse texture data to accurately interpolate between the images. These methods are extremely effective despite their approximate 3D shapes, but they have some limitations for highly specular surfaces due to the relatively small number of textures.

As noted in Debevec et al. [DYB98], surface light fields [GMP98, WAA ${ }^{+} 00$, NSI99a, CBCG02] can be viewed as a more general and more efficient representation of view-dependent texture maps. Wood et al. [WAA ${ }^{+} 00$ ] store light field data on accurate high-density geometry, whereas Nishino et al. [NSI99a] use a coarser triangular mesh for objects with low geometric complexity. Chen et al. [CBCG02] use a decomposition of surface light fields that can be efficiently rendered on modern graphics hardware. Surface light fields are capable of reproducing important global effects such as interreflections and self-shadowing. Our system is capable of surface light field acquisition and rendering.

Images generated from a surface light field always show the object under a fixed lighting condition. To overcome this limitation, inverse rendering methods estimate the surface BRDF from images and geometry of the object. To achieve a compact BRDF representation, most methods fit a parametric reflection model to the image data [SWI97, YDMH99, LGK ${ }^{+}$01]. Sato et al. [SWI97] and Yu et al. [YDMH99] assume that the specular part of the BRDF is constant over large regions of the object, while the diffuse component varies more rapidly. Lensch et al. [LGK $\left.{ }^{+} 01\right]$ partition the objects into patches and estimate a set of basis BRDFs per patch.

Simple parametric BRDFs, however, are incapable of representing the wide range of effects seen in real scenes. As observed in Hawkins et al. [HCD01], objects featuring glass, fur, hair, cloth, leaves, or feathers are very challenging or impossible to represent this way. Reflectance functions for points in highly specular or selfshadowed areas are very complex and cannot easily be approximated using smooth
basis functions. In our work we make no assumptions about the reflection property of the material we are scanning.

An alternative is to use image-based, nonparametric representations for object reflectance. Marschner et al. [SHWC99] use a tabular BRDF representation and measure the reflectance properties of convex objects using a digital camera. Their method is restricted to objects with a uniform BRDF, and they incur problems with geometric errors introduced by 3D range scanners. Georghiades et al. [GBK99] apply image-based relighting to human faces by assuming that the surface reflectance is Lambertian.

More recent approaches [MGW01, $\mathrm{DHT}^{+} 00$, HCD01, BKMK01] use image databases to relight objects from a fixed viewpoint without acquiring a full BRDF. Debevec et al. $\left[\mathrm{DHT}^{+} 00\right]$ define the reflectance field of an object as the radiant light from a surface under every possible incident field of illumination. They use a light stage with few fixed camera positions and a rotating light to acquire the reflectance field of a human face [ $\mathrm{DHT}^{+} 00$ ] or of cultural artifacts [HCD01]. The polynomial texture map system described in [MGW01] uses a similar technique for objects with approximately planar geometry and diffuse reflectance properties. Belhumeur et al. [BKMK] use essentially the same method as Debevec et al. [ $\mathrm{DHT}^{+} 00$ ] to render objects with arbitrary appearance. These reflectance field approaches are limited to renderings from a single viewpoint.

### 3.3.3 SYSTEM OVERVIEW

Our system uses a point-sampled visual hull $\left[\mathrm{MBR}^{+} 00\right]$ as the underlying geometric model. The visual hull can be computed robustly using active backlighting. We augment the point-sampled visual hull with view-dependent opacity to accurately represent complex silhouette geometry, such as hair. We call this new shape representation the opacity hull. To construct the opacity hull we use the multibackground matting techniques similar to Smith and Blinn [SB96].

Our system can acquire a surface light field of the object. It can also acquire reflectance fields of the object from multiple viewpoints. We call this representation a surface reflectance field, because the data are parameterized on the surface of the visual hull of the object. Surface reflectance fields can be rendered from any viewpoint under new illumination. We use images from the same viewpoints to compute the opacity hull and the surface reflectance field. This avoids any registration inaccuracies and has proven to be extremely robust.

Laurentini [Lau94] introduced the visual hull as the maximal volume that is consistent with a given set of silhouettes. The visual hull cannot represent surface concavities. Yet, due to its hull property, it provides a conservative estimate of
an object's structure. The opacity hull and surface reflectance field extend the utility of visual hull considerably by faithfully representing complex silhouettes and materials.

Instead of relying on accurate geometry, our representation relies heavily upon acquired radiance information to produce accurate renderings of the object. We can adaptively acquire more images for objects with concavities or high specularity, and fewer images for objects with simple geometry and mostly diffuse surfaces. Naturally, this approach is not useful for applications where geometric fidelity is required. In this Chapter we demonstrate that the combination of opacity hull geometry and the image-based surface-reflectance field leads to an effective representation for rendering applications. Our system is capable of acquiring and rendering objects that are fuzzy, highly specular, or that contain any mixture of materials.

### 3.3.4 HARDWARE SETUP

Figure 3.20 (left) shows an overview of our hardware setup. Objects are placed on a plasma monitor that is mounted onto a rotating turntable. An array of light sources is mounted on an overhead turntable. The lights are spaced roughly equally along the elevation angle of the hemisphere.

During object scanning, the lights can be fixed, rotate around the object for a fixed point of view, or made to rotate with the object. Six video cameras are pointed at the object from various angles. To facilitate consistent backlighting we mount the cameras roughly in the same vertical plane. A second plasma monitor is placed directly opposite of the cameras. Figure 3.20 (right) shows a picture of our thirdgeneration scanner. The two plasma monitors have a resolution of $1,024 \times 768$ pixels.

We use six QImaging QICAM cameras with $1,360 \times 1,036$ pixel color CCD imaging sensors. The cameras are photometrically calibrated. They are connected via FireWire to a 2 GHz Pentium-4 PC with 1 GB of RAM. We alternatively use 15 mm or 8 mm C-mount lenses, depending on the size of the acquired object. The cameras are able to acquire full resolution RGB images at 11 frames per second.

The light array holds four to six directional light sources. Each light uses a 32-watt HMI halogen lamp and a parabolic reflector to approximate a directional light source at infinity. The lights are controlled by an electronic switch and individual dimmers. The dimmers are set once such that the image sensor is not oversaturated for viewpoints where the lights are directly visible.

In many ways, our setup is similar to the enhanced light stage that has been proposed as future work in Hawkins et al. [HCD01]. A key difference is that our


Figure 3.20: Our 3D digitizing system combines both active and passive imaging methods. Objects are rotated on a turntable while images are acquired. Plasma monitors are used to extract high-quality alpha mattes. An overhead array of light sources can be rotated to acquire surface reflectance fields. A system diagram is shown on the left and the photograph is shown on the right.
system uses multicolor backlights for alpha matte extraction and construction of the opacity hull. As we will show, the availability of approximate geometry and view-dependent alpha greatly extends the class of models that can be captured.

### 3.3.5 DATA ACQUISITION PROCESS

## Calibration

The scanning sequence starts by placing the object onto the turntable and, if necessary, adjusting the position and aperture of the cameras. If any camera adjustments are required, we must first acquire images of a known calibration object, a patterned cube in our case. An image of the calibration target is taken from each of
the viewpoints. Intrinsic and extrinsic camera parameters are computed using a special calibration procedure for turntable systems with multiple cameras [Bea02]. Calibration can be computed reliably given the fixed rotation axis and the large numbers of images.

## Reference Images

Next, the plasma monitors are turned on and we acquire images of patterned backdrops used for multibackground matting. For each viewpoint, each patterned backdrop is photographed alone without the foreground object. As in Zongker et al. [ZWCS99], we call these images the reference images. Reference images only have to be acquired once after calibration. They are stored and used for subsequent object scans.

## Object Images

The object is then put on the turntable and a sequence of images is automatically acquired. The number of turntable positions is user specified and depends on the object. During this first rotation, both plasma monitors illuminate the object from below and behind with the patterned backdrops. As in Zongker et al. [ZWCS99], we call the images of the foreground object in front of the backdrops object images. The object images and reference images are used to compute alpha mattes and the opacity hull. We depend on good repeatability of the turntables to ensure that the reference images and the object images are well registered.

## Radiance Images

We then switch off the plasma monitors and turn on one or more directional lights of the array. We found that we get the best results when using additional fill light to avoid dark shadows and high contrast in the images. We avoid specular reflections from the monitors by covering the vast majority of the display surface with black felt without upsetting the object position. We acquire a set of radiance images of the illuminated object during the second rotation of the turntable. The radiance images are used for surface light-field rendering. The directional lights can be fixed or made to rotate with the object. The coupled rotation case leads to greater coherence of radiance samples in each surface point.

## Reflectance Images

If we want to relight the acquired object, we acquire an additional set of images used to construct the surface reflectance field. The array of lights is rotated around the object. For each rotation position, each light in the light array is sequentially turned on and an image is captured with each camera. We use four lights and typically increment the rotation angle by $24^{\circ}$ for a total of $4 \times 15$ images for each
camera position. This procedure is repeated for all viewpoints. We call the set of all images the reflectance images. They are used to construct the surface reflectance field.

## Environment Mattes

If we would like to relight highly specular or refractive objects, we additionally acquire environment mattes from multiple viewpoints. Environment mattes are a compact representation for high-resolution surface reflectance. The acquisition process involves taking multiple images of the scanned object in front of a backdrop with a 1D Gaussian profile that is swept over time in horizontal, vertical, and diagonal directions. We capture environment mattes using three of the six cameras, roughly spaced $10^{\circ}$ apart in elevation and $5^{\circ}$ in angular turntable increments. For a full $360^{\circ}$ view of the object this corresponds to $3 \times 72=432$ viewing positions.

## HDR Images

All radiance and reflectance images are captured using a high dynamic range technique similar to that of Debevec and Malik's [DM97]. Since raw output from the CCD array of the cameras is available, the relationship between exposure time and radiance values is linear over most of the operating range. For each viewpoint, we take four pictures with exponentially increasing exposure times and use a least squares linear fit to determine the response line. Our imager has 10 bits of precision. Due to nonlinear saturation effects at the extreme ends of the scale we only use values in the range of 5 to 1,000 in our least squares computation. We can ignore the direct current (DC) offset of this calculation and store only the slope of the response line as one floating point number per pixel. This image representation allows for the specification of a desired exposure interval at viewing time.

## Alpha Mattes

To construct the image-based visual hull on which we parameterize the opacity hull, we extract silhouette images from various viewpoints. Earlier versions of our system use fluorescent lights to acquire silhouette views. Backlighting is a common segmentation approach that is often used in commercial 2D machine vision systems. The backlights saturate the image sensor in areas where they are visible. We then threshold the silhouette images to establish a binary segmentation for the object.

However, binary thresholding is not accurate enough for objects with small silhouette features, such as hair. It also does not permit subpixel accurate compositing of the objects into new environments. An additional problem is color spill [SB96], the reflection of backlight on the foreground object. Spill typically happens near object silhouettes because the Fresnel effect increases the specularity of materials
near grazing angles. With a single color active backlight, spill is particularly prominent for highly specular surfaces, such as metal or ceramics.

We use a variant of the multibackground matting technique of Smith and Blinn [SB96] to solve these problems. We acquire alpha mattes of the object from each viewpoint. An alpha matte of a foreground object can be extracted by imaging the object against two background images with different colors. We display the following sinusoidal background patterns on the plasma monitors:

$$
\begin{equation*}
I_{j}(x, y, n)=\left(1+n \sin \left(\frac{2 \pi(x+y)}{\phi}+j \frac{\pi}{3}\right)\right) \times 127 . \tag{3.15}
\end{equation*}
$$

$I_{j}(x, y, n)$ is the intensity of color channel $j=r, g, b$ at pixel location $(x, y)$. To maximize the per-pixel difference between the two backdrops, the patterns are phase shifted by $180^{\circ}$ ( $n=-1$ or 1 ). The user defines the period of the sinusoidal stripes with the parameter $\phi$.

Using the multibackground matting equation from Smith and Blinn [SB96], the per-pixel object alpha $\alpha$ is computed as

$$
\begin{equation*}
\alpha=1-\frac{\sum\left|O_{n=1}-O_{n=-1}\right|}{\sum\left|R_{n=1}-R_{n=-1}\right|} \tag{3.16}
\end{equation*}
$$

where $R_{n=1}$ and $R_{n=-1}$ are per-pixel background colors of the reference images, and $O_{n=1}$ and $O_{n=-1}$ are per-pixel foreground colors for $n= \pm 1$, respectively.

If we measure the same color at a pixel both with and without the object for each background, Equation (3.16) equals zero. This corresponds to a pixel that maps straight through from the background to the sensor. The phase shifts in the color channels of Equation (3.15) assure that the denominator of Equation (3.16) is never zero. The sinusoidal pattern reduces the chance that a pixel color observed due to spill matches the pixel color of the reference image. Nevertheless, we still observed spill errors for highly specular objects, such as the teapot or the bonsai pot.

To reduce these errors we apply the same procedure multiple times, each time varying the parameter $\phi$ of the backdrop patterns. For the final alpha matte we store the maximum alpha from all intermediate mattes. We found that acquiring three intermediate alpha mattes with relatively prime periods $\phi=27,40$, and 53 is sufficient. The overhead of taking the additional images is small, and we need to store only the final alpha matte. Figure 3.21 shows two alpha mattes acquired with our method. We found that in practice this method works very well for a wide variety of objects, including specular and fuzzy materials.


Figure 3.21: Alpha mattes acquired using our backdrops.

## Opacity Hull Construction

Using the alpha mattes of the object from various viewpoints, we construct the opacity hull. First, we use binary thresholding on the alpha mattes to get binary silhouette images. Theoretically, each pixel with $\alpha>0$ (i.e., not transparent) belongs to the foreground object. We use a slightly higher threshold because of noise in the system and calibration inaccuracies. We found that a threshold of $\alpha>0.05$ yields a segmentation that covers all of the object and parts of the background.

The binary silhouettes are then used to construct the Image-Based Visual Hull (IBVH) $\left[\mathrm{MBR}^{+} 00\right]$. The IBVH algorithm can be counted on to remove improperly classified foreground regions as long as they are not consistent with all other images. We resample the IBVH into a dense set of surface points as described in Section 3.3.6. Each point on the visual hull surface is projected onto the alpha mattes to determine its opacity from a particular observed viewpoint.

The opacity hull is similar to a surface light field, but instead of storing radiance it stores opacity values in each surface point. It is useful to introduce the notion of an alphasphere $A$. If $\omega$ is an outgoing direction at the surface point $\mathbf{p}$, then $A(\mathbf{p}, \omega)$ is the opacity value seen along direction $\omega$.

Figure 3.22 shows the observed alpha values for three surface points on an object for all $6 \times 36$ viewpoints. Each pixel has been colored according to its opacity. Black color corresponds to $\alpha=0$, white color corresponds to $\alpha=1$, and gray


Figure 3.22: Observed alpha values for points on the opacity hull. Red color indicates invisible camera views.
color corresponds to values in between. Red color indicates camera views that are invisible from the surface point.

The function $A$ is defined over the entire direction sphere. Any physical scanning system acquires only a sparse set of samples of this function. As is done for radiance samples of lumispheres in Wood et al. [WAA ${ }^{+} 00$ ], one could estimate a parametric function for $A$ and store it in each alpha sphere. However, as shown in Figure 3.22, the view-dependent alpha is not smooth and not easily amenable to parametric function fitting. Consequently, we store the acquired alpha mattes and interpolate between them to render the opacity hull from arbitrary viewpoints.

It is important to keep in mind that the opacity hull is a view-dependent representation. It captures view-dependent partial occupancy of a foreground object with respect to the background. The view-dependent aspect sets the opacity hull apart from voxel shells, which are frequently used in volume graphics [UO93]. Voxel shells are not able to accurately represent fine silhouette features, which is the main benefit of the opacity hull.

Recognizing the importance of silhouettes, Sander et al. [ $\mathrm{SGG}^{+} 00$ ] use silhouette clipping to improve the visual appearance of coarse polygonal models. However, their method depends on accurate geometric silhouettes, which is impractical for complex silhouette geometry like fur, trees, or feathers. Opacity hulls are somewhat similar to the concentric, semitransparent textured shells that Lengyel
et al. [LPFH01] used to render hair and furry objects. They use geometry-called textured fins-to improve the appearance of object silhouettes. A single instance of the fin texture is used on all edges of the object. In contrast, opacity hulls can be looked at as textures with view-dependent alphas for every surface point of the object. They accurately render silhouettes of high complexity using only visual hull geometry.

## Surface Light Fields and Reflectance Fields

Similar to constructing the opacity hull, we reparameterize the acquired radiance images into rays emitted from surface points on the visual hull. This representation is a surface light field as described by Miller et al. [RMP98] and Wood et al. $\left[W^{+}{ }^{+} 00\right]$. However, our surface light fields are created on the surface of the visual hull rather than on the surface of the object.

Surface light fields can only represent models under the original illumination. To address this limitation we acquire surface reflectance fields from multiple viewing positions around the object. Debevec et al. [ $\mathrm{DHT}^{+} 00$ ] define the reflectance field under directional illumination as a six-dimensional function $R\left(\mathbf{p}, \omega_{i}, \omega_{r}\right)$. For each surface point $\mathbf{p}$, it maps incoming light directions $\omega_{i}$ to reflected color values along direction $\omega_{r}$. Thus, for each point $\mathbf{p}$ we have a four-dimensional function $R_{\mathbf{p}}\left(\omega_{i}, \omega_{r}\right)$.

During acquisition, we sample the four-dimensional function $R_{\mathbf{p}}\left(\omega_{i}, \omega_{r}\right)$ from a set of viewpoints $\Omega_{r}$ and a set of light directions $\Omega_{i}$. In previous reflectance field approaches [ $\mathrm{DHT}^{+} 00$, HCD01, BKMK01], the sampling of light directions is dense (e.g., $\left|\Omega_{i}\right|=64 \times 32$ in $\left[\mathrm{DHT}^{+} 00\right]$ ), but only a single viewpoint is used. In our system, we sample the reflectance field from many directions ( $\left|\Omega_{r}\right|=6 \times 36$ ). To limit the amount of data we acquire and store, our system uses a sparse sampling of light directions $\left(\left|\Omega_{i}\right|=4 \times 15\right)$. Thus, our illumination environment has to be filtered down substantially, and our re-illumination is accurate only for relatively diffuse surfaces [RH01a].

Reconstruction of an image from a new viewing direction under a new lighting configuration is a two-pass process. First, we reconstruct the images from the original viewpoints under novel illumination. Once we have computed these images, we interpolate the image data to new viewpoints. For a particular image from the original viewpoint, it is useful to define a slice of the reflectance field called a reflectance function $R\left(x_{o}, \omega_{i}\right)$ [ $\mathrm{DHT}^{+} 00$ ]. It represents how much light is reflected toward the camera by pixel $x_{0}$ as a result of illumination from direction $\omega_{i}$. We can reconstruct the image $L\left(x_{o}\right)$ from the original viewpoint under novel illumination as a weighted linear combination of the light sources as we will show in Section 3.3.8.

## Environment Mattes

We observe that using a high-resolution environment matte in a particular viewing direction is superior to using only the light array to provide incident illumination. For example, Debevec et al. [ $\left.\mathrm{DHT}^{+} 00\right]$ use 2,048 light positions, which corresponds to a $32 \times 64$ pixel environment map. Using only our light array effectively constrains us to illumination from a $4 \times 15$ pixel environment map. These resolutions are not nearly enough to accurately capture and represent transmissive and refractive effects. For example, looking straight through a glass window shows the background in its full resolution. On the other hand, using a high-resolution illumination environment is only feasible with environment matting. The alternative would be to store a very large number of reflectance images for each viewpoint, which is impractical. Environment mattes are in essence a very compact representation for high-resolution surface reflectance fields.

To acquire environment mattes, we are using the high-quality procedure by Chuang et al. $\left[\mathrm{CZH}^{+} 00\right]$. The acquisition process involves taking multiple images of the foreground object in front of a backdrop with a 1D Gaussian profile that is swept over time in horizontal, vertical, and diagonal directions. Using the nonlinear optimization procedure described by Chuang et al. [CZH $\left.{ }^{+} 00\right]$, we then solve for $a$ and the parameters of the 2D Gaussian's $G$.

To save storage and computation time for the nonlinear parameter estimation, we identify and remove areas outside the object silhouette. The environment matte is subdivided into $8 \times 8$ pixel blocks. Each surface point on the opacity hull that is visible from this view is projected into the image. Only those blocks that contain at least one back-projected surface point are stored and processed.

For certain positions in the camera array, the rim of the plasma monitors is visible through a transparent object, which makes much of the field of view unusable. Consequently, we only use the lower and the two uppermost cameras for acquisition of environment mattes. The lower camera is positioned horizontally, directly in front of the background monitor. The two upper cameras are positioned above the monitor on the turntable. Using our environment matte interpolation (see Section 3.3.8), we can render plausible results for any viewpoint.

### 3.3.6 POINT-SAMPLED DATA STRUCTURE

We use an extended point representation based on the layered depth cube (LDC)tree [PZvBG00] as our shape model on which we parameterize the view-dependent appearance data. In a preprocess, we compute the octree-based LDC-tree from the IBVH. The creation of the LDC-tree starts with the sampling of the visual hull from three orthogonal directions. The sampling density depends on the model complexity and is user specified. The layered depth images are then merged into
a single octree model. Since our visual hulls are generated from virtual orthographic viewpoints, their registration is exact. This merging also insures that the model is uniformly sampled.

Point samples have several benefits for 3D scanning applications. From a modeling point of view, the point-cloud representation eliminates the need to establish topology or connectivity. This facilitates the fusion of data from multiple sources, as pointed out by Levoy and Whitted [LW85]. They also avoid the difficult task of computing a consistent parameterization of the surface for texture mapping. We found that point models are able to represent complex organic shapes, such as a bonsai tree or a feather, more easily than polygonal meshes. In particular, it would be hard to represent the view-dependent opacity values at each point of the opacity hull using polygonal models and texture mapping.

Each surfel (surface element) in the LDC-tree stores depth, normal, and a cameravisibility bit vector. The visibility vector stores a value of one for each camera position from which the surfel was visible and zero if it was not visible. It can be quickly computed during IBVH construction using the visibility algorithm described in Matusik et al. [ $\mathrm{MBR}^{+} 00$ ]. Our representation stores all of the acquired radiance and reflectance images with irrelevant information removed. This is accomplished by dividing each source image into $8 \times 8$ blocks and removing those blocks that lie outside the object's silhouette. For each image, we compute a simple mask by back-projecting all surfels from which this view is visible. Only the $8 \times 8$ pixel blocks that contain at least one back-projected surfel are stored. This simple scheme typically reduces the total amount of image data by a factor of 5 to 10 , depending on the geometry of the model.

A relightable model requires more than 20 GB of raw image data. In order to make these data more manageable, we have implemented a simple compression scheme for reflectance images. For each original viewpoint, we apply principal component analysis (PCA) to corresponding $8 \times 8$ image blocks across the varying $4 \times 15$ illumination directions taken from a common viewpoint. We set a global threshold for the root mean square ( RMS ) reconstruction error and store a variable number of principal components per block. As shown in Section 3.3.8, the average number of components per block is typically four to five. PCA compression typically reduces the amount of reflectance data by a factor of 10 .

Figure 3.23 shows a depiction of our data structure for surface reflectance fields, simplified for clarity. The figure shows the first six PCA images for two original views. These images are combined into new radiance images from the same viewpoints under new illumination using the method described in Section 3.3.8. During rendering, points on the opacity hull of the object are projected into the radiance images based on their visibility. Each surfel's color is determined using


Figure 3.23: Data structure for surface reflectance fields.
interpolation among the four closest views. Note that the figure shows the two closest views.

### 3.3.7 SURFACE LIGHT FIELDS

## Surface Light Field Rendering

To render our point-sampled models we use the elliptical weighted average (EWA) surface-splatting approach of Zwicker et al. [ZPvG01] (see Section 6.1). First, the opacity and color of each surfel are interpolated from the radiance images as discussed below. A hierarchical forward-warping algorithm projects the surfels onto the screen. A screen-space EWA filter reconstructs the image using the opacity, color, and normal stored per surfel. A modified A-buffer provides orderindependent alpha blending and edge antialiasing.

To interpolate the radiance images from the original viewpoints to arbitrary viewpoints, we use the unstructured lumigraph interpolation of Buehler et al. $\left[\mathrm{BBM}^{+} 01\right]$. For each surfel, we use $k$-nearest neighbor interpolation to reconstruct view-dependent alpha and radiance values. This assures continuous transitions between camera views.

For each frame, we compute the normalized direction $r_{c}(i)$ from each surfel position to each visible camera $i$ using the visibility bit vector and a global array of camera positions. We also compute the normalized viewing direction $r_{v}$ from the surfel position to the center of projection of the current view. We then assign a penalty $p(i)=1-\cos \theta_{i}$ to each visible camera, where $\cos \theta_{i}=r_{c} \cdot r_{v}$. We consider only the $k=4$ cameras with smallest penalty $p(i)$ when interpolating a value. All other cameras are assigned an interpolation weight $w(i)$ of zero. We take care that a particular camera's weight falls to zero as it leaves the set of the closest four cameras. We accomplish this by defining an adaptive threshold $\cos \theta_{t}=r_{4} \cdot r_{v}$, where $r_{4}$ is the direction of the surfel to the fourth closest camera. The blending weight $w(i)$ for each camera is

$$
\begin{equation*}
w(i)=\frac{\cos \theta_{i}-\cos \theta_{t}}{1-\cos \theta_{t}} \tag{3.17}
\end{equation*}
$$

This weight function has its maximum value of one for $\cos \theta_{i}=1$, and it falls off to zero at $\cos \theta_{i}=\cos \theta_{t}$. To ensure epipole consistency, we multiply $w(i)$ by $1 / p(i)$. This ensures that rendering the object from original camera viewpoints reproduces exactly the original images. We also normalize all $w(i)$ so that they sum up to one.

## Surface Light Field Examples

We have collected a wide range of objects and surface types with our system. We have acquired many difficult surfaces including those of various genuses, with concavities, and with fine scale features. We have also captured a wide range of materials, including fuzzy and highly specular materials. A variety of different models are shown in Figure 3.24.

For all objects, we use 6 cameras and 36 turntable positions. We acquire 6 object images for alpha matting from each viewpoint (over three $\phi$ values with $n= \pm 1$ ). For surface light fields, we capture 1 radiance image from each viewpoint for a total of $6 \times 36 \times(4 \times 1+6)=2,160$ images. The entire digitizing process takes about one hour for a surface light field. The whole process is fully automated without any user intervention. All of our models are created from a single scan.

We resampled all of our visual hull models to $512 \times 512$ resolution of the LDC-tree. The processing time to segment the images, compute the opacity hull, and build the point-based data structure is less than 10 minutes.

Figure 3.25 shows the visual hull, opacity hull, and final composite rendering of a bonsai tree. Notice the coarse shape of the visual hull and the much improved rendition using the opacity hull, despite the fact that their geometry is identical. The opacity hull also allows high-quality compositing over complex backgrounds without edge aliasing.


Figure 3.24: Surface light fields of several objects from new viewpoints. Note the alpha compositing with the textured backgrounds.


Figure 3.25: (a) Photo of the object. (b) Rendering using the opacity hull. (c) Visual hull. (d) Opacity hull.


Figure 3.26: Rendering from arbitrary viewpoints. (a and c) Original images. (b) Interpolated view.

Unstructured lumigraph interpolation for viewpoints other than those seen by reference cameras introduces small artifacts, most notably for specular or concave areas. Figure 3.26 shows acquired images of an object (Figures 3.26a and c). Figure 3.26b shows the object from an intermediate viewpoint. Note that the figure shows only the two closest views, although we use the four closest views for interpolation. As can be seen in the figure, the artifacts are generally small. The animations show that the $k$-nearest neighbor interpolation leads to nice and smooth transitions.

To evaluate the number of images required to compute the visual hull, we instrumented our code to compute the change in volume of orthographic visual hulls as each silhouette is processed. We then randomized the processing order of the images and repeated the IBVH calculation multiple times. The plots shown in Figure 3.27 illustrate the rather typical behavior.

Generally, the visual hull converges to within $5 \%$ of its final volume after processing around 20 images, and seldom is this plateau not reached by 30 images. Collecting data over the entire hemisphere ensures that this volume closely approximates the actual visual hull. This implies that the visual hull processing time can be dramatically reduced by considering fewer images to compute the hull model. However, dense alpha mattes are still important for representing view-dependent opacity. These view-dependent opacities and radiance measurements dramatically improve the final renderings.

### 3.3.8 RELIGHTING

## Light Transport Model

We first develop our model for how light scatters at the object surface following the exposition of Chuang et al. [ $\left.\mathrm{CZH}^{+} 00\right]$ and Debevec et al. [ $\left.\mathrm{DHT}^{+} 00\right]$. Assuming


Figure 3.27: The volume of the visual hull as a function of the number of images used to construct the visual hull.
that the incident radiation originates infinitely far away from the object surface, the light arriving at a camera pixel can be described as

$$
\begin{equation*}
L\left(x_{o}\right)=\int_{\Omega} R\left(x_{o}, \omega_{i}\right) L\left(\omega_{i}\right) d \omega_{i} . \tag{3.18}
\end{equation*}
$$

$L\left(x_{o}\right)$ is the recorded radiance value at each camera pixel, and $L\left(\omega_{i}\right)$ is the environment illumination from direction $\omega_{i} . R\left(x_{o}, \omega_{i}\right)$ is a weighting function that comprises all means of light transport from the environment through the foreground object to the camera. Debevec et al. [DHT ${ }^{+} 00$ ] call it the reflectance function. The integration is carried out over the entire hemisphere $\Omega$ and for each wavelength. We will drop the wavelength dependency in the rest of this Chapter, assuming that all equations are evaluated separately for $r, g$, and $b$.

Given a measured radiance $L\left(x_{o}\right)$ at a pixel and an environment $L\left(\omega_{i}\right)$, we want to estimate the function $R\left(x_{o}, \omega_{i}\right)$ for the point $x_{o}$ on the object surface corresponding to the ray through that pixel. Our scanning system provides two different illumination fields for the environment: illumination from a high-resolution 2D texture map behind the object (displayed on the plasma monitors), and illumination by the overhead light array from a sparse set of directions on the remaining hemisphere. Figure 3.28 shows the basic setup.

We call the sector of the environment hemisphere covered by the high-resolution texture map $\Omega_{h}$, and the remaining sector covered by the light array $\Omega_{l}$. Furthermore, we are making the simplifying assumption that light transport in $\Omega_{h}$ can be described by two components (see Figure 3.28a). As shown in the figure, we are approximating the (potentially complicated) paths of light through the object


Figure 3.28: Illumination environment and light propagation model in our system. (a) High-resolution sampling across $\Omega_{h}$. (b) Low-resolution sampling across $\Omega_{l}$.
by two straight light bundles from the ray-surface intersection to the background monitor. On the other hand, light from one or more directional light sources $L\left(\omega_{i}\right)$ in $\Omega_{l}$ is refracted and reflected by the object before arriving at pixel $x_{o}$ (see Figure 3.28b). Here we assume that the incident light field in $\Omega_{l}$ can be sampled at substantially lower resolution than light in $\Omega_{h}$ coming directly from behind the object. Thus, Equation (3.18) becomes

$$
\begin{equation*}
L\left(x_{o}\right)=\int_{\Omega_{h}} R_{h}\left(x_{o}, \omega_{i}\right) L\left(\omega_{i}\right) d \omega_{i}+\int_{\Omega_{l}} R_{l}\left(x_{o}, \omega_{i}\right) L\left(\omega_{i}\right) d \omega_{i} . \tag{3.19}
\end{equation*}
$$

As proposed by Chuang et al. [ $\left.\mathrm{CZH}^{+} 00\right]$, we use a sum of 2D Gaussians to describe $R_{h}\left(x_{o}, \omega_{i}\right)$. We restrict ourselves to a maximum of two Gaussians per surface point $x_{0}$. Thus,

$$
\begin{equation*}
R_{h}\left(x_{o}, \omega_{i}\right)=\sum_{j=1}^{2} a_{j}\left(x_{o}\right) G_{j}\left(\omega_{i}, x_{o}\right) . \tag{3.20}
\end{equation*}
$$

$G_{j}$ are elliptical, oriented 2D unit-Gaussians, and $a_{j}$ are attenuation factors. Each Gaussian $G_{j}$ is parameterized by the center $C_{j}$, its standard deviation $\sigma_{j}$, and its orientation $\theta_{j}$.
Since we are sampling $\Omega_{l}$ with a discrete set of $n$ light positions $L_{j}$, we can rewrite Equation (3.19) as

$$
\begin{equation*}
L\left(x_{o}\right)=\int_{\Omega_{h}} \sum_{j=1}^{2} a_{j}\left(x_{o}\right) G_{j}\left(\omega_{i}, x_{o}\right) L\left(\omega_{i}\right) d \omega_{i}+\sum_{j=1}^{n} R_{j} L_{j} . \tag{3.21}
\end{equation*}
$$

Using the environment matting and reflectance field procedures outlined in Section 3.3.5, we estimate the parameters for $a_{j}, G_{j}$, and $R_{j}$. For each viewpoint, the estimated parameters $a_{j}$ and $G_{j}$ are stored in an environment matte $T$ and $R_{j}$ is stored in $n$ reflectance images.

Discussion Equation (3.21) is a compromise between high-quality environment matting $\left[\mathrm{CZH}^{+} 00\right]$ and the practical limitations of our 3 D acquisition system. Ideally, one would surround the object with high-resolution monitors and acquire the parameters of an arbitrary number of weighting functions $W$ distributed over multiple monitors. Instead, we assume that most of the refracted and reflected rays arriving at a pixel originate from the incident light field behind the object. This is true for most objects with a strong reflected component (mostly at grazing angles) and a strong refracted component. It is not necessarily correct for transparent objects with large-scale internal structure or surface facets, such as a crystal glass. However, in practice we found this approach to work reasonably well.

It is important to note that, despite the term surface reflectance field, we are capturing a much wider array of effects, including refraction, dispersion, subsurface scattering, and nonuniform material variations. These effects, which are typically costly or impossible to simulate, can be rendered from our model in a reasonable amount of time. As noted by Debevec et al. [ $\mathrm{DHT}^{+} 00$ ], the surface reflectance field is almost equivalent to the Bidirectional Surface-Scattering Distribution Function (BSSRDF). The main differences are that we do not know the exact physical location of a ray-surface intersection, and that the incoming direction of light is the same for any point on the surface. The first problem could potentially be addressed by improving the visual hull geometry using methods of stereopsis. Solving the second problem would require illuminating the object with a dense set of laser-point light sources.

Equation (3.21) differs from Equation (3.12) in Chuang et al. [CZH $\left.{ }^{+} 00\right]$ by restricting the number of incoming ray bundles from the monitors to two, and by replacing the foreground color $F$ with a sum over surface reflectance functions $R_{i}$. The first assumption is valid if reflection and refraction at an object causes view rays to split into two distinct ray bundles that strike the background (see Figure 3.28a). The second assumption results in a more accurate estimation of how illumination from $\Omega_{l}$ affects the object's foreground color. Chuang et al. [CZH $\left.{ }^{+} 00\right]$ make up for this by capturing additional environment mattes using monitors on each side of the object.

## Surface Reflectance Field Rendering

We start with a new environment map, for example, a spherical high-dynamic range light probe image of a natural scene. We first reconstruct the low-resolution
reflectance function for the original viewpoints using this new illumination environment. Next we interpolate these relit images to the new viewpoint. The high-resolution reflectance function is reconstructed by first interpolating the parameters of the Gaussians for a new viewpoint. Then we integrate the Gaussians with the environment map to compute the outgoing radiance. (Note the difference between environment "mattes" and "maps.") Finally, we sum the low- and high-resolution components. We now discuss these steps in more detail.

Low-resolution Reflectance Function During rendering, we compute the $k$-nearest ( $k=4$ ) visible original viewpoints used for each surface point. As mentioned in Section 3.3.5, visibility is determined during opacity hull construction and stored in the visibility vector. We compute the interpolation weights $w_{i}$ for the four closest viewpoints according to unstructured lumigraph interpolation $\left[\mathrm{BBM}^{+} 01\right]$. The weights ensure continuous transitions between camera views and epipole consistency; in other words, rendering the object from original camera viewpoints exactly reproduces the original images. Using the global camera parameters, each surface point is then projected into its $k$-nearest alpha mattes. We use the interpolation weights $w_{i}$ to interpolate the view-dependent alpha from the alpha mattes.

Now we describe how we compute images that show the object under the new environment map illumination for each of the $k$-nearest original viewpoints. The environment map must be down-sampled to match the light positions used during acquisition. In our case it contains only $4 \times 15$ positions. The original reflectance images for a viewpoint are compressed using PCA as described in Section 3.3.6. This allows us to express the reflectance function $R_{j}$ of a specific incoming light direction for the low-resolution lighting environment as

$$
\begin{equation*}
R_{j} \approx \tilde{R}_{j}=\sum_{i=1}^{m} \gamma_{i j} e_{i}, \tag{3.22}
\end{equation*}
$$

where $e_{i}$ are the eigenvectors corresponding to the the largest $m$ eigenvalues. Each $e_{i}$ is a 64 -element vector corresponding to an $8 \times 8$ pixel block. Given a new set of $n$ directional lights $\tilde{L}_{j}$, we can compute the outgoing radiance $L_{\Omega_{l}}$ for the relit image as

$$
\begin{align*}
L_{\Omega_{l}} & =\sum_{j=1}^{n} \tilde{R}_{j} \tilde{L}_{j}=\sum_{j=1}^{n}\left(\sum_{i=1}^{m} \gamma_{i j} e_{i}\right) \tilde{L}_{j}  \tag{3.23}\\
& =\sum_{i=1}^{m}\left(\sum_{j=1}^{n} \gamma_{i j} \tilde{L}_{j}\right) e_{i} .
\end{align*}
$$

The inner summation over $n$ is the same for each of the $8 \times 8$ pixels and can, therefore, be computed only once. Finally, we use the interpolation weights $w_{i}$ to interpolate the $k$ relit images to obtain the image from the novel viewpoint.

High-resolution Reflectance Function Our acquired environment mattes are parameterized on the plane $T$ of the background monitor. However, for rendering they need to be parameterized on the global environment map $\Omega$. Figure 3.29 shows a 2 D drawing of the situation.

During system calibration we determine the position of each monitor plane $T$ with respect to each viewpoint. This information is globally stored per viewpoint. $\Omega$ is the parameterization plane of the new environment map. The mapping from $T$ to $\Omega$ may be nonlinear, for example, for spherical environment maps. A 3D surface point $\mathbf{p}$ on the object is projected onto a pixel of the environment matte $E$, which stores the parameters of the 2D Gaussian $G$. We compute the Gaussian $\tilde{G}$ that best approximates the projected Gaussian $G$ on the parameterized surface $\tilde{T}$.
We represent the new Gaussian $\tilde{G}$ using the following parameters: $a$ (the amplitude of $G$ ), $\tilde{C}$ (a 3D vector), ( $\alpha, \beta$ ) (the opening angles), and $\tilde{\theta}$ (the new rotation angle). This projection is performed for each change of the environment map.

To compute the radiance contribution from the environment mattes involves two steps: interpolating the new Gaussian $\hat{G}$, and convolving it with the environment map to compute the resulting colors.

We first interpolate the parameters of $k=4$ reprojected Gaussian $\tilde{G}_{i}$. Using $w_{i}$, we compute linear combinations for the amplitudes $a_{i}$ and the directional vectors $\tilde{C}_{i}$. The angular parameters $\left(\alpha_{i}, \beta_{i}\right)$ and $\tilde{\theta_{i}}$ are blended using quaternion interpolation. The result is a new Gaussian $\hat{G}$ that is an interpolated version of the Gaussian $\tilde{G}_{i}$, morphed to the new viewpoint.


Figure 3.29: Reprojection of the environment matte Gaussian $G$ from the monitor plane $T$ into the environment map $\Omega$.

Note that this interpolation needs to be performed on matching Gaussians from the environment mattes. Figure 3.30 shows a simplified 1D drawing of the matching process. We are only storing two Gaussians $G_{i}$ per environment matte pixel, where each pixel corresponds to a viewpoint ray $V_{i}$ in the figure. The two Gaussians per pixel are classified as reflective ( $\tilde{G}_{i r}$ ) or transmissive ( $\tilde{G}_{i t}$ ). We compute the angle $\phi$ of their center vectors $\tilde{C}_{i r}$ and $\tilde{C}_{i t}$ with the surface normal $N$. If $\phi>90^{\circ}$, we classify the Gaussian as transmissive. If $\phi<=90^{\circ}$, we classify it as reflective. If both Gaussians are reflective or refractive, we only store the one with the larger amplitude $a$. This computation has to be performed for each change of the environment map, after computing the reprojected Gaussian $\tilde{G}$.

During interpolation, we match up refractive and reflective Gaussians. In other words, new Gaussians $\hat{G}_{r}$ and $\hat{G}_{t}$ are interpolated from $\tilde{G}_{i r}$ and $\tilde{G}_{i t}$, respectively. Note that this matching would be much more difficult if we had stored more than two Gaussians per environment matte pixel, as proposed by Chuang et al. [CZH $\left.{ }^{+} 00\right]$.

To compute the outgoing radiance $L_{\Omega_{n}}$ for a new viewpoint we integrate the interpolated Gaussian $\hat{G}_{r, t}$ with the novel high-resolution illumination $L\left(\omega_{i}\right)$ :

$$
\begin{equation*}
L_{\Omega_{h}}=\int_{\Omega_{h}} \sum_{j=r, t} a_{j}\left(x_{o}\right) \hat{G}_{j}\left(\omega_{i}, x_{o}\right) L\left(\omega_{i}\right) d \omega_{i} . \tag{3.2પ}
\end{equation*}
$$

The final pixel color $C$ according to Equation (3.21) is the sum of the lowresolution reflectance field (Equation 3.23) and the high-resolution reflectance field (Equation 3.24).


Figure 3.30: Matching of reflective and refractive Gaussians.

## Surface Reflectance Field Examples

Low-resolution Illumination First, we present the results and analysis of relighting using only low-resolution reflectance fields. For low-resolution surface reflectance fields, we acquire reflectance images using $4 \times 15$ light directions from each viewpoint for a total of $6 \times 36 \times(4 \times(4 \times 15))+6)=53,136$ images. The entire digitizing process takes about 14 hours for a surface reflectance field.

Figure 3.31 shows a model under new illumination. Figure 3.32 shows several scanned objects composited into real environments. We acquired spherical light probe images [DM97] at the respective locations to capture the illumination. All objects shown in this paper are rendered from novel viewpoints that are not part of the acquired image sequence.

In the process of acquiring models, we have made many interesting measurements and observations. Figure 3.33 shows plots of the measured low-resolution reflectance field data for three surface points on an object. We chose the surfels to be in specular and self-shadowed areas of the object. The dark parts of the plots are attributable to self-shadowing. The data lack any characteristics that would make them a good fit to standard parametric BRDF models or function approximation techniques. This is typical for the data we observed.

Figure 3.34 shows a visualization of the number of PCA components per $8 \times 8$ pixel block of the reflectance images from an original viewpoint. We set the global RMS reconstruction error to be within $1 \%$ of the average radiance values of all high dynamic range (HDR) reflectance images. Note that areas with high texture frequency require more components than areas of similar average color. The maximum number of components for this view is 10 , the average is 5 . This is typical for all of our data.

High-resolution Illumination Next, we present the results of using the combined low-resolution reflectance fields and high-resolution environment mattes. Figures 3.35 and 3.36 show different models in new illumination environments.


Figure 3.31: Relightable model under novel illumination.


Figure 3.32: A combination of scanned and real objects in real environments. The scanned objects were illuminated using surface reflectance fields.


Figure 3.33: Measured reflectance function data for several surface points.


Figure 3.34: (a) Original view. (b) Visualization of the number of PCA components per block (Max. = 15, Mean = 5).


Figure 3.35: Left: High-resolution reflectance field from the environment mattes. Middle: Low-resolution reflectance field from the reflectance images. Right: Combined.


Figure 3.36: Frames from an animation with rotating viewpoint.

We used the light-probe images available from Paul Debevec's website as environment maps. All objects are rendered from novel viewpoints that are not part of the acquired image sequence.

Figure 3.35 shows renderings using only the environment mattes (left), using only the reflectance images (middle), and combining the two (right). Note that the environment mattes, storing the high-resolution reflectance field, mostly capture refractions, while the reflectance images, storing the low-resolution reflectance field, mostly capture reflections.
Figure 3.36 shows a few frames from an animation with a rotating viewpoint. Note how the specular highlights and refractive effects are accurately preserved by our interpolation procedure.

In addition to low-resolution surface reflectance fields we need to acquire environment mattes from different viewpoints. For each viewpoint we capture 300 images to estimate an environment matte. Because the aspect ratio of our monitor is 16:9, we use a different number of backdrop images for each direction: 125 in diagonal, 100 in horizontal, and 75 in vertical direction. We capture environment mattes using only three of the six cameras. The cameras are roughly spaced $10^{\circ}$ apart in elevation and $5^{\circ}$ angular turntable increments. For a full $360^{\circ}$ view of the object, this corresponds to $3 \times 72=432$ viewing positions. All environment matte and reflectance images are captured using the HDR technique. For each viewpoint, we
take four pictures with different exposure times. The total number of pictures is $3 \times 72 \times 300 \times 4=259,200$. The additional acquisition time is about 18 hours, or 5 minutes per viewpoint.

### 3.3.9 CONCLUSION

This section described a fully automated and robust 3D photography system optimized for the generation of high-quality renderings of objects. The basic premise of our scanning approach is to use large amounts of radiance and opacity information to produce accurate renderings of the object instead of relying on accurate geometry. We have also presented a method for acquisition and rendering of transparent and refractive objects. Using a point-based 3D scanning system with color monitor backdrops, we are able to scan transparent objects that would be extremely difficult or impossible to scan with traditional 3D scanners.

We have introduced the opacity hull, a new shape representation that stores viewdependent alpha parameterized on the visual hull of the object. Opacity hulls combined with surface reflectance fields allow us to render objects with arbitrarily complex shape and materials under varying illumination from new viewpoints. We have shown that a parameterization of surface reflectance fields into high- and low-resolution areas offers a practical method to acquire high-quality models.
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## 4 FOUNDATIONS AND REPRESENTATIONS

## INTRODUCTION

This section acquaints the reader with the mathematical and algorithmic fundamentals of point-based surface representations. The chapter starts with a comprehensive overview of point-based surface representation and reconstruction methods presented in Section 4.1. It discusses major results from graphics, geometric modeling, and computational geometry. Section 4.2 is devoted to moving least squares surface representations (MLS) which are of fundamental importance in point-based computer graphics. The issue of point-cloud sampling and resampling is addressed in Section 4.3. Very often, point-based algorithms require fast access to

neighbored samples. The aspect of efficient spatial data structures will be elaborated in Section 4.4. Section 4.5 concludes this chapter with a presentation of real-time point model refinement, a somewhat more advanced topic which is important for efficient, high-quality rendering and display.

### 4.1 SURFACE RECONSTRUCTION

## Nina Amenta

### 4.1.1 OVERVIEW

Converting a point-cloud representation of an object into a more explicit one, such as a triangle mesh, a collection of parametric patches, or the zero-set of a function on space, is known as surface reconstruction. For a point cloud dense enough to serve as a surface representation, the desired surface should be fairly unambiguous and most any computational technique one tries will produce a reasonable surface. This accounts for the wide variety of approaches that have been taken to the surface reconstruction problem. Rather than a single dominant method, there are many different approaches that are used depending on properties of the input, the desired output, the availability of software, the philosophy of the user, and so on.

Certainly which method is best depends in part on the input. For a noisy input point cloud with many outliers, for instance one captured using a stereo camera, it is important to filter the outliers and extract as much information as possible from the noisy data. A point cloud produced by a series of modeling operations, on the other hand, will be essentially noise free and a method that interpolates the input points could be used. Point clouds captured using commercial laser range scanners fall somewhere in between, with few outliers but some noise, mostly caused by scanner artifacts at sharp edges and, more significantly, alignment error between scans. The desired output also of course affects the choice of algorithm. Many applications require a watertight surface, that is, a surface bounding a closed solid, or, better yet, a closed manifold (disallowing points of contact of the surface with itself). This is necessary if the output solid is to be used for finite element analysis, rapid prototyping, parameterization, and many other purposes. In addition, the added constraint that the output surface needs to be watertight often makes for easier, or more robust, algorithms; the fewer choices the algorithm has the opportunity to make incorrectly, the better. On the other hand, some input point clouds, for instance a scan of a human face, cannot reasonably be interpreted as the boundary of a solid object. For such inputs, methods that produce a watertight surface have to "hallucinate" large portions of the output. In these cases, a method that produces surfaces with boundaries is
preferable. Another way algorithms have been compared is by theoretical analysis. For the most part this kind of analysis has been applied to algorithms that use computational geometry, probably because of the theoretical history of that field. Most of the theoretical results use the following framework: assume that the input point set is sampled "densely enough" from the surface of an object, and then prove that some algorithm produces an output surface that recovers the correct topology and approximate geometry of the object surface. These proofs include a precise enough definition of what it means for a sample to be dense enough so that we get a very good sense of when the algorithm is guaranteed to work, which has been a strong aspect of this line of work. In this chapter, we will survey several of the approaches that have been taken to the surface reconstruction problem.

### 4.1.2 NORMAL ESTIMATION

We preface this survey by briefly considering the closely related problem of estimating normals vectors at or near an input point cloud $\mathcal{P}$. Surface reconstruction from a set of surfels with reliable normal directions is an easier problem than surface reconstruction from points alone; in essence, each surfel provides a local reconstruction of the surface. Finding normals is the first step in some reconstruction algorithms; others simply assume that reliable normals are available. Like surface reconstruction itself, the quality of the normals that can be computed for a point cloud depends on its distribution.

An approach first used by Hoppe et al. [HDD ${ }^{+} 92$ ] in the context of surface reconstruction is to find the $k$-nearest neighbors of point $\mathbf{p}$, the set $\mathcal{N}_{k}(\mathbf{p})$, and take the normal of the total least squares best-fitting plane to $\mathcal{N}_{k}(\mathbf{p})$ as the surface normal at $\mathbf{p}$. This method might lead to trouble when the points are not uniformly distributed. An example of particular concern is that when the points are distributed in rows or slices on the surface, then all of the points of $\mathcal{N}_{k}(\mathbf{p})$ are likely to lie in the same slice, and the total least squares best-fit plane might be perpendicular to the surface rather than an approximate tangent plane, as intended. An alternative is to use all points within distance $r$ of $\mathbf{p}$. Using a fixed radius $r$ leads to the same difficulties as using a fixed number of neighbors $k$, although one method or the other might work better on specific inputs.

Mitra et al. [MNG04] studied methods for choosing $r$ adaptively at different points of $\mathcal{P}$. They observed that there is generally not a single best choice of $r$ for a given input $\mathcal{P}$ : the error of the best-fit plane increases with $r$ in areas of high curvature, while it decreases with $r$ where the noise is high. Assuming a random noise model, they gave analytic methods for bounding the error of the normal as a function of $r$, and proposed an algorithm for estimating the local curvature and noise level from the data and using them to choose an optimal $r$.

The Voronoi diagram of $\mathcal{P}$ can also be used to give a good estimate of the surface normal for points near the boundary of $\mathcal{P}$. Assuming that $\mathcal{P}$ is fairly dense, the Voronoi cells of a point $\mathbf{p}$ on the exterior of $\mathcal{P}$ are elongated in the direction perpendicular to the surface. Call the vertex of the Voronoi cell of $\mathbf{p}$ farthest from $\mathbf{p}$ the pole of $\mathbf{p}$ [ABK98]. The vector from $\mathbf{p}$ to its pole is a good estimate of the surface normal. Dey and Goswami [DG04] bounded the error of this estimate, again assuming a specific noise model. Dey et al. [DLS04] compared this method experimentally to the total least squares approach above, and found it to be more accurate, although much more time consuming.

Whatever method is used to produce normals, some algorithms then expect them to be oriented so as to agree with each other about which is the inside and which is the outside of the surface. Sometimes (e.g., with laser range scanner data) this can be determined from the input. Finding a consistent orientation is also easy when the input densely samples a closed surface that cleanly divides the surrounding space into interior and exterior. With noisy and incomplete surface data, however, finding a consistent orientation can be difficult, especially if parts of the surface are very close to one another or if there are sharp creases that might be mistaken for surface boundaries.

### 4.1.3 IMPLICIT SURFACE METHODS

Many surface-reconstruction algorithms are based on the idea of using the input sample to produce a function $f()$ on all of 3D space. The function $f()$ is designed to be negative inside the object and positive outside the object, so that the desired surface $S$ can be extracted as the zero level-set of $f()$. The signed distance function, representing the oriented distance from the surface, is one possible candidate for $f()$, but any function such that $S$ is the zero-set can be used. There is a huge variety of techniques for representing and handling such implicit surfaces, and many of them have been applied to surface reconstruction.

Implicit function methods have the advantage that the output surface is always the watertight boundary of a solid (the set of points $x$ such that $f(x) \leq 0$ ). In the generic case in which the zero-set avoids singularities of $f$, the resulting surface is also a manifold. To produce a manifold surface, the function $f()$ should be computed on a domain large enough to surround the input point set $\mathcal{P}$ and contain the entire zero-set of $f()$, as for instance in Turk and O'Brien [TO99]. An alternative is to instead take the domain to be a thin shell surrounding $\mathcal{P}$, as for instance in Curless and Levoy [CL96]. This produces the subset of the surface that lies near $\mathcal{P}$, which is typically a partial surface with boundary. While the output is not watertight, this approach is often more efficient.

## Voxel-based Methods

The implicit surface method was implemented on a voxel grid by Hoppe et al. $\left[\mathrm{HDD}^{+} 92\right.$ ] in an influential paper that popularized the surface reconstruction problem in the graphics community. Their algorithm first estimates the normal direction at each point $\mathbf{p}$ by fitting a plane through $\mathbf{p}$ 's $k$-nearest neighbors, the set $\mathcal{N}_{k}(\mathbf{p})$. The resulting directions are unoriented (see Section 4.1.2). We then traverse a spanning tree of $\mathcal{P}$ assigning a consistent orientation to the normals. The value of the function $f()$ at a point $x$ in space is defined to be the distance from $x$ to the tangent plane associated with the point $\mathbf{p} \in \mathcal{P}$ nearest to $x$. Finally, a piecewise-linear surface is extracted from the zero-set of $f()$ using marching cubes. Notice that this function $f()$ is discontinuous; the marching cubes process plasters over most of the discontinuities in the zero-set, but the resulting surfaces can suffer from holes. The implicit function representations discussed below, based on blending (rather than just switching between) locally defined approximations to the distance function, could remedy this problem at the cost of some additional computation.

Curless and Levoy [CL96] focused on the problem of surface reconstruction from laser range data. Their algorithm is remarkable for its efficiency and the quality of the output, and an implementation is available. Recall that a single laser range scan is a depth map: a grid of points in the $x-y$ plane, each associated with a depth value in the $z$-direction, all in some coordinate system related to the position and orientation of the scanner relative to the object. Rather than assigning point normals, patches of surface are reconstructed from individual input scans by simply connecting points adjacent in the $x-y$ grid if their distance from the scanner does not differ too greatly. Each such patch is then associated with a directional distance function in the $z$-direction associated with the coordinate system of that particular scan. These directional distance functions are then blended, using normalized Gaussian weights, to form the function $f()$, and again the surface is extracted using marching cubes. While each of the individual directional distance functions is itself continuous, the fact that two functions with very different directions might be blended together seems to lead to a noisier function $F$ than might at first be expected, and some subsequent work has addressed the problem of cleaning up the "topological noise" in the output surfaces [WHDS04]. Efficiency is gained by limiting the domain on which $f()$ is computed to a thin shell around the input points, and only dealing with voxels within the shell. The algorithm returns a surface with boundaries, which tends to have holes where $\mathcal{P}$ has gaps. Curless and Levoy's algorithm is one of the few that treats scanner noise carefully. Each point of $\mathcal{P}$ is assigned a confidence. Points at which the scanner $z$-direction is nearly tangent to the surface patch are assigned lower confidence than points at which the scanner $z$-direction is nearly normal to the patch. Points near sharp features and near the edges of the patch are assigned lower confidence.

Probably because of this careful weighting of the input, this algorithm manages to produce good outputs from very difficult inputs involving many outliers and a lot of noise. See Figure 4.1.

The VripPack software, available at the Stanford Graphics website, implements this reconstruction method. It takes individual laser range scans as input.

## Basis Functions

Implicit surfaces are also commonly represented by a weighted sum of basis functions, most commonly radial basis functions. Given the value of $f()$ at a set of constraint points in space, we center a radial basis function at each constraint point, and then solve for the choice of weights that causes the function to interpolate or approximate the constraints. For a number of natural measures of "smoothness or regularity" of the function $f()$, the optimal $f()$ satisfying the constraints is given by the interpolation using a particular radial basis function related to the smoothness measure [Dyn87]. This optimality is a very appealing property, both theoretically and in practice. Although it is the 3D function $f()$ that is optimized, not the zero-set $S$ that is the actual output, nonetheless the surfaces produced tend to be very smooth and attractive. One important detail is that if all of the constraint points are surface points, then they have function value zero, since they are intended to lie on the


Figure 4.1: Reconstruction of a drillbit from Curless and Levoy [CL96]. (Left) A crosssection of the noisy input data, including a lot of scatter from the sharp corners. (Right) The reconstructed surface of the drillbit, extracting the spiral shape from the noisy data.
zero-set of $f()$. But the smoothest function fitting a set of points all with value zero is just the constant function zero. So it is necessary to provide constraint points in the interior of the object, with negative values, and outside the object, with positive values, as well as surface points.

In some situations such points are naturally available, and in others they can be generated. For instance, if points with normals are supplied, then for every surface point we can place additional off-surface points offset from it in both normal directions, and provide them with negative and positive values [TO99, $\mathrm{CBC}^{+} 01$ ]. In this case it is important to ensure that the offset is small enough that the constructed points are not placed near other surface points. Turk and O'Brien [TO99] and Dinh et al. [DTS02] have applied implicit surfaces based on radial basis functions to a number of problems in computer graphics, including surface reconstruction. They show that radial basis functions can be used both with dense, fairly clean inputs like laser range scanner data, and also for sparse and noisy inputs that arise often in computer vision. Solving for the weights or other parameters associated with radial basis functions can be quite demanding computationally. Carr et al. [ $\left.\mathrm{CBC}^{+} 01\right]$ used multiscale methods developed by Beatson to efficiently compute radial basis function surfaces for inputs consisting of hundreds of thousands of input points, and also explored methods for iteratively adding basis functions until sufficient resolution is achieved.

## Indicator Function

Another choice for $f()$ is the indicator function, which is one inside the object and zero outside. Kazhdan [Kaz05, KBH06] has proposed a clever algorithm, based on the observation that the gradient of the indicator function has a particularly simple form: it is zero everywhere except at the object surface, where it is equal to the surface normals. A continuous representation of the gradient field is easily computed from an input set of oriented surfels. The computation of $f()$ from its gradient field is a Poisson problem. Initially, this was solved in the Fourier domain, while the more recent paper with Bolitho and Hoppe [KBH06] gives a much more efficient solution using radial basis functions to represent both the gradient field and $f()$ itself. This surface reconstruction method produces a global function, like the radial basis function (RBF) methods of the previous section, but it is computationally much more efficient. It produces excellent looking results, and should be a very competitive method in practice.

## MLS and MPU with Local Functions

Some recent implicit surface representations are based on the idea of constructing many "little" implicit functions locally near the point cloud, and then blending them together to form $f()$. Each function $f_{i}()$ is associated with a point $\mathbf{p}_{i}$ in space. To evaluate $f()$ at an arbitrary point $x$ in space, we blend the $f_{i}()$, using weights that
are designed to form a partition of unity, as follows. We associate a weight function $w_{i}$ with each $\mathbf{p}_{i}$ that decreases monotonically with the distance from $\mathbf{p}_{i}$ (often all the $w_{i}$ are the same, but this is not necessary). Then the value of $f()$ at point $x$ is computed as:

$$
\begin{equation*}
f(x)=\frac{\sum_{i} w_{i}\left(\left\|x-\mathbf{p}_{i}\right\|\right) f_{i}(x)}{\sum_{i} w_{i}\left(\left\|x-\mathbf{p}_{i}\right\|\right)} . \tag{Ч.1}
\end{equation*}
$$

This blending function produces the value for $f(x)$ that minimizes

$$
\begin{equation*}
\sum_{i} \frac{w_{i}\left(\left\|x-\mathbf{p}_{i}\right\|\right)}{\sum_{i} w_{i}\left(\left\|x-\mathbf{p}_{i}\right\|\right)}\left(f(x)-f_{i}(x)\right)^{2} . \tag{Ч.2}
\end{equation*}
$$

This idea of finding an optimum with respect to the local weights is the definition of the moving least squares function approximation (as opposed to the MLS projection method). If the weights can be chosen so that for any $x$, most of the weights $w_{i}\left(\left\|x-\mathbf{p}_{i}\right\|\right)$ are zero, $f()$ can be computed efficiently. In the common case in which the $w_{i}$ are chosen to be Gaussian, usually the functions associated with points $\mathbf{p}_{i}$ sufficiently far from $x$ can be disregarded.

The multilevel partition of unity (MPU) surface representation [ $\mathrm{OBA}^{+} 03$ ] is one implementation of this idea. It is built on an octree decomposition of space around the point cloud. Each octree leaf contains a constant number of points, each with an associated normal. A low-degree polynomial function that approximates the distance function to the points within the cell is used as $f_{i}()$, and the center of the cell is used as $\mathbf{p}_{i}$. Functions are also associated with interior nodes in the tree, giving lower-resolution approximations of the surface that fill in holes and ensure that the function is represented everywhere in space. Three different surface representations are used at the nodes, depending on the number of points and whether their normals agree or not: a parametric function (normals agree); an implicit quadric (many points, varying normals); or a piecewise-parametric function (few points, varying normals). Because of the quadtree, MPU does not require a uniform distribution of input points, but the possibility of octree artifacts (especially induced by outliers far from the data points) is a drawback.

A preliminary version of the software for MPU surface reconstruction is currently available from Ohtake's website at MPI-SB. It takes a list of points, followed by a list of normals, as input. The MPU code is quite fast, and can handle hundreds of thousands of input points.

Other applications of this idea are formulated in terms of the MLS function approximation rather than partitions of unity. Xie et al. [XWH03] compute approximating quadric polynomials $\mathbf{f}_{i}$ to cover homogenous patches of surface. These patches are grown from seeds and expanded as long as the points included can be well
approximated by a quadric. Orientations are assigned to the patches in a final step, and the final surface representation is formed by locally blending the polynomials. The surfaces used by Nielson [Nie04] and Shen et al. [SOS04] for converting polygonal surfaces to implicit surfaces also fall into this category. In both cases local functions are defined for the facets of the polygonal model, and associated with points on the facets.

Such a function can also be defined given an input point set $\mathcal{P}$ with normals: we define the function $f_{i}()$ at each input sample $\mathbf{p}_{i}$ to be the distance from the plane through $\mathbf{p}_{i}$ with its normal $\mathbf{n}_{i}$. Kolluri [Kol05] showed that using such functions to define an MLS implicit function $f()$ gives a provably correct surface reconstruction algorithm. His analysis is similar to some of the results for algorithms based on Voronoi diagrams discussed in Section 4.1.4. Kolluri's proof requires the sample points to be distributed nearly uniformly on the surface. Dey and Sun [DS05] recently gave a similar definition that they show gives a correct reconstruction, even when the sampling density varies, so long as it is everywhere sufficiently dense. The influence of an input point $s$ on the function at a point $x$ in space is weighted both by the sampling density near $x$ and the sampling density near $s$.

### 4.1.4 VORONOI METHODS

Algorithms for surface reconstruction developed in the computational geometry community have for the most part been based on the Voronoi diagram and its dual, the Delaunay triangulation. A particular strength of these algorithms is the emphasis on providing proofs of correctness, which usually take the following form: first assume that a smooth surface $S$ is sampled "sufficiently densely" by set $\mathcal{P}$, and then show that the output of the algorithm on $\mathcal{P}$ is a good approximation of $\mathcal{S}$. The definition of a sufficiently dense sample must depend on some property of the surface; computational geometry algorithms use the distance from the medial axis. The local feature size $\operatorname{lfs}(x)$ at a point $x$ in space is defined as the minimum distance from $x$ to the medial axis. The distance between samples is then required to be proportional to $\operatorname{lfs}(x)$. Specifically, a set of sample points on the surface is an $\epsilon$-sample if, for every point $x$ on the surface, there is a sample within distance $\epsilon f(x)$ of $x$. The idea of this definition is that while the samples must be dense in more intricate parts of the surface, featureless areas can still be sampled sparsely. The radius of curvature of the surface is an upper bound on $\operatorname{lfs}(x)$, so this definition is related to sampling according to curvature, but $\operatorname{lfs}(x)$ can be small even when the curvature is zero, if two sheets of the surface lie near each other. One unfortunate feature of this definition is that $\operatorname{lfs}(x)$ is zero at a sharp corner, requiring infinitely dense sampling. Thus most of the results below are only valid for a smooth surface $S$. An $\epsilon$-sample remains an $\epsilon$-sample when more sample points are added; any kind of oversampling is allowed. Another drawback is that the sampling is usually assumed to be noiseless, and many of the

Voronoi diagram-based surface-reconstruction algorithms do not in fact do well on very noisy samples; current work is beginning to address this issue [CL05, DG04].

## Algorithms

Surface reconstruction has been a topic in computational geometry since the 1980s, although the analytic framework is more recent. Jean-Daniel Boissonnat proposed "sculpting the shape from the 3D Delaunay tetrahedralization" [Boi84]. Tetrahedra likely to be outside the object are identified by their shape and removed one by one, in such a way that the remaining solid is always a sphere. Edelsbrunner and Mücke used a filtration of the Delaunay triangulation, the alpha shape, which is based on the interpoint distances [EM94]. Triangles for which small circumspheres can be found are retained as possible surface triangles.

## Delaunay Filtering

The analytic framework and the sampling model were introduced in conjunction with the crust algorithm of Amenta and Bern [AB99, ABK98]. This algorithm is based on explicitly using the the Voronoi diagram to estimate the medial axis. The Voronoi cells of an $\epsilon$-sample have a distinctive shape: they are long, thin, and perpendicular to the surface $\mathcal{S}$; see Figure 4.2. The two "ends" of these long thin cells have to lie


Figure 4.2: The 3D Voronoi diagram of points sampled from a smooth 2D surface. The intersection of the 3D cells with the surface is shown in black, and the edges of one Voronoi cell, belonging to the blue point, are shown in red. Notice that the Voronoi cell is long and skinny, with its long axis perpendicular to the surface. The ends of the Voronoi cell are located near the medial axis.
near the medial axis [ACK01b]. We call these Voronoi vertices the poles. The crust algorithm used the poles to eliminate triangles from the Delaunay tetrahedralization that cannot belong to the surface. The co-cone algorithm [ACDL02] simplifies and improves on this idea. The essential observation is that the vector from a sample point $p$ to either of its poles should be close to the surface normal, so Delaunay triangles lying on the surface can be recognized by comparing their normals with the vectors to the poles. This algorithm was extended in various ways by Dey and others, to handle surfaces with sharp features and boundaries [DG01] and to produce watertight models [DG03]. Software for these algorithms is available. A recent algorithm of Dey and Goswami [DG04] generalizes the definition of poles to include all Voronoi vertices far from the surface, which can be determined from noisy as well as smooth data, to give an algorithm that works well on quite noisy inputs.

## Distance Function and Gradient Flow

Another family of algorithms based on the Voronoi diagram and Delaunay triangulation uses the structure as an approximation of the distance function of $\mathcal{S}$, from which a surface can be extracted. The Voronoi diagram of a point set $\mathcal{P}$ is the set of singularities of the squared distance function of $\mathcal{P}$. The value of the distance function should be low near $\mathcal{P}$ and high near the medial axis. Unfortunately this function is only zero at the points themselves, and bumpy nearby, so it is not obvious how to extract an approximate surface directly from the Voronoi diagram. Two different algorithms, one due to Edelsbrunner [Ede05] and another to Giesen and John [GJ03], extract a 3D solid from the Delaunay triangulation by constructing a discrete flow corresponding to the gradient flow on the squared distance function; the two algorithms differ in the details of how the discrete flow is defined. In a discrete flow, a Delaunay tetrahedron flows into its neighbor across a face, or not, depending on the gradient of the Voronoi edge dual to the face. The part of the Delaunay tetrahedralization that flows to infinity is discarded as the exterior of the object. Interior portions flow to maxima in the interior of the object. Unfortunately, there can also be maxima corresponding to pockets exterior to the object. Resolving which maxima are interior or exterior to the object requires some user input, or other information.

Rather than the squared distance function, Boissonnat and Cazals [BC02b] interpolate a signed distance function. To get the sign, they need points with normals as input. They use Sibson's interpolation method, which is based on the Voronoi diagram. Sibson's interpolation adapts well to irregularities in the distribution of the input points, so that the zero-set of the resulting smooth function is used to select a set of Delaunay triangles to represent the surface.

## Power Crust

The power crust algorithm of Amenta et al. [ACK01a, ACK01b] also constructs a 3D solid, but it uses the weighted Voronoi diagram of the poles, known as a power
diagram, rather than the Delaunay triangulation of the sample points $\mathcal{P}$. Instead of meeting at the medial axis, the cells of the power diagram meet at the object's surface. Power diagram cells belonging to the interior of the object can be cleanly separated from those belonging to the outside of the object by traversing the structure and looking at the connections between the cells. The resulting algorithm is quite robust. The output is the surface separating the interior and exterior cells, and it passes through the set $\mathcal{P}$ of input sample points (at least in the noise-free case). A drawback is that the output facets are convex polygons rather than triangles, and unfortunately this algorithm produces overly dense tessellated surfaces, even given nice inputs. Software for this algorithm is available, but it only works on moderately sized (tens of thousands of points) inputs.

## Advantages and Disadvantages

All of these algorithms begin by computing the Delaunay triangulation of the input points. While Moore's Law and the sporadic improvement of 3D Delaunay codes make this feasible for increasingly large inputs, the current maximum seems to be somewhere in the tens of millions of points, and the computation is expensive in time and space. Then most of the triangulation is thrown away. Computing only the necessary part of the Delaunay triangulation would be much better. The ballpivoting algorithm of Bernardini et al. [ $\mathrm{BMR}^{+} 99$ ] does this. Intuitively, the algorithm rolls a ball of fixed radius around the outside of the point cloud. Every time the ball comes to rest on three input samples, we connect those samples with a triangle. This works well for fairly uniformly sampled surfaces, such as laser range scanner data. It is not as robust as the algorithms that compute the entire Delaunay triangulation, however.

One advantage of these Voronoi/Delaunay algorithms is that most of them do not require surface normals as part of the input; the poles provide a very good approximation of the surface normals, and they generally relay on the global structure of the Voronoi diagram and the Delaunay triangulation to find a consistent orientation of the normals.

### 4.1.5 SURFACE EVOLUTION METHODS

Yet another class of methods is based on surface evolution. The idea is to gradually deform a simple input surface, using rules to maintain its structure and also rules to attract it to the input data. Since the initial placement of the evolving surface defines the inside or the outside of the object, typically these methods do not require normals for the input points.

An early straightforward implementation of this idea is due to Chen and Medioni [CM94]. They initialize the surface as a small ball inside the input point cloud, and
allow it to expand using "balloon forces" until it reaches the input points. This is an example of a Lagrangian approach to surface evolution, in which the the evolving surface is represented explicitly, in this case by a triangle mesh. The forces include an inflation force in the normal direction and spring forces between neighboring vertices. When a sample point is detected close to a surface vertex and nearly in its normal direction, the vertex is "anchored" and no longer moved. Triangles that remain active and grow too large are subdivided. This has the effect of allowing the surface to change shape and adapt to non-star-shaped objects. A major drawback of this algorithm is that it only can be used to reconstruct objects homeomorphic to a sphere. Also the balance of the spring forces and edge subdivision seems like it might require some calibration for different inputs.

The level-set method of Osher and Sethian [OS88] has revolutionized surface evolution algorithms over the last decades. The level-set method is a Eulerian approach, meaning that the evolving surface is represented by a level-set in an implicit 3D function represented on a voxel grid. Changes in the implicit function can induce topological changes in the evolving surface, so that the topological genus of the output surface need not be known in advance. The level-set method was applied to surface reconstruction by Zhao et al. [ZOMK00], and the efficiency of the method was improved by Zhao et al. [ZOF01].

To use the level-set method, it is necessary to formulate the problem in terms of a PDE describing the evolution of the surface. This is then translated into the problem of evolving an implicit function $f()$ on the space, with the surface represented by the zero-set $f(x)=0$. Finally this evolution is solved numerically.

To apply this, we assume that the evolving surface $\Gamma$ is trying to minimize the surface quality functional:

$$
\begin{equation*}
E(\Gamma)=\left[\int_{x \in \Gamma} d^{m}(x, \mathcal{P}) d s\right]^{1 / m} \tag{Ч.З}
\end{equation*}
$$

Here $d s$ indicates a surface area element, and typically the exponent $m=1$ or $m=2$. Notice that the functional is reduced both by bringing the surface closer to the sample set $\mathcal{P}$ and by reducing the surface area. The reconstructed surface is thus something like a minimal surface spanning the samples.

Since there is no explicit requirement on the topology of the surface, and we only measure the distance from the surface to the samples, not the distance from the samples to the surface, the global minimum $\Gamma$ is the empty set. But there are also locally minimal solutions, and if we choose our starting surface well, we can end up at a local minimum that is a good approximation to the surface. Because the level-set method can introduce topological changes in the surface when they locally result in a reduction of the quality functional, the evolving surface can usually handle


Figure 4.3: Surface evolution starting from a bounding surface. Most topological changes are handled gracefully, but sometimes it can get stuck in an undesired local minimum. (Left) The outer surface is attracted to the object boundary. At some moment, it covers both the connected components, and the connecting channel shrinks to have zero volume, and then disappears, leaving a correct surface representation. (Right) The shrinking outer surface will get stuck in a local minimum including the dotted line and not the interior of the cavity; moving the dotted line into the cavity increases the surface area and requires more energy.
situations in which a handle should be introduced or two connected components should be separated, as in Figure 4.3 (left). In other situations, as in Figure 4.3 (right), even a topologically correct starting surface might get stuck in other local minima before reaching the surface points. Starting from a good initial estimate generally avoids such problems; for instance, a connected component of a small isocontour often works well [ZOF01].

### 4.1.6 CONCLUSION

Surface reconstruction is applied to point clouds in different contexts. Point clouds captured by laser range scanners are large, too dense in many areas, and somewhat irregular and noisy. Taking more processing time to do a better job of integrating noisy data is a very appropriate trade-off in this case. The method of Curless and Levoy (Section 4.1.3) does a good job of integrating information available from the scanning process into the reconstruction process, but other methods have for the most part not addressed this important issue. Memory efficiency is probably more important than speed for handling really large inputs. The MPU method (also in

Section 4.1.3) handles quite large inputs, and the Poisson surface method of Kazhdan et al. seems very promising.

In point-based modeling, the point sets are synthetically generated, and so can be nearly uniform or sampled according to some appropriate criterion, and are essentially noise free. This presents a great opportunity to develop very fast surface reconstruction algorithms that depend on having good input data available. An improved understanding of the point distributions required by different reconstruction methods will be helpful here, for which the sampling theory developed in the context of the Voronoi/Delaunay algorithms (Section 4.1.4) should be useful.

### 4.2 MOVING LEAST SQUARES-BASED SURFACE REPRESENTATIONS

## Marc Alexa

### 4.2.1 OVERVIEW

Representing the surface with points is slightly different from the problem of reconstructing a surface from point samples: the basic idea of representation is to use the points as the main source of information about the shape. Efficient algorithms are applied to the points to determine if a certain point in space is inside or outside of the shape or how far it is from the surface, to project this point onto the surface or to intersect other primitives with the surface. In contrast, reconstruction is typically concerned with converting the point set into another representation, where these algorithmic goals are potentially easier to perform.

A consequence of this view is a focus on local algorithms. Specifically, we'd like to avoid the construction of a global connectivity structure among the points. Doing this could lead to very good reconstruction results, as it considers all of the data at once. At the same time, looking at all the data has the severe drawback that gathering information about some part of the shape always requires all of the data to be considered. For example, examining the face of a large scanned statue would require processing all points including those of the lower torso, which hardly seem relevant. In addition, effective global solutions would require to keep all data in main memory, which is impossible for the current size of large datasets in comparison to available memory.

Only local algorithms have the premise to be efficient when used to perform certain local operations on very large point sets. Despite the lack of global structure, we wish
that putting all the local computations together would result in a nice surface. Nice in this context means that the surface is smooth, in other words, contains no visible kinks and is (where reasonable) manifold (locally equivalent to a disk). In fact, we will construct surfaces that are locally equivalent to parametric surface patches, which is an even stronger property.

In particular, this section introduces methods that are related to locally weighted least squares approximations for defining a surface from points-the so-called moving least squares (MLS) approach.

We start by discussing some common methods to interpolate or approximate functional data. To compute a surface from points is different as the parameterization of the surface is unknown. This requires additional data, which we usually find by considering the normals in the points. These normals are either available with the data or have to be computed. We discuss some simple techniques to estimate normals.

Using the normals, the techniques for fitting to functions can be extended to fitting surfaces to scattered points in space. We feel that the most advanced method in terms of desirable properties is the MLS method for surface. We derive two variants in the end of this section, where the latter one exceeds in terms of computational ease.

### 4.2.2 NOTATION AND TERMS

We assume that the points $\mathcal{P}=\left\{\mathbf{p}_{i} \in \mathbb{R}^{3}\right\}, i \in\{1, \ldots, N\}$, are sampled from an unknown surface $S$, and that they might contain some noise due to the imperfect sampling process. Some sampling processes additionally provide normal information in each point, which we assume to be represented as $\mathcal{N}=\left\{\mathbf{n}_{i} \in \mathbb{R}^{3},\left\|\mathbf{n}_{i}\right\|=1\right\}$. We assume that data are irregular (i.e., that the points are not sampled from a regular lattice in space).

Our goal is to define computational methods for the interrogation or manipulation of a point $\mathbf{x} \in \mathbb{R}^{3}$. These computational tools indirectly define a surface $\hat{\mathcal{S}}$ from the points $\mathcal{P}$ (and possibly the normals $\mathcal{N}$ ). We understand the term locality as the extent of space or the number of points that is necessary to perform the computations for $\mathbf{x}$. A global method will potentially require all points in $\mathcal{P}$ to perform the computations.

The reconstructed surface is said to be interpolating if $\mathcal{P} \in \hat{\mathcal{S}}$, otherwise it is approximating (see Figure 4.4). We will almost exclusively look at the case of approximation. Approximating the points takes into account that the surface is assumed to be not too wiggly and that the points contain some noise. An approximation allows smoothing this noise and providing a reasonably behaved surface.

Before we approach the general surface representation problem, we'll recall some basic methods for the interpolation or approximation of functional data. For this,


Figure 4.4: A point set is (a) respectively approximated by a curve and (b) interpolated.


Figure 4.5: The notation for the functional (parameterized) setting.
we assume that each point $\mathbf{p}_{i}=\left(\mathbf{q}_{i}, f_{i}\right)$ is composed of a position $\mathbf{q}_{i}$ in parameter space ( $\mathbb{R}^{2}$ in our setting) and a value $f_{i}$ at this position (see Figure 4.5 for an illustration). Note that in the general case of computing a surface from a set of points we don't have the distinction of parameter values and function values (i.e., the surface is not parameterized). That makes the problem harder, and we discuss concepts for solving it once the basic solutions for the simpler problem are introduced.

### 4.2.3 INTERPOLATION AND APPROXIMATION OF FUNCTIONAL DATA

For now, our goal is to determine a function $f$ that interpolates or approximates the given constraints $\mathbf{p}_{i}=\left(\mathbf{q}_{i}, f_{i}\right)$ (i.e., $\left.\hat{f}\left(\mathbf{q}_{i}\right) \approx f_{i}\right)$. Defining such a function means to describe an algorithm that computes for every $\mathbf{x} \in \mathbb{R}^{2}$ a function value $\hat{f}(\mathbf{x})$.

We start with a very simple approach: given $\mathbf{x}$, find the closest location for which a function value is defined (i.e., $\min _{j}\left\|\mathbf{q}_{j}-\mathbf{x}\right\|$ ). If the minimum is not unique, choose the one with smallest index $j$. Then set $\hat{f}(\mathbf{x})$ to $f_{j}$. More formally, we define

$$
\hat{f}(\mathbf{x})=\mathbf{q}_{j}, 0<j<i \Rightarrow\left\|q_{j}-\mathbf{x}\right\|<\left\|\mathbf{q}_{i}=\mathbf{x}\right\|, i<j<N \Rightarrow\left\|q_{j}-\mathbf{x}\right\| \leq\left\|\mathbf{q}_{i}=\mathbf{x}\right\| .
$$

The result is a function that interpolates the points but is not continuous.
The obvious idea to improve the continuity of $\hat{f}$ is to combine the values of several close points. In general, our approach looks like this:

$$
\begin{equation*}
\hat{f}(\mathbf{x})=\sum_{i} w_{i}(\mathbf{x}) f_{i} \tag{Ч.5}
\end{equation*}
$$

where $w_{i}(\mathbf{x})$ are weight functions appropriate to combine the values of several points in a location $\mathbf{x}$.

Depending on how the set of "close" points is identified and how the weight functions are computed based on the set of close points, several methods with different properties can be derived. We consider the following ideas:

- Voronoi techniques. Identify the regions for which the location of data point $\mathbf{q}_{i}$ is closest and exploit the adjacency of these regions. The Voronoi decomposition in two or more dimensions is a global problem, so we won't cover this approach here. It was briefly discussed in the previous section.
- Radial basis functions. Attach a (radial) function to each data point that describes how it influences space.
- Shepard. Collect points in a certain radius and weight them based on distance.
- Moving least squares. Collect points in a certain radius and weight them so that polynomials are reproduced.


## Radial Basis Functions

A basic and very general approach is to model the weight functions as radial functions:

$$
\begin{equation*}
w_{i}(\mathbf{x})=\frac{c_{i}}{f_{i}} \theta\left(\left\|\mathbf{x}-\mathbf{q}_{i}\right\|\right) \Leftrightarrow w_{i}(\mathbf{x}) f_{i}=c_{i} \theta\left(\left\|\mathbf{x}-\mathbf{q}_{i}\right\|\right) \tag{Ч.6}
\end{equation*}
$$

where $\theta$ is a function that describes the influence of $\mathbf{q}_{i}$ on $\mathbf{x}$ based on the distance between the two locations (see Figure 4.6 for an illustration and [Dyn89, Buh03]).

In this approach, all weight functions $w_{i}$ are essentially the same and only differ by a linear factor. Note that the method is already fully defined for a fixed function $\theta$ in case we ask for interpolation: Requiring $\hat{f}\left(\mathbf{q}_{j}\right)=f_{j}$ leads to

$$
\begin{equation*}
\hat{f}\left(\mathbf{q}_{j}\right)=\sum_{i} c_{i} \theta\left(\left\|\mathbf{q}_{j}-\mathbf{q}_{i}\right\|\right)=f_{j} \tag{Ч.7}
\end{equation*}
$$

which is, in fact, a system of linear equations:


Figure 4.6: The RBF approach to interpolating functional data. A radial weight function is attached to each data point. The coefficients for each weight function are computed by solving a linear system of equations, resulting from asking for interpolation in each of the data points.

$$
\left(\begin{array}{c}
\theta\left(\left\|\mathbf{q}_{0}-\mathbf{q}_{0}\right\|\right) \theta\left(\left\|\mathbf{q}_{0}-\mathbf{q}_{1}\right\|\right) \theta\left(\left\|\mathbf{q}_{0}-\mathbf{q}_{2}\right\|\right) \cdots  \tag{Ч.8}\\
\theta\left(\left\|\mathbf{q}_{1}-\mathbf{q}_{0}\right\|\right) \theta\left(\left\|\mathbf{q}_{1}-\mathbf{q}_{1}\right\|\right) \theta\left(\left\|\mathbf{q}_{1}-\mathbf{q}_{2}\right\|\right) \cdots \\
\theta\left(\left\|\mathbf{q}_{2}-\mathbf{q}_{0}\right\|\right) \theta\left(\left\|\mathbf{q}_{2}-\mathbf{q}_{1}\right\|\right) \theta\left(\left\|\mathbf{q}_{2}-\mathbf{q}_{2}\right\|\right) \cdots \\
\vdots \\
\vdots \\
c_{1} \\
c_{2} \\
\vdots \\
f_{1} \\
f_{2} \\
\vdots
\end{array}\right)\left(\begin{array}{c}
c_{0} \\
f_{0} \\
\end{array}\right)
$$

So, before we are able to compute the weights we first need to solve this linear system. This requires that the system has a solution, which means the data points allow being interpolated with the given functions. As the matrix depends only on values of $\theta$, solvability obviously depends on the choice of $\theta$.
Standard choices for the radial function $\theta$ are $\theta(\delta)=\delta^{-u}, u \in \mathbb{N}$ [Dyn87] or the Gaussian $\theta(\delta)=\exp \left(\delta^{2} / h^{2}\right)$ [Dyn89]. However, another concern makes these functions impractical: each point influences every other point, making the approach global. This can also be recognized from the fact that a dense linear system has to be solved before $\hat{f}$ could be evaluated in any point.

In an attempt to make the solution local we should use locally supported radial functions. This means we can choose a distance parameter $\epsilon$. If two points are farther apart than $\epsilon$ the function $\theta$ attached to either of them vanishes in the other point (i.e., $\delta>\epsilon \Rightarrow \theta(\delta)=0$ ).

Popular choices with good properties are Wendland's radial functions [Wen95], because they consist of polynomial pieces with low degree (i.e., they are easy to
compute) and lead to solvable linear systems. The particular function to be used depends on the space in which the locations $\mathbf{q}_{i}$ live.

Using these locally supported functions leads to sparse linear systems, which can be solved in almost linear time (e.g., using multiresolution methods [FI96]. Nevertheless, strictly speaking this is a global solution, as the inverse of a sparse matrix is not necessarily sparse. Practically speaking this means moving one point could potentially influence points farther away than $\epsilon$ by a cascade of effects on other points.

On the other hand, the sparse linear system has to be solved only once. This defines the linear factors $\left\{c_{i}\right\}$, which in turn define the weight functions $w_{i}(\mathbf{x})$. Evaluating $\hat{f}(\mathbf{x})$ is typically very cheap, as $\theta$ has to be evaluated only for few close points.

## Least Squares Fitting

Most readers will be familiar with the idea of least squares fitting a polynomial to given data (Figure 4.7 shows fitting a quadratic function to univariate data). Here, we will rediscover this method in our setting, by introducing the concept of a precision set. This presentation aims at helping with the understanding of the following techniques.
As before, we represent $\hat{f}$ at $\mathbf{x}$ as $\sum_{i} w_{i}(\mathbf{x}) f_{i}$. We ask that $\hat{f}$ has a certain precision, which is described by a precision set $\mathcal{G}$ : if the pairs $\left(\mathbf{q}_{i}, f_{i}\right)$ happen to be sampled from a function contained in the precision set (say, $g \in \mathcal{G}$ ), then we wish that $\hat{f}$ results to be exactly that function. We can formalize this requirement as follows: for every $g \in \mathcal{G}$ the weight functions have to satisfy


Figure 4.7: Least squares: Fitting a (here: quadratic) function $\hat{f}$ by minimizing the squares of differences between the given function values $f_{i}$ and the values of the quadratic function at the corresponding locations $\mathbf{q}_{i}$. The standard approach is to minimize among all quadratic functions $\hat{f}(x)=a+b x+c x^{2}$ (i.e., $\left.\min _{a, b, c} \sum_{i}\left(f_{i}-\hat{f}\left(\mathbf{q}_{i}\right)\right)^{2}\right)$; here we rediscover the same solution starting from different assumptions (see text).

$$
\begin{equation*}
g(\mathbf{x})=\sum_{i} w_{i}(\mathbf{x}) g\left(\mathbf{q}_{i}\right) . \tag{4.9}
\end{equation*}
$$

As a more concrete example, consider the precision set of quadratic polynomials $g(\mathbf{x})=a+\mathbf{b}^{\top} \mathbf{x}+\mathbf{x}^{\top} \mathbf{C} \mathbf{x}$. Look at the following system of equations:

$$
\begin{align*}
& 1=\sum_{i} w_{i}(\mathbf{x}) 1 \\
& x_{0}=\sum_{i} w_{i}(\mathbf{x}) q_{i_{0}} \\
& \vdots  \tag{Ч.10}\\
& x_{0}^{2}=\sum_{i} w_{i}(\mathbf{x}) q_{i_{0}}^{2} \\
& \vdots
\end{align*}
$$

Note that the set of linear combinations of these equations,

$$
\begin{equation*}
a+\mathbf{b}^{\top} \mathbf{x}+\mathbf{x}^{\top} \mathbf{C} \mathbf{x}=\sum_{i} w_{i}(\mathbf{x})\left(a+\mathbf{b}^{\top} \mathbf{q}_{i}+\mathbf{q}_{i}^{\top} \mathbf{C} \mathbf{q}_{i}\right) \tag{પ.11}
\end{equation*}
$$

is, in fact, the requirement of reproducing any function from the precision set of quadratic polynomials.

We can write the system of equations in matrix form as

$$
\begin{equation*}
\mathbf{Q w}(\mathbf{x})=\mathbf{z} \tag{Ч.1こ}
\end{equation*}
$$

Typically, we will have more points than dimensions in the space of polynomials (i.e., the system is underdetermined). We need to restrict the weights further. A common way to do this would be to ask that the sum of squared weights is minimal, in other words

$$
\begin{equation*}
\min _{\left\{w_{i} \mathbf{( x ) \}}\right\}} \sum_{i}\left(w_{i}(\mathbf{x})\right)^{2}=\min _{\mathbf{w}(\mathbf{x})} \mathbf{w}(\mathbf{x})^{\top} \mathbf{w}(\mathbf{x}) . \tag{Ч.13}
\end{equation*}
$$

How could we find this minimum, subject to the linear constraints given in Equation (4.12)? Assume we know the solution vector $\mathbf{w}(\mathbf{x})$. Now look at the polynomial $\left(a, b_{0}, \ldots\right) \mathbf{Q w}(\mathbf{x})$. We can certainly choose the polynomial coefficients $\left(a, b_{0}, \ldots\right)$ so that this polynomial attains a minimum or a maximum for the given weight vector $\mathbf{w}(\mathbf{x})$. So instead of minimizing only squared weights, we try to minimize

$$
\begin{equation*}
\mathbf{w}(\mathbf{x})^{\top} \mathbf{w}(\mathbf{x})-\left(a, b_{0}, \ldots\right) \mathbf{Q} \mathbf{w}(\mathbf{x}), \tag{Ч.1પ}
\end{equation*}
$$

where we have the polynomial coefficients as additional degrees of freedom. This approach helps to include the linear constraints in the minimization, at the cost of
additional variables to solve for. A necessary condition for the minimum is that all partial derivatives are identical to zero. Taking all partial derivatives with respect to the weights and setting to zero leads to

$$
\begin{equation*}
\mathbf{w}(\mathbf{x})^{\top}-\left(a, b_{0}, \ldots\right) \mathbf{Q}=0 \Longleftrightarrow \mathbf{w}(\mathbf{x})=\mathbf{Q}^{\top}\left(a, b_{0}, \ldots\right)^{\top} . \tag{Ч.15}
\end{equation*}
$$

Using that in Equation (4.12) yields

$$
\begin{equation*}
\mathbf{Q Q}^{\top}\left(a, b_{0}, \ldots\right)^{\top}=\mathbf{z}, \tag{Ч.16}
\end{equation*}
$$

which is identical to the normal equation for least squares fitting a polynomial and also shows that the solution is independent of the location $\mathbf{x}$. Once the polynomial coefficients are determined one could indeed solve for the weights at $\mathbf{x}$, however, in this case it is easier to compute $\hat{f}$ using the representation as a polynomial.

Notice that the solution we have presented works for any precision set that could be represented as a finite linear space.

## Moving Least Squares

We will follow the basic ideas of the last section. The only modification is that we localize weights. We do this by incorporating a separation measure into the minimization of squared weights:

$$
\begin{equation*}
\min _{\left\{w_{i} \mathbf{( x )}\right\}} \sum_{i} w_{i}^{2}(\mathbf{x}) \eta\left(\left\|\mathbf{q}_{i}-\mathbf{x}\right\|\right)=\min _{\mathbf{w}(\mathbf{x})} \mathbf{w}(\mathbf{x})^{\top} \mathbf{E}(\mathbf{x}) \mathbf{w}(\mathbf{x}) . \tag{ᄂ.17}
\end{equation*}
$$

The separation measure $\eta\left(\left\|\mathbf{q}_{i}-\mathbf{x}\right\|\right)$ penalizes the influence of points at $\mathbf{q}_{i}$ far away from $\mathbf{x}$ (i.e., the function increases with the distance between $\mathbf{q}_{i}$ and $\mathbf{x}$ ).

The solution to this constrained minimization is similar to the uniform situation. Now one has to solve

$$
\begin{equation*}
\mathbf{w}(\mathbf{x})^{\top} \mathbf{E}(\mathbf{x})-\left(a, b_{0}, \ldots\right) \mathbf{Q}=0, \tag{4.18}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
\mathbf{w}(\mathbf{x})=\mathbf{E}(\mathbf{x})^{-1} \mathbf{Q}^{\top}\left(a, b_{0}, \ldots\right)^{\top} . \tag{פا.19}
\end{equation*}
$$

This can be inserted into the constraint equation $\mathbf{Q w}(\mathbf{x})=\mathbf{z}$ to get the polynomial coefficients:

$$
\begin{equation*}
\left(\mathbf{Q E}(\mathbf{x})^{-1} \mathbf{Q}^{\top}\right)\left(a, b_{0}, \ldots\right)^{\top}=\mathbf{z} \tag{Ч.20}
\end{equation*}
$$

We see that the polynomial coefficients result from a weighted least squares system. The weighting comes from the $\eta^{-1}$, which we call $\theta$ for convenience. It depends on the location $\mathbf{x}$, because $\eta$ depends on $\mathbf{x}$.

The resulting approach could also be interpreted like this: in each location $\mathbf{x}$ determine a locally weighted least squares fitting polynomial and use the value of this polynomial at $\mathbf{x}$ (a moving least squares approximation [LS86, Lev98]). This is illustrated in Figure 4.8. In this interpretation it seems the approximating values of $\hat{f}(\mathbf{x})$ are computed independently for different locations, so it might not be immediately clear that $\hat{f}$ is a continuously differentiable function. Our derivation of $\hat{f}$, however, reveals that it is, if $\eta$ (or, better, $\mathbf{E}(\mathbf{x})$ ) is continuously differentiable.

If $\theta$ is locally supported (i.e., vanishes for large distances between $\mathbf{x}$ and $\mathbf{q}_{i}$ ) the computations for $\mathbf{x}$ are also local, as they depend only on the data points that are within the support. For $\eta(0)=0$ (i.e., $\theta(0)=\infty$ ) the resulting function $\hat{f}$ interpolates the points. Notice that the statements about the continuity of $\hat{f}$ hold also for the case of local support and/or interpolation.

The coefficients of the polynomial could be used to find the weights as

$$
\begin{equation*}
\mathbf{w}(\mathbf{x})=\mathbf{E}(\mathbf{x})^{-1} \mathbf{Q}\left(\mathbf{Q E}(\mathbf{x})^{-1} \mathbf{Q}^{\top}\right)^{-1} \mathbf{z} \tag{1}
\end{equation*}
$$

Now we take a closer look at the special case of asking only for constant precision. Then, $\mathbf{Q}$ is a row vector containing only ones and $\mathbf{z}=1$. Then $\mathbf{E}(\mathbf{x})^{-1} \mathbf{Q}$ is a row vector containing the terms $\theta\left(\left\|\mathbf{q}_{i}-\mathbf{x}\right\|\right)$, and $\mathbf{Q E}(\mathbf{x})^{-1} \mathbf{Q}^{\top}$ is the sum of these terms. This means we get the following weights for location $\mathbf{x}$ when asking only for constant precision:

$$
\begin{equation*}
w_{j}(\mathbf{x})=\frac{\theta\left(\left\|\mathbf{q}_{j}-\mathbf{x}\right\|\right)}{\sum_{i} \theta\left(\left\|\mathbf{q}_{i}-\mathbf{x}\right\|\right)} . \tag{Ч.ここ}
\end{equation*}
$$

This type of weight is commonly called a partition of unity, because the weights sum up to one everywhere. Using $\theta(\delta)=\delta^{-r}, r>0$ we rediscover a particular and well-known instance of partition of unity: Shepard's interpolation method [She68, FN80].


Figure 4.8: Moving least squares: In each location $\mathbf{x}$ a polynomial is computed using the least squares method, however, weighting the influence of the data points based on their distance. The value of this polynomial at $\mathbf{x}$ yields the functional approximation (left). The set of locally approximated function values, together, forms the approximated curve (right).

### 4.2.4 NORMALS

So far we have considered functional data. Now we turn to the problem of approximating a surface represented by points $\mathcal{P}$ in space. In this setting, we don't have a suitable parameter domain to directly apply the techniques explained above. It turns out that almost all approaches compensate for this lack of information by using approximating tangent planes or normals on or close to the point set.

Normals might be part of the data or not. If normals are missing, we can try to estimate them as follows. Assume we want to compute the normal $\mathbf{n}$ in a location $\mathbf{q}$ in space. The points close to $\mathbf{q}$ describe the surface around $\mathbf{q}$. A tangent in $\mathbf{q}$ should be as close as possible to these close points.

Determining a tangent plane around $\mathbf{q}$ can be formulated as a least squares problem (see Figure 4.9). We search a plane $H(\mathbf{x}): \mathbf{n}^{\top} \mathbf{q}=\mathbf{n}^{\top} \mathbf{p}_{i},\|\mathbf{n}\|=1$ passing through $\mathbf{q}$ that minimizes the squares $\left(\mathbf{n}^{\top}\left(\mathbf{q}-\mathbf{p}_{i}\right)\right)^{2}$. However, we want to consider only a few points $\mathbf{p}_{i}$ close to $\mathbf{q}$. We could do this by either using only the $k$-nearest neighbors of $\mathbf{q}$ or by weighting close points with a locally supported weight function $\theta$. Because the $k$-nearest neighbor approach could be simulated by using a hat function with appropriate radius for $\theta$, we will only detail the locally weighted version. Then, $\mathbf{n}$ is defined by the following minimization problem:

$$
\begin{equation*}
\min _{\mid \mathbf{n} \|=1} \sum_{i}\left(\mathbf{n}^{\top}\left(\mathbf{p}_{i}-\mathbf{q}\right)\right)^{2} \theta\left(\left\|\mathbf{p}_{i}-\mathbf{q}\right\|\right) . \tag{Ч.こ3}
\end{equation*}
$$



Figure 4.9: Estimating the normal direction close to a point $\mathbf{q}$ : A unit normal $\mathbf{n}$ is computed so that the plane orthogonal to $\mathbf{n}$ minimizes the squared distances to the points. The extra constraint $\|\mathbf{n}\|=1$ makes this a nonlinear problem that can be solved, however, by an eigenvalue/eigenvector computation.

This is a nonlinear optimization problem, because of the quadratic constraint $\|\mathbf{n}\|=1$. To arrive at a computable solution, we use the outer product matrices $\left(\mathbf{p}_{i}-\mathbf{q}\right)\left(\mathbf{p}_{i}-\mathbf{q}\right)^{\top}$ and rewrite the functional to be minimized as

$$
\begin{equation*}
m(\mathbf{n})=\mathbf{n}^{\top}\left(\sum_{i}\left(\mathbf{p}_{i}-\mathbf{q}\right)\left(\mathbf{p}_{i}-\mathbf{q}\right)^{\top} \theta\left(\left\|\mathbf{p}_{i}-\mathbf{q}\right\|\right)\right) \mathbf{n}, \tag{Ч.ટપ}
\end{equation*}
$$

and inspect the eigenvalue/eigenvector decomposition of the sum of outer products:

$$
\begin{equation*}
\sum_{i}\left(\mathbf{p}_{i}-\mathbf{q}\right)\left(\mathbf{p}_{i}-\mathbf{q}\right)^{\top} \theta=\operatorname{Ediag}\left(\lambda_{0}, \lambda_{1}, \ldots\right) \mathbf{E}^{\top} \tag{Ч.25}
\end{equation*}
$$

Using this decomposition we see that in transformed coordinates $\mathbf{E}^{\top} \mathbf{n}$ the functional $m(\mathbf{n})=\mathbf{n}^{\top} \mathbf{E d i a g}\left(\lambda_{0}, \lambda_{1}, \ldots\right) \mathbf{E}^{\top} \mathbf{n}$ has only pure quadratic terms, and each of these quadratic terms has an eigenvalue as coefficient. Let $\lambda_{0} \leq \lambda_{1}, \ldots$, then $m(\mathbf{n})$ clearly attains its minimum among all unit-length vectors for $\mathbf{E}^{\top} \mathbf{n}=(1,0,0, \ldots)^{\top}$. This means, $\mathbf{n}=\mathbf{e}_{0}$ (i.e., the eigenvector corresponding to the smallest eigenvalue).

Fitting a tangent plane will only yield a normal direction, not an orientation. We assume that the correct orientation can be derived from inside-outside information generated using scanning of the object.

### 4.2.5 IMPLICIT SURFACES FROM POINTS AND OFFSET POINTS

The basic idea of approaches based on implicit surfaces is to assume that all points on the surface have zero value; in other words, the surface is implicitly defined by

$$
\begin{equation*}
S=\{\mathbf{x} \mid \hat{f}(\mathbf{x})=0\} \tag{Ч.26}
\end{equation*}
$$

In this setting, the point set delivers a set of constraints of the form

$$
\begin{equation*}
\hat{f}\left(\mathbf{p}_{i}\right)=0 . \tag{Ч.27}
\end{equation*}
$$

Now, our approach is to apply the techniques for local function estimation presented in the preceding section. However, all of these methods would result in $\hat{f}=0$, as this perfectly satisfies all constraints. We obviously need additional nonzero constraints. These additional constraints have to be generated based on the given point data.

The normals can be used to generate additional point constraints for $\hat{f}$. A standard trick is this: move a small step (say, $\delta$ ) from $\mathbf{p}_{i}$ in the normal direction outward from the surface. This point is $\mathbf{p}_{i}+\delta \mathbf{n}_{i}$. Require $\hat{f}$ to be $\delta$ at this point. The surface could be additionally supported by also moving to the inside and requiring that the value at $\mathbf{p}_{i}-\delta \mathbf{n}_{i}$ is $-\delta$.

A potential danger of this approach is that the location $\mathbf{p}_{i}+\delta \mathbf{n}_{i}$ is less than $\delta$ away from the surface, because the step is so large that we have moved toward some other part of the surface. A good strategy to check and avoid this is to compute the closest point to $\mathbf{p}_{i}+\delta \mathbf{n}_{i}$. If this is not $\mathbf{p}_{i}$, the step size $\delta$ has to be reduced until this holds true.

If a spatial subdivision is used to organize the points this is another good way to add nonzero constraints (Figure 4.10). In each of the corners and centers of a cell the distance to the surface is approximated as the smallest distance to any point of the set. A sign for the distance can be computed from inside-outside information. For small distances, the distance to the closest point becomes less reliable. We propose to rather compute the distances to the $k$-nearest points $(k=3)$ and check that they all have the same sign.

The result of either procedure is a set of additional constraints of the form

$$
\begin{equation*}
\hat{f}\left(\mathbf{p}_{N+i}\right)=d_{i} . \tag{Ч.28}
\end{equation*}
$$

Together with the constraints $\hat{f}\left(\mathbf{p}_{i}\right)=0$ they can be used to approximate a function $\hat{f}$ using any of the techniques for approximating functions as described in the last section.

Several works discuss the details of using RBF for approximating the implicit function [Mur91, MYR ${ }^{+} 01, \mathrm{CBC}^{+} 01$, DST01, TO02, DTS02, OBS03]. Spatial subdivisions have been used together with partition of unity weights, either RBF approximations in a K-d-tree [TRS04], or local polynomial and specific sharp edge functions in the cells of an octree [ $\mathrm{OBA}^{+} 03$ ].


Figure 4.10: Fitting an implicit function to the data. An implicit surface is defined as the zero-set of a scalar function in space. Consequently, at the data points the function should be zero (left). Using normals or a spatial subdivision helps provide the necessary additional nonzero modeling constraints.

### 4.2.6 IMPLICIT SURFACE FROM POINTS AND TANGENT FRAMES

Rather than generating additional point constraints to make the standard function approximation techniques applicable we could also try to adapt them to the more general setting. An underlying idea of several approaches in this direction is to estimate local tangent frames and then use a standard technique in this local tangent frame.

## Hoppe's and Related Approaches

A straightforward approach to generate an implicit function $\hat{f}$ based on the normals is due to Hoppe et al. [HDD ${ }^{+} 92$ ]. For a point in space $\mathbf{x}$ compute the closest point $\mathbf{p}_{i}$ in $\mathcal{P}$. Then set $\hat{f}(\mathbf{x})$ to $\mathbf{n}_{i}\left(\mathbf{p}_{i}-\mathbf{x}\right)$; in other words, the signed distance to the tangent plane through $\mathbf{p}_{i}$ (see Figure 4.11). This yields a piecewise linear approximation of signed distances to the surface. The set of points in space associated to the same point $\mathbf{p}_{i}$ forms the Voronoi cell around $\mathbf{p}_{i}$. So, another viewpoint on this is that we use local linear approximations, however, for Voronoi cells we use a local frame based on the tangent plane.

One can compute a smoother surface approximation by exploiting the Voronoi cells around the points and using Voronoi interpolation as explained in the preceding section. This has been exploited by Boissonnat and Cazals [BC00].


Figure 4.11: Hoppe's approach to defining an implicit function from local tangent frames. Each point in space is associated to the closest data point. The distance value is then computed as the distance from the tangent plane associated to the data point.

## MLS Surfaces

The MLS surface $S_{P}$ of $\mathcal{P}$ is defined implicitly by a projection operator. The basic idea for projecting a point $\mathbf{r}$ onto $S_{P}$ is based on two steps. First, a locally tangent reference domain $H$ is computed. Then, a local bivariate polynomial is fitted over $H$ to the point set (Figure 4.13).

However, to compensate for points with some distance to the surface, we don't restrict the tangent plane to pass through the point $\mathbf{r}$ (Figure 4.12). Yet, we still want to weight the influence of points based on the distance to the origin of the tangent frame. This leads to a more complex minimization problem, however, yields the desired projection property.

Specifically, the local reference domain $H=\{\mathbf{x} \mid\langle\mathbf{n}, \mathbf{x}\rangle-D=0,\|\mathbf{n}\|=1$ is determined by minimizing

$$
\begin{equation*}
\sum_{i=1}^{N}\left(\left\langle\mathbf{n}, \mathbf{p}_{i}-\mathbf{r}-t \mathbf{n}\right\rangle\right)^{2} \theta\left(\left\|\mathbf{p}_{i}-\mathbf{r}-t \mathbf{n}\right\|\right) \tag{Ч.29}
\end{equation*}
$$

among all normal directions $\mathbf{n}$ and offsets $t$ (see Figure 4.12).


Figure 4.12: The reference plane for the first step of the MLS projection is found by optimizing over all normal directions $\mathbf{n}$ and all offsets $t$.


Figure 4.13: The reference plane is then used to compute a polynomial least squares approximation. The value at the origin of the reference frame is used as the projection of $\mathbf{q}$.

Let $\mathbf{q}_{i}$ be the projection of $\mathbf{p}_{i}$ onto $H$, and $f_{i}$ the height of $\mathbf{p}_{i}$ over H (i.e., $f_{i}=$ $\left.\mathbf{n} \cdot\left(\mathbf{p}_{i}-\mathbf{q}\right)\right)$. The polynomial approximation $g$ is computed by minimizing the weighted least squares error:

$$
\begin{equation*}
\sum_{i=1}^{N}\left(g\left(x_{i}, y_{i}\right)-f_{i}\right)^{2} \theta\left(\left\|\mathbf{p}_{i}-\mathbf{r}-\mathbf{n}\right\|\right) \tag{4.30}
\end{equation*}
$$

The projection of $\mathbf{r}$ is given by (see Figure 4.13)

$$
\begin{equation*}
\operatorname{MLS}(\mathbf{r})=\mathbf{r}+(t+g(0,0)) \mathbf{n} . \tag{4.31}
\end{equation*}
$$

Formally, the surface $S_{P}$ is the set of points that projects onto itself. We can also define the surface in the standard notation using

$$
\begin{equation*}
\hat{f}(\mathbf{x})=\|(t+g(0,0)) \mathbf{n}(\mathbf{x})\| . \tag{Ч.32}
\end{equation*}
$$

The projection procedure itself has turned out to be a useful computational method for computing points on the surface. The reader might want to look up [Lee00, $\mathrm{ABCO}^{+} 01$, PGK02a, PKG02, $\mathrm{ABCO}^{+} 03$, FCOAS03, Lev03, PKKG03] for details on the properties, extensions, and implementations of this approach. The method detailed in the following section presents another view on the same idea and results in simpler computations.

## Surfaces from Normals and Weighted Averages

Inspired by MLS surfaces, we can also define the surface implicitly based on normal directions and weighted averages. What makes the MLS projection procedure
complex is the nonlinear optimization problem for computing the reference plane. An alternative way of computing a projection is as follows (see Figure 4.14 and [AA03a]). Given $\mathbf{x}$, a tangent frame is computed in $\mathbf{x}$. This tangent frame is used to approximate the data with a locally weighted least squares polynomial. The intersection of the normal through $\mathbf{q}$ and the polynomial is the result $\mathbf{x}^{\prime}$ of the first step. The procedure is then repeated starting from $\mathbf{x}^{\prime}$ yielding $\mathbf{x}^{\prime \prime}$, and so on, until convergence.

The process is particularly simple when constant polynomials are used for the approximation, because a constant approximation passes through the locally weighted average $\mathbf{a}(\mathbf{x})$ of the points (Figure 4.15). In each step, a local normal approximation $\mathbf{n}(\mathbf{x})$ (see Section 4.2.4) and the locally weighted average

$$
\begin{equation*}
\mathbf{a}(\mathbf{x})=\frac{\sum_{i=0}^{N-1} \theta\left(\left\|\mathbf{x}-\mathbf{p}_{i}\right\|\right) \mathbf{p}_{i}}{\sum_{i=0}^{N-1} \theta\left(\left\|\mathbf{x}-\mathbf{p}_{i}\right\|\right)} \tag{Ч.З3}
\end{equation*}
$$

are computed, and then

$$
\begin{equation*}
\mathbf{x}^{\prime}=\mathbf{x}-\mathbf{n}(\mathbf{x})^{\top}(\mathbf{x}-\mathbf{a}(\mathbf{x})) \mathbf{n}(\mathbf{x}) \tag{Ч.૩૫}
\end{equation*}
$$

repeating this computation until convergence is the projection operator. This simple to implement (see Figure 4.16 for pseudocode) and stable version has been derived independently by Amenta and Kil [AK04] as well as Alexa and Adamson [AA04b].


Figure 4.14: An alternative constructive definition of a projection. Reference planes are computed through $\mathbf{x}$ yielding the next point $\mathbf{x}^{\prime}$. The process is repeated until convergence.


Figure 4.15: If constant polynomial approximations are used, the approximation passes through the locally weighted average of points $\mathbf{a}(\mathbf{q})$. A single step in the iteration then becomes $\mathbf{q}^{\prime}=\mathbf{q}-\mathbf{n}(\mathbf{q})^{\top}(\mathbf{q}-\mathbf{a}(\mathbf{q})) \mathbf{n}(\mathbf{q})$, and repeating this assignment is the recommended projection operator. The stationary points of this operator also give rise to an interpretation of the surface defined by the implicit function $f(\mathbf{x})=\mathbf{n}(\mathbf{x})(\mathbf{a}(\mathbf{x})-\mathbf{x})=0$.

$$
\begin{aligned}
& \text { MLSProjection }(\mathbf{x}, \boldsymbol{\varepsilon}) \\
& \mathbf{x}=\text { weightedAverage }(\mathbf{x}) \text {; } \\
& \text { do } \\
& \mathbf{n}=1 \text { ocalNormal (x); } \\
& \mathbf{a}=\text { weightedAverage }(\mathbf{x}) \text {; } \\
& f=\mathbf{n} \cdot(\mathbf{x}-\mathbf{a}) \text {; } \\
& \mathbf{x}=\mathbf{x}-f \mathbf{n} \text {; } \\
& \text { while }(|f|>\varepsilon) \text {; } \\
& \text { return } \mathbf{x} \text {; }
\end{aligned}
$$

Figure 4.16: Pseudocode for the projection operator. Note that $\mathbf{x}$ is first moved to the locally weighted average of the points to make the normal computation more reliable.

This constructive definition also gives rise to an alternative interpretation of the surface defined by an implicit function (see Figure 4.15). The implicit function $f: \mathbb{R}^{3} \rightarrow \mathbb{R}$ describes the distance of a point $\mathbf{x}$ to the weighted average $\mathbf{a}(\mathbf{x})$ projected along the normal direction $\mathbf{n}(\mathbf{x})$ :

$$
\begin{equation*}
\hat{f}(\mathbf{x})=\mathbf{n}(\mathbf{x}) \cdot(\mathbf{a}(\mathbf{x})-\mathbf{x}) \tag{Ч.35}
\end{equation*}
$$

Note that this interpretation does not allow analyzing the properties of the surface as the sign of $\hat{f}$ is undefined. Amenta and Kil [AK04] define the surface more rigorously as a product space. This way they can show that the surface is smooth. Figure 4.16 gives the pseudocode of the projection operator, which exploits the idea that $\hat{f}$ tends to zero as points get close to the surface.

If $\theta$ is locally supported one has to make sure to compute $\hat{f}$ only in the support of the weights. Computing the weighted average and the local tangent frame also allows to one define boundaries of the surface in a natural way (see Figure 4.17). We inspect the relative location of the weighted average $\mathbf{a}(\mathbf{x})$ in the points. For points far away from the point set the distance $\|\mathbf{x}-\mathbf{a}(\mathbf{x})\|$ increases, while we expect this distance to be rather small for locations close to (or inside) the points. The main idea for defining a boundary is to require $\|\mathbf{x}-\mathbf{a}(\mathbf{x})\|$ to be less than a user-specified threshold. More details can be found in Alexa and Adamson [AA04a].

### 4.2.7 CONCLUSION

The moving least squares method and its variants are a versatile approach for generating and finding points on a surface that is given by a set of sample points. The methods presented here will be used throughout the book.

After looking at several reconstruction methods and this detailed look at one particular method that is of importance for many of the techniques presented later, as well as being used in Pointshop, it is important to generate well-behaved samplings of given surface models. This is described next.


Figure 4.17: Boundaries of the surfaces can be defined by evaluating the distance of the weighted average $\mathbf{a}(\mathbf{q})$ to $\mathbf{q}$.

# 4.3 SAMPLING OF POINT MODELS 

Jianhua Wu, Leif Kobbelt, and Mark Pauly

Point-based surface representations are truly discrete in the sense that they only consist of a finite number of samples (position and/or normal). Since these samples are supposed to represent a continuous surface, questions arise about the appropriate sampling density to capture the relevant geometric details. Sampling techniques for point models typically come in two flavors. Upsampling increases the number of samples while downsampling decreases their number. If no metaknowledge about the underlying surface is available, the positions of the new samples during upsampling are determined based on some notion of surface smoothness. Downsampling usually serves the purpose of data reduction, which implies that some application-dependent criterion is required that rates the geometric significance of each sample.

In the literature, downsampling methods have received more attention than upsampling. The reason for this is that point models are usually obtained from laser scanning, which leads to rather dense point clouds. Hence the raw point data are already a highly detailed model that has to be decimated for efficient processing and display. On the other hand, upsampling becomes necessary whenever a given point model is modified (e.g., by local deformation). In this case the local surface stretch can reduce the sampling density below a critical threshold, which can be compensated by upsampling. A general framework for upsampling is presented in Section 4.5 and upsampling in the context of shape modeling is revisited in Section 5.3. The current section focuses on downsampling techniques.

### 4.3.1 OVERVIEW

Purely point-based surface representations as obtained with one of the techniques discussed in Chapter 3 correspond to piecewise constant interpolation functions, and approximation theory tells us that the approximation error in this case depends on first-order derivatives of the underlying continuous surface. Geometrically speaking, the approximation error between a continuous surface and discrete set of points is bounded by the (geodesic) distance between the points. In order to reduce the error by a factor of two we have to increase the number of point samples by a factor of four.

In order to fill the gaps in between the samples more efficiently, point-based representations are most often extended to splat-based representations [ZPvBG01b] where the surface is locally approximated by a little disk or ellipse. This is of special interest in the context of rendering (see Chapter 6), where a disk-based
representation allows for efficient algorithms. Since these disks provide a first-order approximation to the surface (position and normal), the approximation error now depends on second-order derivatives. In fact, just like with other piecewise linear surface representations, we can use large splats in flat areas of the surface and a high sampling density with smaller splats is only necessary in highly curved regions. As a consequence, the approximation error can be reduced by a factor of two by approximately doubling the number of splats, which is the same convergence rate as with triangle meshes. The major difference, though, is that splat-based representations do not define a continuous surface and hence each splat stays an independent geometric object and the conceptual simplicity of point-based representations is preserved (see Figure 4.18).

Even though splat-based representations are commonly used in practice, there is a number of decimation schemes that only take the splat-center position into account. The idea is to first generate a set of surface samples whose density is adapted to the surface curvature. In a postprocessing step these samples are then converted into circular or elliptical splats by estimating their local normal orientation and splat size. Such algorithms are usually very efficient but the results are not optimal in terms of approximation quality (i.e., approximation error per number of splats). In contrast, splat decimation techniques exploit the full geometry of a disk or ellipse in order to find an optimal set splat covering the surface. The trade off is that splat decimation techniques are computationally more involved.

### 4.3.2 DECIMATION AND RESAMPLING TECHNIQUES

## Point-simplification Methods

Linsen [Lin01] and Alexa et al. [ $\mathrm{ABCO}^{+} 03$ ] adopted greedy schemes to iteratively remove samples from the input point cloud yielding a subset of the input samples


Figure 4.18: Comparison of the different shape approximations: piecewise linear $C^{0}$ polygons (left), piecewise constant $C^{-1}$ points (center), and piecewise linear $C^{-1}$ splats (right). Splats provide the same approximation order as triangle meshes, but due to the $C^{-1}$ continuity they offer the same flexibility as pure point clouds.
as output. Moenning and Dodgson [MD03] use fast-marching farthest point sampling for point set simplification to generate the output samples. While these methods are simple and efficient, their greedy algorithmic nature cannot guarantee a globally uniform point distribution. Moreover, reliable error control is not supplied in these methods and seems not trivial to achieve.

A systematic exploration of different approaches to point simplification was proposed by Pauly et al. [PGK02a], where various established mesh-simplification techniques have been adapted to simplify point-sampled geometry. Specifically, these point-simplification algorithms include: clustering methods, which are fast and memory efficient; iterative simplification, which puts more emphasis on high surface quality; and particle simulation, which allows for intuitive control of the resulting sampling distribution.

Clustering methods have been used in many computer graphics applications to reduce the complexity of 3D objects. The standard volumetric strategy [RB93] cannot adapt to nonuniformities in the sampling distribution and can easily join unconnected parts of a surface for large grid cells. To alleviate these shortcomings, Pauly et al. [PGK02a] use a surface-based clustering approach, where clusters are built by collecting neighboring samples while regarding local sampling density. Two general approaches are distinguished for building clusters (Figure 4.19): an incremental approach, where clusters are created by region growing, and a hierarchical approach that splits the point cloud into smaller subsets in a top-down manner [BW00, SG01]. Both methods create a set $\left\{C_{i}\right\}$ of clusters, each of which

(a)
(b)

Figure 4.19: (a) Clustering by incremental region growing, where "stray samples" (black dots) are attached to the cluster with closest centroid. (b) Hierarchical clustering, where the thickness of the lines indicates the level of the BSP tree (2D for illustration).
is replaced by a representative sample, typically its centroid, to create the simplified point cloud $\mathcal{P}^{\prime}$.

Clustering approaches attempt to group the input samples into patches that do not exceed a given upper bound for their size (in terms of diameter) or variation (in terms of normal cone angle or surface deviation in covariance analysis [PGK02a]). For clustering by region growing, starting from a random seed point $\mathbf{p}_{0}$, a cluster $C_{0}$ is built by successively adding nearest neighbors. This incremental region growing is terminated when the size or the variation of the cluster reaches an upper bound. The next cluster $C_{1}$ is then built by starting the incremental growth with a new seed chosen from the neighbors of $C_{0}$ and excluding all points of $C_{0}$ from the region growing. Due to fragmentation, this method creates many clusters that do not reach the maximum size or variation bound, but whose incremental growth was restricted by adjacent clusters. To obtain a more even distribution of clusters, the sample points of all clusters that did not reach a minimum size and variation bound (typically half of the maximum bound) are distributed to neighboring clusters (see Figure 4.19a).

Hierarchical clustering is a different method for computing the set of clusters recursively by splitting the point cloud using a binary space partition. The point cloud $\mathcal{P}$ is split if the size $|\mathcal{P}|$ is larger than the user-specified maximum cluster size or the variation of the point set is too large. The split plane is defined by the centroid of $\mathcal{P}$ and the eigenvector of the covariance matrix of $\mathcal{P}$ with the largest corresponding eigenvalue [PGK02a]. Hence the point cloud is always split along the direction of greatest variation according to the covariance analysis. If the splitting criterion is not fulfilled, the point cloud $\mathcal{P}$ becomes a cluster $C_{i}$. As shown in Figure 4.19b, hierarchical clustering builds a binary tree, where each leaf of the tree corresponds to a cluster.

Iterative point-simplification techniques proposed by Pauly et al. [PGK02a] consecutively reduce the number of points using a sequence of atomic decimation operators. This approach is very similar to the mesh-based simplification methods for creating progressive meshes [Hop96]. Decimation operators are usually arranged in a priority queue according to an error metric that quantifies the error caused by the decimation. The iteration is then performed in such a way that the decimation operation causing the smallest error is applied first. Point-pair contraction, an extension of the common edge collapse operator, is used, which replaces two points $\mathbf{p}_{1}$ and $\mathbf{p}_{2}$ by a new point $\overline{\mathbf{p}}$. An adaptation of the quadric error metric (QEM) presented for polygonal meshes in Garland and Heckbert [GH97] is used to rate the contraction operations.

In order to adapt the above technique to the simplification of unstructured point clouds the $k$-nearest neighbor relation is used to compose a dynamic topology for point sets [PGK02a], since manifold surface connectivity is not available. To initialize the error quadrics for every point sample $\mathbf{p}$, a tangent plane $E_{i}$ is estimated for every
edge that connects $\mathbf{p}$ with one of its neighbors $\mathbf{p}_{i}$. This tangent plane is spanned by the vector $\mathbf{e}_{i}=\mathbf{p}-\mathbf{p}_{i}$ and $\mathbf{b}_{i}=\mathbf{e}_{i} \times \mathbf{n}$, where $\mathbf{n}$ is the estimated normal vector at $\mathbf{p}$. After this initialization the point-cloud simplification works exactly like mesh decimation [GH97] with the point $\overline{\mathbf{p}}$ inheriting the neighborhoods of its ancestors $\mathbf{p}_{1}$ and $\mathbf{p}_{2}$ and being assigned the error functional $Q_{\overline{\mathbf{v}}}=Q_{\mathbf{v}_{1}}+Q_{\mathbf{v}_{2}}$. Figure 4.20 shows an example of a simplified point cloud created by iterative point-pair contractions.

The third point-simplification method proposed by Pauly et al. [PGK02a] is the particle simulation approach that is adapted from the point repulsion algorithm for polygonal meshes [Tur91]. The desired number of particles is randomly spread across the surface and their positions are equalized using the same point repulsion algorithm. The particle simulation is initialized by adding more samples in regions of lower sampling density to ensure the uniformity of the initial sample distribution. The same linear repulsion force as in [Tur91] is used with a finite radius of influence. Point movement is restricted on the surface to ensure an accurate approximation of the original surface. To do so, a displaced particle $\mathbf{p}$ is kept on the surface by simply


Figure 4.20: Iterative simplification of the Isis model from 187,664 (left) to 1,000 sample points (middle). The right image shows all remaining potential point-pair contractions indicated as an edge between two points. Note that these edges do not necessarily form a consistent triangulation of the surface.
projecting it onto the tangent plane of the point $\mathbf{p}^{\prime}$ of the original point cloud that is closest to $\mathbf{p}$. Only at the end of the simulation, the full MLS projection (see Section 4.2) is applied, which does not change the sampling distribution noticeably.

The three point-simplification methods mentioned above provide wide range selections for high-quality point-sampling schemes. However, all cannot take an a priori approximation error tolerance into account. In addition, their pure greedy simplification produces results with small a posteriori error but also with nonuniform sampling density. Though this result can be postoptimized with the particle simulation scheme that, alas, tends to increase the approximation error.

## Splat-Decimation Methods

As we have noted before, all of the above downsampling methods do not take the full splat geometry into account in the algorithmic design and hence require extra effort to estimate the actual splat spatial extent. More recent downsampling schemes use the complete geometry of elliptical splats (i.e., their outputs are no more pure point sets), but rather sets of elliptical splats with spatial extent (see Figure 4.21). We refer to these approaches as splat-decimation methods and comparisons (see Section 4.3.3) show that by considering the whole splat geometry throughout the decimation procedures, the resulting sampling quality can be largely improved.

Among these recent methods that can produce decimated surface splats directly, the first-generation approaches [RL00, BWK02, Paj03] are mainly based on hierarchical


Figure 4.21: The original point model (left and middle, 352,000 points) is decimated to 30,000 circular surface splats (right).
clustering schemes. The input points are rearranged in a hierarchical spatial partitioning data structure like octrees and splats are created for every node by analyzing the local surface properties. This technique is simple and fast but since there is no optimization strategy involved, the results are usually overly conservative and tend to contain lots of redundant splats.

To produce higher-quality sampling results than the above straightforward hierarchical clustering approaches, Wu et al. [WZK05] have presented an iterative greedy-point decimation scheme to create progressive splat representations for efficient surface splatting (see Figure 4.22). Intuitively, this method that works directly on $C^{-1}$ piecewise linear surface splats functions as the counterpart of the well-known progressive meshes [Hop96] in the $C^{0}$ piecewise linear polygonal meshes setting and the iterative point simplification [PGK20a] in the $C^{-1}$ piecewise constant points setting. Its general procedures work in the following way. Given the input point set, initial splats are first created for all point samples. Then all possible splat merge operators are arranged in a priority queue according to an error metric measuring errors caused by respective operators with the top element having minimum error. Iterative operations are usually performed repeatedly with applying the top operator and updating possibly affected operator priorities in the queue until the desired number of splats is reached.

As usual, the input is a set of point samples $\mathcal{P}=\left\{\mathbf{p}_{i}\right\}$. Each output splat $s_{i}$ is a general 3D ellipse given by its center $\mathbf{c}_{i}$, its unit normal vector $\mathbf{n}_{i}$, and two additional nonunit vectors $\mathbf{u}_{i}$ and $\mathbf{v}_{i}$ defining its major and minor axes. In the first initial splat-generation step, in order to analyze the local surface properties as well as the associated initial splat $s_{i}$ of a point sample $\mathbf{p}_{i}$, the $k$-nearest neighbors $\mathcal{N}_{k}\left(\mathbf{p}_{i}\right)$ have to be computed beforehand. Then a least square plane $H$ can be found for $\mathbf{p}_{i}$ and $\mathcal{N}_{k}\left(\mathbf{p}_{i}\right)$ defining the


Figure 4.22: Progressive splatting of Charlemagne model ( 600,000 points) from left to right with $2,000,10,000,70,000$ and 600,000 surface splats.
normal $\mathbf{n}_{i}$ of $s_{i}$, with center $\mathbf{c}_{i}=\mathbf{p}_{i}$. As all initial splats are set to be circles, initial $\mathbf{u}_{i}$ and $\mathbf{v}_{i}$ can be any two orthogonal vectors parallel to $H$ with same length $r_{i}$,

$$
\begin{equation*}
r_{i}=\max _{j}\left\|\left(\mathbf{p}_{j}-\mathbf{c}_{i}\right)-\mathbf{n}_{i}^{T}\left(\mathbf{p}_{j}-\mathbf{c}_{i}\right) \mathbf{n}_{i}\right\|, \tag{Ч.З6}
\end{equation*}
$$

for all $\mathbf{p}_{j} \in \mathcal{N}_{k}\left(\mathbf{p}_{i}\right)$. Note that the above $k$-nearest neighbor relation is also used to compose the supporting dynamic topology [PGK02a] during the decimation procedure. An iterative splat merge operator $\Phi$ will merge two splats $s_{l}$ and $s_{r}$ associated with endpoints $\mathbf{p}_{l}$ and $\mathbf{p}_{r}$ of a virtual edge $e$ into one larger splat $s_{m}$ [WZK05]. In the decimation, the initialization and update of the ordering queue of splat merger operators are similar to the iterative point simplification in [PGK02a].

In order to utilize the full geometry of surface splats and to ensure similar approximation quality as that of the established mesh cases, two different error metrics measuring distance deviation and normal deviation, respectively, are also generalized and embedded into this splat decimation framework.

The first one, the $L^{2}$ error metric, is based on Euclidean distance measurement. To be able to compute the deviation error caused by a splat merge operator $\Phi$ with respect to the original point set, an additional array of indices $\left\{f_{i}\right\}$ to the original points is kept for each splat $s_{i}$ and initialized with a single index $\{i\}$ referring to the initial point $\mathbf{p}_{i}$. When merging two splats, their index arrays will be united and assigned to the new splat. Then for a merge operator $\Phi$, to merge splat $s_{l}$ and $s_{r}$ to new splat $s_{m}$, the approximation error is defined as

$$
\begin{equation*}
\varepsilon_{\Phi}=\|e\| \cdot \sum_{f \in\left\{f_{m}\right\}}\left|\operatorname{dist}\left(\mathbf{p}_{\mathbf{f}}, s_{m}\right)\right|^{2},\left\{f_{m}\right\}=\left\{f_{l}\right\} \cup\left\{f_{r}\right\} . \tag{Ч.37}
\end{equation*}
$$

Note that the above error metric has been weighted by the edge length to penalize merging two distant splats that otherwise would produce oversized splats.
Given the $L^{2}$ error metric (Equation 4.37) and two splats $s_{l}$ and $s_{r}$ to be merged, the new splat $s_{m}$ can be determined by applying principle component analysis (PCA [Jol86]) to the point set $\mathcal{P}_{m}=\left\{\mathbf{p}_{f}\right\}, f \in\left\{f_{m}\right\}$ in 3D directly rather than the projected point set in 2D as in Pajarola [Paj03]. Afterward, there will be the average point $\overline{\mathbf{p}}$ as well as three real eigenvalues $\lambda_{1} \geq \lambda_{2} \geq \lambda_{3}$ and the corresponding eigenvectors $\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}$. Then for $s_{m}$, center $\mathbf{c}_{m}=\overline{\mathbf{p}}$, normal $\mathbf{n}_{m}=\mathbf{e}_{3}$, and two axes $\mathbf{u}_{m}$ and $\mathbf{v}_{m}$ will have direction $\mathbf{e}_{1}$ and $\mathbf{e}_{2}$, respectively, with a length ratio $\sqrt{\lambda_{1} / \lambda_{2}}$. The final axis lengths are scaled simultaneously so that the elliptical splat $e_{m}$ covers all points $\mathcal{P}_{m}$ in 2D when they are projected onto the splat plane (see Figure 4.23).

The $L^{2,1}$ error metric measures the deviation of normal directions and is extended from the original metric first presented in Cohen-Steiner et al. [CSAD04]. In this case, the error computation is simpler and there is no need to keep the index array


Figure 4.23: Splat merge operators according to $L^{2}$ error metric (left) and $L^{2,1}$ metric (right), which will merge splats $t_{l}$ and $t_{r}$ into a new splat $t_{m}$.
either. Given the splat merge operator $\Phi$, the respective area $\left|s_{l}\right|$ and $\left|s_{r}\right|$ of two splats $s_{l}$ and $s_{r}$ to be merged, similar to Equation (4.37), the edge-length weighted error is calculated as

$$
\begin{equation*}
\varepsilon_{\Phi}=\|e\| \cdot\left(\left|s_{l}\right|+\left|s_{r}\right|\right) \cdot\left\|\mathbf{n}_{l}-\mathbf{n}_{r}\right\|^{2} . \tag{Ч.38}
\end{equation*}
$$

According to the $L^{2,1}$ metric, the geometry of new splat $s_{m}$ is defined as center

$$
\begin{equation*}
\mathbf{c}_{m}=\frac{\left|s_{l}\right| \cdot \mathbf{c}_{l}+\left|s_{r}\right| \cdot \mathbf{c}_{r}}{\left|s_{l}\right|+\left|s_{r}\right|} ; \tag{Ч.39}
\end{equation*}
$$

and normal

$$
\begin{equation*}
\mathbf{n}_{m}=\frac{\left|s_{l}\right| \cdot \mathbf{n}_{l}+\left|s_{r}\right| \cdot \mathbf{n}_{r}}{\left|s_{l}\right|+\left|s_{r}\right|} . \tag{Ч.Ч૦}
\end{equation*}
$$

The extent of splat $s_{m}$ is computed in the same way as for the $L^{2}$ metric. The only difference is that rather than projecting the point set $\mathcal{P}_{m}$ (which is not kept), $n$ points are uniformly sampled on both boundaries of splat $s_{l}$ and $s_{r}$ and projected to the splat plane of $s_{m}$ to find the main axis directions and proper scaling (see Figure 4.23). With these error metrics and splat merge operators, the proposed greedy splat decimation framework [WZK05] is complete.

By investing more computation effort, the techniques of Wu and Kobbelt [WK04] obtain highest quality of the decimated splat models. Exploiting the flexibility brought by the point models without topology constraints, a global optimization scheme has been applied in their method to compute an approximately minimal set of splats that covers the entire surface while staying below a globally prescribed maximum error tolerance. Compared to previous work in this area, this subsampling scheme is able to obtain a significantly lower splat number for a given error tolerance while still having high splatting quality (see Figure 4.24).


Figure 4.24: Optimized subsampling of the lphigenie (left, 352,000 points) using 30,181 circular splats. The error tolerance is set to $0.05 \%$ of the bounding box diagonal. The center figure is rendered with EWA-filtered splats and the right zoom-in figures show the sample density and distribution.

The goal of the optimized subsampling algorithm is to to find a minimum set of surface splats $T=\left\{s_{j}\right\}$ that approximates $\mathcal{P}$ with an error below some prescribed tolerance $\varepsilon$. To initialize the algorithm along with $k$-nearest neighbors relations [PGK02a, WK04], for each point sample $\mathbf{p}_{i}$, its local surface properties like normals $\mathbf{n}_{i}$ and point sampling density $\omega_{i}$ (proportional to the distance between $\mathbf{p}_{i}$ and its farthest $k$-nearest neighbor) have to be computed. Depending on the application, the user can choose if circular or elliptical splats should be used. A circular splat $s_{j}$ is given by its center $\mathbf{c}_{j}$, its normal vector $\mathbf{n}_{j}$, and its radius $r_{j}$. For elliptical splats, the radius $r_{j}$ is replaced by two additional vectors $\mathbf{u}_{j}$ and $\mathbf{v}_{j}$ to define the major and minor axes.

In this optimized splat decimation algorithm [WK04], the splat subsampling problem has been formulated into a minimum dominating set problem [CLRS01].

In order to ensure the error tolerance constraint, a new point-splat distance metric also has been introduced. In other words, for a point sample $\mathbf{p}_{i}$, its distance to the splat set $T$ is computed by orthogonal projection onto the splats $s_{j}$ :

$$
\begin{equation*}
\operatorname{dist}\left(\mathbf{p}_{i}, T\right)=\operatorname{dist}\left(\mathbf{p}_{i}, s_{j}\right)=\left|\mathbf{n}_{j}^{T}\left(\mathbf{p}_{i}-\mathbf{c}_{j}\right)\right| \tag{Ч.Ч1}
\end{equation*}
$$

if

$$
\begin{equation*}
\left\|\left(\mathbf{p}_{i}-\mathbf{c}_{j}\right)-\mathbf{n}_{j}^{T}\left(\mathbf{p}_{i}-\mathbf{c}_{j}\right) \mathbf{n}_{j}\right\|^{2} \leq r_{j}^{2} \tag{Ч.Ч2}
\end{equation*}
$$

for circular splats or

$$
\begin{equation*}
\left(\mathbf{u}_{j}^{T}\left(\mathbf{p}_{i}-\mathbf{c}_{j}\right)\right)^{2}+\left(\mathbf{v}_{j}^{T}\left(\mathbf{p}_{i}-\mathbf{c}_{j}\right)\right)^{2} \leq 1 \tag{૫.૫૩}
\end{equation*}
$$

for elliptical splats. If $\mathbf{p}_{i}$ projects into the interior of several splats, the minimum distance is chosen. If Equation (4.42) or (4.43) does not hold for any $t_{j}$, $\operatorname{dist}\left(\mathbf{p}_{i}, T\right)=\infty$ is set.

For a given set $T$ of splats and an error tolerance $\varepsilon$, conditions in Equations (4.42) and (4.43) imply a coverage relation $\mathcal{C}_{\varepsilon} \subset \mathcal{P} \times T$ that includes all pairs ( $\mathbf{p}_{i}, s_{j}$ ) for which Equation (4.42) or (4.43) holds and $\operatorname{dist}\left(\mathbf{p}_{i}, s_{j}\right) \leq \varepsilon$. Then the surface patch $Q_{j}=\mathcal{C}_{\varepsilon}\left(*, s_{j}\right)$ corresponding to a splat $s_{j}$ can be defined as the set of all samples $\mathbf{p}_{i}$ for which the relation $\left(\mathbf{p}_{i}, s_{j}\right) \in \mathcal{C}_{\varepsilon}$ holds. To measure the size of a patch, its approximative area can be given by

$$
\begin{equation*}
\Omega_{j}:=\sum_{\mathbf{p}_{i} \in Q_{j}} \omega_{i} \tag{Ч.૫૫}
\end{equation*}
$$

The optimized subsampling task now can be formulated as a minimum dominating set problem for the two-colorable graph $\left(\mathcal{P} \cup T, \mathcal{C}_{\varepsilon}\right)$ whose connectivity is defined by the coverage relation $\mathcal{C}_{\varepsilon}$. Since the dominating set problem is known to be NP-hard [CLRS01], Wu and Kobbelt have presented a three-step approximate optimization algorithm to solve the problem [WK04].

The first step is to compute a maximum splat $s_{i}$ for each input sample $\mathbf{p}_{i}$ whose size is limited by the prescribed error tolerance $\varepsilon$. The splats in this initial set are centered at $\mathbf{p}_{i}$ in the sense that $\mathbf{p}_{i}$ projects to the center $\mathbf{c}_{i}$. Starting from a seed point $\mathbf{p}_{i}$, the splat $s_{i}$ is grown by adding neighboring sample points in the order of their projected distances (Equation 4.42) to $\mathbf{p}_{i}$. For each new point $\mathbf{p}_{j}$ the signed distance $h_{j}=\mathbf{n}_{i}^{T}\left(\mathbf{p}_{j}-\mathbf{p}_{i}\right)$ is computed and the growing stops as soon as the interval [ $h_{\min }, h_{\max }$ ] becomes larger than $2 \varepsilon$. The center of the splat is then set to

$$
\begin{equation*}
\mathbf{c}_{i}=\mathbf{p}_{i}+\frac{h_{\min }+h_{\max }}{2} \mathbf{n}_{i}, \tag{Ч.૫5}
\end{equation*}
$$

and the radius is set to

$$
\begin{equation*}
r_{i}=\left\|\left(\mathbf{p}_{j}-\mathbf{c}_{i}\right)-\mathbf{n}_{i}^{T}\left(\mathbf{p}_{j}-\mathbf{c}_{i}\right) \mathbf{n}_{i}\right\|, \tag{Ч.ЧБ}
\end{equation*}
$$

where $\mathbf{p}_{j}$ has the largest projected distance (Equation 4.42) before the prescribed error tolerance is violated (see Figure 4.25).

Afterward, this maximum circular splat can optionally continue the growing procedure into the minimum curvature direction to obtain an elliptical splat that better adapts to the local anisotropic surface curvature while still keeping the error tolerance. The (normalized) principal directions $\mathbf{e}_{\min }$ and $\mathbf{e}_{\text {max }}$ are robustly estimated by the shape operator of [CSM03]. The minor axis of the elliptical splat will have the direction of $\mathbf{e}_{\text {max }}$ and the growing continues in the $\mathbf{e}_{\text {min }}$ direction. The growing procedure is similar to the above circular case with the different point ordering of increasing aspect ratios $\alpha$ (see Figure 4.26).

From the initial set of splats, an active subset that safely covers the whole surface is selected by a greedy procedure. The selection criterion guarantees that neighboring splats have sufficient overlap to provide a hole-free approximation of the input surface $S$. The rank of the splats is computed according to their incremental surface


Figure 4.25: Growing a splat $s_{i}$ initially centered at $\mathbf{p}_{i}$. Symbols $\diamond, \square$, and $\bigcirc$ stand for conquered, front, and uncovered samples, respectively. The left figure shows a view in tangent direction and the right figure is viewed in normal direction.


Figure 4.26: A circular splat with center $\mathbf{c}_{i}$ and radius $r_{i}$ is extended into an elliptical splat with semi-axes $\mathbf{u}_{i}$ and $\mathbf{v}_{i}$.
area contribution $\Omega_{i}$ (Equation 4.44). In each step the splat that adds the maximum surface area is selected to the active set and the area contribution of the remaining candidates is updated. Since the error tolerance $\varepsilon$ has been taken into account in the splat-generation step, any selection of splats $s_{j}$ such that the union of their corresponding patches $Q_{j}$ completely covers $\mathcal{P}$ automatically satisfies the approximation tolerance.

In the last phase, the greedy solution is further improved by a global relaxation procedure. The idea is to iteratively replace subsets of splats by new sets that have fewer elements or at least a better splat distribution as the greedy output based on local decisions is usually redundant and has a disturbing nonuniformity of the splat distribution [WK04]. The global optimization scheme exploits the fact that splatbased surface representations do not have to respect any consistency requirements. Hence splats can be added and removed in arbitrary order as long as they can preserve a full hole-free coverage of the input samples.

The above global relaxation procedure actually mimics the behavior of repulsing particles on the surface [Tur91]. The local movement of a splat particle $s_{i}$ is achieved by removing $s_{i}$ from the active set and replacing it with another neighboring splat $s_{j}$. The choice of the new splat $s_{j}$ is controlled by a local relaxation force that is different from related approaches [Tur91, PGK02a]. This force is derived by taking the complete splat geometry into account and does not only consider the relation between splat centers. In this procedure, two operations have been used to improve the splat distribution and to remove redundant splats. In the first operation they iterate over all active splats and check if there is another splat in the vicinity that has less overlap with its neighbors. In the second operation, they check for each splat if it can be removed (i.e., if the hole resulting from its removal can be recovered by locally "moving" the neighboring splats). Readers are recommended to refer to the original paper, Wu and Kobbelt [WK04], for more details. Figure 4.27 shows the effects of the above global relaxation procedure and once this step is finished, the final optimized subsampling result can be generated.

## Point Upsampling Techniques

All point-sampling methods we have introduced above belong to the class of downsampling techniques. On the other hand, point upsampling becomes necessary whenever a given point model is modified (e.g., by local deformations during the shape modeling (see Section 5.3). In this case, large deformations may cause strong distortions in the distribution of sample points on the surface that can lead to insufficient local sampling density.

To ensure a high surface quality for both rendering and approximation, Pauly et al. [PKKG03] have presented a dynamical upsampling technique to insert new point samples where the sampling density becomes too low. The basic idea is to first


Figure 4.27: A female torso model (left, 171,000 sample points) is approximated by 422 circular splats after greedy selection (middle two). Global relaxation further reduces the number of splats to 333 (right two) while not increasing the approximation error. The figures show both EWA-filtered splats for approximation quality and smaller splats for distribution quality. The error tolerance is $\varepsilon=0.47 \%$ of the bounding box diagonal. Notice the improved splat distribution after the global relaxation step.
measure the surface stretch of point-sampled models after the deformation. Then those largely distorted surface splats are split to add new samples and their positions are determined by a relaxation filter (see Figure 4.33 later). Scalar function values for the newly generated samples are achieved with another interpolation filter. More details can be found in Section 5.3.

### 4.3.3 ANALYSIS AND COMPARISON

In this section, we will conduct comparative analysis of different representative point decimators in order to provide users a practical guide for the selection of applicationspecific downsampling techniques. Along with the progressive splatting algorithm (denoted as PSP) [WZK05], the comparisons also include the other two typical progressive point decimators, the level-of-details (LOD) point rendering [Paj03] and the iterative point simplification (IPS) [PGK02a], and the single-resolution optimal splat subsampling scheme (OSS) [WK04], respectively. We have to note that single resolution means models of different resolution have to be generated and maintained separately, and progressive means models of higher resolution can be easily generated or transformed from lower resolution ones. In order to have a fair comparison, for LOD, splats in the same octree levels will be collected, and for IPS, an extra step is necessary to convert its point-based output to the splat representation. Our comparisons focus on the two most relevant aspects, the quality and the speed, since flexible algorithms always have to provide good trade-offs between speed and quality according to the available computational power.

## Quality

The result quality of different methods is estimated in the following aspects:

- Error measurement captures the statistical distances [CRS98] between decimated splat approximations and the original point model. Figure 4.29 (right) compares the three progressive splat decimators while in Figure 4.28,


Figure 4.28: Bunny model (see also Figure 4.30) decimated to similar number of splats by single-resolution OSS (left, 2,577 ) and progressive PSP (right, 2,591) algorithms. Although PSP and OSS have quite close errors (0.103\% to $0.092 \%$ ), being able to concentrate more splats on regions of high curvatures, OSS gives better splat shapes and distribution than PSP.


Figure 4.29: (Left) Computation times for different point decimation methods where for PSP, OSS, and IPS, times are measured for a simplification to $1 \%$ of the input model size and LOD is its whole structure creation time. (Right) Error comparisons on bunny model ( 35,000 points) for three different progressive splat decimators.
errors caused by the progressive PSP algorithm and discrete OSS scheme are reported.

- Visual quality depends on the rendering effects as well as the splat shapes and distribution (see Figures 4.28 and 4.30).
- Area ratio between the area sum of splat approximations and the mesh surface area of the original point model (see Table 4.1). With the same number of splats that can cover the whole surface (see Figure 4.30), the smaller the ratio, the smaller the area of splats to be rasterized in the fragment shader of the GPU, and the faster the rendering speed.

Considering all above three criteria in combination, it is not difficult to tell that, among the three progressive point decimators, the PSP algorithm always performs better than both the LOD and IPS. Especially on coarser scales, we find that because


Figure 4.30: Visual comparisons of LOD (top row), IPS (top middle), PSP (bottom middle), and OSS (bottom) where the bunny model (35,000 points) is approximated with the same number of 415 (left), 2,591 (middle), and 11,588 (right) splats for LOD, IPS, and PSP, and 419, 2,577, and 11,564 splats for OSS, respectively.

Table 4.1: Area Ratio for Different Point Decimation Methods, Normalized to the Initial Surface Area of the Triangle Mesh. This Factor Measures How Much Overdraw Occurs in the Rasterization of the Splats.

| $\mathrm{n}_{\text {splat }}$ | PSP | LOD | IPS | OSS |
| :--- | :---: | :---: | :---: | :---: |
| 415 | 2.18 | 2.34 | 4.14 | 1.63 |
| 2,591 | 2.52 | 2.71 | 4.12 | 2.15 |
| 11,588 | 3.23 | 3.22 | 4.23 | 3.13 |

LOD merely adopts the octree space-partitioning scheme and IPS only considers splat centers rather than whole splats, they could not produce as promising results as PSP. In addition, the single-resolution OSS usually produces best quality due to its global optimization but OSS cannot create progressive splat representations. In some aspects (e.g., error measurement) the PSP method comes quite close to the best OSS solution.

## Speed

Computation times of different point decimation methods are shown and compared in Figure 4.29 (left) as functions of input model size. No wonder that LOD runs fastest as it has a quite simple algorithmic structure. Although both use the same greedy framework, the PSP algorithm is slower than IPS, which has adopted the efficient quadric error metric (QEM) [GH97], as it has to compose and solve least square systems in each splat merge step. And it is not a surprise that the best-quality OSS needs the most running time because of its complex global optimization techniques. Nonetheless, since high computational costs have been traded with improved output quality, and since all point decimation schemes are preprocessing procedures, the amount of running time that has been reported is always endurable.

### 4.3.4 MULTIRESOLUTION REPRESENTATIONS

The point-sampling techniques can also lead to multiresolution representations for point-based geometry. In this section, we will introduce two conceptual different multiresolution representations. The first one is the progressive incremental representations, which refer to a set of surface approximations with varying sampling resolution, thus describing a surface at different levels of coarseness [RL00, WZK05]. These multiresolution progressive representations work as the established multiresolution topological hierarchies for the polygonal meshes [KCVS98] generated by mesh simplification algorithms. And they have been used successfully in the context of efficient rendering, surface compression, progressive transmission, and so on. The second one is the multiscale hierarchical representations, which describe a surface
at different levels of smoothness, without any reference to a particular sampling distribution [PKG06]. These multiresolution hierarchical representations work as the multiresolution geometric hierarchies for polygonal meshes [KCVS98] and are largely motivated by the need for higher-level editing semantics, which allow for surface modifications at different scales.

## Progressive Incremental Representations

One early multiresolution progressive incremental representation for point models is proposed with QSplat [RL00] where complete volumetric hierarchies of bounding spheres are built for the rendering of large models. The construction algorithm creates the hierarchy by splitting the set of vertices along the longest axis of its bounding box, recursively computing the two subtrees, and finding the bounding sphere of the two children spheres. During rendering, this bounding sphere hierarchy is traversed with recursive criteria like visibility culling, scree-space area, curvatures, normals, and others. Once deciding to stop recursing, a splat is drawn to represent the current sphere and when the traverse is over, all splats drawn will synthesize the final rendering image.

More natural multiresolution progressive representations can be derived from the progressive splat decimators [WZK05]. Specifically, the sequence of splat merge operators $\left\{\Phi_{i}\right\}$ can be recorded during the splat decimation procedure, and when the decimation is stopped, a coarse base splat set $\mathbf{T}_{B}$ will remain. Then similar to the well-known progressive meshes [Hop96], the progressive splat format is composed with the base splat set $\mathbf{T}_{B}$ and a set of continuous detail operators $\left\{\Psi_{i}\right\}$, the straightforward inverses of the splat merge operators $\left\{\Phi_{i}\right\}$. Each single detail operator $\Psi_{i}$ is the inverse of the corresponding splat merge operator $\Phi_{i}$ and will contain three splat indices $l, r, m$, and the geometry of three splats $s_{l}, s_{r}, s_{m}$. The data storage amounts to 48 bytes per operator with single floating point precision.

This incremental progressive format can be traversed in both directions. For refinement, the splat of index $m$ will be split and replaced with two smaller splats $s_{l}$ and $s_{r}$. For coarsification, two splats of respective indices $l$ and $r$ will be merged and replaced with a larger splat $s_{m}$. Note that by utilizing this progressive splats format we can both increase and decrease the model resolution without any extra data storage, and thus can produce splat models of arbitrary resolution. This will also support efficient applications like progressive rendering and transmission of surface splats. Figures 4.22 and 4.31 show examples of using the progressive representations for progressive surface splatting.

## Multiscale Hierarchical Representations

The multiscale hierarchical multiresolution representations are a set of successively smoother approximations of the input point-sampled surface and each level of the discrete multiscale representation is encoded as a normal displacement of its


Figure 4.31: Progressive splatting of dragon model (438,000 points) from top to bottom with $2,000,6,000$, and 20,000 splats.
immediate smoother approximation [PKG06]. The idea is derived from the general framework of multiresolution modeling [KCVS98] for polygonal meshes into the point setting where detail coefficients have to be encoded with respect to the local frames. As discussed in Kobbelt et al. [KCVS98], normal displacement is also used by Pauly et al. [PKG06] to perform the detail encoding. Thus, the formal discrete definition of the hierarchical representations can be as the following: Let $\mathcal{P}=\left\{\mathbf{p}_{1}, \ldots, \mathbf{p}_{n}\right\}$ be a point cloud representing a surface $S$. Its discrete, point-based multiscale hierarchical representation is a sequence of point clouds $\mathbf{P}=\left\{\mathcal{P}^{0}, \ldots, \mathcal{P}^{k}\right\}$, such that

- For all $l \in\{0, k-1\}$, the surface represented by $\mathcal{P}^{l}$ approximates $S$, and $\mathcal{P}^{k}=\mathcal{P}$.
- $\left|\mathcal{P}^{l}\right|=|\mathcal{P}|=n$, for all $l \in\{0, k\}$.
- For all $\mathbf{p}_{i}^{l} \in \mathcal{P}^{l}$ and all $l \in\{1, k\}$, there exists a $\mathbf{p}_{i}^{l-1} \in \mathcal{P}^{l-1}$ such that

$$
\begin{equation*}
\mathbf{p}_{i}^{l}=\mathbf{p}_{i}^{l-1}+d_{i}^{l-1} \cdot \mathbf{n}_{i}^{l-1} \tag{Ч.૫7}
\end{equation*}
$$

where $\mathbf{n}_{i}^{l-1}$ is the surface normal and $d_{i}^{l-1}$ a scalar-valued detail coefficient.
Thus, each sample $\mathbf{p}_{i} \in \mathcal{P}$ is represented by a point $\mathbf{p}_{i}^{0} \in \mathcal{P}^{0}$ plus a sequence of normal displacement offsets $d_{i}^{0}, \ldots, d_{i}^{k-1}$. To reconstruct the position of $\mathbf{p}_{i}^{l}$ at a certain level $l$ the point $\mathbf{p}_{i}^{0}$ is recursively displaced in normal direction:

$$
\begin{equation*}
\mathbf{p}_{i}^{l}=\mathbf{p}_{i}^{0}+d_{i}^{0} \mathbf{n}_{i}^{0}+d_{i}^{1} \mathbf{n}_{i}^{1}+\ldots+d_{i}^{l-1} \mathbf{n}_{i}^{l-1} \tag{Ч.Ч8}
\end{equation*}
$$

The inverse of the reconstruction operator is the decomposition operator that determines the detail coefficients of the normal displacement offset between two point clouds. Figure 4.32 shows a discrete multiscale hierarchical representation of the Max Planck model.


Figure 4.32: Discrete multiscale representation. Top row: 3D surface model; bottom row: 2D illustration.

In order to compose the above multiscale hierarchical representations, we require two main building blocks. The first is a fairing operator (i.e., a geometric low-pass filter that generates successively smoother approximation levels of a given input surface). For this purpose, the typical discrete fairing methods for polygonal meshes (e.g., Gaussian smoothing techniques [Tau95]) can be generalized to smooth the point-based geometry by replacing the one-ring neighborhood relation with a point neighborhood relation based on $k$-nearest neighbors.

The second component is a decomposition operator (i.e., a method to encode each level relative to the next smoother level using normal displacements to ensure intuitive detail preservation). In fact, this is equal to computing or encoding the detail coefficients between successive approximation levels. Two alternatives have been proposed that include the bottom-up encoding by ray-shooting (i.e., to shoot a ray from each sample in the smoother level and find the intersection point on the next finer level), and the top-down encoding by projection (i.e., to orthogonally project a sample on the finer level onto the surface of the next smoother level to create the correspondence [PKG06]).

The possible surface-editing applications for multiscale hierarchical point representations are diverse and may include multiscale spectral surface filtering, surface morphing, and multiscale surface deformation. Figure 4.33 shows an example of detail-preserving deformation.

### 4.3.5 CONCLUSION

The acquisition of point models (e.g., via laser scanning) usually yields highly oversampled point models that cannot be processed efficiently. Hence, techniques for the subsampling or decimation of point models are an important part of any pointbased processing pipeline. In this section we have discussed several such techniques, starting with decimation methods for models consisting of points only. While this representation is simple, it has the drawback of rather weak geometry approximation capabilities. The more powerful splat-based representations are a popular extension to pure point data for which suitable decimation techniques have been presented as well. The last part of this section discussed the construction of multiresolution hierarchies for splat models, which allow for efficient processing (Section 5.1), editing (Sections 5.2 and 5.3), and level-of-detail rendering (Chapter 6).

Looking at the above methods from an implementation point of view it becomes clear that almost all operations need efficient access to the (geodesic) neighbors of given points or splats. Up to now, however, we have implicitly taken for granted that this access is possible. A discussion of data structures providing the required access is the topic of the next section.


Figure 4.33: Multiscale versus single-scale modeling: (a) base surface, (b) surface with detail, ( $c$ and $e$ ) single-scale deformation of $(b)$, $(d$ and $f$ ) multiscale deformation of (a) with subsequent normal displacement.

### 4.4 EFFICIENT DATA STRUCTURES

## Renato Pajarola

### 4.4.1 OVERVIEW

In all applications and systems where large data volumes must be managed and processed, the issue of efficient data organization and access methods has to be addressed carefully. This is particularly the point when processing large 3D point datasets (see also Chapter 5) that can reach sizes of several 100 million points or more (see also Chapter 3). Hence, for the design and implementation of an efficient 3D point data structure, the following three pivotal questions should be asked:

1. What classes of query requests to retrieve points must be supported?
2. What type of storage constraints are imposed to represent point splats?
3. What are the requirements for dynamic point insertions and deletions?

From traditional indexing problems we know that questions 1 and 2 may constitute conflicting targets. In general, compactness of data is of paramount significance. However, radical data reduction, compression, may not be desired if it comes at the expense of query performance, or ease of use and implementation of the data structure. Both aspects will be touched on in this section. In many cases we may ignore question 3 as the point data to be visualized is static, and for now we will concentrate on static point sets in this chapter. In addition, deformable objects and particles are addressed in Chapter 7 and dynamic (video) point representation in Section 8.1.

### 4.4.2 SPATIAL DATA ORGANIZATION

The goal of a spatial data structure is to index the space, meaning decompose it into cells and provide a mapping between these and the space occupied by an object [Nie89, GB90, Sam89b, NW97]. The query classes to be supported are spatial operations, such as intersection, containment, and distance, often coming in the form of a search request asking for all objects overlapping a given region (range search) or containing a given point (point search). In the context of 3D shape representation and display, these typically constitute of ray-object intersection, a modified point search, ${ }^{1}$ and region (visibility) culling, a range search. Moreover, accessing different parts of an object at different level of detail (LOD) is another type of spatial range search methods to be supported as discussed in Section 4.4.3.

To index objects in 3D space, a spatial data structure can either organize the embedded space or the content itself. In the former case we are generally speaking of a space partitioning, in the latter of a data-partitioning index structure. While space partitioning guarantees to decompose space into disjoint cells, data partitioning usually generates fewer cells more tightly fitting around the data. Despite the fact that we are dealing with point-sampled surface objects given by a point set $\mathcal{P}$, these splats are not zero-dimensional elements but do have a spatial, planar extent as outlined earlier. Thus, each splat $\mathbf{p}_{i} \in \mathcal{P}$ has an associated (elliptical) disk of radius $r_{i}$. In general, objects with spatial extent require clipping and referencing from multiple cells in space partitioning or cause overlapping cells in data-partitioning approaches [Sam89b, Sam89a, NW97].

As we will see, however, a pragmatic solution to this dilemma is to combine an efficient space- or data-partitioning approach of the zero-dimensional points with

[^0]aggregate bounding information on their spatial extent attributes. The basic idea is to keep the cells of the spatial data structure disjoint and compact, and for each bucket of points $\mathcal{B}_{j}=\left\{\mathbf{p}_{1_{j}}, \ldots, \mathbf{p}_{n_{j}}\right\}$ corresponding to a cell $j$ to store bounding volume attributes, such as, for example, the center of mass $\widehat{\mathbf{p}}_{j}=1 / n_{j} \sum \mathbf{p}_{i_{j}}$ and bounding sphere radius $\widehat{r}_{j}=\max \left|\widehat{\mathbf{p}}_{j}-\mathbf{p}_{i j}\right|+r_{i j}$ (see Figure 4.37 later). This allows the use of a spatial data structure to effectively bucketize points, and provides means to quickly find data buckets with potential candidates satisfying a spatial search query.

Effective bucketization improves spatial selectivity, which is important for coherent memory access; points in the same bucket are likely to be accessed at the same time when the corresponding region in space is queried. A basic spatial search query (e.g., find all points within region $R$ ) is carried out in that the cells of the spatial data structure are tested against the query region $R$. Given an intersection of cell $j$, its points $\mathcal{B}_{j}$ are then individually tested and reported if inside $R$.

For large point sets $\mathcal{P}$, a bucketization $\mathcal{P}=\bigcup_{j=1}^{m} \mathcal{B}_{j}$ may still result in a large number $m$ of buckets, which may in turn have to be organized with respect to their attributes $\left(\widehat{\mathbf{p}}_{j}, \widehat{r}_{j}\right)$. Hence, most spatial data structures employ some sort of subdivision of space and organize the buckets themselves in a hierarchical data structure, with the leaf nodes being the actual data buckets. The internal nodes represent cells of recursively grouped data buckets.

It is advisable to avoid excessive recursive subdivision down to a single data element per leaf node, and instead strive to have a bucket of up to $k$ points per leaf of the hierarchy. Therefore, leaf node $j$ stores a bucket of data points $\mathcal{B}_{j}$ together with its bounding sphere position $\widehat{\mathbf{p}}_{j}$ and radius $\widehat{r_{j}}$. An internal cell node $j$ maintains some reference to its child nodes (assume their indices being $c_{1} \ldots$ ), and stores a tight bounding sphere centered at $\widehat{\mathbf{p}}_{j}=1 / m \sum \mathbf{p}_{i}$ with radius $\widehat{r}_{j}=\max \left|\widehat{\mathbf{p}}_{j}-\mathbf{p}_{i}\right|+r_{i}$ from aggregating the information over all $m$ points $\mathbf{p}_{i}$ covered by the subtree rooted at $j$. Alternatively, a nested bounding sphere hierarchy can be constructed by considering only the immediate child nodes, thus storing the center as $\widehat{\mathbf{p}}_{j}=1 / k \sum \widehat{\mathbf{p}_{c_{i}}}$ and radius $\widehat{r_{j}}=\max \left|\widehat{\mathbf{p}_{j}}-\widehat{\mathbf{p}_{i}}\right|+\widehat{r_{i}}($ for child nodes $i=1 \ldots k)$.

## Octrees

Hierarchical octree data structures [Sam84] are one of the most common choices to handle large point sets (e.g., for interactive rendering) [CH02, BWK02, Paj03, HE03, PSG04, SPL04, SP04]. Starting with a 3D bounding box cell, enclosing the entire data space, each (internal) cell containing data is recursively subdivided into up to eight nonempty octants. This recursion terminates if a cell contains less than a predetermined number of points that are then forming the data bucket of this (leaf) cell. As with quadtrees, there are two main strategies for performing the subdivision of one cell into octants: (1) regular binary subdivision of all dimensions-region octree, and (2) axis-aligned subdivision at an arbitrary point inside the cell-point octree. As shown in Figure 4.34 this may result in different subdivision hierarchies depending


Figure 4.34: Examples of regular region octree subdivision, binary in each dimension (upper row), versus adaptive point octree subdivision at arbitrary split positions (lower row).
on the shape of the object and the point sample distribution. While the second strategy is more adaptive to the data distribution and may produce fewer octree nodes [Paj03], the first strategy has a simpler hierarchy structure and may require less information to be maintained per node.

An octree over a set $\mathcal{P}$ of $n$ points $\mathbf{p}_{1 \ldots n}$ can efficiently be generated in $\mathrm{O}(n \log n)$ time. Below we outline a recursive top-down algorithm with tight bounding sphere attributes and data bucket size of up to $k$ points per leaf node. Get_new_split_position() generates the ( $x, y, z$ ) split coordinates, as a binary subdivision of the current bounding box's dimensions for a region octree or as the mean or median over the current point set $\mathcal{P}$. Get_octant() generates an octant code $(0 \ldots 7)$ for any point $\mathbf{p}_{i}$ with respect to the current split coordinates ( $x, y, z$ ), for example, $z$-order given by $\left(p_{i z}>z\right) \cdot 4+\left(p_{i y}>y\right) \cdot 2+\left(p_{i x}>x\right)$.

```
Octree \((\mathcal{P})\)
    if \(|\mathcal{P}| \leq k\) then
        return New_leaf_node \((\mathcal{P})\)
    \(\mathbf{p}_{\text {split }} \leftarrow\) Get_new_split_position \((\mathcal{P})\)
    for \(i=1\) to \(|\mathcal{P}|\)
    \(r_{\text {split }} \leftarrow \operatorname{MAX}\left(\left|\mathbf{p}_{\text {split }}-\mathbf{p}_{i}\right|+r_{i}, r_{\text {split }}\right)\)
    \(j \leftarrow \operatorname{Get}\) _octant \(\left(\mathbf{p}_{\text {split }}, \mathbf{p}_{i}\right)\)
```

```
    \(\mathcal{P}_{j} \leftarrow \mathcal{P}_{j} \cup p_{i}\)
for \(j=1\) to 8
    if \(\mathcal{P}_{j} \neq \emptyset\) then
        \(c_{j} \leftarrow \operatorname{Octree}\left(\mathcal{P}_{j}\right)\)
return New_octree_node \(\left(\mathbf{p}_{\text {split }}, r_{\text {split }}, c_{1 \ldots 8}\right)\)
```

In Pfister et al. [PZvBG00] a special-purpose octree-like data structure, based on the layered depth cube (LDC) [LR98], has been proposed to store point data. The LDC basically consists of three orthogonal, axis-aligned layered depth images (LDIs) [SGwHS98] completely enclosing the modeled object as illustrated in Figure 4.35a. This representation requires the 3D object to be resampled in a preprocess (i.e., by orthographic ray casting along all coordinate axes). The resampling records all surface intersections, including depth as well as shape and shade attributes (e.g., such as normal and color). A hierarchical LDC-tree [PZvBG00] is then generated as follows. The initial LDC is subdivided into blocks with user-specified dimension $b$ (i.e., consisting of LDIs with $b^{2}$ image resolution). Subsampling by a factor of two and combining up to eight nonempty blocks at each step, an octree is built bottom-up. Figure 4.35b illustrates two levels of this LDC-octree hierarchy with $b=4$.

## K-d-trees

While octrees provide a simple hierarchical organization of space they can suffer from the fact that in general points in 3D cannot evenly be subdivided into eight octants. This may lead to an unbalanced and suboptimal data structure. In contrast, K-d-trees [Sam89b, Sam89a, NW97] can guarantee a fully balanced hierarchical data structure.

Similar to a binary search tree, each node represents a split key along one particular dimension. Starting with the bounding box enclosing all elements, in each recursion the current cell is split along one dimension into two subregions enclosing an equal number of elements. Instead of repeatedly cycling through the split dimensions, the


Figure 4.35: (a) Layered depth cube sampling based on orthogonal layered depth images. (b) Two LDC-tree levels with empty blocks shown in white (shown in 2D).
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Figure 4.36: Comparison of a (a) regular region quadtree, (b) adaptive point quadtree, and (c) 2D-tree split organization, for a bucket size of three.
best results are achieved by splitting the dimension of largest spatial extent at each recursion step [DDG00].

Through the simple recursive binary subdivision of space, free choice of split key and flexible split dimension, the K-d-tree can generate a balanced binary search tree over a given set of input points. Figure 4.36 illustrates this advantage on the basis of comparing the 2D analog of an octree, and the quadtree [Sam84], with a K-d-tree (for $k=2$ ). While a point octree may avoid empty cells and improve data distribution over a region octree, the K-d-tree can achieve a better fill rate using a minimal number of subdivisions.

A K-d-tree over an array of $n$ points $\mathcal{P}[1 \ldots n]$ can efficiently be built in logarithmic time as outlined below for a bucket size of $k$ points. We assume that three additional sorted arrays $\mathcal{X}, \mathcal{Y}, \mathcal{Z}$ of indices-only references to points in $\mathcal{P}$-have initially been generated. Each such array sorts the points (indices) according to the corresponding coordinate axis. Thus $\mathcal{X}, \mathcal{Y}, \mathcal{Z}$ have the same dimension and store the same indices, just in a different order. The recursive top-down K-d-tree construction algorithm proceeds by finding the longest bounding box side of the current point set (referenced by either $\mathcal{X}, \mathcal{Y}$, or $\mathcal{Z}$ ) in Dimension_of_largest_extent(). The points referenced by $\mathcal{X}, \mathcal{Y}, \mathcal{Z}$ are then equally subdivided with respect to the median coordinate of this dimension. Tight bounding sphere attributes can be maintained during the recursive subdivision procedure as indicated.

```
K-d-tree \((\mathcal{P}, \mathcal{X}, \mathcal{Y}, \mathcal{Z})\)
    \(m \leftarrow|\mathcal{X}|\)
    if \(m \leq k\) then
    return New_leaf_node \((\mathcal{P}, \mathcal{X}, m)\)
```

```
cutdim \(\leftarrow\) Dimension_of_largest_extent \((\mathcal{P}, \mathcal{X}, \mathcal{Y}, \mathcal{Z})\)
median \(\leftarrow\) switch (cutdim)
    \(x: \mathcal{X}[m / 2+1]\)
    \(y: \mathcal{Y}[m / 2+1]\)
    \(z: \mathcal{Z}[m / 2+1]\)
\(\mathbf{p}_{\text {split }} \leftarrow \mathcal{P}[\text { median }]_{x y z}\)
\(x 1 \leftarrow x 2 \leftarrow y 1 \leftarrow y 2 \leftarrow z 1 \leftarrow z 2 \leftarrow 1\)
for \(i=1\) to \(m\)
    \(r_{\text {split }} \leftarrow \operatorname{MAX}\left(\left|\mathbf{p}_{\text {split }}-\mathcal{P}[\mathcal{X}[i]]_{x y z}\right|+\mathcal{P}[\mathcal{X}[i]]_{r}, r_{\text {split }}\right)\)
    if \(\mathcal{P}[\mathcal{X}[i]]_{\text {cutdim }}<\mathbf{p}_{\text {cutdim }_{\text {split }}}\) then
        \(\mathcal{X} 1[x 1] \leftarrow \mathcal{X}[i] ; x 1 \leftarrow x 1+1\)
    else if \(\mathcal{X}[i] \neq\) median then
        \(\mathcal{X} 2[x 2] \leftarrow \mathcal{X}[i] ; x 2 \leftarrow x 2+1\)
    if \(\mathcal{P}[\mathcal{Y}[i]]_{\text {cutdim }}<\mathbf{p}_{\text {cutdim }_{\text {split }}}\) then
        \(\mathcal{Y} 1[y 1] \leftarrow \mathcal{Y}[i] ; y 1 \leftarrow y 1+1\)
    else if \(\mathcal{Y}[i] \neq\) median then
        \(\mathcal{Y} 2[y 2] \leftarrow \mathcal{Y}[i] ; y 2 \leftarrow y 2+1\)
    if \(\mathcal{P}[\mathcal{Z}[i]]_{\text {cutdim }}<\mathbf{p}_{\text {cutdim }_{\text {split }}}\) then
        \(\mathcal{Z} 1[z 1] \leftarrow \mathcal{Z}[i] ; z 1 \leftarrow z 1+1\)
    else if \(\mathcal{Z}[i] \neq\) median then
        \(\mathcal{Z} 2[z 2] \leftarrow \mathcal{Z}[i] ; z 2 \leftarrow z 2+1\)
left \(\leftarrow r i g h t \leftarrow\) NULL
if \(m / 2>0\) then
    left \(\leftarrow \mathrm{K}\)-d-tree \((\mathcal{P}, \mathcal{X} 1, \mathcal{Y} 1, \mathcal{Z} 1)\)
if \(m / 2+1<m\) then
    right \(\leftarrow \mathrm{K}\)-d-tree \((\mathcal{P}, \mathcal{X} 2, \mathcal{Y} 2, \mathcal{Z} 2)\)
return New K-d-tree_node ( \(\mathbf{p}_{\text {split }}\), \(r_{\text {split }}\), left, right)
```


## Bounding Volume Hierarchies

Bounding volume hierarchies (BVHs) have extensively been used in rendering since Clark and Rubin and Whitted [Cla76, RW80], to efficiently support spatial queries such as visibility culling or ray-object intersections. While being a data-partitioning approach to spatial indexing, unlike octrees and K-d-trees outlined above, a BVH does not have to be space partitioned. Thus, it removes any constraints on spatial subdivision and allows the use of more generic hierarchical organization of spatial data. In fact, a completely random hierarchical grouping of elements could be used, which, however, would not provide the necessary spatial selectivity critical to any good spatial indexing scheme. The only requirement in a BVH is that in each node the bounding volume (i.e., a bounding box or sphere) is known that encloses all elements in this subtree.

It is obvious that space-partitioning data structures can be extended to a BVH by just generating the necessary bounding volume attributes at each node as shown earlier. However, additional data-partitioning (but not space-partitioning), spatial packing, and grouping strategies for 3D points can be used alternatively. This could range from R-tree [Gut84] to $k$-means [Jai88] point-clustering techniques. An interesting approach is to consider proximity-preserving linearization of space [Pea90, His91, FR89] and exploit its implicit clustering properties [Jag90, ARR ${ }^{+} 97$, Pas00, KF94]. Consequently, points are linearly ordered according to a one-dimensional spatial key. Moreover, any bucketization and order-preserving hierarchical organization can be used to generate the BVH (e.g., a binary search tree or B-tree). This principal of spatial ordering and bucketization is also exploited in Pajarola et al. [PSL05] for accessing and rendering large point sets from out of core.

A bounding volume hierarchy based on this space-linearization concept can be formed with $\mathrm{O}(n \log n)$ cost for a set $\mathcal{P}$ of $n$ points with bucket size of $k$ as follows. We assume that the one-dimensional spatial key has previously been assigned to each point. Given the current point set $\mathcal{P}$, Get_median_spatial_key_and_point() returns the median spatial key and the corresponding point $\in \mathcal{P}$, and Spatial_key() provides the spatial key of one point.

```
BoundingVolumeTree \((\mathcal{P})\)
    if \(|\mathcal{P}| \leq k\) then
        return New_leaf_node( \(\boldsymbol{P}\) )
    (median, \(\left.\mathbf{p}_{\text {split }}\right) \leftarrow\) Get_median_spatial_key_and_point \((\mathcal{P})\)
    for \(i=1\) to \(|\mathcal{P}|\)
        \(r_{\text {split }} \leftarrow \operatorname{MAX}\left(\left|\mathbf{p}_{\text {split }}-\mathbf{p}_{i}\right|+r_{i}, r_{\text {split }}\right)\)
        if median \(>\) Spatial_key \(\left(\mathbf{p}_{i}\right)\) then
            \(\mathcal{P}_{<} \leftarrow \mathcal{P}_{<} \cup \mathbf{p}_{i}\)
        else
            \(\mathcal{P}_{\geq} \leftarrow \mathcal{P}_{\geq} \cup \mathbf{p}_{i}\)
    left \(\leftarrow\) right \(\leftarrow\) NULL
    if \(\mathcal{P}_{<} \neq \emptyset\) then
        left \(\leftarrow\) BoundingVolumeTree \(\left(\mathcal{P}_{<}\right)\)
    if \(\mathcal{P}_{\geq} \neq \emptyset\) then
        right \(\leftarrow\) BoundingVolumeTree \(\left(\boldsymbol{P}_{\geq}\right)\)
    return New_inner_node \(\left(\mathbf{p}_{\text {split }}, r_{\text {split }}\right.\), left, right \()\)
```

QSplat [RLO0] is a hierarchical-point data structure based on a bounding sphere hierarchy. While a K-d-tree-like construction algorithm is proposed in Rusinkiewicz
and Levoy [RL00], other hierarchical organizations can be used as well as long as the bounding sphere property is provided. In fact, due to the recursive quantization, which is applied to the bounding volume attributes as discussed in more detail in Section 4.4.4, the hierarchy actually has to preserve the nesting property as explained earlier.

### 4.4.3 MULTIRESOLUTION AND LEVEL OF DETAILS

Level of detail (LOD) and (view-dependent) multiresolution-modeling techniques have been established to adjust display quality and performance of large complex 3D objects and scenes to available rendering resources [LRC $\left.{ }^{+} 03\right]$. As LOD point rendering is discussed in more detail in Chapter 6 we only concentrate on the data structure aspects here.

As discussed earlier in this chapter, we know that each point $\mathbf{p}$ in fact represents a circular or elliptical disk with major radius $r$, and aspect ratio $\eta$ for the ellipse, oriented with respect to the surface normal $\mathbf{n}$. Given the point splat's area $A=\pi \cdot r \cdot \eta r$ and the viewpoint $\mathbf{v}$, we can define the screen-space projected size of a point as $\varepsilon=f \cdot A / d$, with $d=|\mathbf{p}-\mathbf{v}|$ and $f \in[0,1]$ being a correction factor taking the angular difference between $\mathbf{n}$ and $\mathbf{p}-\mathbf{v}$ into account [SPL04, SP04]. A basic LOD data structure can represent the 3D object at variable geometric complexity, thus using a varying number of LOD point splats. The fewer points used, the larger their splat size $A$ has to be. Therefore, for a constant projection $\varepsilon$ the choice of LOD depends on the distance $d$.

Besides computing specific LOD approximations (see also [PGK02b]), hierarchical representations are generally used for adaptive LOD-based interactive rendering (see also [PZvBG00, RL00, CH02, BWK02, Paj03, HE03, PSG04, GM04, SPL04, SP04]). Therefore, each node's attributes-to derive $A$ and $f$-in the LOD hierarchy must represent the aggregate information of all points in its subtree. While the position is generally given by a median or mean aggregation (e.g., $\widehat{\mathbf{p}}=1 / n \sum \mathbf{p}_{i}$ ), the splat size and normal deviation are based on a maximum operator. The splat size radius is commonly derived from a bounding sphere measure [Cla76, RW80] (e.g., $\widehat{r}=\forall_{i} \max \left|\widehat{\mathbf{p}}-\mathbf{p}_{i}\right|+r_{i}$ ). For efficient visibility culling and estimation of visible projected area, the normal cone concept [SAE93] is used to bound the angular deviation of surface normals (e.g., $\hat{n}=1 / n \sum n_{i}$ and $\left.\hat{\theta}=\forall_{i} \max \left(L\left(\hat{\mathbf{n}}, \mathbf{n}_{i}\right)+\theta_{i}\right)\right)$. Figure 4.37 illustrates this concept of maintaining bounding volume attributes.

### 4.4.4 EFFECTIVE REPRESENTATION

Due to their simplicity, missing any connectivity graph information, points are of particular interest to represent objects and surfaces at high resolutions, using very dense point samplings. The resulting large scale point sets ask for efficient


Figure 4.37: Illustration of (a) a bounding sphere and (b) a bounding normal cone formed from a group of three points.
representation formats. A major issue is the representation of the (minimal) point attributes such as position, normal, color, and the splat size radius. Rounding within the discrete sampling error, quantization and data compression are the general techniques applied here.

## Attribute Quantization

An effective representation has been presented in QSplat [RL00], which is based on quantization and predictive encoding. The position $\mathbf{p}$ and radius $r$ values of a point are quantized to $1 / 13$, relative to the diameter and radius of the parent node in the BVH. This quantization proceeds recursively top-down, which prevents unwanted propagation of quantization error. Given the parent's values $\mathbf{p}_{P}$ and $r_{P}$, the child's values are $\mathbf{p}_{C}=\mathbf{p}_{P}+\left(2 / 13 \cdot(i, j, k)^{\mathrm{T}}-(1,1,1)^{\mathrm{T}}\right) \cdot r_{P}$ and $r_{C}=t \cdot r_{P} / 13,{ }^{2}$ with $i, j, k, t$ all being multiples of $1 / 13$. Since not all $13^{4}$ of the possible $(i, j, k, t)$ values are valid, a 13-bit lookup table is proposed to index the used ones.

The normals are quantized to 14 bits, corresponding to a $52 \times 52$ grid on each face of a (warped) cube around the origin. Again a lookup table provides run-time access to the quantized normal vectors. The bounding normal cone angle $\theta$ is quantized in QSplat to 2 bits, representing the angles having a $\sin (\theta)$ of $1 / 16,4 / 16,9 / 16$, and 1 .

In Pajarola [Paj03] the normals are quantized as illustrated in Figure 4.38. The positive space octant is uniformly subdivided as shown in Figure 4.38a: subdividing the latitude angle into $k$ values $i=1 \ldots k$ starting at the $z$-axis pole, and subdividing the
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Figure 4.38: (a) Illustration of normal quantization in the positive-space octant. A 9-bit quantization leads to 31 subdivisions in latitude, resulting in (b) a well-sampled normal space and (c) excellent shading results.
longitude angle into values $j=1 \ldots i$ according to the latitude $i$, rotating from the $x$ - to the $y$-axis. A $\left(k^{2}+k\right) / 2$ lookup table stores the corresponding normal vectors and a 3-bit octant code defines the normal coordinates' signs. A 9-bit quantization ${ }^{3}$ of the positive normal space is shown in Figures 4.38 b and c, which provides a wellsampled normal space without shading artifacts.

Colors are quantized in QSplat [RL00] to 5-6-5 bits, respectively, for red, green, and blue, but more savings could be achieved by also predicting colors from parent nodes in the hierarchy. In color theory it is known that human perception indicates a $40: 20: 1$ visual sensitivity to red, green, and blue [Hun93]. Therefore, quantization could be adjusted accordingly to improve color coding.

## Coordinate Compression

Further space reduction beyond quantization may be required to deal with very large point sets. Compression of point coordinates has been proposed in the context of triangle mesh compression in Devilliers and Gandoin [DG00, GD02b]. The approach is based on a successive subdivision of a segment into two equal half segments, and encoding the number of points contained in one of them. For coordinates quantized to $q$ bits this recursive subdivision stops after $q$ steps when it reaches the quantization accuracy, as the corresponding segment can only contain one distinct point. The point coordinate is not explicitly encoded as the recursive binary subdivision down to the quantization accuracy implicitly defines the position (i.e., as the center of that
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Figure 4.39: Recursive binary subdivision of 2D segments and encoding of remaining number of elements in left half segment.
segment). At each step the number of points contained in one half segment (e.g., in the left child) is encoded using the minimal number of bits. That is, given the current segment contains $n$ points, the number contained in one half segment can easily be coded in $\left\lceil\log _{2}(n+1)\right\rceil$ bits, ${ }^{4}$ the number in the other half segment is given implicitly.

In higher dimensions the outlined approach only alternates the binary segment subdivision among the dimensions in a fixed order as illustrated in Figure 4.39. It also shows the resulting sequence of point numbers, and a simple $\left\lceil\log _{2}(n+1)\right\rceil$ bits encoding. Using arithmetic coding [CNW87] and prediction error coding as suggested in Devilliers and Gandoin [DG00, GD02b] further reduction can be achieved.

Controlling quantization and sampling density of a 3D surface $S,{ }^{5}$ it is shown in Botsch et al. [BWK02] that a very efficient compression of point coordinates can be achieved using an encoding of the space oсcираnсy of the surface. The bounding box of $S$ is uniformly subdivided into $2^{q} \times 2^{q} \times 2^{q}$ cells ( $q$-bit coordinate quantization) (i.e., forming the leafs of a regular region octree subdivision). Furthermore, a sample point $\mathbf{p}_{i}$ is placed at each center of a cell that is intersected by the surface $\mathcal{S}$, resulting in the uniform sampling given the quantization. As only one sample point is defined by each nonempty cell, all points $\mathbf{p}_{i}$ can be recovered by identifying the nonempty cells.

An octree hierarchy is constructed bottom-up on the $2^{q} \times 2^{q} \times 2^{q}$ cells by recursively combining $2 \times 2 \times 2$ blocks. This generates $q$ successively coarser space-occupancy levels of the surface $S$. To recover the space-occupancy information from a coarser to a finer level, a byte code indicating for each cell which of its eight subcells is nonempty is sufficient as illustrated in Figure 4.40a. Note that only the nonzero byte codes of all nonempty cells need to be stored. Thus starting with the nonempty cell of the
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Figure 4.40: (a) Four-bit codes to recover space occupancy on the next finer grid level in two dimensions. (b) Hierarchical encoding of an $8 \times 8$ space-occupancy grid, with zero-codes * not being stored explicitly.


Figure 4.41: Breadth-first linear layout of a hierarchy using a branching-factor attribute per node and optionally a first-child index.
bounding box of $S$, a depth- or breadth-first traversal order of the octree's byte codes, skipping all emtpy cells, reconstructs the uniform point sampling of $S$. An example in 2D is given in Figure 4.40b. Assuming that on average each nonempty cell corresponds to four occupied cells on the next finer level, this approach encodes the point positions $\mathbf{p}_{i}$ with less than three bits per sample [BWK02].

## Hierarchy Traversal

An efficient traversal of a hierarchical data structure can be achieved by linearization of its elements into an array representation (see also [SPL04, SP04]). This corresponds to replacing the parent-child pointer relation with array indexing where each node is referenced by its position in the array of all nodes instead of by a pointer. A breadth-first order linearization allows each nonleaf node to store the array index of its first child and the branching factor as illustrated in Figure 4.41. In
fact, the branching factor itself is sufficient-and requires very few bits-to describe the hierarchy given a linear layout. This is useful for compact disk storage, however, at run-time the first-child index should be reconstructed and kept in memory for efficient traversal (i.e., allowing backtracking). This is also exploited in QSplat [RL00].

Given a regular region-octree hierarchy, the model-view-projection (MVP) can efficiently be computed during the traversal of the hierarchy as shown in [BWK02] as a number of vector additions. Let $\mathbf{M}$ be the MVP transformation matrix and $\mathbf{p}^{\prime}$ a point derived from $\mathbf{p}$ by displacement of $\mathbf{d}$. Then it holds that

$$
\begin{equation*}
\mathbf{M} \mathbf{p}^{\prime}=\mathbf{M}(\mathbf{p}+\mathbf{d})=\mathbf{M} \mathbf{p}+\mathbf{M d} \tag{Ч.૫9}
\end{equation*}
$$

Therefore, if we know the image $\widehat{\mathbf{p}}=\mathbf{M p}$ we can find $\mathbf{M}(\mathbf{p}+\mathbf{d})$ by adding a precomputed displacement vector $\widehat{\mathbf{d}}=\mathbf{M p}$ to $\widehat{\mathbf{p}}$. This can now be exploited by precomputing for each frame all possible displacement vectors $\hat{\mathbf{d}}^{l_{1}} . .8$ for each level $l$ of the octree hierarchy and its 8 child-node displacements (note also that $\widehat{\mathbf{d}^{++1}}{ }_{j}=2 \widehat{\mathbf{d}}_{j}$ ). Now that each point is given by some sum $\mathbf{p}=\mathbf{p}_{\text {root }}+\sum_{i=1}^{k} \mathbf{d}_{j_{i}}^{i}$ we get its image by

$$
\begin{equation*}
\mathbf{M p}=\mathbf{M} \mathbf{p}_{\text {toot }}+\sum_{i=1}^{k} \widehat{\mathbf{d}}_{j_{j i}}^{i} . \tag{Ч.50}
\end{equation*}
$$

During octree traversal any single addition of a displacement image $\widehat{\mathbf{d}}^{i}{ }_{j}$ is reused for all point samples in the subtree below the current node. Amortized for an average branching factor of four, this leads to four scalar additions per point sample (plus eventually two divisions for screen-space dehomogenization) [BWK02].

### 4.4.5 OUT-OF-CORE REPRESENTATION

An efficient representation is particularly important when manipulating and rendering datasets too big to fit into available physical main memory. Such an out-of-core representation must increasingly take into account memory access coherency because random access to memory locations in external memory is affecting performance unequally worse compared to doing so in main memory.

## Clustering

In the layered point clouds approach [GM04] the idea of spatial data partitioning and organization is used to recursively cluster point data in a binary hierarchy. Starting at the root, each node stores a uniform subsampling $\mathcal{B}$, of size $m$, of all points $\mathcal{P}^{\prime}$ corresponding to this node and its descendants. The remaining points $\mathcal{P}^{\prime \prime}=\mathcal{P}^{\prime} \backslash \mathcal{B}$ are equally (spatially) subdivided among its two subtrees. Hence without duplication of data the hierarchy exactly represents the input point set $\mathcal{P}=\bigcup_{\forall \text { nodes } j} \mathcal{B}_{j}$ in
$\log _{2}|\mathcal{P}| / m$ LOD levels using data buckets of size $m .{ }^{6}$ Each node can be seen as a local LOD refinement of its parent. The LOD information for each node $j$ is determined by its average sample spacing $r_{j}$, corresponding to merging its points $\mathcal{B}_{j}$ with all parents. Additionally, bounding sphere and normal cone attributes are computed for each node.

The physical data are separated into a point-cloud repository and an index tree. The index tree is assumed to have a small enough memory footprint to be stored in main memory, depending on the choice of $m$, and each node references its point-cloud bucket through a 32-bit index. The point-cloud repository sorts the data buckets by a primary tree-level index key and a secondary Morton index key, thus combining LOD and spatial ordering. Moreover, storage cost is reduced in Gobbetti and Marton [GM04] by quantization of position and normal attributes as well as delta-predictive entropy encoding.

## Linear Memory Layout

The linearization of a hierarchical (multiresolution) data structure as outlined earlier is itself a good starting point for an out-of-core data representation approach. Any hierarchical point representation, such as QSplat [RL00], or octrees such as in Botsch et al. [BWK02] or Confetti [PSG04], can be organized in a linear memory layout (array) and stored as such on disk. An out-of-core representation can directly be achieved by memory mapping this file from disk, allowing the application to traverse the hierarchy by accessing array elements. The operating system's virtual memory (VM) manager automatically takes care of which parts of the file have to be loaded into main memory at any time through VM paging and swapping mechanisms.

XSplat [PSL05] makes direct use of this approach and modifies the sequential point tree (SPT) representation [DVS03] described in Section 6.5. It takes advantage of the following two facts: (1) an SPT point is a self-contained LOD point that can independently be evaluated for LOD and culling, and rendered; and (2) SPT points can be processed for rendering in any desired order. Consequently, XSplat reorders all LOD points as illustrated in Figure 4.42, lexicographically with respect to a layer number and a spatial ordering index (i.e., the $z$-curve indexing). It then paginates the linear data into blocks of fixed size that are used as basic LOD selection and culling units. At run-time, the block header array-in main memory or separately mapped from the file-can be scanned and evaluated by the application, and LOD point data are accessed for rendering as required.

To avoid some of the major drawbacks of memory mapping (e.g., glitches in the frame rate when data are not present and the application has to wait), and to support a
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Figure 4.42: (a) Indexing of hierarchical nodes according to layer numbers and $z$-curve index. (b) Linearized ordering of hierarchy nodes into an array. (c) Blockification of on disk linearized LOD data.
client-server based remote rendering architecture, which requires more control over the data loading, streaming QSplat [RL01b] has its own format, which is outlined below.

## Streaming

The definition of streaming we adopt here is to scan through and process data in a strict sequential order; in other words, read point data from a source (stream), move them through some processing stage, and eventually write them to a (new) destination. Representing points as a stream, and expressing a processing task as an operation on that stream, is a powerful out-of-core framework since the I/O streams can be from/to external memory and processing only requires little data active in main memory.

SPTs [DVS03] (Section 6.5) are basically a streaming point-rendering system. For each frame, the sequence of points is scanned, passed from the CPU to the GPU, and processed for LOD selection, culling, and finally display. In theory, SPTs could directly be memory mapped from disk files, and hence support out-of-core rendering. However, the problem is that SPTs perform a very conservative selection on the CPU; the range of points to be further processed is much larger than what is finally displayed and no visibility culling is supported. Thus, the CPU touches many points that will eventually be discarded by the GPU. In an out-of-core context this is critical as the primary directive is to limit data access from external memory. To be more useful, the SPT representation has to be extended in a way to allow fast (visibility and LOD) culling of sizable chunks of point data on the CPU without having to touch all points individually. One approach in this direction has been presented in Pajarola et al. [PSL05].

Streaming QSplat [RL01b] takes the linearized QSplat multiresolution hierarchy [RL00] and partitions it into chunks of 1 KB . In addition to the basic LOD selection procedure, the depth-first traversal now also terminates when data in a subtree of the LOD hierarchy are not (yet) available. A bit-mask on the rendering client indicates which data portions are already available, and a two-bit code per data block indicates if they are present, desired, requested, or not present. A prioritized queue manages the data requests from the client and fetches the most urgent data from a remote server. The client-side rendering algorithm of streaming QSplat, with its LOD hierarchy traversal, is not a streaming data representation and processing approach in the sense we outlined above. However, the server-to-client data request and transfer system surely is.

A stream-processing concept and implementation framework not for rendering but for general processing of point data has been proposed in Pajarola [Paj05]. The fundamental idea is to process data sequentially with only a very limited amount of data active at any time, resembling a sliding window over the data stream as illustrated in Figure 4.43. At any given time, only a small fraction of the entire dataset resides in in-core memory while the remainder rests out of core.

Given a stream of points, each point $\mathbf{p}_{i}$ is read once from the input stream, kept in an active working set $\mathcal{A}$ (a FIFO queue) for some time, and then written to the output stream. All data processing is limited to points in the working set $\mathcal{A}$. Whenever a new point $\mathbf{p}_{j}$ is passed by the sweep-plane, it is added to the working set $\mathcal{A}$. When the smallest point $\mathbf{p}_{j-m} \in \mathcal{A}$ cannot possibly contribute to any operation on subsequent points $\mathbf{p}_{i>j-m}$ it can safely be written to the output stream. Since the active set $\mathcal{A}$ is


Figure 4.43: Conceptual stream-processing pipeline: A point $\mathbf{p}_{i}$ moves from right to left through the staged stream operators $\Omega_{1 \ldots p}$.
orders-of-magnitude smaller than the entire dataset, $|\mathcal{A}|=m \ll n$, it can efficiently be maintained in main memory even for very large datasets. Moreover, because input and output are streams of points this directly leads to an out-of-core framework for stream processing huge point sets.

In this stream-processing framework, a series of local operators $\Omega_{1 \ldots p}$ can be concatenated and applied in succession to a stream of points. In this context, each operator $\Omega_{k}$ also acts as a sequential FIFO queue buffer on the point stream. The class of functions supported includes local operators that perform a nonrecursive computation on a point and its locally (in space) restricted set of neighbors.

### 4.4.6 CONCLUSION

Processing and manipulating very large point datasets can be very resource intensive, in particular with respect to memory consumption and CPU processing time. Operating on 3D point data frequently encompasses random access to and computations on points coherently located in 3D space. Therefore, efficient spatial organization and compact representation of point data, as well as techniques for out-of-core data access, will significantly reduce the load on memory and CPU time cost. The spatial data structures outlined in this section coherently maintain the point data such that complex digital point-processing and -filtering operations, as discussed in the following Section 4.5, can be implemented efficiently.

Moreover, hierarchical spatial data structures provide the basic framework for most multiresolution representations that are chiefly used for interactive rendering of very large models (see Section 6.4). Most multiresolution data attributes can readily be combined and integrated with a spatial data structure. The basic space or data partitioning and hierarchical grouping properties of a spatial data structure can be exploited to define different levels of detail of the represented 3D shape.

### 4.5 REAL-TIME REFINEMENT

Gaël Guennebaud, Loïc Barthe, and Mathias Paulin

### 4.5.1 OVERVIEW

As stated in Section 4.3, both downsampling and upsampling techniques can be required by the processing of a point set. While Section 4.3 focuses on downsampling, this section focuses on upsampling. Even though point-set refinement techniques are necessary for high-quality rendering, multiresolution processing, modeling, etc.,
they received little attention so far. One reason is certainly the lack of connectivity information in point clouds that makes the neighborhood selection tedious and, hence, the refinement process very unstable. This section presents a general refinement framework for point-based geometry using a one-ring neighborhood selection [GBP05, GBP04]. The choice of a small one-ring neighborhood is motivated by two fundamental criteria. First, by comparison with subdivision surfaces on meshes, a one-ring neighborhood is sufficient to provide $C^{1}$ continuous interpolatory subdivision schemes [ZSS96] or $C^{2}$ continuous approximation schemes [Loo87, CC78, Kob00]. Secondly, keeping the neighborhood as small as possible is an important issue to maintain real-time performance as well as pertinent neighborhood selection. Based on this general one-ring selection, a $\sqrt{3}$-like refinement interpolating both points and normals and generating visually smooth surfaces at high rate is detailed. For instance, in the context of high-quality rendering, the purpose of this refinement procedure is to maintain a small screen space splat size by dynamically inserting new points where the point set is not dense enough (Figure 4.44). Other refinement possibilities such as interpolation or approximation with MLS, Kobbelt's $\sqrt{3}$, or Loop's subdivision schemes are also discussed.

## General Settings

The refinement algorithm takes as input an initial point cloud $\mathcal{P}^{0}=\left\{\mathbf{p}_{i}\right\}$ defining a smooth manifold surface where each point $\mathbf{p}_{i} \in \mathcal{P}^{0}$ is equipped with a normal $\mathbf{n}_{i}$ and a radius $r_{i}$ describing the local density. In other words, the algorithm takes as input a set of splats. The radius of a point $\mathbf{p}_{i}$ must be at least greater than the distance from $\mathbf{p}_{i}$ to the farthest neighbor of its natural first-ring neighborhood.


Figure 4.44: Illustration of the principle of the iterative refinement procedure.

The general refinement procedure of a single point $\mathbf{p}$ first requires the computation of a convenient one-ring neighborhood $\mathcal{N}(\mathbf{p})$ of $\mathbf{p}$ (Section 4.5.2) that implicitly forms a triangle fan. Next, this local topology allows us to decide where to insert new points. At this step, different insertion strategies (dyadic, $\sqrt{3}, \ldots$ ) and smoothing operators displacing the inserted points onto a smooth surface can be applied.

In a similar fashion to subdivision surfaces, the point set is iteratively refined, leading to a sequence of point sets $\mathcal{P}^{0}, \mathcal{P}^{1}, \ldots, \mathcal{P}^{l}, \ldots$. For interpolatory refinements (such as the $\sqrt{3}$-like refinement presented in Section 4.5.3), we have $\mathcal{P}^{l} \subset \mathcal{P}^{l+1}$ (only the radius of points varies between two steps), and the refined point set $\mathcal{P}^{l+1}$ is the union of the set $\mathcal{P}^{l}$ itself and the set of points resulting from the local refinement of each point $\mathbf{p} \in \mathcal{P}^{l}$.

### 4.5.2 ONE-RING NEIGHBORHOOD SELECTION

The selection of a pertinent one-ring neighborhood is a critical step in the refinement process. Indeed, it is from this selected set of points that new points are inserted around the refined point $\mathbf{p}$, and hence, the robustness of the refinement algorithm directly depends on the quality of this neighbor selection. Unfortunately, common neighborhood definitions, such as those presented previously in Sections 4.1 and 4.2, suffer from several drawbacks. On the one hand, $k$-nearest neighbors-based methods fix the number of neighbors while this number can vary significantly from one point to another. On the other hand, an orthogonal projection of the nearest neighbors onto the local tangent plane significantly reduces the accuracy. Indeed, the elevation information, which is crucial when dealing with low local density and high curvature areas, is lost.

For these reasons it is pertinent to use a more flexible neighborhood computation procedure significantly improving the tolerance to undersampled and/or scattered point sets. The computation of the neighborhood $\mathcal{N}(\mathbf{p})$ of the point $\mathbf{p}$ is performed using the three following steps.

## Step 1: Coarse Selection

In order to accelerate further computations, let us start by computing the Euclidean neighborhood $\mathcal{N}_{r}(\mathbf{p})$ of $\mathbf{p}$ as the indices of all points $\mathbf{p}_{i}$ included in the ball of center $\mathbf{p}$ and radius $r$ :

$$
\begin{equation*}
\mathcal{N}_{r}(\mathbf{p})=\left\{i \mid \mathbf{p}_{i} \in \mathcal{P}^{l}, \mathbf{p}_{i} \neq \mathbf{p},\left\|\mathbf{p}-\mathbf{p}_{i}\right\|<r\right\} . \tag{4.5ו}
\end{equation*}
$$

Next, according to the a priori knowledge about the current point cloud, this subset can be reduced by applying several binary rules. For instance, the co-cone rule [ABK98] states that two points $\mathbf{p}_{0}, \mathbf{p}_{1}$ can be neighbors only if $\mathbf{p}_{1}$ (respectively, $\mathbf{p}_{0}$ ) is
in the complement of the double cone (co-cone) of apex $\mathbf{p}_{0}$ (respectively, $\mathbf{p}_{1}$ ), axis $\mathbf{n}_{0}$ (respectively, $\mathbf{n}_{1}$ ), and angle $\theta_{\text {cocone }}$ (see Figure 4.45a):

$$
\begin{align*}
& C_{\text {cocone }}\left(\mathbf{p}_{0}, \mathbf{p}_{1}\right) \Leftrightarrow \quad \operatorname{Cos}^{-1}\left(\left|\mathbf{n}_{0}{ }^{T} \frac{\mathbf{p}_{1}-\mathbf{p}_{0}}{\left\|\mathbf{p}_{1}-\mathbf{p}_{0}\right\|}\right|\right)<\theta_{\text {cocone }} \\
& \text { and } \operatorname{Cos}^{-1}\left(\left|\mathbf{n}_{1}{ }^{T} \frac{\mathbf{p}_{1}-\mathbf{p}_{0}}{\left\|\mathbf{p}_{1}-\mathbf{p}_{0}\right\|}\right|\right)<\theta_{\text {cocone }} . \tag{Ч.52}
\end{align*}
$$

A typical choice for the angle $\theta_{\text {cocone }}$ is $\frac{\pi}{4}$. Another heuristic is to include a maximal angle $\theta_{\text {normal }}$ criterion between the point normals:

$$
\begin{equation*}
C_{\text {normal }}\left(\mathbf{p}_{0}, \mathbf{p}_{1}\right) \Leftrightarrow \operatorname{Cos}^{-1}\left(\mathbf{n}_{0}{ }^{T} \mathbf{n}_{1}\right)<\theta_{\text {normal }} \text {. } \tag{Ч.53}
\end{equation*}
$$

This criterion allows us to separate very close pieces of surface as illustrated in Figure 4.45a. Finally, a first approximation $\tilde{\mathcal{N}}(\mathbf{p})$ of the neighborhood is computed with

$$
\begin{equation*}
\tilde{\mathcal{N}}(\mathbf{p})=\left\{i \in \mathcal{N}_{r}(\mathbf{p}) \mid C_{\text {cocone }}\left(\mathbf{p}, \mathbf{p}_{i}\right) \text { and } C_{\text {normal }}\left(\mathbf{p}, \mathbf{p}_{i}\right) \text { and } \ldots\right\} . \tag{Ч.5પ}
\end{equation*}
$$

## Step 2: Geodesic Projection

The goal is now to simplify the final one-ring selection step via a projection of the neighbor candidates onto the tangent plane of the refined point $\mathbf{p}$. However, in order to provide a more meaningful organization of the projected points, the standard orthogonal projection is replaced by a projection based on the geodesic


Figure 4.45: (a) Top: definition of a co-cone; bottom: a condition on the angle between normals can help to separate two close pieces of surface. (b) The relative positions and orientations of the points $\mathbf{p}_{0}$ and $\mathbf{p}_{1}$ are such that the construction of a Bézier curve by projection is inconsistent. (c) Given the position $\mathbf{p}_{0}$ and the two normals $\mathbf{n}_{0}, \mathbf{n}_{1}$, the point $\mathbf{p}_{1}$ must be outside the yellow cone.
distance between the current point $\mathbf{p}$ and its neighbors (Figure 4.46b). Because we do not know the surface a priori, we can only compute a local approximation of the distance along the surface. This is a reasonable approximation since the purpose is just to improve the simple orthogonal projection and not to compute an accurate geodesic distance.

A first approximation is given by the Euclidean distance. However, since the surface normal is known at each point, a significantly more accurate approximation is given by the length of a cubic Bézier curve $\mathbf{B}(u)$ interpolating the two points and their normals. Such a curve is defined by four control points $\mathbf{b}_{0}, \mathbf{b}_{1}, \mathbf{b}_{2}$, and $\mathbf{b}_{3}$. The two points $\mathbf{b}_{0}$ and $\mathbf{b}_{3}$ define the extremities of the curve and must be respectively $\mathbf{p}_{0}$ and $\mathbf{p}_{1}$ while the two others control the tangents of the curve and must only be in the respective tangent plane of the points $\mathbf{p}_{0}, \mathbf{p}_{1}$. A solution easy to compute and providing a reasonable shape is to take for $\mathbf{b}_{1}$ the projection of $\mathbf{p}_{1}$ onto the tangent plane of $\mathbf{p}_{0}$ moved such that the length of the vector $\mathbf{p}_{0} \mathbf{b}_{1}$ is equal to the third of the Euclidean distance between the two extremities $\mathbf{p}_{0}, \mathbf{p}_{1}$ (see Figure 4.46a). Let $\mathbf{q}\left(\mathbf{p}_{i}, \mathbf{x}\right)$ be the orthogonal projection operator, projecting the point $\mathbf{x}$ onto the tangent plane of $\mathbf{p}_{i}$ :

$$
\begin{equation*}
\mathbf{q}\left(\mathbf{p}_{i}, \mathbf{x}\right)=\mathbf{x}+\mathbf{n}_{i}^{T}\left(\mathbf{p}_{i}-\mathbf{x}\right) \mathbf{n}_{i} . \tag{Ч.55}
\end{equation*}
$$

We also define $\mathbf{t}_{i, j}$ as the pseudotangent vector going from $\mathbf{p}_{i}$ toward $\mathbf{p}_{j}$ as follows:

$$
\begin{equation*}
\mathbf{t}_{i, j}=\frac{\left\|\mathbf{p}_{j}-\mathbf{p}_{i}\right\|}{3} \frac{\mathbf{q}\left(\mathbf{p}_{i}, \mathbf{p}_{j}\right)-\mathbf{p}_{i}}{\left\|\mathbf{q}\left(\mathbf{p}_{i}, \mathbf{p}_{j}\right)-\mathbf{p}_{i}\right\|} . \tag{Ч.56}
\end{equation*}
$$

Then $\mathbf{b}_{1}$ and $\mathbf{b}_{2}$ are simply given by:

$$
\begin{align*}
& \mathbf{b}_{1}=\mathbf{p}_{0}+\mathbf{t}_{0,1} .  \tag{Ч.57}\\
& \mathbf{b}_{2}=\mathbf{p}_{1}+\mathbf{t}_{1,0} .
\end{align*}
$$



Figure 4.46: (a) Construction of a cubic Bézier curve interpolating two point normals. (b) Illustration of the geodesic projection against an orthogonal projection.

Finally, because the exact computation of the length of a Bézier curve is too expensive for our purpose, we'd rather use a sufficient approximation given by the length of the control polygon:

$$
\begin{equation*}
\tilde{g}\left(\mathbf{p}_{0}, \mathbf{p}_{1}\right)=\frac{2}{3}\left\|\mathbf{p}_{1}-\mathbf{p}_{0}\right\|+\left\|\mathbf{b}_{2}-\mathbf{b}_{1}\right\| . \tag{Ч.58}
\end{equation*}
$$

Note that a better approximation would be the average of the control polygon length and the Euclidean distance, but an overestimation is actually better suited when dealing with high-curvature areas.
Then, the geodesic projection $\mathbf{p}_{i}^{g}$ of a point $\mathbf{p}_{i}$ onto the tangent plane of $\mathbf{p}$ is the orthogonal projection moved such that the distance between $\mathbf{p}$ and $\mathbf{p}_{i}^{g}$ is equal to the geodesic distance between $\mathbf{p}$ and $\mathbf{p}_{i}$ :

$$
\begin{equation*}
\mathbf{p}_{i}^{g}=\mathbf{p}+\widetilde{g}\left(\mathbf{p}, \mathbf{p}_{i}\right) \frac{\mathbf{q}\left(\mathbf{p}, \mathbf{p}_{i}\right)-\mathbf{p}}{\left\|\mathbf{q}\left(\mathbf{p}, \mathbf{p}_{i}\right)-\mathbf{p}\right\|} . \tag{Ч.59}
\end{equation*}
$$

Compared to a simple orthogonal projection, the geodesic projection allows us to correctly sort neighbors in the 2D domain even in case of high curvature, as illustrated Figure 4.46b.

Finally, note that the construction by projection of a cubic Bézier curve interpolating two point normals is not always consistent. Indeed, as illustrated in Figure 4.45b, certain configurations of the positions and normals of the two boundary extremities yield to an inconsistency with respect to the normal's orientation (inside/outside). This situation occurs when the point $\mathbf{p}_{1}$ is inside the infinite cone of apex $\mathbf{p}_{0}$ and axis $\mathbf{n}_{0}+\mathbf{n}_{1}$ (Figure 4.45c). In this case, a specific (global) treatment could be applied in order to reestablish the normal consistency. However, this would mean that we try to reconstruct a highly undersampled surface from an $r$-sampling $\mathcal{P}^{0}$ with $r>2$ (see the definition in Section 4.1) and, hence, it is more natural to consider that the points $\mathbf{p}_{0}$ and $\mathbf{p}_{1}$ are not neighbors. Thus, we can add the following generic condition when constructing $\tilde{\mathcal{N}}(\mathbf{p})$ (Equation 4.54):

$$
\begin{equation*}
C_{\text {cone }}\left(\mathbf{p}_{0}, \mathbf{p}_{1}\right) \Leftrightarrow\left|\left(\mathbf{n}_{0}+\mathbf{n}_{1}\right)^{T} \frac{\mathbf{p}_{1}-\mathbf{p}_{0}}{\left\|\mathbf{p}_{1}-\mathbf{p}_{0}\right\|}\right|>1+\mathbf{n}_{0}^{T} \mathbf{n}_{1} . \tag{Ч.60}
\end{equation*}
$$

## Step 3: Fuzzy BSP Selection

The purpose of this last step is to select a pertinent one-ring neighborhood by applying a fuzzy BSP filtering on the set of points $\mathbf{p}_{i}^{g}, i \in \tilde{\mathcal{N}}(\mathbf{p})$. Here, the intuitive idea is to remove all neighbors that are strongly "behind" another one or slightly "behind" two others. Inspired from the BSP neighborhood [Pau03], the notion of fuzzy discriminant plane is defined by a badness value $w_{i j}$ stating to what extent the neighbor $\mathbf{p}_{i}$ is "behind" the neighbor $\mathbf{p}_{j}$ relatively to the current point $\mathbf{p}$ (see Figure 4.47). The value of $w_{i j}$ varies linearly from 0 to 1 as the angle $\beta_{i j}=\widehat{\mathbf{p} \mathbf{p}_{j}^{g} \mathbf{p}_{i}^{g}}$ varies from $\theta_{0}$ to $\theta_{1}$ :


Figure 4.47: Left: Computation of the badness value $w_{i j}$ between two points. The other pictures illustrate the blending of two fuzzy discriminant planes with different configurations. The gradient represents the badness value $w_{i}=w_{i, 0}+w_{i, 1}$ produced by the two points $\mathbf{p}_{0}$ and $\mathbf{p}_{1}$, at every point of the 2D space.

$$
\begin{equation*}
w_{i j}=\frac{\beta_{i j}-\theta_{0}}{\theta_{1}-\theta_{0}}, \tag{Ч.6ו}
\end{equation*}
$$

and computations are simplified using the following approximation:

$$
\begin{equation*}
w_{i j} \approx \frac{\cos \left(\beta_{i j}\right)-\cos \left(\theta_{0}\right)}{\cos \left(\theta_{1}\right)-\cos \left(\theta_{0}\right)} . \tag{Ч.62}
\end{equation*}
$$

The value $w_{i j}$ defines a scalar field where the isovalue $\left.v \in\right] 0,1[$ corresponds to a cone of angle $\theta_{0}(v-1)+\theta_{1} v$. In practice, these two angles must be chosen such that the isovalue 0.5 defines a cone with an angle greater than $\frac{\pi}{2}$ (i.e., $\frac{\theta_{0}+\theta_{1}}{2}>\frac{\pi}{2}$ ) in order to provide a sufficient flexibility to the selection. A typical choice is $\theta_{0}=\frac{3 \pi}{8}$ and $\theta_{1}=\frac{6 \pi}{8}$.

Next, these fuzzy discriminant planes must be combined two by two (Figure 4.47). Let Succ $_{i}$ (respectively, Pred $_{i}$ ) be the set of successors (respectively, predecessors) of the point $\mathbf{p}_{i}, i \in \tilde{\mathcal{N}}(\mathbf{p})$ such that Succ $_{i}=\left\{j \in \tilde{\mathcal{N}}(\mathbf{p}) \mid 0<\widehat{\mathbf{p}_{i}^{g} \mathbf{p} \mathbf{p}_{j}^{g}}<\pi\right\}$ (respectively, Pred $_{i}=$ $\left.\left\{j \in \tilde{\mathcal{N}}(\mathbf{p}) \mid-\pi<\widehat{\mathbf{p}_{i}^{g} \mathbf{p \mathbf { p }}}{ }_{j}^{g}<0\right\}\right)$. These definitions are illustrated Figure 4.48a. The badness value $w_{i}$, stating how the neighbor $\mathbf{p}_{i}$ is "behind" the whole neighborhood of $\mathbf{p}$, is computed for each neighbor $\mathbf{p}_{i}$. Then $w_{i}$ is the sum of the two maximal badness values involved by the successors and predecessor of $\mathbf{p}_{i}$ :

$$
\begin{equation*}
w_{i}=\max _{j \in \text { Succ }_{i}}\left(w_{i j}\right)+\max _{j \in \text { Pred }_{i}}\left(w_{i j}\right) . \tag{Ч.Б3}
\end{equation*}
$$

This blending of two fuzzy planes is illustrated in Figure 4.47. Finally, as soon as a neighbor $\mathbf{p}_{i}$ has a badness value $w_{i}$ greater than 1 it is removed from the neighborhood of $\mathbf{p}$ (Figure 4.48 b ) yielding the final one-ring neighborhood $\mathcal{N}(\mathbf{p})$ (Figure 4.48c):

$$
\begin{equation*}
\mathcal{N}(\mathbf{p})=\left\{i \mid i \in \tilde{\mathcal{N}}(\mathbf{p}), w_{i}<1\right\} . \tag{Ч.БЧ}
\end{equation*}
$$



Figure 4.48: (a) Definition of the successors and predecessors of the point $\mathbf{p}_{i}$. (b) Application of the fuzzy BSP filtering on the neighborhood of the point $\mathbf{p}$. (c) The filtered neighborhood of $\mathbf{p}$ implicitly defines a triangle fan. (d) Comparison with the original BSP neighborhoods.

Figure 4.48d compares the result of the classical BSP neighborhoods against the fuzzy approach.

## Symmetric Version

Note that a naturally symmetric version of the neighborhood can easily be obtained by avoiding the projection step (i.e., by taking $\mathbf{p}_{i}^{g}=\mathbf{p}_{i}$ ). On one hand, the symmetric property is very important for several operations, such as the analysis of the refinement procedure. On the other hand, avoiding the geodesic projection significantly reduces the robustness of the selection in case of low-sampling density or high curvature. A simple solution is to use the nonsymmetric version for the first difficult refinement steps and the symmetric one for the following steps.

### 4.5.3 REFINEMENT ALGORITHM

This section details the refinement of the current point $\mathbf{p}$ from its one-ring neighborhood $\mathcal{N}(\mathbf{p})$ computed with the method of the previous section. At this step, the neighbors $\mathbf{p}_{i}, i \in \mathcal{N}(\mathbf{p})$ are sorted by increasing angles of their projection $\mathbf{q}\left(\mathbf{p}, \mathbf{p}_{i}\right)$ onto the tangent plane of $\mathbf{p}$, so that this neighborhood implicitly forms a triangle fan around $\mathbf{p}$ (Figure 4.48d).

## $\sqrt{3}$ Interpolation

In order to provide a visually smooth interpolating surface, the interpolation power of Bézier triangles is combined with a $\sqrt{3}$ refinement strategy. In a $\sqrt{3}$ refinement strategy new points are inserted close to the center of the selected triangle. Next these
points are displaced onto a local smooth interpolating surface via the construction of a cubic Bézier triangle $\mathbf{B}(u, v)$ interpolating the three points and their normals (Figure 4.49a):

$$
\begin{equation*}
\mathbf{B}(u, v)=\sum_{i+j+k=3} \mathbf{b}_{i j k} \frac{3!}{i!j!k!} u^{i} v^{j} w^{k}, w=1-u-v . \tag{Ч.65}
\end{equation*}
$$

Given three points $\mathbf{p}_{0}, \mathbf{p}_{1}, \mathbf{p}_{2}$, and their respective normals $\mathbf{n}_{0}, \mathbf{n}_{1}, \mathbf{n}_{2}$, the nine control points $\mathbf{b}_{i j k}$ of the patch (Equation 4.65) are computed as follows:

1. The three extremities $\mathbf{b}_{300}, \mathbf{b}_{030}, \mathbf{b}_{003}$ are respectively $\mathbf{p}_{0}, \mathbf{p}_{1}, \mathbf{p}_{2}$.
2. The positions of the six boundary control points ( $\left.\mathbf{b}_{i j k}, i+j+k=3, i \neq j \neq k\right)$ only depend on the two extremities of their respective boundary and are computed in the same manner as for the cubic Bézier curves used to evaluate geodesic distances (see the previous section). For instance:

$$
\begin{equation*}
\mathbf{b}_{210}=\mathbf{p}_{0}+\frac{\left\|\mathbf{p}_{1}-\mathbf{p}_{0}\right\|}{3} \frac{\mathbf{q}\left(\mathbf{p}_{0}, \mathbf{p}_{1}\right)-\mathbf{p}_{0}}{\left\|\mathbf{q}\left(\mathbf{p}_{0}, \mathbf{p}_{1}\right)-\mathbf{p}_{0}\right\|}=\mathbf{p}_{0}+\mathbf{t}_{0,1} . \tag{Ч.ББ}
\end{equation*}
$$

3. The central point $\mathbf{b}_{111}$ is set to be close to quadratic polynomials by setting $b_{111}=\mathbf{c}+\frac{3}{2}(\mathbf{a}-\mathbf{c})$ where $\mathbf{c}$ is the center of gravity of the three input points and a is the average of the six boundary control points.

This construction varies from the one of Vlachos et al. [VPBM01] only in one point. The difference is that after projection, the boundary points $\mathbf{b}_{i j k}(i+j+k=3$,


Figure 4.49: (a) Construction of the control polygon of a cubic Bézier triangle interpolating three splats. (b) The "curved angle" between two point normals $\mathbf{p}_{i,}, \mathbf{p}_{i+1}$ relative to a third point $\mathbf{p}$ is specially useful for areas of high curvature. On this example there is a ratio of two between the geometric angle and the "curved angle."
$i \neq j \neq k)$ are displaced in order to avoid the introduction of flat area in the reconstructed surface, especially in areas of high curvature.

Therefore, the smoothing operator $\phi$ is defined as the displacement of the center of gravity onto the Bézier triangle. The position of the new point $\mathbf{p}_{\text {new }}$ is

$$
\begin{equation*}
\mathbf{p}_{\text {new }}=\frac{1}{3}\left(\mathbf{p}_{0}+\mathbf{p}_{1}+\mathbf{p}_{2}\right)+\phi\left(\mathbf{p}_{0}, \mathbf{p}_{1}, \mathbf{p}_{2}\right), \tag{Ч.67}
\end{equation*}
$$

where $\phi$ is the average of the six pseudotangent vectors:

$$
\begin{equation*}
\phi\left(\mathbf{p}_{0}, \mathbf{p}_{1}, \mathbf{p}_{2}\right)=\frac{1}{6} \sum_{i=0}^{2} \mathbf{t}_{i, i+1}+\mathbf{t}_{i, i+2} \tag{Ч.68}
\end{equation*}
$$

The normal of the new point is the cross product of the two tangent vectors at the center of the Bézier triangle ( $u=v=\frac{1}{3}$ ):

$$
\begin{align*}
& \frac{\partial \mathbf{B}}{\partial u}\left(\frac{1}{3}, \frac{1}{3}\right)=7\left(\mathbf{p}_{1}-\mathbf{p}_{0}\right)+\mathbf{b}_{120}-\mathbf{b}_{102}+\mathbf{b}_{012}-\mathbf{b}_{210}+2\left(\mathbf{b}_{021}-\mathbf{b}_{201}\right)  \tag{4.69}\\
& \frac{\partial \mathbf{B}}{\partial v}\left(\frac{1}{3}, \frac{1}{3}\right)=7\left(\mathbf{p}_{2}-\mathbf{p}_{0}\right)+\mathbf{b}_{102}-\mathbf{b}_{120}+\mathbf{b}_{021}-\mathbf{b}_{201}+2\left(\mathbf{b}_{012}-\mathbf{b}_{210}\right) .
\end{align*}
$$

Other attributes of the points, like the texture color, are simply linearly interpoled from the three initial points.

## Sampling Control

In order to avoid oversampling and/or redundancy, new points must not necessarily be inserted at the center of each triangle. Relevant new points are those that optimize the uniformity of the new neighborhood of $\mathbf{p}$ by taking into account the relative position of neighbors and the new points of $\mathcal{P}^{l+1}-\mathcal{P}^{l}$ already inserted. Thus, the challenge is to build a new neighborhood $\mathcal{N}^{\prime}(\mathbf{p})$ around $\mathbf{p}$, corresponding to one refinement step that must both fill holes and regularize the sampling.
First the set $\mathcal{N}^{\prime}(\mathbf{p})$ is initialized with the indices of the points of $\mathcal{P}^{l+1}$, which can be considered as newly inserted points; in other words, the points that are at a distance from $\mathbf{p}$ smaller than $\lambda r$ with $\lambda=1 / \sqrt{3}$ (Figures 4.50a and b). The value of $\lambda$ is set according to the scale factor of a $\sqrt{3}$ refinement in the regular case [Kob00].

The refinement of $\mathbf{p}$ is complete as soon as the maximal angle between two consecutive points of $\mathcal{N}^{\prime}(\mathbf{p})$ is smaller than a given threshold $\theta_{c}=\frac{\pi}{2}$. Hence, while $\mathcal{N}^{\prime}(\mathbf{p})$ is not complete, new points are inserted. To do so, three terms are defined (Figures 4.50b and c):

- $\mathcal{Y}(\mathbf{p})$ is the set of points already inserted that are sufficiently close to $\mathbf{p}$ but not close enough to be selected in $\mathcal{N}^{\prime}(\mathbf{p})$ :

$$
\begin{equation*}
\mathcal{Y}(\mathbf{p})=\left\{i \mid \mathbf{p}_{i} \in \mathcal{P}^{l+1} \mathcal{P}^{l}, \lambda r<\left\|\mathbf{p}_{i}-\mathbf{p}\right\|<r\right\} . \tag{Ч.7}
\end{equation*}
$$



Figure 4.50: Local refinement of the current point $\mathbf{p}$. (a) The neighborhood of the point $\mathbf{p}$ before its own refinement. Two of its neighbors have already been refined: new points are represented by squares. (b) Initialization of the new neighborhood $\mathcal{N}^{\prime}(\mathbf{p})$ (in green). (c) Selection of a point to insert. (d) The new neighborhood $\mathcal{N}^{\prime}(\mathbf{p})$ is complete.

- $\mathcal{D}(\mathbf{p})$ is the discard space avoiding oversampling and redundancy. It is the union of the spheres of radius $\frac{1}{2} \lambda r$ centered on the points of $\mathcal{Y}(\mathbf{p})$ :

$$
\begin{equation*}
\mathcal{D}(\mathbf{p})=\left\{\mathbf{x} \mid i \in \mathcal{Y}(\mathbf{p}),\left\|\mathbf{x}-\mathbf{p}_{i}\right\|<\frac{1}{2} \lambda r\right\} . \tag{Ч.7}
\end{equation*}
$$

- $\mathcal{L}(\mathbf{p})$ is the set of all possible new points; in other words, it is the set of points resulting from the application of the smoothing operator (Equation 4.68) on the center of gravity of all triangles of the implicit triangle fan formed by the sorted neighborhood $\mathcal{N}(\mathbf{p})$ :

$$
\mathcal{L}(\mathbf{p})=\left\{\left.\frac{1}{3}\left(\mathbf{p}+\mathbf{p}_{i}+\mathbf{p}_{i+1}\right)+\phi\left(\mathbf{p}, \mathbf{p}_{i}, \mathbf{p}_{i+1}\right) \right\rvert\, i \in \mathcal{N}(\mathbf{p})\right\} .
$$

The insertion procedure is the following:
While the neighborhood $\mathcal{N}^{\prime}(\mathbf{p})$ is not complete repeat.

1. Select the pair of consecutive points $\mathbf{p}_{j}, \mathbf{p}_{j+1}$ in $\mathcal{N}^{\prime}(\mathbf{p})$ forming the maximal angle (Figure 4.50b).
2. Select the new point in $\mathcal{L}(\mathbf{p})$ which best balances point sampling (Figure 4.50c). A good candidate is the point $\mathbf{p}_{k} \in \mathcal{L}(\mathbf{p})$ such that the minimum of the two angles $\widehat{\mathbf{p}_{j} \mathbf{p p}_{k}}$ and $\widehat{\mathbf{p}_{k} \mathbf{p}_{j+1}}$, is maximal.
3. If this point is not too close to an already inserted point (i.e., $\mathbf{p}_{k} \notin \mathcal{D}(\mathbf{p})$ ), then it is inserted in $\mathcal{P}^{l+1}$ and $\mathcal{N}^{\prime}(\mathbf{p})$. Otherwise no new point is inserted in $\mathcal{P}^{l+1}$ and
the closest point to $\mathbf{p}_{k}$ in $\mathcal{Y}(\mathbf{p})$ is inserted in $\mathcal{N}^{\prime}(\mathbf{p})$ (Figure 4.50d). Thus, if the samples are locally dense enough, no new point is inserted.

When this process terminates, the radius of the point $\mathbf{p}$ is updated according to its new neighborhood $\mathcal{N}^{\prime}(\mathbf{p})$. The new radius $r^{\prime}$ is set to the maximum distance between $\mathbf{p}$ and the points of $\mathcal{N}^{\prime}(\mathbf{p}): r^{\prime}=\max _{j \in \mathcal{N}^{\prime}(\mathbf{p})}\left(\left\|\mathbf{p}-\mathbf{p}_{j}\right\|\right)$ (Figure 4.50d). The radius $r_{j}$ of each new neighbor $\mathbf{p}_{j}, j \in \mathcal{N}^{\prime}(\mathbf{p})$ is set to the maximum of the four values: $r_{j},\left\|\mathbf{p}_{j}-\mathbf{p}\right\|$, $\left\|\mathbf{p}_{j}-\mathbf{p}_{j-1}\right\|$, and $\left\|\mathbf{p}_{j}-\mathbf{p}_{j+1}\right\|$.

However, the angle criterion used to determine whether the new neighborhood is complete or not can be irrelevant in case of local high curvature (i.e., when the angle between the normals of neighbors is too large). Hence, it is more relevant to use a new angle measure taking into account the ratio of the Euclidean distance and the geodesic distance between the two points. Following the geodesic distance approximation, the "curved-angle" $\tilde{\alpha}\left(\mathbf{p}, \mathbf{p}_{0}, \mathbf{p}_{1}\right)$ is defined as the sum of three angles taken along the control polygon of the boundary curve interpolating $\mathbf{p}_{0}, \mathbf{p}_{1}$ (Figure 4.49b):

$$
\begin{equation*}
\widetilde{\alpha}\left(\mathbf{p}, \mathbf{p}_{0}, \mathbf{p}_{1}\right)=\widehat{\mathbf{p}_{0} \mathbf{p} \mathbf{b}_{210}}+\widehat{\mathbf{b}_{210} \mathbf{p} \mathbf{b}_{120}}+\widehat{\mathbf{b}_{120} \mathbf{p} \mathbf{p}_{1}} . \tag{Ч.73}
\end{equation*}
$$

## Local versus Global Sampling Control

The strategy presented here uses the radius of the current point to locally equilibrate the sampling density. Therefore, an originally denser region will remain denser than another region after several refinement steps. A variant of this strategy is to use a global radius to control the sampling (i.e., the radius of the largest splats). This leads to a globally uniform sampling.

## Smoothness and Robustness

In order to evaluate the robustness of the refinement method, it has been tested on several irregularly downsampled models: for instance in Figure 4.51 the refinement algorithm is applied to 3,500 points randomly selected from a set of 150,000 points representing a statue of Isis. Figure 4.52 illustrates the use of the refinement on an especially large hole. To fill this hole only the radius of points has been adjusted such that they overlap the hole and the refinement algorithm has been applied several times. In this case the alternate refinement strategy leading to a global uniform sampling (see above) is especially useful. Figure 4.53 illustrates the usefulness of the "geodesic projection" and the "curved angle" on a highly undersampled area. In this example, the boundary of the David's eye exhibits holes if these tools are not used. Figure 4.54 illustrates the superiority in the reconstructed surface smoothness of the $\sqrt{3}$ refinement algorithm over the butterfly mesh-based interpolatory subdivision scheme [ZSS96] ( $C^{1}$ surface but with large oscillations) and a dyadic refinement method [GBP04](high-frequency oscillation artifacts). Even though some insights


Figure 4.51: Illustration of the smooth reconstruction capabilities of the $\sqrt{3}$-like refinement procedure on the Isis model irregularly sampled with 3,500 points (left). The right images focus on a particularly undersampled area; from top to bottom: the initial sampling, after four, then six refinement steps.


Figure 4.52: Illustration of the hole-filling capability of the refinement algorithm. A large hole in the David's hair is filled by adjusting the radius of boundary points such that they are greater than the hole and applying the refinement algorithm. The final image is obtained after eight refinement steps while the two others show intermediate steps.


Figure 4.53: Illustration of the usefulness of the geodesic projection and the curved angle. Left: If they are both disabled, high-curvature areas are not reconstructed (holes appear). The three other images are close views of the refinement process when the geodesic projection and curved angle are enabled. Then from left to right: The initial sampling, intermediate step, and final refinement step where the previous holes are smoothly reconstructed.


Figure 4.54: Right: The Igea model uniformly sampled by 600 points is refined to 150,000 points with various techniques. Then, from left to right. The butterfly (after a meshing step), a dyadic refinement of point clouds [GBP04], and the $\sqrt{3}$-like refinement. The last picture is rendered with reflexion lines showing normal and curvature variations.
are given in Guennebaud et al. [GBP05], the analysis of the limit surface continuity remains an open problem.

### 4.5.4 REFINEMENT OF SHARP FEATURES

So far, we have assumed that the initial point cloud represents a smooth manifold surface. In this section we show how to refine sharp creases and boundaries. A common
and efficient way to handle sharp creases with point-based geometry is to use clipped splats. Although clipped splats are sufficient for the rendering, geometry processing requires, in addition, that splats share the same center. Thus, in our case, a crease splat is a single point with two different normals and a corner splat has three different normals.

## Detection and Interpolation of Creases

Refining a crease requires first its detection and then its reconstruction. For the detection step, let us remind that the interpolating operator is based on the computation of tangent vectors $\mathbf{t}_{0,1}$ going from one point $\mathbf{p}_{0}$ toward another point $\mathbf{p}_{1}$ (Equation 4.56). Since points can now have multiple normals we have to distinguish three cases to construct $\mathbf{t}_{0,1}$ :

1. $\mathbf{p}_{0}$ has a unique normal: no change, $\mathbf{t}_{0,1}$ is obtained by projecting $\mathbf{p}_{1}$ onto the tangent plane of $\mathbf{p}_{0}$.
2. $\mathbf{p}_{0}$ has two normals $\mathbf{n}_{0}^{1}, \mathbf{n}_{0}^{2}$, and $\mathbf{p}_{1}$ that satisfy the following condition:

$$
\begin{equation*}
\left|\mathbf{v}_{0}^{T} \frac{\mathbf{p}_{1}-\mathbf{p}_{0}}{\left\|\mathbf{p}_{1}-\mathbf{p}_{0}\right\|}\right|>\cos \left(\theta_{\text {edge }}\right), \tag{Ч.74}
\end{equation*}
$$

where $\mathbf{v}_{0}$ is the tangent vector of the edge curve: $\mathbf{v}_{0}=\frac{\mathbf{n}_{0}^{1} \times \mathbf{n}_{0}^{2}}{\left\|\mathbf{n}_{0}^{1} \times \mathbf{n}_{0}^{2}\right\|}$. This condition defines a cone of apex $\mathbf{p}_{0}$, axis $\mathbf{v}_{0}$, and angle $\theta_{\text {edge }}$. This allows us to test whether the point $\mathbf{p}_{1}$ is on the crease or not. The choice for the value $\theta_{\text {edge }}$ actually depends on the status of $\mathbf{p}_{1}$. If $\mathbf{p}_{1}$ also represents an edge, then $\theta_{\text {edge }}$ is large in order to ensure the connection of edges (e.g., $\frac{3 \pi}{8}$ ). Otherwise, the crease must be extended only if $\mathbf{p}_{1}$ is very close to the edge, implying a small angle threshold (e.g., $\frac{\pi}{6}$ ).

In this case we take for:

$$
\mathbf{t}_{0,1}=\left\{\begin{array}{l}
\frac{1}{3}\left\|\mathbf{p}_{1}-\mathbf{p}_{0}\right\| \mathbf{v}_{0} \text { if } \mathbf{v}_{0}^{T}\left(\mathbf{p}_{1}-\mathbf{p}_{0}\right)>0  \tag{Ч.75}\\
-\frac{1}{3}\left\|\mathbf{p}_{1}-\mathbf{p}_{0}\right\| \mathbf{v}_{0} \text { otherwise. }
\end{array}\right.
$$

3. If $\mathbf{p}_{0}$ has two normals and the condition (Equation 4.74) is not satisfied, then the tangent vector $\mathbf{t}_{0,1}$ is computed by projecting $\mathbf{p}_{1}$ onto the two tangent planes of $\mathbf{p}_{0}$. The closest projection to $\mathbf{p}_{1}$ is selected to define $\mathbf{t}_{0,1}$. In this case, the edge will be blended with a smooth surface.

If $\mathbf{p}_{0}$ represents a corner (i.e., $\mathbf{p}_{0}$ has three different normals), the normal associated to the farthest tangent plane from $\mathbf{p}_{1}$ is simply ignored and the point is treated as in the case 2 or 3 . Then six possibilities remain for the construction of an interpolating curve between two points. From those, only three combinations (i.e., 2-2, 3-2, and


Figure 4.55: Illustration of the refinement of sharp features. The three combinations 2-2, 3-2, 1-2 are explicitly shown.

1-2) involve a sharp crease (see Figure 4.55). When an edge is detected between two points, it is reconstructed by a cubic Bézier curve B( $u$ ) built as in Equation (4.58) with the tangent vectors computed as shown above. When a new point is inserted on such a curve, its two normals must also be computed. However, a curve does not define a surface, and the only requirements are that these normals must be orthogonal to the tangent vector $\frac{\partial \mathrm{B}}{\partial u}(u)$ of the curve and that normals must smoothly vary from one extremity to the other. Hence, a reasonable solution is to linearly interpolate extremity normals and to take the closest orthogonal vectors to the curve (i.e., the projections of the interpolated normals onto the plane of normal $\left.\frac{\partial \mathrm{B}}{\partial u}(u)\right)$. For instance, the unnormalized normal $\mathbf{n}^{1}(u)$ of a point $\mathbf{B}(u)$ that corresponds to the extremity normals $\mathbf{n}_{0}^{1}$ and $\mathbf{n}_{1}^{1}$ is computed as follows:

$$
\begin{array}{r}
\widetilde{\mathbf{n}}^{1}(u)=(1-u) \cdot \mathbf{n}_{0}^{1}+u \cdot \mathbf{n}_{1}^{1} \\
\mathbf{n}^{1}(u)=\widetilde{\mathbf{n}}^{1}(u)-\widetilde{\mathbf{n}}^{1}(u)^{T} \frac{\partial \mathbf{B}}{\partial u}(u) \cdot \frac{\partial \mathbf{B}}{\partial u}(u) . \tag{Ч.76}
\end{array}
$$

## Application to the $\sqrt{3}$-like Refinement

However, since with a $\sqrt{3}$-like refinement strategy, new points are never directly inserted between two points, a particular attention must be paid. With the meshbased $\sqrt{3}$ subdivision scheme Kobbelt [Kob00] proposes the insertion of two vertices on each boundary and crease segment at each even refinement step only. Since no connectivity information is stored, after two refinement steps, the crease (or boundary) points will probably not be neighbors anymore so that no special treatment can
be applied between them, and the crease will not be reconstructed. Since we cannot wait for an even refinement step to detect and treat creases, the idea is to refine creases early. At each odd refinement step, two new points are inserted on each detected and reconstructed crease curve at respective positions $1 / 3$ and $2 / 3$. In order to avoid the modification of the neighborhood selection at the next refinement step (even step), such early inserted points are not taken into account in the neighborhood selection procedure. Note that boundaries can be handled in the same manner except that a boundary is detected only between two boundary points. Figure 4.56 shows an example of the refinement of sharp creases with a $\sqrt{3}$-like strategy.

### 4.5.5 IMPLEMENTATION AND APPLICATIONS

## Closest Point Query

As in a lot of point-based processing methods, a critical time-consuming part of the refinement is the closest points query necessary to compute the Euclidean neighborhood $\mathcal{N}_{r}(\mathbf{p})$ (Equation 4.51). To improve efficiency, points must be spatially sorted into a data structure, like a K-d-tree or a 3D grid, with a fine granularity (see also Section 4.4).

Moreover, the local refinement step of a single point $\mathbf{p} \in \mathcal{P}^{l}$ also requires us to find the closest points already inserted into $\mathcal{P}^{l+1}$ (to compute the sets $\mathcal{N}^{\prime}(\mathbf{p})$ and $\mathcal{Y}(\mathbf{p})$ ). Assuming that new points are sequentially inserted into a list of points, a solution is to associate to each point $\mathbf{p} \in \mathcal{P}^{l}$ the indices of the first and last new points inserted during its own refinement. These points are called the children of $\mathbf{p}$. Thus, the set of new points already inserted into $\mathcal{P}^{l+1}$ close to $\mathbf{p}$ is inferred from all children of all


Figure 4.56: Illustration of the refinement of creases.
neighbors $\mathbf{p}_{i}, i \in \mathcal{N}_{r}(\mathbf{p})$ of $\mathbf{p}$. This solution has the advantage that it naturally creates a hierarchy of bounding spheres (a radius is associated with each point) that is also used to perform efficient closest points queries with a very low memory consumption: only the first index (three bytes) and the number of children (one byte) are stored. In addition, the initial point set $\mathcal{P}^{0}$ has to be structured once with a classical static data structure (e.g., a K-d-tree). A closest points query around the current point $\mathbf{p}$ at a level $l$ is done by performing a recursive traversal of the bounding spheres hierarchy while the starting bounding spheres (points of the set $\mathcal{P}^{0}$ ) are found by performing a closest points query using the initial data structure.

## Progressive Rendering

A typical application of a refinement algorithm is real-time high-quality rendering. Here, the refinement procedure is used on top of a splatting technique to maintain a screen space splat size smaller than a given threshold (e.g., two pixels). The progressive rendering algorithm presented in Guennebaud [GBP04, GBP05] is an extension of classical multiresolution point-rendering systems (see Sections 4.5, 6.4, and 6.5). A typical scenario is to store points in a coarse hierarchical data structure allowing to select appropriate levels of detail according to the relative position of the view point. Now, if a node of the hierarchy is an insufficiently dense leaf, then this node is split and refined, yielding to the insertion of new points that are stored in a cache. The memory cache is managed by a "last recently used" strategy (i.e., outdated generated points are removed when the cache is full). Note that even though the data structure presented above already provides a dynamic and hierarchical partition of the point model, its granularity is much too fine to be suitable for efficient LOD selection. Hence, it is preferable to use a second coarse hierarchical data structure such as the dynamic tree presented in Guennebaud [GBP05].

Finally, in order to provide best performance, when the point cloud is relatively well sampled and/or after a few refinement steps, a lot of expensive operations of the refinement procedure can be safely optimized:

1. Approximate the "curved angle" by the simple geometric angle:
$\widetilde{\alpha}\left(\mathbf{p}, \mathbf{p}_{0}, \mathbf{p}_{1}\right) \approx \widehat{\mathbf{p}_{0} \mathbf{p} \mathbf{p}_{1}}$.
2. Approximate the geodesic distance by the Euclidean distance:
$\widetilde{g}\left(\mathbf{p}_{0}, \mathbf{p}_{1}\right) \approx\left\|\mathbf{p}_{1}-\mathbf{p}_{0}\right\|$.
3. Approximate the position of a new point by the center of gravity during the refinement process and apply the smoothing operator if and only if the new point is effectively inserted.

In practice, these optimizations allow to significantly improve the performance of the algorithm (by a speedup factor from 1.5 to 2 ).

### 4.5.6 CONCLUSION

Even though the refinements algorithm has been presented with a $\sqrt{3}$-like interpolatory refinement it is important to notice that several other strategies can be placed on top of the one-ring neighborhood selection (Figure 4.57). For instance, the smoothing operator can easily be replaced by an MLS projection operator (see


Figure 4.57: The Armadillo model (a) is downsampled to 10,000 points (b) and next upsampled with an MLS operator (c), the approximating $\sqrt{3}$ rules ( $d$ ), a hybrid interpolating/approximating $\sqrt{3}(e)$, and the interpolating $\sqrt{3}$-like refinement ( $f$ ).

Section 4.2 and Figure 4.57c). Note that, if the MLS operator is set to approximate rather than interpolate the point cloud, initial points must first be duplicated and projected onto the underlying MLS surface. The refinement is then used to sample the MLS surface defined by the initial point set and hence either a dyadic or a $\sqrt{3}$ insertion strategy is relevant. MLS projection operators require both a second larger neighborhood search and an orthogonal projection step reducing the reconstruction capabilities when handling low-sampling density in regions of high curvature.

Other interesting refinements are classical approximating subdivision schemes. Indeed, once the one-ring neighborhood is selected, subdivision rules of Loop's dyadic scheme [Loo87] or Kobbelt's $\sqrt{3}$ [Kob00] can easily be applied (Figure 4.57d). Since the selected triangle fans may overlap inconstantly we cannot yet guaranty the continuity of the limit surface. However, these subdivision schemes provide highly regular sampling and hence, in practice, after a few refinement steps the one-ring neighborhood selection behaves as if it were guided by an explicit connectivity.

Finally, hybrid strategies can also be employed. For instance, using the $\sqrt{3}$-like interpolating refinement strategy for the first steps followed by the approximating $\sqrt{3}$ for the last steps leads to a quasi-interpolating surface (Figure 4.57e). The main advantages over the pure interpolating strategy is that the surface is slightly smoother and the sampling more uniform.
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## 5 DIGITAL PROCESSING

## INTRODUCTION

This chapter is devoted to the digital processing of point-sampled models. It demonstrates the versatility of point sampled representations which combine the simplicity of conventional image editing operations with the power of advanced 3D modeling methods. Section 5.1 starts with a variety of preprocessing methods, such as model cleaning and filtering, that can be utilized to improve the quality of 3D scan data. More advanced 3D editing, such as rubber stamping and texturing, is presented in Section 5.2. This section also provides an overview of the core functionality of PointShop3D, an open-source software accompanying this textbook. The chapter concludes with advanced shape modeling operations like deformations and CSG, that will be discussed in Section 5.3.


### 5.1 PREPROCESSING AND FILTERING OF POINT MODELS

Tim Weyrich and Markus Gross

### 5.1.1 OVERVIEW

With growing demand for realism in computer graphics and interactive techniques, we experience a steady increase in the geometric complexity of digital 3D surface models. Ab initio design of such shapes thus becomes increasingly time consuming and expensive. Most designers, therefore, rely on 3D scanning devices to acquire complex digital models from real-world objects. Accurate 3D acquisition also plays an important role in reverse engineering, rapid prototyping, biomedicine, architecture, cultural heritage acquisition, or the entertainment industry.

This diversity in application fields is reflected in a great variety of 3D imaging techniques: CT and MRI scanners are widely used in medical and engineering applications to acquire volumetric representations of real-world objects. Optical devices, such as laser range scanners or structured-light scanners, are primarily employed for surface and appearance acquisition.

This latter class of scanning devices typically produces a dense set of surface points, where each point samples a 3D position and possible additional attributes, such as normal information, color, or material properties. A respective acquisition pipeline and an exemplary scanner setup have been described in Sections 3.1 and 3.2. Depending on the specific acquisition method, the acquired data usually contain a number of typical scanning artifacts as illustrated in Figure 5.1:

- Physical limitations of the sensor lead to noise in the acquired dataset. Sample points can also be corrupted by quantization or motion artifacts. The latter occur when the scanned object moves during the acquisition process, a common problem when scanning humans or animals.
- Multiple reflections and heavy noise can produce off-surface points (outliers).
- Holes and undersampling in the model surface occur due to occlusion, critical reflectance properties, constraints in the scanning path, or limited sensor resolution.
- Many scanners tend to create displaced geometry when the scanned object is textured.

The raw point-cloud data produced by the scanner thus need to be processed before subsequent modeling operations can be performed. Commercial scanners are usually equipped with rudimentary scan-cleaning software that uses built-in heuristics for


Figure 5.1: Typical artifacts of raw scanner data. Top row: Holes due to sensor restrictions, noise, outliers. Bottom row: Low sampling density due to gracing sensor views, low sampling density at delicate surface details, and holes due to critical reflectance properties.
outlier removal and noise reduction. These are often difficult to control as they are optimized for the specific scanner configuration.

More sophisticated data processing can only be applied by exporting the acquired surface model from the proprietary scanner software, typically in the form of a triangle mesh. However, if the aforementioned data imperfections have not been successfully removed from the dataset, the meshing process itself is fragile and can even introduce further artifacts. Therefore, postprocessing of scanned data should be performed directly on the acquired point cloud, before sophisticated surface reconstruction algorithms or advanced modeling operations are applied.

To this end, in Weyrich et al. [WPK ${ }^{+} 04$ ] we propose a purely point-based scancleaning toolbox, consisting of a selection of user-guided tools that address the different scanning artifacts mentioned above. These include an eraser tool, low-pass filters for noise removal, a set of outlier detection methods, and various resampling and hole-filling tools.

Since many scan artifacts are strongly coupled, these tools should be applied in an interleaved fashion. Identification of artifacts is difficult and often requires human interpretation. Therefore, user guidance is a necessary prerequisite to achieve optimal
results. All algorithms are specifically designed to support rapid feedback during an interactive scan-cleaning session.

The toolbox has been integrated as a plug-in into Pointshop3D, an open-source 3D editing tool for point-sampled surfaces [ZPKG02a, Poi]. In combination with a 3D scanning front end, the plug-in bridges the gap between 3D acquisition and high-level shape and appearance modeling, thus providing in a single application a complete point-based content creation pipeline (Figure 5.2).

The remainder describes the toolbox and its constituents. Section 5.1.2 discusses design criteria of the toolbox, while Section 5.1.3 presents the underlying techniques. Sections 5.1.4 and 5.1.5 present the resulting set of interactive tools. It is explained how the underlying techniques have been extended and combined to realize the different tools. The integration of the tools in a common user interface is presented.


Figure 5.2: Geometry cleaning bridges the gap between 3D acquisition and higherlevel modeling. We present an interactive cleaning toolbox implemented within Pointshop3D.

### 5.1.2 AN INTERACTIVE APPROACH

The central motivation of the toolbox has been to open up modeling techniques to be used for the cleaning of raw scan data. The modeling tools make extensive use of basic techniques (Section 5.1.3), which are well known in the point graphics community or adapted from triangle-based graphics, respectively.

The toolbox was designed to allow for the removal of typical scan artifacts, as depicted in Figure 5.1. In order to support an efficient scan-cleaning process, three design goals have been pursued:

1. Predictability: In order to allow a rapid workflow, it is important that each tool's effect is predictable under most circumstances. That is, if the user chooses a tool for a certain purpose, the outcome should meet the user's expectations.
2. Controllability: The range of application must be well controllable. Where possible, each tool should provide a set of parameters to tune its behavior.
3. Intuitive handling: The tools should rest upon intuitive editing metaphors. Any parameters should correspond to meaningful traits.

Following these criteria, the goal has been to make the tools as powerful as possible. However, making a tool powerful usually implies the use of higher-level automatisms, which are likely to fail when applied to raw scanner data. This would contradict predictability. Increasing the number of parameters to make the outcome more controllable would lead to an unintuitive handling.

Accordingly, the final set of tools comprises operations of different complexity (see Figure 5.3). Simpler, more robust tools allow for direct editing, especially in the presence of severe scanning artifacts. More complex and powerful tools can be applied at a later point in the scan-cleaning process, when a certain sampling quality has already been achieved.

In order to address controllability, all tools provide an exhaustive set of parameters that can be set using the user interface. Each tool comes with a set of reasonable default parameters.

For most of the tools it makes sense to apply them locally. Consequently, they are defined to work on a set of selected surfels.

Pointshop3D provides a selection mechanism. However, the Pointshop3D selection tool requires a well-sampled surface and cannot e.g., select scattered points, as they frequently appear in real-world scans. Hence, a volumetric brush has been introduced to facilitate the selection of surfels in areas where no properly sampled surface exists. The brush, box-shaped or ellipsoidal, can freely be moved in space, or, alternatively,


Figure 5.3: The toolbox contains tools of different complexity. Higher complexity goes with less interaction.
follow the object surface (see Figure 5.4). By resizing and rotating the brush, its shape can be adapted to the local object geometry.

The brush is designed to follow the object surface even in poorly sampled regions. This is achieved by analyzing the depth values of all surfels visible around the mouse pointer. The brush's depth is set to a robust mean of the different depth values.

All tools that support the volumetric selection can be applied to a set of surfels that were selected in a separate step. Alternatively, they are simultaneously applied to all points within the volumetric brush during navigation.

### 5.1.3 UNDERLYING TECHNIQUES

The presented toolbox internally utilizes a set of basic geometric modeling techniques. This section describes the respective techniques and explains their adaption to point clouds.


Figure 5.4: The volumetric brush. (a) A box-shaped selector following the object surface. (b) An ellipsoidal selector freely positioned in space.

## Search Data Structures

Dealing with point clouds, there is no explicit connectivity information. This means that all computations are based on spatial proximity between point samples instead of geodesic proximity between mesh vertices. In this section we present two data structures for fast nearest-neighbor searches and range queries. A more elaborate description of search data structures can be found in Section 4.4.

A very well-known search data structure is the K-d-tree (e.g., [Ben75, FBF77, AM93]). A K-d-tree can be searched efficiently in $O(\log n)$, while it takes time $O(n \log n)$ to build it. Therefore, and because it is costly to maintain a K-d-tree after an insertion, deletion, or displacement of points, it is suitable for static data only. If the same point is queried more than once, it might be useful to cache the neighbors. In this case, a nearest-neighbor graph is built, storing the nearest neighbors for each point.

For querying dynamic data a hash data structure similar to Teschner et al. [THM ${ }^{+} 03$ ] has been used. The coordinates of an arbitrary point in space are mapped to a cell. If the cell size is chosen smaller or equal to the maximal query range, all points within this range can be found by searching the adjacent cells to a query point (i.e., 27 cells have to be queried). Note that also $k$-nearest-neighbor queries can be performed efficiently if a maximal range can be given. However, while insertion of a point can be done in $O(1)$, querying takes $O(q)$, where $q$ is the maximum number of points in a cell. In practice, with a sufficient number of cells $q$ will be small.

## MLS Projection

To compute a smooth surface that approximates a set of scattered data points, Levin [Lev01a] introduced a projection operator based on moving least squares (MLS) optimization. Using this projection procedure, Alexa et al. [ $\left.\mathrm{ABCO}^{+} 01\right]$ presented a high-quality rendering algorithm for point set surfaces. An in-depth discussion of the MLS method is provided in Chapter 4. Because the MLS method is crucial for the following algorithms, we will briefly review it here.

Given an unstructured set of sample points, the MLS projection as used in the cleaning toolbox takes a point $\mathbf{x}$ in space and projects it onto a polynomial that locally approximates the underlying surface in the vicinity of $\mathbf{x}$. This polynomial is computed by first fitting a reference plane $H$ using weighted least squares optimization. The reference plane provides a local parameterization of the sample points, which is used in a second least squares fit to compute a bivariate polynomial approximation.

Both the computation of the reference plane and the polynomial use a radially symmetric Gaussian weight function $\omega_{i}=e^{-\left\|\mathbf{x}_{r}-\mathbf{p}_{i}\right\|^{2} / h^{2}}$, where $\mathbf{x}_{r}$ is the projected point of $\mathbf{x}$ onto $H$ and $h$ is a scaling factor. Since $\omega_{i}$ drops quickly with increasing distance, the least squares optimization is typically applied in a local neighborhood around the point of interest. The scaling factor $h$ can either be a global constant or proportional to local sample spacing, estimated from a $k$-neighborhood as described in Pauly et al. [PGK02a]. More details on the MLS method can be found in Section 4.2.

## Point Relaxation

In [Tur92], Turk uses particle simulation for resampling polygonal surfaces. Pauly et al. [PGK02a] adapted this method to point-sampled surfaces.

To achieve a uniform distribution of the particles, neighbored particles are let to repel each other. Every particle $\mathbf{p}$ exerts a force $\mathbf{f}_{i}(\mathbf{p})$ on its neighbored particles $\mathbf{p}_{i}$. The summation of all forces that act on a particle gives the resulting force. Finally, the new positions of the particles are computed by explicit Euler integration.

The presented work uses the same repulsion force $\mathbf{f}$ as in Turk and Pauly et al. [Tur92, PGK02a]:

$$
\begin{equation*}
\mathbf{f}_{i}(\mathbf{p})=k\left(r-\left\|\mathbf{p}-\mathbf{p}_{i}\right\|\right) \frac{\mathbf{p}_{i}-\mathbf{p}}{\left\|\mathbf{p}_{i}-\mathbf{p}\right\|}, \tag{5.1}
\end{equation*}
$$

where $k$ is a force constant and $r$ is the repulsion radius. For finding the nearest neighbors within the radius $r$ the hash data structure described above is used.

After each iteration, the particles are projected back onto the surface by applying the MLS projection described above. In the cleaning toolbox, the particle simulation
is performed locally for a selected region. To ensure that the selected surfels keep within this region, for each selected surfel its $n$-nearest neighbors are computed, and the neighbors that are not selected are added to a list. While these surfels repel the selected surfels, their positions are fixed.

### 5.1.4 OUTLIER REMOVAL

Erroneous points outside the object surface are outliers that have to be removed. However, it is hard to specify a general criterion to detect outliers, if the real object surface is unknown. Noise further complicates the detection of outliers. In many cases, the scan quality has to be judged by the user in order to tell a noisy surface point from an outlier.

Weyrich et al. [WPK $\left.{ }^{+} 04\right]$ developed an interactive tool for outlier removal incorporating the user into the outlier detection. The tool provides three outlier classification heuristics that have to be weighted by the user to obtain an appropriate classification (see Figure 5.5). Outliers are finally removed by applying a threshold to the resulting outlier classification.

The threshold can be chosen manually. Alternatively, it is automatically set to discard a certain percentage of the points. Outlier classification can be confined to the volumetric brush.

We now present the three underlying outlier criteria. All criteria deliver an estimator $\chi(\mathbf{p}) \in[0,1]$ assigning the likelihood for a point sample $\mathbf{p}$ to be an outlier. To prevent any bias from an intermediate surface representation, all criteria are based only on analysis of $\mathbf{p}$ 's $k$-nearest neighbors $\mathcal{N}_{k}(\mathbf{p})$.


Figure 5.5: Outlier classification. The three classifiers can be weighted using the depicted sliders. Probable outliers, scheduled for removal according to the resulting classification and a given threshold, are rendered in red.

## Plane Fit Criterion

An intuitive criterion is the point's deviation from a manifold approximating its neighbors. The plane fit criterion considers a plane $H$ that minimizes the squared distances to $\mathbf{p}$ 's neighbors:

$$
\begin{equation*}
\min _{H} \sum_{\mathbf{q} \in \mathcal{N}_{k}(\mathbf{p})} \operatorname{dist}(\mathbf{p}, H)^{2} \tag{5.2}
\end{equation*}
$$

(see Figure 5.6). Let $d$ be the distance of $\mathbf{p}$ to $H$, and $\bar{d}$ the mean distance of points from $\mathcal{N}_{k}(\mathbf{p})$ to $H$. The plane fit criterion is defined as

$$
\begin{equation*}
\chi_{\mathrm{pl}}(\mathbf{p})=\frac{d}{d+\bar{d}} . \tag{5.3}
\end{equation*}
$$

Normalization by $\bar{d}$ relates $d$ to possible noise and surface deviations.
Instead of $H$, it would be possible to use higher-order approximations of $\mathcal{N}_{k}(\mathbf{p})$. The plane fit criterion has been chosen to achieve a maximum of robustness.

## Miniball Criterion

A point comparatively distant to the cluster built by its $k$-nearest neighbors is likely to be an outlier. This observation leads to the following criterion.

For each point $\mathbf{p}$ consider the smallest enclosing sphere $S$ around $\mathcal{N}_{k}(\mathbf{p})$ [Wel91] (see Figure 5.7). $S$ can be seen as an approximation of the $k$-nearest-neighbor cluster. Comparing $\mathbf{p}$ 's distance $d$ to the center of $S$ with the sphere's diameter yields a measure for $\mathbf{p}$ 's likelihood to be an outlier. Consequently, the miniball criterion is defined as

$$
\begin{equation*}
\chi_{\mathrm{mb}}(\mathbf{p})=\frac{d}{d+2 r / \sqrt{k}} . \tag{5.Ч}
\end{equation*}
$$



Figure 5.6: The plane fit criterion compares p's distance $d$ to a least squares plane $H$ with the average distance of its neighbors to $H$. p's $k$-neighbors are denoted in blue.


Figure 5.7: The miniball criterion. A miniball $S$ approximates the cluster of $\mathbf{p}$ 's neighbors. The criterion compares $\mathbf{p}$ 's distance to $S$ with the diameter of the sphere.

Normalization by $\sqrt{k}$ compensates for the diameter's increase with increasing number of $k$-neighbors at the object surface.

## Nearest-neighbor Reciprocity Criterion

This criterion is based on the following observation: potential outliers draw their $k$-nearest neighbors from a larger vicinity than points in a well-sampled environment. In particular, a "valid" point sample $\mathbf{q}$ may be in the $k$-neighborhood of an outlier, but the outlier will most likely not be part of $\mathbf{q}$ 's $k$-neighborhood.

This relationship can be expressed by means of a directed graph $G$ of $k$-neighbor relationships (see Figure 5.8). Outliers are assumed to have a high number of unidirectional exitant edges (i.e., asymmetric neighbor relationships). Consequently the criterion considers the ratio between unidirectional and bidirectional exitant edges in $G$.

The unidirectional neighbors are defined as $\mathcal{N}_{k, \text { uni }}(\mathbf{p})=\left\{\mathbf{q} \mid \mathbf{q} \in \mathcal{N}_{k}(\mathbf{p}), \mathbf{p} \notin \mathcal{N}_{k}(\mathbf{q})\right\}$, while the bidirectional neighbors build a set $\mathcal{N}_{k, \text { bi }}(\mathbf{p})=\left\{\mathbf{q} \mid \mathbf{q} \in \mathcal{N}_{k}(\mathbf{p}), \mathbf{p} \in \mathcal{N}_{k}(\mathbf{q})\right\}$. The classifier is expressed as follows:

$$
\begin{equation*}
\chi_{\mathrm{bi}}(\mathbf{p})=\frac{\left\|\mathcal{N}_{k, \text { uni }}(\mathbf{p})\right\|}{\left\|\mathcal{N}_{k, \mathrm{bi}}(\mathbf{p})\right\|+\left\|\mathcal{N}_{k, \text { uni }}(\mathbf{p})\right\|}=\frac{\left\|\mathcal{N}_{k, \text { uni }}(\mathbf{p})\right\|}{k} . \tag{5.5}
\end{equation*}
$$

## Classification

The final outlier classification is computed using weights $w_{1}, \ldots, w_{3}, \sum_{i} w_{i}=1$, interactively defined by the user:

$$
\begin{equation*}
\chi(\mathbf{p})=w_{1} \chi_{\mathrm{pl}}(\mathbf{p})+w_{2} \chi_{\mathrm{mb}}(\mathbf{p})+w_{3} \chi_{\mathrm{bi}}(\mathbf{p}) . \tag{5.6}
\end{equation*}
$$



Figure 5.8: Nearest-neighbor graph. Depicted are the five nearest-neighbor relations for $\mathbf{p}$ and its five neighbors $\mathbf{q}_{0}, \ldots, \mathbf{q}_{4}$. Note that only $\mathbf{q}_{2}$ shares a reciprocal neighbor relationship with $\mathbf{p}$.

As all outlier criteria are based on the $k$-nearest-neighbor graph, $\chi_{\mathrm{pl}}, \chi_{\mathrm{mb}}$, and $\chi_{\mathrm{bi}}$ are computed once and cached during the computation of $\chi$.

Depending on the scanning technique, outliers may occur in small clusters. In this case, $\chi_{\mathrm{pl}}$ and $\chi_{\mathrm{mb}}$ tend to fail to detect the clustered outliers correctly. In order to make them suitable for clustered outliers, a maximum cluster size $l$ can be defined by the user. Subsequently, all $k$-nearest-neighbor queries will discard the first $l$ neighbors, returning the $(l+1)$-st to $(l+k)$-th neighbor instead. This effectively increases the robustness against clustered outliers while maintaining the basic functionality of the outlier criteria.

## Performance Evaluation

When applying the outlier removal tool, the three different elementary outlier criteria show to be differently suited depending on the situation (see Figure 5.9). The plane fit criterion is best suited to detect outliers in a noisy reconstruction of a smooth surface. It produces poor results around small features and creases, as the orientation of the fitted plane becomes instable. The miniball criterion proved to be more robust, even around high-frequency details, but in contrast to the plane fit criterion, it shows a poor outlier detection for points that hover close to a smooth surface.

In comparison with the previous two, the criterion based on nearest-neighbor reciprocity shows the most robust outlier classification. It is equally sensitive around smooth and detailed regions. However, it consistently yields erroneous outlier
classifications around manifold borders (see Figure 5.10). Obviously, each criterion is advantageous in different situations. The outlier removal tool allows us to confine the outlier detection to certain areas for the model and to weight the criteria according to the local situation.


Figure 5.9: Three different outlier classifiers. Potential outliers marked in red. (a) Raw scanned geometry. (b) Classification using the miniball criterion. (c) Plane fit criterion. (d) $k$-nearest-neighbor graph criterion. All criteria were thresholded to classify $7 \%$ of the surfels as outliers.


Figure 5.10: The nearest-neighbor outlier criterion performs poor around manifold borders.

### 5.1.5 HOLE FILLING AND SMOOTHING

After outliers have been removed, there is usually still inherent noise in the surface samples. Additional holes further complicate surface analysis and reconstruction.

Noise can be removed by applying a spatial low-pass filter to the 3D point data. Alternatively, noise can implicitly be handled during a surface reconstruction stage (see Sections 4.1 and 4.3). Alexa et al., Carr et al., and Ohtake et al. $\left[\mathrm{ABCO}^{+} 01, \mathrm{CBC}^{+} 01\right.$, $\mathrm{OBA}^{+} 03$ ] smooth surface by approximating the sample points. However, most automatic surface reconstruction algorithms fail in the presence of severe noise.

In the past, various hole-filling techniques have been proposed to address this problem. These methods mostly use implicit representations to define the underlying surface. Verdera et al. [VCBS03] extend image-inpainting techniques to 3D surfaces by solving anisotropic partial differential equations defined on the surface. Carr et al. $\left[\mathrm{CBC}^{+} 01\right]$ and Ohtake et al. $\left[\mathrm{OBA}^{+} 03\right]$ exploit the extrapolation properties of radial basis functions to fill regions of sparse sampling. Davis et al. [DMGL02] propose a method that applies a diffusion operator on the signed distance field of an incomplete triangle mesh.

The remainder of this section presents noise removal and hole-filling tools of the presented toolbox.

## MLS Smoother

Smoothing is an elementary editing operation. It can be used for noise reduction, to smooth out high-frequency details, such as small artifacts like spikes and ripples, or to soften creases created during the editing process. Various smoothing operators have been proposed, partly with feature-preserving properties.

Given the unpredictable quality of input data, it had been decided against locally adapting filters, as they still tend to amplify scanning artifacts. Instead, a simple, more robust filter based on MLS projection has been implemented, leaving the treatment of features to the user's control by confining the operation to the volumetric brush selection.

The MLS smoother tool works by shifting point positions toward the corresponding MLS surface. For each point $\mathbf{p}$, its MLS projection $\mathbf{p}^{\prime}$ is computed. A user-adjustable blending parameter $\alpha$ defines how far $\mathbf{p}$ is to be moved toward its "smoothed" position $\mathbf{p}^{\prime}$. The point is finally set to

$$
\begin{equation*}
\mathbf{p}_{\text {smoothed }}=(1-\alpha) \mathbf{p}+\alpha \mathbf{p}^{\prime} . \tag{5.7}
\end{equation*}
$$

An associated normal is filtered analogously, blending the original normal with the normal of the MLS surface. Parameterization of the MLS kernel function, as
described in Section 5.1.3, allows the user to adjust the depth-pass characteristic of the MLS projection.

An additional user parameter $D$ allows to attenuate the tool's effect toward the selection border. Within distance $D$ to the border, $\alpha$ is weighted by a blending polynomial to vanish at the border. A point's distance to the border is defined as the distance to its nearest neighbor outside the selection.
$\alpha$ is usually set to values within $[0,1]$, corresponding to strong or no smoothing, respectively (see Figure 5.11b). Alternatively, following the concept of USM filtering [Jai89], one may set $\alpha$ to negative values, corresponding to a detail (and noise) enhancement (see Figure 5.11c). This is a useful feature, however, for larger absolute values of $\alpha$, surface self-penetration can occur.


Figure 5.11: The MLS smoother tool. (a) Fine surface details. (b) Smoothing with $\alpha=0.8$. (c) Detail enhancement for $\alpha=-0.75$.

(a)

(b)

(c)

Figure 5.12: Selective noise removal using the MLS smoother. (a) Noisy input surface. (b) Smoothing of a subset of surfels, excluding high-frequency details. (c) Subsequently, global smoothing of the model.

## Point Relaxation

Scanned models may contain regions of uneven point distribution. While some editing operations may change the point distribution directly, raw scan data will be unevenly sampled wherever point samples are missing due to scanning artifacts. Merging of depth maps also produces an uneven point distribution. Most applications, however, would benefit from a uniform distribution of the surfels.

To achieve an even distribution of the surfels a particle simulation as described in Section 5.1.3 is employed. The attributes of the relaxed surfels, such as the color, are interpolated from the attributes of the $k$-nearest original surfel neighbors.

The particle simulation can also be used to close small holes, as the repelling force will distribute the surfels over uncovered areas.

## MLS Spray Can

Complementary to an eraser tool for point removal, the MLS spray can tool was introduced in order to fill small holes in the geometry. It randomly creates points inside the brush volume and projects them onto the MLS surface in the brush's vicinity.

A projected point $\mathbf{p}$ is added to the surface whenever the surrounding splat coverage is below a certain threshold. The local coverage is estimated by determining the ratio between the average distance $\bar{d}$ of $\mathbf{p}$ to its $k$-neighbors and the mean splat radius $\bar{r}$ of its neighbors. $\mathbf{p}$ is added if

$$
\begin{equation*}
\frac{\bar{r}}{\bar{d}}<1 . \tag{5.8}
\end{equation*}
$$

Consequently, the MLS spray can relies on valid splat radii. When importing a model, initial splat radii are computed using a local surface analysis as proposed in Pauly [Pau03], based on a Voronoi diagram of the point cloud (see also Section 4.1.2).

If a new point is added to the surface, its normal is adopted from the MLS surface. All other surfel attributes (e.g., color and reflectance properties) are determined by interpolating attributes from neighboring surfels.

Application of the spray can tool may result in a roughly uniform point distribution (see Figure 5.14 later). Eventually, the point distribution has to be relaxed using the point relaxation tool.

## Volumetric Diffusion

While the MLS spray can tool introduced above is very effective for filling small holes, it still remains a tedious process to create a complete watertight model when larger and more complex holes occur in the acquired point cloud. This is frequently the
case, however, as line-of-sight constraints, difficult surface reflectance properties, or extensive noise and outlier removal, can lead to a highly incomplete representation of the model surface (see also Figure 5.16 later). As previously stated, many automatic hole-filling algorithms exist.

We extend the volumetric diffusion method by Davis et al. [DMGL02] to pointsampled models by replacing the distance field estimation of Davis et al. [DMGL02] by an MLS projection step as proposed in Pauly et al. [PKKG03]. The distance field is computed on a regular 3D grid that encloses the model surface (see Figure 5.13a). At each grid point we compute the signed distance to the MLS surface defined by the given input point set. To efficiently represent this volumetric grid an octree data structure similar to Frisken and Perry [FP03b] is used. This method makes use of binary location codes to address octree cells, allowing for fast point location and efficient neighborhood queries.

Memory and computation costs are further reduced by only representing the distance field in a narrow band around the surface, similar to level-set methods [OS88]. Holes in the distance field are detected using the classification method of Davis et al. [DMGL02]. Distance values on the boundary of holes can then be extrapolated by applying an iterative convolution operator until all holes of a userspecified size are filled. More details on this diffusion process can be found in Davis et al. [DMGL02].


Figure 5.13: Volumetric diffusion. (a) Slices of the distance volume reveal the narrow band. (b) The user interface of the automatic hole-filling tool allows us to fine-tune the algorithm. The volumetric representation can be previewed before surface reconstruction.

To convert the distance field back to an explicit point-sampled representation the tool either applies a contouring method similar to marching cubes [LC87], or uses a particle simulation as described in Section 5.1.3. In the latter case, the MLS projection that keeps the particles on the surface is replaced by a projection based on gradient descent that moves particles to the zero-set of the signed distance field. Normals of the newly generated points can also be directly estimated from the distance field gradient.

The user interface supports fine-tuning of the algorithm (see Figure 5.13b). Though, using the default parameters, the automatic hole-filling tool is robust and easy to use.

## Performance Evaluation

The hole-filling and smoothing tools have extensively been used to clean various models acquired with different scanning technologies. They have been used with models acquired by a CyberWare laser range scanner, a single-shot structured-light scanner by 3Q Technologies Ltd., and a phase-shift structured-light scanner similar to the system presented in Section 3.2. This section shows some exemplary situations as they occur during the model-cleaning process.

The general experience is that the simpler, more interactive tools are typically used at the beginning of the cleaning process, whereas the more complex, semi-automatic tools are applied toward the end of the procedure.

It turns out that the simpler tools are often used in combinations to achieve a desired effect. Figure 5.14 shows how the MLS spray can tool and point relaxation are used to manually fill a hole in a surface.

A similar combination can be used to remove undesired bumps from a surface. Figure 5.15 shows how the eraser, the MLS spray, point relaxation, and the MLS smoother work together to remove a bump from a surface.


Figure 5.14: Manual hole filling using the MLS spray can tool. (a) A poor scan of a computer mouse, containing a hole in the surface. ( $b$ and $c$ ) Gradually filling the hole using the MLS spray can. (d) Point relaxation improves the point distribution. (e and $f$ ) Versions of $(c)$ and ( $d$ ) with reduced splat radii to reveal the point distribution.

In combination with the selection tool, the MLS smoother can also be used to smooth selected surface parts while preserving details (see Figure 5.12).

The robustness of the automatic hole-filling tool has been tested using a structuredlight scan of a furry toy reindeer (see Figure 5.16). Fur is one of the most difficult materials to be scanned with optical methods. Consequently, the scan shows severe noise and a lot of outliers. Outlier removal leads to a very sparse object


Figure 5.15: Removal of an undesired bump. (a) Close-up of the original data. (b) The eraser is used to stamp out a hole. (c) Using the MLS spray can, the hole is filled. (d) Point relaxation redistributes points. (e) Locally applying the MLS smoother, attenuating its strength toward the border of the hole. Note the smooth transition of the novel surface to the noisy surrounding.


Figure 5.16: Robustness of the volumetric diffusion tool. (a) The furred object surface produces severe noise and outliers. (b) After the outlier removal, only little object points are left. (c) The volumetric diffusion tool still reconstructs a watertight model.


Figure 5.17: Egyptian sculpture scanned at the British Museum. (a) Input scan with varying sampling density. (b) Application of the volumetric diffusion tool.
reconstruction. However, as shown in Figure 5.16, the hole-filling tool is still capable of producing a watertight model. Only above the top of the model, the volumetric diffusion had to be constrained in order to get a closed surface.

Figure 5.17 shows an application of the automatic hole-filling tool to a scan with largely varying sampling density. The model has been scanned by Insight [INS] at the British Museum, London.

### 5.1.6 CONCLUSION

In this section we presented a cleaning toolkit for the postprocessing of raw scanner data. It is entirely based on point-based modeling techniques, which are given at hand in the form of simple, interactively controllable tools. We introduced the underlying techniques and discussed the design principles leading to the presented set of tools.

The tools include an eraser tool, low-pass filters, and various resampling and hole-filling tools. We propose three different outlier criteria that are incorporated in an outlier detection tool. An adaption of the volumetric diffusion algorithm to point-sampled data is used to build an automatic hole-filling tool.

We evaluated the toolbox, cleaning various objects acquired with different scanner technologies. It proves to be versatile and well adaptable, as the tools can interactively be recombined depending on the situation. Most operations are robust against sampling artifacts and do not impose any topological constraints on the data. Future experiences will show whether the toolbox has to be extended. Possible extensions may be additional filter tools or the integration of texture synthesis into the MLS
spray can. As a Pointshop3D plug-in the toolbox rounds off a point-based workflow for the processing of scanned 3D surface data. The plug-in is part of the accompanying CD-ROM.

### 5.2 3D EDITING AND PAINTING

## Matthias Zwicker and Martin Wicke

### 5.2.1 OVERVIEW

In this section we show how to generalize 2 D photo editing to make it amenable to 3D point-sampled geometry. A point-based system for surface painting and editing, such as Pointshop3D [ZPKG02b], is aimed at similar applications as commercial 3D content-creation tools based on polynomials [Ali01], triangle meshes [ABL95, Rig01], implicits [Ped95, PF01], or images [OCDD01]. However, by generalizing 2D image pixels toward 3D surface pixels (or surfels [ST92, PZvBG00]), we strive to combine the simplicity and effectiveness of 2D photoprocessing with the functionality of 3D geometry-based painting and editing.

The main challenges to the design of point-based 3D photo-editing tools are the absence of local topology in combination with the irregularity of the sampling patterns in point-based surfaces. We identify two key ingredients required for overcoming these difficulties: interactive parameterization and dynamic resampling. For instance, distortion minimal retexturing or surface carving both demand a flexible parameterization of the point cloud. In addition, points discretize geometry and appearance attributes at the same rate. Thus, fine-grain surface detail embossing of an existing object with a high-resolution depth map can lead to heavy aliasing and requires a dynamic adaptation of the sampling rate.

Our editing framework originates from the motivation to provide a wide range of editing and processing techniques for point-sampled 3D surfaces, similar to those found in common photo-editing tools for 2D images. To give an overview of our system we will first describe a typical photo-editing operation on an abstract level. Then we will explain how these concepts can be transferred to surface editing, commenting on the fundamental differences between images and surfaces. This will serve as a motivation for the techniques and algorithms described in the following sections.

A 2D image can be considered a discrete sample of a continuous image function, which contains image attributes such as color or transparency. Implicitly, the discrete image always represents the continuous image, and image-editing operations
are performed directly on the discrete image. The continuous function can be computed using a reconstruction operator whenever necessary. We describe a general image-editing operation as a function of an original image and a brush image. The brush image is used as a general tool to modify the original image. Depending on the considered operation, it may be interpreted as a paintbrush or a discrete filter, for example.

The editing operation involves the following steps. First, we need to specify a coordinate transformation, or a parameterization, that aligns the image with the brush. For example, the parameterization can be defined as the translation that maps the pixel at the current mouse position to the center of the brush. Next, we have to establish a common sampling grid for the image and the brush, such that there is a one-to-one correspondence between the discrete samples. This requires a resampling operation that first reconstructs the continuous image function and then samples this function on the common grid. Finally, an editing operation combines the image samples with the brush samples using the one-to-one correspondence established before.

Our goal is now to generalize this procedure to irregular point-sampled surfaces, as illustrated in Figure 5.18. Formally, we do this by replacing the discrete image by a point-based surface. As summarized in Table 5.1, each point stores appearance attributes, including color, transparency, or material attributes, and shape attributes, such as position and normal. Let us now consider what effects the transition from images to surfaces has on the individual operations involved in the editing procedure.

## Parameterization

For photo editing, the parameter mapping from brush to image coordinates is usually specified by a simple, global 2D to 2D affine mapping, for example, as a combination of translation, scaling, and rotation. Mapping a manifold surface onto a 2 D domain is much more involved, however. In a 3 D editing system, the user interactively selects subsets, or patches, of the surface that are parameterized on the fly, as described in Section 5.2.3. In general, such a mapping exhibits distortions that cannot be avoided completely. Hence we propose an efficient method that automatically minimizes these distortions, and at the same time lets the user intuitively control the mapping.

## Resampling

Images are usually sampled on a regular grid, hence signal-processing methods can be applied directly for resampling. However, the sampling distribution of surfaces is in general irregular, requiring alternative methods for reconstruction and sampling. We apply a scattered data approximation approach for reconstructing a continuous


Figure 5.18: Overview of the framework for point-based surface editing.
function from the samples, as described in Section 5.2.4. We also present a technique for resampling our modified surface function onto irregular point clouds. A great benefit of our approach is that it supports adaptive sampling (i.e., works on a dynamic structure). This allows us to concentrate more samples in regions of high textural or geometric detail, while smooth parts can be represented by fewer samples.

Table 5.1: Attributes of 3D Surface Points.

| Attribute | Abbreviation |
| :--- | :---: |
| Position | $\mathbf{p}_{i}$ |
| Normal | $\mathbf{n}_{i}$ |
| Color | $\mathbf{c}_{i}$ |
| Transparency | $\alpha_{i}$ |
| Material properties | $\mathbf{m}_{i}$ |

## Editing

Once the parameterization is established and resampling has been performed, all computations take place on discrete samples in the 2D parameter domain. Hence, we can apply the full functionality of photo-editing systems for texturing and texture filtering. However, since we are dealing with texture and geometry, the scope of operations is much broader. Additional editing operators include sculpting, geometry filtering, and simplification. As will be described in Section 5.2.5, all of these tools are based on the same simple interface that specifies a tool by a set of bitmaps and few additional parameters. For example, a sculpting tool is defined by a 2D displacement map, an alpha mask, and an intrusion depth.

### 5.2.2 INTERACTION MODES

We propose two user interaction schemes to manipulate the appearance attributes of a point-sampled model: brush interaction and selection interaction.

## Brush Interaction

In the brush interaction mode the user moves a brush device over the surface and continuously triggers editing events, such as painting operations. The brush is positioned using the mouse cursor and aligned with the surface normal at the current interaction point. In terms of the editing framework described above, this means that the parameterization is continuously and automatically recomputed and resampling is performed for each editing event. A complete editing operation is then performed using a fixed brush image. Brush interaction is illustrated in Figure 5.19.

## Selection Interaction

Here the user first selects a subset of the surface called a patch. He then defines the parameter mapping by imposing correspondence constraints for a set of feature


Figure 5.19: Brush interaction: (a) brush movement, (b) parameterization by orthogonal projection onto the brush plane, and (c) painted surface. This figure is from Pauly's thesis [Pau03].


Figure 5.20: Selection interaction: (a) feature points in the parameter domain, (b) corresponding feature points on the selected surface patch, and (c) textured surface. This figure is from Pauly's thesis [Pau03].
points. Based on this fixed parameterization, various editing operations can be applied. Hence parameterization and resampling operators are evaluated once, while different editing operators can be applied successively to the selected patch. Selection interaction is illustrated in Figure 5.20.

### 5.2.3 SURFACE PARAMETERIZATION

This section describes two different methods to compute a parameterization for a point-sampled surface patch. The two approaches correspond to the two interaction schemes defined above. For brush interaction the parameter mapping will be
computed by a simple orthogonal projection (Figure 5.19), while an optimization method is applied for computing a constrained minimum distortion parameterization for selection interactions (Figure 5.20).

## Parameterization by Projection

A simple method for computing a parameter mapping is to project the sample points orthogonally onto a plane that represents the parameter domain. This plane can either be specified by the user, or computed automatically according to the distribution of the sample points (e.g., as a least squares fit). Using covariance analysis (see Section 4.2), the normal vector of the parameter plane would then be chosen as the eigenvector of the covariance matrix with smallest corresponding eigenvalue. In general, such a mapping will exhibit strong distortions and discontinuities, leading to inferior editing results as shown in Figure 5.21a. However, if the surface patch is sufficiently small, distortions will be small too and no discontinuities will occur. Thus, orthogonal projection is a suitable parameterization method for brush interactions, where the parameter plane is defined by the surface normal at the tool cursor and the surface patch is defined by the projection of the brush onto the surface.

## Constrained Minimum-distortion Parameterization

Often a user desires to perform sophisticated texturing operations, such as mapping the image of a human face onto a point-based surface of a different face. To obtain an intuitive mapping, a user needs to be able to specify the correspondence of


Figure 5.21: Parameterization by orthogonal projection is not suitable for large patches (a). The distortion visualization (b) exhibits large distortions. We color-code the first derivative, or the stretch, of the parameterization. Red corresponds to maximum, blue to minimum stretch. This figure is from Pauly's thesis [Pau03].
feature points. For example, the tip of the nose in the image should be mapped onto the tip of the nose on the surface, etc. In this section, we present a parameterization algorithm that respects user-specified feature correspondences while simultaneously minimizing distortions [Lev01b, ZPKG02b]. It is based on an optimization approach using an objective function that penalizes both correspondence errors and distortions. By discretizing the objective function we obtain a system of linear equations that can be solved efficiently using conjugate gradient methods.

Objective Function We define a continuous parameterized surface by a mapping

$$
\begin{equation*}
P: \Omega \rightarrow S_{P} \subset \mathbb{R}^{3}, \tag{5.9}
\end{equation*}
$$

where $\Omega=[0,1] \times[0,1]$ is the parameter domain. The mapping $P$ is called a parameterization of the surface. For each parameter value $\mathbf{u}=(u, v) \in \Omega$ it determines a point

$$
\begin{equation*}
\mathbf{p}=P(\mathbf{u})=(x(\mathbf{u}), y(\mathbf{u}), z(\mathbf{u}))^{T} \in \mathcal{S}_{P} \tag{5.10}
\end{equation*}
$$

on the surface $S_{P}$. We will also use the inverse mapping $U=P^{-1}$, which assigns parameter coordinates $\mathbf{u}$ to each point on the surface $\mathbf{p} \in S_{P}$. We measure the distortion of the parameter mapping using an energy functional

$$
\begin{equation*}
C_{\text {dist }}(P)=\int_{\Omega} \gamma(\mathbf{u}) d \mathbf{u} . \tag{5.11}
\end{equation*}
$$

Here, $\gamma(\mathbf{u})$ is defined as the integral of the squared second derivative of the parameterization in each radial direction at a parameter value $\mathbf{u}$ :

$$
\begin{equation*}
\gamma(\mathbf{u})=\int_{0}^{2 \pi}\left(\frac{\partial^{2}}{\partial r^{2}} P_{\mathbf{u}}(\theta, r)\right)^{2} d \theta, \tag{5.12}
\end{equation*}
$$

where we express the parameterization locally in polar coordinates:

$$
P_{\mathbf{u}}(\theta, r)=P\left(\mathbf{u}+r\left[\begin{array}{c}
\cos (\theta)  \tag{5.13}\\
\sin (\theta)
\end{array}\right]\right) .
$$

If $\gamma(\mathbf{u})$ vanishes, the parameterization is arc length preserving (i.e., it defines a polar geodesic map at u [O'N66, WW94]).

A user obtains fine control over the parameterization by specifying a set $\mathcal{M}$ of feature correspondences, such that a point $\mathbf{p}_{j}$ of the point cloud corresponds to a
location $\mathbf{u}_{j}$ in the parameter domain for $j \in M$. We incorporate these constraints using a second energy functional:

$$
\begin{equation*}
C_{f t}(P)=\sum_{j \in M}\left(P\left(\mathbf{u}_{j}\right)-\mathbf{p}_{j}\right)^{2} \tag{5.14}
\end{equation*}
$$

We combine the two cost functions $C_{d i s t}$ and $C_{f i t}$ into the objective function

$$
\begin{equation*}
C(P)=C_{f i t}(P)+\beta \cdot C_{d i s t}(P) \tag{5.15}
\end{equation*}
$$

where the parameter $\beta$ allows the user to control the relative weight of the fitting error and the distortion energy. We obtain the desired parameterization by computing the minimum of the objective function. This requires the discretization of the continuous formulation in Equation (5.15), which we describe next.
Discrete Formulation Given a surface patch with points $\left\{\mathbf{p}_{i}\right\}$, our goal is to assign to each point $\mathbf{p}_{i}$ a parameter coordinate $\mathbf{u}_{i}$, such that the objective function is minimized. This means we are solving for the unknown discrete mapping $U: \mathbf{p}_{i} \mapsto \mathbf{u}_{i}$, hence, we reformulate Equation (5.15) by substituting the unknown $P$ for its inverse $U$. For discretization of the distortion energy we construct piecewise linear parameterizations along a set of normal sections as shown in Figure 5.22.
We approximate the second derivatives in Equation (5.12) as the difference of the first derivatives between two neighboring segments on the normal section.


Figure 5.22: Normal section for discretizing second derivatives.

In addition, the integral is replaced by a sum over the normal sections. This yields the discrete objective function

$$
\begin{equation*}
\tilde{C}(U)=\sum_{j \in M}\left(\mathbf{p}_{j}-\mathbf{u}_{j}\right)^{2}+\beta \sum_{i=1}^{n} \sum_{l \in N_{i}}\left(\frac{d U\left(\mathbf{p}_{i}\right)}{d \mathbf{v}_{l}}-\frac{d U\left(\mathbf{p}_{i}\right)}{d \tilde{\mathbf{v}}_{l}}\right) \tag{5.16}
\end{equation*}
$$

where $n$ is the number of points in the patch, $N_{i}$ specifies the set of normal sections, and $\mathbf{v}_{l}$ and $\tilde{\mathbf{v}}_{l}$ are unit vectors on the surface representing the two segments of the normal section.

Derivatives Along Normal Sections We compute the derivatives along the normal sections $d U\left(\mathbf{p}_{i}\right) / d \mathbf{v}_{l}$ and $d U\left(\mathbf{p}_{i}\right) / d \tilde{\mathbf{v}}_{l}$ as illustrated in Figure 5.22. At each point $\mathbf{p}_{i}$, we collect a set $N_{i}$ containing the indices of its $k$-nearest neighbors, typically $k=9$. For each neighbor $\mathbf{p}_{l}, l \in N_{i}$, we define a normal section as the plane $\Phi$ that is given by the normal $\mathbf{n}_{i}$ at $\mathbf{p}_{i}$ and the vector $\mathbf{v}_{l}=\mathbf{p}_{i}-\mathbf{p}_{l}$. We then find two points and $\mathbf{p}_{\alpha}$ and $\mathbf{p}_{\beta}, \alpha, \beta \in N_{i}$, such that the angles between $\mathbf{v}_{\alpha}=\mathbf{p}_{\alpha}-\mathbf{p}_{i}$ and $\mathbf{v}_{\beta}=\mathbf{p}_{\beta}-\mathbf{p}_{i}$ and the plane $\Phi$ are minimal. In addition, the angles between $\mathbf{v}_{l}$ and $\mathbf{v}_{\alpha}$, and between $\mathbf{v}_{l}$ and $\mathbf{v}_{\beta}$ need to be bigger than $90^{\circ}$. If we cannot find two points that satisfy these criteria, the normal section crosses the boundary of the patch, and we ignore it. This procedure is sufficient to handle patches with boundaries. Next, we compute the intersection line of the plane $\Phi$ and the plane given by $\mathbf{p}_{i}, \mathbf{p}_{\alpha}$, and $\mathbf{p}_{\beta}$ (see Figure 5.22 ), which we call $\tilde{\mathbf{v}}_{l}$.

The derivative of the parameterization along $\mathbf{v}_{l}$ is simply

$$
\begin{equation*}
\frac{d U\left(\mathbf{p}_{i}\right)}{d \mathbf{v}_{l}}=\frac{\mathbf{u}_{i}-\mathbf{u}_{l}}{\left\|\mathbf{v}_{l}\right\|} \tag{5.17}
\end{equation*}
$$

Likewise, we compute the derivative along $\tilde{\mathbf{v}}_{l}$ by assuming a piecewise linear mapping on the triangle defined by the points $\mathbf{p}_{i}, \mathbf{p}_{\alpha}, \mathbf{p}_{\beta}$. This leads to a linear expression of the form

$$
\begin{equation*}
\frac{d U\left(\mathbf{p}_{i}\right)}{d \tilde{\mathbf{v}}_{l}}=a_{i} \mathbf{u}_{i}+a_{\alpha} \mathbf{u}_{\alpha}+a_{\beta} \mathbf{u}_{\beta} \tag{5.18}
\end{equation*}
$$

where the coefficients $a_{i}, a_{\alpha}, a_{\beta}$ are determined by the points $\mathbf{p}_{i}, \mathbf{p}_{\alpha}, \mathbf{p}_{\beta}$, as presented in detail in the papers by Levy and Mallet [LM98, Lev01b] and in Zwicker's thesis [Zwi03].

Nested Iteration Least Squares Solver The discrete objective function of Equation (5.16) is now a sum of squared linear relations of the general form

$$
\begin{equation*}
\tilde{C}(U)=\sum_{j}\left\|\mathbf{b}_{j}-\sum_{i=1}^{n} a_{j, i} \mathbf{u}_{i}\right\|^{2}=\|\mathbf{b}-\mathbf{A} \mathbf{u}\|^{2} \tag{5.19}
\end{equation*}
$$

where $\mathbf{u}$ is a vector of all unknowns and the coefficients $a_{j, i}$ result from Equations (5.17) and (5.18). We solve this linear least squares problem using normal equations and conjugate gradient methods [AMS90]. The convergence of such iterative solvers can be further accelerated by efficient multilevel techniques. To this end, we designed a hierarchical strategy as illustrated in Figure 5.23. In a top-down pass, we contract the system by recursively clustering the unknowns. The clustering is driven


Figure 5.23: Spatial hierarchy for nested iteration. The top row shows the surface point clusters color coded on the original point cloud. This figure is from Pauly's thesis [Pau03].
by the spatial proximity of the corresponding surface points, and each cluster yields one unknown on the current level. In a bottom-up pass, we solve Equation (5.19) starting with the coarsest level. The solution is then prolonged by assigning it as an initial value to the next higher resolution level. This process is repeated recursively up to the original resolution.

### 5.2.4 RESAMPLING

Conceptually, a set of sample points and their attributes $\left\{\mathbf{p}_{i}, \mathbf{n}_{i}, \mathbf{c}_{i}, \alpha_{i}, \mathbf{m}_{i}\right\}$, as in Table 5.1, represent a continuous surface. The resampling operator strives to generate new samples $\left\{\mathbf{p}_{i}, \mathbf{n}_{i}, \mathbf{c}_{i}, \alpha_{i}, \mathbf{m}_{i}\right\}$ of this continuous surface and its attributes.

Our resampling approach is based on a surface parameterization, which can be computed, for example, with the methods described in Section 5.2.3. Resampling consists of two separate steps. First, we reconstruct a smooth approximation of the continuous surface, including all its shape and appearance attributes. The actual sampling step then evaluates the continuous surface at new sampling locations, such that a subsequent editing operation can be applied as described in Section 5.2.5. We present a number of different strategies to determine the sampling locations at the end of this section.

## Reconstruction

The parameterization techniques presented in Section 5.2.3 determine a parameter value $\mathbf{u}_{i}$ for each 3D point $\mathbf{p}_{i}$ in a patch. However, for surface resampling we need a continuous mapping

$$
\begin{equation*}
P^{*}: \mathbf{u} \in \Omega \rightarrow[\mathbf{p}, \mathbf{n}, \mathbf{c}, \alpha, \mathbf{m}](\mathbf{u}), \tag{5.20}
\end{equation*}
$$

which lets us evaluate all surface attributes at any point $\mathbf{u}$ in the parameter domain. For this purpose, we define a local reconstruction kernel $r_{i}\left(\mathbf{t}^{i}\right)$ on the tangent plane of each point. Here, $\mathbf{t}^{i}$ denotes a parameterization of the tangent plane of point $i$, which we determine as described in Section 4.2. We choose a Gaussian reconstruction kernel:

$$
\begin{equation*}
r_{i}\left(\mathbf{t}^{i}\right)=g_{\mathbf{R}_{i}}\left(\mathbf{t}^{i}\right)=\frac{1}{2 \pi \sqrt{\left|\mathbf{R}_{i}\right|}} e^{-\frac{1}{2}\left(\mathbf{t}^{i}\right)^{T} \mathbf{R}_{i}^{-1} \mathbf{t}^{i}} . \tag{5.2ו}
\end{equation*}
$$

We also introduce local attribute functions $\left[\mathbf{p}_{i}, \mathbf{n}_{i}, \mathbf{c}_{i}, \alpha_{i}, \mathbf{m}_{i}\right]\left(\mathbf{t}^{i}\right)$. For simplicity, all these functions are constant (i.e., $\mathbf{n}_{i}\left(\mathbf{t}^{i}\right)=\mathbf{n}_{i}$, etc.) except for the surface position, which is reconstructed linearly:

$$
\mathbf{p}_{i}\left(\mathbf{t}^{i}\right)=\left[\mathbf{u}_{i} \mathbf{v}_{i} \mathbf{p}_{i}\right]\left[\begin{array}{c}
\mathbf{t}^{i}  \tag{5.22}\\
1
\end{array}\right] .
$$

Here, $\mathbf{u}_{i}$ and $\mathbf{v}_{i}$ are orthogonal unit vectors on the tangent plane. By defining mappings $m_{i}: \mathbf{t}^{i} \rightarrow \mathbf{u}$ from the local tangent planes to the global parameter domain, we define the continuous surface and its attributes as

$$
\begin{equation*}
P^{*}(\mathbf{u})=\sum_{i} \frac{\left[\mathbf{p}_{i}, \mathbf{n}_{i}, \mathbf{c}_{i}, \alpha_{i}, \mathbf{m}_{i}\right]\left(m_{i}^{-1}(\mathbf{u})\right) r_{i}\left(m_{i}^{-1}(\mathbf{u})\right)}{\sum_{i} r_{i}\left(m_{i}^{-1}(\mathbf{u})\right)} \tag{5.23}
\end{equation*}
$$

We describe two different techniques to compute the mappings $m_{i}\left(\mathbf{t}^{i}\right)$ :

- Mapping by optimization: Let us denote the set of the $k$-nearest neighbors of point $\mathbf{p}_{i}$ by $\mathcal{N}_{k}\left(\mathbf{p}_{i}\right)$. We introduce local tangent coordinates $\mathbf{t}_{l}^{i}$ for points $l \in \mathcal{N}_{k}\left(\mathbf{p}_{i}\right)$, which are given by orthogonally projecting the neighbors $\mathbf{p}_{l}$ onto the tangent plane of $\mathbf{p}_{i}$. We define the mapping $m_{i}$ as

$$
\begin{equation*}
m_{i}\left(\mathbf{t}^{i}\right)=\min _{m_{i}} \sum_{l \in \mathcal{N}_{k}\left(\mathbf{p}_{i}\right)}\left(\mathbf{u}_{l}-m_{i}\left(\mathbf{t}_{l}^{i}\right)\right)^{2} \tag{5.ટપ}
\end{equation*}
$$

We restrict the mappings to be affine, such that Equation (5.24) becomes a linear least squares problem. We use this approach preferably with the minimum distortion parameterization described in Section 5.2.3.

- Mapping by projection: In the case of parameterization by projection (Section 5.2.3), an alternative approach to compute the mappings $m_{i}\left(\mathbf{t}^{i}\right)$ is to use the same projection to map the tangent planes to the parameterization domain. This is also related to point-rendering approaches based on splatting described in Section 6.1.


## Sampling

We discuss three different strategies to determine the resampling locations. A user selects one of them depending on the editing operation he or she wishes to perform and on the detail that is represented in the original surface and the brush.

- Brush resampling: In this method, we use the original surface points as the resampling grid. Hence we have to resample the brush, which is done using the same reconstruction approach as described above. The advantage of this method is that we do not have to insert any new surface points, and there is no loss of detail in the original surface due to resampling.
- Surface resampling: In many operations, such as texture mapping, we want to resample the surface to avoid any loss in texture quality. Therefore, the user can choose to resample the surface at the sampling distribution of the brush.
- Adaptive resampling: If the sampling density of the surface or the brush varies significantly, it occurs that in some areas in a patch the surface-sampling
distribution is finer, and in others the brush-sampling density. In this case, both of the above strategies fail to preserve detail of either the brush or the surface. An adaptive resampling operator locally decides whether to use samples of the surface or the brush. The decision is based on the comparison of the radii of the Gaussian reconstruction functions, since these radii directly correspond to the local sampling density.


### 5.2.5 SURFACE EDITING

The resampling technique of Section 5.2.4 provides a one-to-one correspondence between samples of the surface and samples of the brush. We can thus combine corresponding samples by applying an editing operation such as painting, carving, displacement mapping, or filtering.

## Painting

Painting operations modify appearance attributes by alpha-blending corresponding surface and brush samples. For example, the diffuse color of a surface sample can be modified by alpha-blending it with the diffuse color of the corresponding brush sample. Similarly, painting can be applied to other attributes such as transparency or material reflectance properties.

## Normal Displacements

We can also apply normal displacements to the positions of the surface samples. The new position $\mathbf{p}_{i}^{\prime}$ is given as $\mathbf{p}_{i}^{\prime}=\mathbf{p}_{i}+d_{i} \cdot \mathbf{n}_{i}$, where $\mathbf{p}_{i}$ is the original position, $d_{i}$ is a scalar coefficient given by the corresponding brush sample, and $\mathbf{n}_{i}$ is the surface normal at $\mathbf{p}_{i}$. As illustrated in Figure 5.25 later, this type of editing operation is particularly suitable for embossing or engraving.

## Carving

Carving subtracts a shape specified by the brush from the surface in a fashion that is similar to constructive solid geometry (CSG) operations described in Section 5.3. The shape of the brush is given by a reference plane and the brush values $d_{i}$ that are interpreted as a distance from the reference plane. The reference plane is defined by the surface position and normal at a user-specified location. The new sample positions are then given by

$$
\mathbf{p}_{i}^{\prime}=\left\{\begin{array}{cc}
\mathbf{b}_{i}+d_{i} \cdot \overline{\mathbf{n}}\left\|\mathbf{p}_{i}-\mathbf{b}_{i}\right\|<d_{i}  \tag{5.25}\\
\mathbf{p}_{i} & \text { otherwise }
\end{array},\right.
$$

where $\mathbf{b}_{i}$ are points on the reference plane corresponding to the brush values $d_{i}$. Further, $\overline{\mathbf{n}}$ is the reference plane normal, corresponding to the surface normal at the


Figure 5.24: Comparison between normal displacements and carving: (a) brush, (b) normal displacement, and (c) carving.
user-specified location. The difference between displacement mapping and carving is illustrated in Figure 5.24.

## Filtering

For filtering operations the brush is interpreted as a discrete convolution matrix. During filtering, the convolution is computed by multiplying and adding up corresponding surface and brush values. We can, therefore, implement arbitrary discrete linear filters by simply choosing the appropriate filter kernel values. Filters can be applied to any surface attribute (e.g., color) normal or also distance from the reference plane for geometric offset filtering.

It is straightforward to combine the above operations with alpha-blending. Alphablending computes a weighted average of the original surface sample and the modified sample (i.e., $\xi_{i}^{\prime}=\alpha_{i} \cdot \bar{\xi}_{i}+\left(1-\alpha_{i}\right) \cdot \xi_{i}$ ). Here, $\alpha_{i}$ is the alpha value stored in the brush that controls the blending, $\xi_{i}$ is the original surface attribute, $\bar{\xi}_{i}$ is the surface attribute after one of the above operations has been applied, and $\xi_{i}^{\prime}$ is the output value. Alpha-blending allows us, for example, to generate smooth transitions between modified and unaltered surface areas. These editing operations are also described in more detail in Zwicker [Zwi03].

We illustrate the different editing operations in Figure 5.25. On the left we show a texturing operation with alpha-blending, in the middle we depict displacement mapping on a sphere, and the right image illustrates carving on a rough surface. All these operations can be performed interactively with Pointshop3D [ZPKG02b]; in other words, the user gets immediate visual feedback within tenths of a second (depending on the brush size) on a PC-class computer (e.g., Pentium IV processor at 2 GHz ).


Figure 5.25: Examples of surface painting (a), displacement mapping (b), and carving (c).

### 5.2.6 PAINTING WITH VIRTUAL BRUSHES

Building upon the techniques discussed above, we now describe an approach to paint on three-dimensional objects using a virtual paintbrush. A haptic input device is used to control the brush, and makes it possible to give haptic feedback to the user. To complete the interaction metaphor, a paint model controls the transfer of attributes from brush to surface and vice versa. A more detailed description is given in a paper by Adams et al. [ $\mathrm{AWD}^{+} 04$ ].

Additional to the resampling algorithms discussed above, a fast collision detection algorithm is needed that allows us to give haptic feedback to the user, and evaluate penetration depths for carving.

## Brush Model

Contrary to Section 5.2.2, the virtual brush that is used to paint the model is not an image, but it is another point-sampled object. In order to closely mimic a real brush, the brush tip should be modeled as a deformable object. A simple massspring skeleton with a geometrically defined point-sampled surface already offers a sufficient amount of realism; however, more elaborate models can be used. Thus, the brush model consists of two parts: a physical model that is used to simulate deformation, and a surface model. We will now turn to the physical model; the surface model will be treated in more detail in the next section.

Collision detection with the point-sampled model to be painted has to be fast in order to fulfill the hard real-time requirements of haptic feedback. For a penaltybased collision-handling method, it is sufficient to compute penetration depth for all constituting points of the physical model (e.g., in a mass-spring system, the mass
points). For any point $\mathbf{p}$, penetration depth $d(\mathbf{p})$ and penetration direction $\mathbf{n}(\mathbf{p})$ with respect to a point-sampled model can be efficiently approximated using only the $\mathcal{N}_{k}(\mathbf{p})$-nearest-neighbor surfels $s_{i}$ with center points $\mathbf{p}_{\mathbf{i}}$ and normals $\mathbf{n}_{i}$ :

$$
\begin{gather*}
d(\mathbf{p})=\sum_{i \in \mathcal{N}_{k}(\mathbf{p})} w_{i} \mathbf{n}_{i} \cdot\left(\mathbf{p}_{i}-\mathbf{p}\right), \text { and }  \tag{5.26}\\
\mathbf{n}(\mathbf{p})=\sum_{i \in \mathcal{N}_{k}(\mathbf{p})} w_{i} \mathbf{n}_{i} . \tag{5.27}
\end{gather*}
$$

The weights $w_{i}$ are defined such that they vanish for the neighboring point that is farthest away:

$$
\begin{equation*}
w_{i}=\frac{d_{\max }-d_{i}}{\sum_{j \in \mathcal{N}_{k}(\mathbf{p})} d_{\max }-d_{j}}, \tag{5.28}
\end{equation*}
$$

where $d_{i}=\left\|\mathbf{p}_{i}-\mathbf{p}\right\|$ and $d_{\text {max }}=\max d_{i}$. This makes $d(\mathbf{p})$ and $n(\mathbf{p})$ a smooth function of position. Using an acceleration structure for nearest-neighbor searches such as described in Chapter 4, this type of collision query can be computed fast enough to allow for haptic feedback. If the models to be painted are large, collision detection can be computed on a simplified model.

The physical model of the brush takes the collision information as input and computes the dynamic behavior of the brush, giving haptic feedback to the user if necessary. The loop updating the haptic feedback has to run at 1 kHz . See Figure 5.26a for an illustration. The brush dynamics loop is completely separated from the paint transfer loop, in which the actual painting takes place.


Figure 5.26: The two loops necessary for painting with a haptic device. (a) the brush dynamics loop computes collision detection, deforms the physical model of the brush accordingly, and gives haptic feedback to the user. (b) The paint transfer loop computes surface deformation and performs the actual paint transfer.

## Paint Transfer

Paint transfer is computed between the surface of the brush and the surface of the object to be painted. In our setting, both surfaces are point sampled. The brush surface is geometrically deformed by the physical brush model. Then, a common parameterization of brush surface and object surface is computed. In this common domain, paint is transferred between the two surfaces. If necessary, the surfaces are then resampled to be able to represent the new surface attributes accurately. Figure 5.26b shows the paint transfer loop.

The common parameterization of the two surfaces is computed by orthogonal projection (see Section 5.2.3). As already noted, this can lead to substantial distortions. Since the brush is typically small, this is not a problem in most cases. In regions of high curvature, however, the distortion can become a problem. Here, the physical brush model allows the brush to split, and each of the brush parts is treated separately. This further reduces the size of the surface patches to be parameterized. Figure 5.27 illustrates brush splitting. Instead of using only one projection for parameterization, several projections are used. This greatly reduces the distortion problems. Using this technique, parameterization by orthogonal projection is a viable alternative to more costly approaches.


Figure 5.27: In regions of high curvature, the brush splits in order to alleviate problems with parameterization distortion. (a) A brush splitting in two parts on the back of the dragon model. (b) Schematic of a split brush. Both parts are treated independently, and two projections are used for parameterization.

Once the brush surface and the object surface have a common parameterization, bidirectional paint transfer is computed in the parameter domain. Therefore, both the object surface and the brush surface samples are splatted into a planar paint buffer. (Refer to Section 6.1 for more details on splatting). The paint buffer is an image with a resolution defined by the sampling density of the brush or object, whichever is higher. By carefully choosing the resolution of the paint buffer, we can ensure that no detail present on either the object surface or the brush is lost. The paint buffer contains not only colors, but also other paint attributes needed to compute the paint transfer, like wetness, diffusion coefficients, and the penetration depth of the brush at a specific point.

There are many possible choices for a paint model [AWD ${ }^{+} 04$, BLL03, BSLM01, BWL04]. These usually work on images, such that we can apply these models directly to the paint buffer. The paint transfer is bidirectional, such that both the brush and the surface are affected by the computation. Once the new paint distribution in the paint buffer is known, this information has to be remapped onto object's and brush's surfaces and stored there. Since we now have an image (the paint buffer) and the point-sampled object surface, we can use the resampling strategy as described in Section 5.2.4. Since all necessary information is available in the paint buffer, it is straightforward to do carving, embossing, or similar, geometryaltering operations using the virtual brush. Figure 5.28 shows some 3D models painted using a haptic interface.

### 5.2.7 CONCLUSION

In this section, we presented a versatile framework for appearance and shape editing of point-based models. Our approach strives to generalize the functionality and ease of use of 2D image-editing tools to 3D surface editing. The key ingredients of our technique comprise a flexible and powerful point-cloud parameterization and a dynamic resampling scheme based on a continuous reconstruction of the model surface. We described the implementation of various painting and editing operations, such as texturing, filtering, carving, and displacement mapping. In addition, we presented an extension of our system toward an intuitive virtual paintbrush interface with haptic feedback. Our approach also includes a physically motivated paint transfer simulation. The main limitation of the framework presented in this section is that it is restricted to small-scale modifications of the surface geometry. We introduce powerful shape-modeling tools that enable more general modifications of object geometry in the next section.


Figure 5.28: Models painted using a haptic interface. (a-e) Different painted bunny models. (f) A painted dragon model.

### 5.3 SHAPE MODELING

## Mark Pauly and Leif Kobbelt

### 5.3.1 OVERVIEW

Modeling the shape of 3D objects is one of the central techniques in geometry processing. This section discusses two fundamental modeling approaches for pointsampled geometry: Boolean operations and free-form deformation. While the former are concerned with building complex objects by combining simpler shapes
[Hof89], the latter defines a continuous deformation field in space to smoothly deform a given surface [SP86] (see Figure 5.29).

Boolean operations are most easily defined on implicit surface representations, since the required inside-outside classification can be directly evaluated on the underlying scalar field. On the other hand, free-form deformation is a very intuitive modeling paradigm for explicit surface representations. For example, mesh vertices or NURBS control points can be directly displaced according to the deformation field. For point-based representations, the hybrid structure of the surface model defined in Chapter 4 can be exploited to integrate these two modeling approaches into a unified shape-modeling framework. Boolean operations can utilize the approximate signed distance function defined by the MLS projection (see Section 4.2) for inside-outside classification, while free-form deformations operate directly on the point samples.

### 5.3.2 BOOLEAN OPERATIONS

A common approach in geometric modeling is to build complex objects by combining simpler shapes using Boolean operations [Hof89] (see Figure 5.30). In constructive solid geometry (CSG), objects are defined using a binary tree, where each node corresponds to a union, intersection, or difference operation and each leaf stores a primitive (e.g., sphere, cylinder, or cone). Operations such as ray tracing, for example, are then implemented by traversing this tree structure. More commonly, surfaces are defined as boundary representations (BReps) of solids. Here Boolean operations have to be evaluated explicitly, which requires an algorithm for intersecting two surfaces. Computing such a surface-surface intersection can be quite involved, however, in particular for higher-order surfaces (see for example Kirshnan and Manocha [KM97]).

As will be demonstrated below, the MLS projection operator (see Section 4.2) can be used both for inside-outside classification as well as for explicitly sampling the


Figure 5.29: Boolean operations (left) and free-form deformation (right).


Figure 5.30: Boolean operations applied to a sphere $A$ and a cylinder $B$ : (a) union $A \cup B,(b)$ difference $A-B,(c)$ intersection $A \cap B$. The bottom row illustrates the sampling distribution.
intersection curve. The goal is to perform a Boolean operation on two orientable, closed surfaces $S_{1}$ and $S_{2}$ that are defined by two point clouds $\mathcal{P}_{1}$ and $\mathcal{P}_{2}$, to obtain a new point cloud $\mathcal{P}_{3}$ that defines the resulting surface $S_{3}$. Since Boolean operations typically produce sharp creases at the intersection of the two surfaces $S_{1}$ and $S_{2}, \mathcal{P}_{3}$ consists of two subsets $\mathcal{Q}_{1} \subseteq \mathcal{P}_{1}$ and $\mathcal{Q}_{2} \subseteq \mathcal{P}_{2}$ plus a set of newly generated sample points that explicitly represent the intersection curves. Thus, in order to perform a Boolean operation for point-sampled geometry, the following techniques are required:

- A classification predicate to determine the two sets $\mathcal{Q}_{1}$ and $\mathcal{Q}_{2}$.
- An algorithm to find samples on the intersection curve.
- A rendering method that allows the user to display crisp features curves using point primitives.


## Classification

The goal of the classification stage is to determine which points of $\mathcal{P}_{1}$ are inside or outside the volume enclosed by the surface $S_{2}$ and vice versa. For this purpose a classification predicate $\Omega_{\mathcal{P}}$ is defined such that for $\mathbf{x} \in \mathbb{R}^{3}$,

$$
\Omega_{P}(\mathbf{x})=\left\{\begin{array}{ll}
1 & \mathbf{x} \in \mathcal{V}  \tag{5.29}\\
0 & \mathbf{x} \notin \mathcal{V}
\end{array},\right.
$$

where $\mathcal{V}$ is the volume bounded by the MLS surface $S$ defined by the point cloud $\mathcal{P}$.

Let $\mathbf{y} \in S$ be the closest point on $S$ from $\mathbf{x}$. It is known from differential geometry that, if $S$ is continuous and smooth, the vector $\mathrm{x}-\mathrm{y}$ is aligned with the surface normal $\mathbf{n}_{y}$ at $\mathbf{y}$ [dC76]. If surface normals are consistently oriented to point outward of the surface, then $(\mathbf{x}-\mathbf{y}) \cdot \mathbf{n}_{y}>0$ if and only if $\mathbf{x} \notin \mathcal{V}$. Since only a discrete sample $\mathcal{P}$ of the surface $S$ is given, the closest point $\mathbf{y}$ on $S$ is replaced by the closest point $\mathbf{p} \in \mathcal{P}$. Thus, $\mathbf{x}$ is classified as outside, if $(\mathbf{x}-\mathbf{p}) \cdot \mathbf{n}_{p}>0$; in other words, if the angle between $\mathbf{x}-\mathbf{p}$ and the normal $\mathbf{n}_{p}$ at $\mathbf{p}$ is less than $\pi / 2$ (see Figure 5.31, left). This discrete test yields the correct inside-outside classification of the point $\mathbf{x}$ if the distance $\|\mathbf{x}-\mathbf{p}\|$ is sufficiently large with respect to the local sample spacing $\eta_{p}$ at $\mathbf{p}$ (see Chapter 4). If $\mathbf{x}$ is extremely close to the surface, the classification could fail, as illustrated in the right image of Figure 5.31. In this case the exact closest point is computed using the method described in Section 4.2.

Since for classification only an inside-outside test is of interest, the performance can be significantly improved by exploiting local coherence: $\Omega_{P}(\mathbf{x})=\Omega_{P}\left(\mathbf{x}^{\prime}\right)$ for all points $\mathbf{x}^{\prime}$ that lie in the sphere around $\mathbf{x}$ with radius $\|\mathbf{x}-\mathbf{p}\|-\eta_{p}$. Thus, the number of closest point queries and MLS projections can be reduced drastically, in practice up to $90 \%$.

Given the classification predicate $\Omega$, the subsets $\mathcal{Q}_{1}$ and $\mathcal{Q}_{2}$ can be computed as shown in Table 5.2. As Figure 5.32 illustrates, the resulting inside-outside classification is very robust and easily handles complex, nonconvex surfaces. Observe that Boolean operations can easily create a large number of disconnected components (i.e., can lead to a significant change in genus).


Figure 5.31: Inside-outside test. For $\mathbf{x}$ very close to the surface, the closest point $\mathbf{p} \in \mathcal{P}$ can yield a false classification (right). In this case, $\mathbf{x}$ is classified by computing the true closest point on the surface $S$.

Table 5.2: Classification for Boolean Operations.

|  | $Q_{1}$ | $Q_{2}$ |
| :---: | :---: | :---: |
| $S_{1} \cup S_{2}$ | $\left\{\mathbf{p} \in \mathcal{P}_{1} \mid \Omega_{\mathcal{P}_{2}}(\mathbf{p})=0\right\}$ | $\left\{\mathbf{p} \in \mathcal{P}_{2} \mid \Omega_{\mathcal{P}_{1}}(\mathbf{p})=0\right\}$ |
| $S_{1} \cap S_{2}$ | $\left\{\mathbf{p} \in \mathcal{P}_{1} \mid \Omega_{\mathcal{P}_{2}}(\mathbf{p})=1\right\}$ | $\left\{\mathbf{p} \in \mathcal{P}_{2} \mid \Omega_{\mathcal{P}_{1}}(\mathbf{p})=1\right\}$ |
| $S_{1}-S_{2}$ | $\left\{\mathbf{p} \in \mathcal{P}_{1} \mid \Omega_{\mathcal{P}_{2}}(\mathbf{p})=0\right\}$ | $\left\{\mathbf{p} \in \mathcal{P}_{2} \mid \Omega_{\mathcal{P}_{1}}(\mathbf{p})=1\right\}$ |
| $S_{2}-S_{1}$ | $\left\{\mathbf{p} \in \mathcal{P}_{1} \mid \Omega_{\mathcal{P}_{2}}(\mathbf{p})=1\right\}$ | $\left\{\mathbf{p} \in \mathcal{P}_{2} \mid \Omega_{\mathcal{P}_{1}}(\mathbf{p})=0\right\}$ |


$A-B$

$B-A$

Figure 5.32: Boolean operations of a blue dragon $A$ and a white dragon $B$ : (a) Union $A \cup B,(b)$ intersection $A \cap B,(c)$ difference $A-B$, and $(d)$ difference $B-A$.

## Intersection Curves

Taking the union of $\mathcal{Q}_{1}$ and $\mathcal{Q}_{2}$ will typically not produce a point cloud that accurately describes the surface $S_{3}$, since the intersection curve of the two MLS surfaces $S_{1}$ and $S_{2}$ is not represented adequately. Therefore, a set of sample points that lie
on the intersection curve is explicitly computed and added to $\mathcal{Q}_{1} \cup Q_{2}$, to obtain the point cloud $\mathcal{P}_{3}$. First, all points in $\mathcal{Q}_{1}$ and $\mathcal{Q}_{2}$ are identified that are close to the intersection curve by evaluating the approximate distance function induced by the MLS projection operator (see Section 4.2). From all closest pairs ( $\mathbf{q}_{1} \in \mathcal{Q}_{1}, \mathbf{q}_{2} \in Q_{2}$ ) of these points a new sample $\mathbf{q}$ on the intersection curve is computed using a Newtontype iteration. This is done as follows (see Figure 5.33a-d): Let $\mathbf{r}$ be the point on the intersection line of the two tangent planes of $\mathbf{q}_{1}$ and $\mathbf{q}_{2}$ that is closest to both points (i.e., that minimizes the distance $\left.\left\|\mathbf{r}-\mathbf{q}_{1}\right\|+\left\|\mathbf{r}-\mathbf{q}_{2}\right\|\right)$. The point $\mathbf{r}$ is the first approximation of $\mathbf{q}$ and can now be projected onto $S_{1}$ and $S_{2}$ to obtain two new starting points $\mathbf{q}_{1}^{\prime}$ and $\mathbf{q}_{2}^{\prime}$ for the iteration. This procedure can be repeated iteratively until the points $\mathbf{q}_{1}$ and $\mathbf{q}_{2}$ converge to a point $\mathbf{q}$ on the intersection curve. The sample point is discarded if the projection does not monotonically approach the intersection curve, for instance, if either $\mathbf{q}_{1}^{\prime}$ is farther away from $S_{2}$ than $\mathbf{q}_{1}$ or $\mathbf{q}_{2}^{\prime}$ is farther away from $S_{1}$ than $\mathbf{q}_{2}$.

Local-sampling density estimation is used to detect whether the sampling resolution of the two input surfaces differs significantly in the vicinity of the intersection curve.


Figure 5.33: Sampling the intersection curve: (a) closest pairs of points in $\mathcal{Q}_{1}$ and $\mathcal{Q}_{2},(b)$ first estimate $\mathbf{r},(c)$ reprojection, and (d) second estimate $\mathbf{r}^{\prime}$.

To avoid a sharp discontinuity in sampling density, the coarser model is upsampled in this area to match the sampling density of the finer model, using the dynamic sampling method of Section 5.3.4.

Note that the above Newton scheme also provides an easy mechanism for adaptively upsampling the intersection curve. A simple subdivision rule can be evaluated to create a new starting point for the Newton iteration (e.g., the average of two adjacent points on the curve). Applying the iteration then yields a new sample on the intersection curve as illustrated in Figure 5.34. Figure 5.35 shows union, intersection, and difference operations of the Max Planck model with a spiral. The effect of dynamically upsampling the intersection curve is illustrated for three levels of subdivision. Compared to other explicit surface representations, such as polygonal meshes, the adaptive refinement of intersection curves requires no complicated adaptations of the local connectivity graph. The implicit MLS surface model automatically adapts to newly created sample points so that only updates of the local search data structure are necessary. However, care needs to be taken when evaluating the surface resulting from Boolean operations. To avoid smoothing any sharp creases created by the intersection of two surfaces, MLS or other surface-approximation operators should be evaluated on the different surface parts separately. Alternatively, a feature-sensitive surface-approximation scheme should be used such as the MLS extension proposed in Fleishman et al. [FCOS05].

## Rendering Sharp Creases

The accurate display of the intersection curves requires a rendering technique that can handle sharp creases and corners. For this purpose an extension of the surfacesplatting technique presented in Zwicker et al. [ZPvBG01b] can be used. In this method, each sample point is represented by a surfel, an oriented-elliptical splat


Figure 5.34: Adaptive refinement of the intersection curve: (a) original intersection curve, (b) new point inserted in region of high curvature, and (c) final, adaptively sampled intersection curve.


Figure 5.35: Upsampling the intersection curve to increase the accuracy of the representation. Three levels of uniform refinement are shown in the top row. The bottom row shows, from left to right, union, intersection, and difference operations of two point-sampled surfaces.
that is projected onto the screen to reconstruct the surface in image space (see also Chapter 6). A point on the intersection curve can now be represented by two surfels that share the same center, but whose normals stem from either one of the two input surfaces. During scan conversion, each of these surfels is then clipped against the plane defined by the other to obtain a piecewise linear approximation of the intersection curve in screen space (see Figure 5.35). Figure 5.36 shows an example of a difficult Boolean operation of two identical cylinders that creates two singularities. While the classification and intersection curve sampling work fine, the rendering method produces artifacts. This is due to numerical instabilities, since the clipping planes of two corresponding surfels are almost parallel. However, such cases are rare in typical computer graphics applications (e.g., digital character design). As such, the algorithms for Boolean operations are less suited for industrial manufacturing applications, where robust handling of degenerated cases is of primary concern.


Figure 5.36: A difficult Boolean difference operation that creates two singularities.

## Particle-based Blending

As illustrated in Figures 5.30 and 5.32, Boolean operations typically produce sharp intersections. In some applications it is more desirable to create a smooth blend between the two combined surface parts. To smooth out the sharp creases created by Boolean operations an adaptation of oriented particles [ST92] can be used. The idea is to define interparticle potentials $\Phi\left(\mathbf{p}_{i}, \mathbf{p}_{j}\right)$ in such a way that the minimum of the global potential function yields a smooth surface that minimizes curvature. Summing up these potentials yields a particle's total potential energy $E_{i}$. From this potential energy one can derive the positional and rotational forces that are exerted on each particle and compute its path of motion under these forces. Additionally, an interparticle repulsion force is applied to equalize the particle distribution (see also Section 4.3). All forces are scaled with a smooth fall-off function that measures the distance to the intersection curve to confine the particle simulation to a small area around the intersection curve without affecting other parts of the surface. A detailed discussion on implementation issues of the particle simulation method can be found in Keiser [Kei03].

Figure 5.37 shows the particle-based blending for the intersection of two planes, where the degree of smoothness can be controlled by the number of iterations of the simulation.


Figure 5.37: Particle simulation to blend two intersecting planes. Gray particles participate in the simulation, blue points indicate the fixed boundary.

In Figure 5.38, a more complex blending operation is shown. A union operation of three tori has created numerous sharp intersection curves as shown in (a). These can be blended simultaneously as illustrated in (b) using the particle simulation described above. The same blending technique can of course also be applied to the intersection and difference operations described in Section 5.3.2.

### 5.3.3 FREE-FORM DEFORMATION

Apart from composition of surfaces using Boolean operations, many shape design applications require the capability to modify objects using smooth deformations.


Figure 5.38: Boolean union of three tori: (a) reconstruction with sharp feature curves, and (b) feature curves have been blended using particle simulation.

These include bending, twisting, stretching, and compressing of the model surface. The idea of free-form deformation is to define a space-warping function $\mathrm{F}: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ that deforms space and any embedded surface. Initially proposed in Barr [Bar84] and Sederberg and Parry [SP86] many different methods have been devised to specify the warping function F. A fairly general approach makes use of the "handle" paradigm: the user first defines a deformable region $\chi_{d} \subset \mathcal{S}$ on the model surface and marks parts of this region as a control handle. The surface can then be modified interactively by pushing, pulling, or twisting this handle. More specifically, the user defines an affine transformation of the control handle that together with the boundary of the deformable region imposes constraints for the computation of the continuous deformation function. Depending on the application, these constraints can include higher-order continuity, for example, the transition from the rigid part to the deformable part should be $C^{1}$ continuous [BK04].

## Deformation Functions

One simple technique to define the deformation function is based on a continuously varying scale parameter $t \in[0,1]$ that measures the relative distance of a point from the handle. The closer a point is to the handle, the stronger the deformation will be for that point. More precisely, let $\chi_{1} \subset \chi_{d}$ be the handle, also called one-region, and $\chi_{0}=S-\chi_{d}$ the zero-region, in other words, all points of the surface $S$ that are not
part of the deformable region. For both zero- and one-region distance measures $d_{0}$ and $d_{1}$, respectively, are defined as

$$
d_{j}(\mathbf{p})= \begin{cases}0 & \mathbf{p} \in \chi_{j}  \tag{5.30}\\ \min _{\mathbf{q} \in \chi_{j}}(\|\mathbf{p}-\mathbf{q}\|) & \mathbf{p} \notin \chi_{j}\end{cases}
$$

for $j=0,1$. From these distance measures the scale parameter $t$ is computed as $t=\beta\left(d_{0}(\mathbf{p}) /\left(d_{0}(\mathbf{p})+d_{1}(\mathbf{p})\right)\right)$, where $\beta:[0,1] \rightarrow[0,1]$ is a continuous blending function with $\beta(0)=0$ and $\beta(1)=1$. Thus, $t=0$ for $\mathbf{p} \in \chi_{0}$ and $t=1$ for $\mathbf{p} \in \chi_{1}$. Using this scale parameter, the position of a point $\mathbf{p} \in \chi_{d}$ after the deformation is determined as $\mathbf{p}^{\prime}=\mathbf{F}(\mathbf{p}, t)$, where $\mathbf{F}$ is a deformation function composed of a translational and a rotational part. The deformation function can be written as $\mathbf{F}(\mathbf{p}, t)=\mathbf{F}_{T}(\mathbf{p}, t)+\mathbf{F}_{R}(\mathbf{p}, t)$, where

- $\mathbf{F}_{T}(\mathbf{p}, t)=\mathbf{p}+t \cdot \mathbf{v}$ with $\mathbf{v}$ a translation vector, and
- $\mathbf{F}_{R}(\mathbf{p}, t)=\mathbf{R}(\mathbf{a}, t \cdot \alpha) \cdot \mathbf{p}$, where $\mathbf{R}(\mathbf{a}, \alpha)$ is the matrix that specifies a rotation around axis a with angle $\alpha$.

Figure 5.39 shows a translational deformation of a plane, where the translation vector is equal to the plane normal. This figure also illustrates the effect of different choices of the blending function $\beta$. In Figure 5.40, two rotational deformations of a cylinder are shown, while a combination of both translational and rotational deformations is illustrated in Figure 5.45 later.

To perform a free-form deformation the user only needs to select the zero- and one-regions and choose an appropriate blending function. She can then interactively deform the surface by displacing the handle with a mouse or trackball device, similar to Kobbelt et al. [KCVS98]. This gives the method great flexibility for handling a wide class of free-form deformations, while still providing a simple and intuitive user interface. The deformable region and the handle can be specified using a simple paint tool that allows the user to mark points on the surface by drawing lines, circles, rectangles, etc. and applying flood filling and erasure.

Computing the scale parameter $t$ requires an estimate for the distance of a point $\mathbf{p} \in \chi_{d}$ to the zero- and one-regions. Since both of these regions are represented by point sets, an approximation of $d_{j}(\mathbf{p})$ can be computed by searching for the closest point in the respective region. This, however, yields a nonsmooth deformation field, since the distance function to a point set has many discontinuities in its gradient. A more practical approximation for the distance values can be obtained by computing a weighted average of the distance to the $k$-nearest neighbors (all the figures in this section use $k=20$ ). While this approach yields smoother deformation fields, it still cannot guarantee higher-order continuity.


Figure 5.39: Deformations of a plane for three different blending functions: (Left) blending function, (middle) color-coded scale parameter, where blue indicates the zero-region ( $t=0$ ) and red the one-region ( $t=1$ ), and (right) final textured surface.

A different scheme that provides such guarantees has been proposed in Botsch and Kobbelt [BK05]. The editing metaphor is essentially the same; in other words, the user specifies a deformable region and a control handle and deforms the surface by applying an affine transformation to the handle. Since the method computes a space deformation, it can be applied to point-sampled surfaces as well as any other explicit surface representation. The displacements of the control handle define constraints for a system of triharmonic radial basis functions (RBFs). Additional fix-point constraints are specified on the boundary of the deformable region. Combining


Figure 5.40: Rotational deformations of a cylinder: (a) original, (b) color-coded scale parameter, (c) rotation around axis $\mathbf{a}_{1}$, and (d) rotation around axis $\mathbf{a}_{2}$.
these constraints and selecting the constraint locations as RBF centers lead to a symmetric linear system. The number of unknowns depends on the number of constraints and is typically of order $m=\sqrt{n}$, where $n$ is the size of the point cloud. However, since the triharmonic radial basis function $\phi(r)=r^{3}$ has global support, the system is dense and its solution has cubic complexity $O\left(m^{3}\right)=O\left(n^{1.5}\right)$. Thus, Botsch and Kobbelt [BK05] present an efficient method to solve the system incrementally, using basis function precomputation to further enhance performance. The final resulting displacement function supports $C^{2}$ boundary constraints and has optimal fairness as it is the solution of a constrained energy minimization.

## Topology Control

An important issue in shape design using free-form deformation is the handling of self-intersections. During deformation, parts of the deformable region can intersect other parts of the surface, which leads to an inconsistent surface representation. A solution to this problem requires a method for detecting and resolving such collisions.

Collision Detection Similar to Boolean operations (Section 5.3.2), this requires an inside-outside classification to determine which parts of the surface have penetrated others. Thus, the classification predicate defined in Section 5.3.2 can be used for computing collisions between the deformable region $\chi_{d}$ and the zero-region $\chi_{0}$.

First, the closest point $\mathbf{q} \in \chi_{0}$ to each sample point $\mathbf{p} \in \chi_{d}$ is computed. This defines an empty sphere $s_{p}$ around $\mathbf{p}$ with radius $\|\mathbf{p}-\mathbf{q}\|$. If the point $\mathbf{p}$ only moves within this sphere during deformation, it is guaranteed not to intersect with the


Figure 5.41: Temporal coherence for accelerating collision detection during deformation. The points $\mathbf{p}_{1}$ and $\mathbf{p}_{2}$ can move within the spheres $\boldsymbol{s}_{1}$ and $s_{2}$, respectively, without the risk of an intersection with the zero-region.
zero-region (see Figure 5.41). So, in addition to exploiting spatial coherence as for Boolean classification, this approach also exploits the temporal coherence induced by the continuous change of deformation field during interactive editing. The classification predicate $\Omega$ has to be reevaluated only when $\mathbf{p}$ leaves $s_{p}$, which at the same time provides a new estimate for the updated sphere $s_{p}$. Note that this method for collision detection does not consider self-intersections of the deformable region $\chi_{d}$.

Collision Handling There are different ways to respond to a detected collision. The simplest solution is to undo the last deformation step and recover the surface geometry prior to the collision. Alternatively, the penetrating parts of the surface can be joined using a Boolean union operation to maintain the validity of the surface. Figure 5.42 shows an editing session, where a deformation causes a selfintersection. After performing a Boolean union, a sharp intersection curve is created as shown in (d). In the context of free-form deformation it is often more desirable to create a smooth transition between the two combined surface parts. Thus, the particle simulation described in Section 5.3.2 can be used to blend the intersection region.

### 5.3.4 DYNAMIC SAMPLING

Large deformations may cause strong distortions in the distribution of sample points on the surface that can lead to an insufficient local-sampling density. To


Figure 5.42: Interactive modeling session with collision detection: ( $a-b$ ) intermediate steps of the deformation, (c) collision detection, where the blue part has been detected as self-intersecting, (d) Boolean union with sharp intersection curve, and (e-f) particle-based blending with different fall-off functions.
prevent the point cloud from ripping apart and to maintain a high surface quality, new samples have to be included where the sampling density becomes too low. This requires a method for measuring the surface stretch to detect regions of insufficient sampling density. Then new sample points have to be inserted and their position on the surface determined. Additionally, scalar attributes (e.g., color values or texture coordinates) have to be preserved or interpolated.

## Measuring Surface Stretch

The first fundamental form known from differential geometry [dC76] can be used to measure the local distortion of a surface under deformation. Let $\mathbf{u}$ and $\mathbf{v}$ be two orthogonal tangent vectors of unit length at a sample point $\mathbf{p}$. When applying a deformation, the point $\mathbf{p}$ is shifted to a new position $\mathbf{p}^{\prime}$ and the two tangent vectors are mapped to new vectors $\mathbf{u}^{\prime}$ and $\mathbf{v}^{\prime}$. Local stretching implies that $\mathbf{u}^{\prime}$ and $\mathbf{v}^{\prime}$ might
no longer be orthogonal to each other nor do they preserve their unit length. The tangent vectors $\mathbf{u}^{\prime}$ and $\mathbf{v}^{\prime}$ are conjugate diameters of the ellipse defined by $\mathbf{x}^{T} \mathbf{Q} \mathbf{x}=1$, where

$$
\mathbf{Q}=\left[\begin{array}{cc}
\mathbf{u}^{\prime 2} & \mathbf{u}^{\prime} \cdot \mathbf{v}^{\prime}  \tag{5.31}\\
\mathbf{u}^{\prime} \cdot \mathbf{v}^{\prime} & \mathbf{v}^{\prime 2}
\end{array}\right]^{-1}
$$

The eigenvalues $\lambda_{1}$ and $\lambda_{2}$ of this matrix yield the minimum and maximum stretch factors and the corresponding eigenvectors $\mathbf{e}_{1}$ and $\mathbf{e}_{2}$ define the principal directions into which this stretching occurs (see Figure 5.43).

The amount of this distortion can be measured by taking the ratio of the two eigenvalues of the matrix $\mathbf{Q}$ (local anisotropy) or by taking their product (local change of surface area). When the local distortion becomes too strong, new samples have


Figure 5.43: 2D illustration of local stretching after deformation and dynamic resampling.


Figure 5.44: Dynamic sampling, and deformation of a plane: (a) local stretching, blue corresponds to zero stretch while red indicates maximum stretch, (b) surface after resampling, and (c) sampling distribution.
to be inserted to reestablish the prescribed sampling density. These new samples replace the existing point $\mathbf{p}$ and are positioned along the main axis of the ellipse defined by $\mathbf{Q}$ (see Figure 5.44).

## Filter Operations

Whenever a splitting operation is applied, both the geometric position and the scalar function values for the newly generated sample points have to be determined. Both these operations can be described as the application of a filtering operator: a relaxation filter determines the sample positions, while an interpolation filter is applied to obtain the function values.

Relaxation Introducing new sample points through a splitting operation creates local imbalances in the sampling distribution. To obtain a more uniform sampling pattern, a relaxation operator is applied that moves the sample points within the surface (see Figure 5.44). Similar to Turk [Tur92] (see also Section 4.3), a simple point repulsion scheme is used with a repulsion force that drops linearly with distance. This confines the radius of influence of each sample point to its local neighborhood, which allows very efficient computation of the relaxation forces. The resulting displacement vector is then projected into the points tangent plane to keep the samples on the surface.

Interpolation Once the position of a new sample point $\mathbf{p}$ is fixed using the relaxation filter, the associated function values need to be determined. This can be achieved using an interpolation filter by computing a local average of the function
values of neighboring sample points. The relaxation filter potentially moves all points of the neighborhood of $\mathbf{p}$. This tangential drift leads to distortions in the associated scalar functions. To deal with this problem a copy of each point that carries scalar attributes is created and its position is fixed during relaxation. In particular, for each sample that is split a copy is maintained with its original data. These points will only be used for interpolating scalar values, they are not part of the current geometry description. Since these samples are dead but their function values still live, they are called zombies. Zombies will undergo the same transformation during a deformation operation as living points, but their positions will not be altered during relaxation. Thus, zombies accurately describe the scalar attributes without distortions. Therefore, zombies are only used for interpolation, while for relaxation only living points are considered. After an editing operation is completed, all zombies will be deleted from the representation.

Figure 5.45 illustrates this dynamic resampling method for a very large deformation that leads to a substantial increase in the number of sample points. While the initial plane consists of 40,000 points, the final model contains 432,812 points, clearly demonstrating the robustness and scalability of the method in regions of extreme surface stretch.

## Downsampling

Apart from lower sampling density caused by surface stretching, deformations can also lead to an increase in sampling density, where the surface is squeezed. It might be desirable to eliminate samples in such regions while editing, to keep the overall sampling distribution uniform. However, dynamically removing samples also has some drawbacks. Consider a surface that is first squeezed and then stretched back to its original shape. If samples get removed during squeezing, surface information such as color will be lost, which leads to increased blurring when the surface is stretched again. Thus, instead of dynamic sample deletion, an optional garbage collection can be performed at the end of the editing operation. To reduce the sampling density, any of the simplification methods of Section 4.3 can be used.

### 5.3.5 CONCLUSION

The semi-implicit nature of point-based surface models has proven useful for inside-outside tests required for Boolean modeling operations and collision detection. Adaptive sampling of sharp intersection curves, which is important for high visual quality, can be implemented easily using an iterative procedure based on MLS projections.

Point-based representations are also suitable for interactive shape deformations, in particular when large edits require dynamic adaptations of the model discretization.


Figure 5.45: A very large deformation using a combination of translational and rotational motion. The left column shows intermediate steps with the top image indicating zero- and one-regions. Each point of the surface carries texture coordinates, which are interpolated during resampling and used for texturing the surface with a checkerboard pattern. The bottom row illustrates this interpolation process, where the function values are indicated by vertical lines.

The trade-off between efficient query time and light-weight updates to the search data structure used for nearest-neighbor computations is central in this context (see Section 4.4). Caching of local neighborhood information can substantially improve the performance, while still being conceptually simpler than consistent connectivity updates required for dynamic remeshing.
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## 6 RENDERING

## INTRODUCTION

This chapter presents an overview and detailed discussion of high-quality rendering methods for point-sampled geometry. Section 6.1 starts with a review of the fundamentals of surface splatting (EWA), one of the most widely used techniques for advanced point rendering. Both the signal processing fundamentals are elaborated and practical implementations are presented. Section 6.2 focuses on improvements of point splatting as well as on implementations using state-of-the-art GPUs.


Section 6.3 introduces ray tracing of MLS surfaces as an alternative for high-quality point rendering. Rendering of very large point models is addressed in Section 6.4 where a multiresolution rendering algorithm is presented. A powerful acceleration structure for hardware-accelerated, high performance point rendering concludes this chapter with Section 6.5.

### 6.1 SPLATTING FUNDAMENTALS

## Matthias Zwicker

### 6.1.1 OVERVIEW

Splatting is a simple and efficient technique for rendering high-quality images of point-sampled surfaces. In contrast to the ray-tracing algorithms described in Section 6.3, splatting is a forward-projection approach that uses a $z$-buffer algorithm to resolve visibility. Splatting can efficiently process unstructured point-sets without any additional acceleration structures such as spatial hierarchies, which are often required in ray-tracing approaches. It is, however, straightforward to combine splatting with hierarchical data structures, such as described in Section 4.4, to obtain progressive or level-of-detail (LOD) rendering. In addition, splatting achieves high image quality by including a principled texture antialiasing technique.

The basic idea of splatting is illustrated in Figure 6.1. A naive approach to point rendering would perspectively project each 3 D point to the image plane as in Figure 6.1a, and assign the color of the point to the closest pixel. Obviously, this leads to holes in the rendered image if the surface is not sampled with sufficient density. On the other hand, if more than one point projects to the same pixel, the rendering result is dependent on the order in which the points are projected. Splatting, as shown in Figure 6.1b, solves these problems by distributing the color of each projected point among its neighboring pixels. Each point is associated with a footprint function $\rho_{i}(\mathbf{x})$ that weighs the color contributions to the neighboring pixels. ${ }^{1}$ Footprint functions are usually smooth, decay quickly with increasing distance from the center, and have local support as indicated by the ellipses in Figure 6.1b. The same fundamental approach is also popular for volume rendering [Wes90, MC98, MMC99, ZPvBG01a].

Let us denote an image by a function $\phi(x, y)$ of 2D image coordinates $(x, y)$. To simplify the notation, we assume the function is scalar-valued (i.e., it represents a

[^5]

Figure 6.1: Point rendering by splatting. (a) Naive forward projection and rendering of point samples. (b) By splatting footprint functions each point sample distributes its contribution among neighboring pixels.
grayscale image). For color images, we would simply use three independent channels, for example, representing red, green, and blue color components. An image of a point-sampled surface rendered with a splatting algorithm can be represented as

$$
\begin{equation*}
\phi(x, y)=\sum_{i} c_{i} \rho_{i}(x, y) \tag{6.1}
\end{equation*}
$$

where summation is over the indices $i$ of all points $\left\{\mathbf{p}_{i}\right\}$ of the surface, $\rho_{i}$ are individual footprint functions, and $c_{i}$ are grayscale values associated with each point.
Unfortunately, Equation (6.1) does not reproduce surfaces with constant values $c_{i} \equiv c$, which can lead to visible artifacts. Hence, we extend the basic splatting formulation by normalizing Equation (6.1):

$$
\begin{equation*}
\phi(x, y)=\frac{\sum_{i} c_{i} \rho_{i}(x, y)}{\sum_{i} \rho_{i}(x, y)} . \tag{6.2}
\end{equation*}
$$

This guarantees that constant surfaces are reproduced exactly, independent of the footprint function.

Equation (6.2) suggests a two-pass algorithm for rendering, which is summarized in Figure 6.2. In the first pass, we iterate over all points and compute their splat footprints $\rho_{i}$ and shaded values $c_{i}$. The footprints are evaluated at each pixel, or rasterized, and their contributions are accumulated in a framebuffer. At each pixel $(x, y)$, the framebuffer stores the sum of the weighted contributions $c(x, y)=\sum_{i} c_{i} \rho_{i}(x, y)$,

```
splat_rendering(p[], c[], w[], z[]) {
    for(all points i in p[]) {
        rho_i = footprint(p[i]);
        c_i = shade(p[i]);
        rasterize(rho_i, c_i, c[], w[], z[]);
    }
    for(all pixels [x,y]) {
        c[x,y] /= w[x,y];
    }
}
```

Figure 6.2: Pseudocode of the splatting algorithm.
the sum of the weights $w(x, y)=\sum_{i} \rho_{i}(x, y)$, and a depth value $z(x, y)$ for $z$-buffering. In the second pass, we iterate over all pixels and normalize the accumulated colors by dividing by the sum of the weights.

At the core of the splatting algorithm described in this section is a thorough approach to designing suitable footprint functions for high-quality rendering. We show that splatting is best understood as a resampling process in terms of signal processing. A point-based surface is interpreted as a discrete set of surface samples in 3D, which is mapped to a new set of image samples located at pixel positions during rendering. However, resampling is prone to visually disturbing aliasing artifacts if the resampled surface does not obey the Nyquist limit of the discrete pixel grid. Much of this section is dedicated to providing an understanding of these effects.

We review fundamental results from the signal-processing theory in Section 6.1.2 and explain aliasing in Section 6.1.3. We present a framework for ideal resampling with antialiasing in Section 6.1.4. Completing the necessary background for the following sections, we summarize the characteristics of Gaussian filters in Section 6.1.5. In Section 6.1.6, we describe how resampling with Gaussian filters can be applied to splatting, and we present an efficient algorithm that is based on high-quality antialiased footprint functions. We show results of our approach and compare it to other texture-filtering techniques in Section 6.1.7.

### 6.1.2 SIGNAL-PROCESSING BASICS

While, conceptually, computer graphics often deal with continuous representations of graphics models, in practice, computer-generated images are represented by a discrete array of samples. Digital image synthesis [Gla95] involves the conversion
between continuous and discrete representations, which requires reconstructing and sampling multidimensional signals such as 2D textures, 3D point-sampled surfaces, 3 D volume data, or animated image sequences. This may cause aliasing artifacts that appear as visually disturbing effects including moiré patterns and jagged edges, or flickering in animations.

The signal-processing theory precisely characterizes the relation between discrete and continuous signals, where a discrete signal is a signal that is represented by individual signal values, or samples, on a uniform grid. The main operations derived from this theory are sampling, which is the conversion of a continuous signal into a discrete signal, and reconstruction, which is the conversion of a discrete signal into a continuous signal. The key tool in signal processing is the Fourier transform, which is applied to represent continuous and discrete signals in the frequency domain. In this section, we review basic definitions and results from the signal-processing theory and Fourier analysis. We use these results in Section 6.1.3 to analyze the effects of sampling and to understand the aliasing phenomenon. For a more detailed introduction to signal processing we refer the reader to standard textbooks [DM84].

## Linear Filtering, Convolution, and the Fourier Transform

A filter is an operator that takes a signal ${ }^{2}$ as an input and generates a modified signal or a response as an output. The easiest class of filters to understand is linear space invariant filters. Mathematically, a filter is $L$ linear if

$$
\begin{equation*}
L\{a f+b g\}=a L\{f\}+b L\{g\} \tag{6.3}
\end{equation*}
$$

for any two scalars $a$ and $b$, and any two signals $f: \mathbb{R} \rightarrow \mathbb{R}$ and $g: \mathbb{R} \rightarrow \mathbb{R}$. It is space invariant if

$$
\begin{equation*}
f(x)=L\{g(x)\} \Leftrightarrow f(x-s)=L\{g(x-s)\} \tag{6.4}
\end{equation*}
$$

for any spatial shift $s$. A linear space invariant filter $L$ is uniquely characterized by its impulse response $h(x)$ (i.e., its output resulting from an impulse input $\delta$ ). The impulse function $\delta$ is defined as

$$
\begin{equation*}
\delta(x)=0 \quad \text { if } \quad x \neq 0 \quad \text { and } \quad \int_{-\infty}^{\infty} \delta(x) d x=1 \tag{6.5}
\end{equation*}
$$

[^6]It can be shown that, as a consequence [Gla95], the response of a linear space invariant filter to any input signal $f(x)$ is given by the convolution of $f(x)$ and $h(x)$ :

$$
\begin{equation*}
L\{f(x)\}=\int_{-\infty}^{\infty} f(t) h(x-t) d t=(f \otimes h)(x) . \tag{6.6}
\end{equation*}
$$

Convolution is as a linear operator on the signal, denoted by the symbol $\otimes$.
We can analyze the properties of a filter by computing its eigenfunctions and eigenvalues. The eigenfunctions of linear space invariant filters are complex exponentials, and the eigenvalues are given by the Fourier transform of its impulses response, which is called its frequency response. The Fourier transform of a signal $f(x)$ is called the spectrum of the signal, denoted by $F(\omega)$. It is defined as

$$
\begin{equation*}
F(\omega)=\int_{-\infty}^{\infty} f(x) e^{-j \omega x} d x \tag{6.7}
\end{equation*}
$$

where $\omega$ is the angular frequency. Likewise, the inverse Fourier transform describes the signal in terms of its spectrum:

$$
\begin{equation*}
f(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} F(\omega) e^{j \omega x} d \omega . \tag{6.8}
\end{equation*}
$$

We write $f(x) \leftrightarrow F(\omega)$ to relate the spatial and the frequency domain representation of the signal. One of the most useful properties of the Fourier transform is that the Fourier transform of the convolution of two signals is the product of their Fourier transforms (i.e., $f \otimes g \leftrightarrow F G$ ) and vice versa (i.e., $f g \leftrightarrow F \otimes G /(2 \pi)$ ) [Gla95].

### 6.1.3 FREQUENCY ANALYSIS OF ALIASING

To study aliasing we interpret images, surface textures, point-sampled surfaces, or volume data as multidimensional signals. In the following discussion, we will focus on one-dimensional signals to clarify the explanations, implying that the same concepts also hold in the multidimensional setting. We analyze the sampling of a continuous signal using the Fourier transform and frequency domain representations, shown in Figures 6.3 and 6.4.

Sampling a continuous signal $a_{c}(x)$ is performed by multiplying it with an impulse train $i^{T}(x)$ (Figure 6.3b), which is a sum of impulse distributed with uniform spacing $T$ :

$$
\begin{equation*}
i^{T}(x)=\sum_{n} \delta(x / T-n) . \tag{6.9}
\end{equation*}
$$



Figure 6.3: Frequency analysis of aliasing: aliasing free reconstruction. (a) Continuous input signal, (b) sampling grid, (c) sampled signal, (d) reconstruction filter, (e) reconstructed signal.


Figure 6.4: Frequency analysis of aliasing: occurrence of aliasing. (a) Continuous input signal, (b) sampling grid, (c) sampled signal, (d) reconstruction filter, (e) reconstructed signal.

Therefore, we obtain the discrete signal as $a(x)=a_{c}(x) i^{T}(x)$. In the frequency domain the spectrum of the discrete signal $A(\omega)$ is given by the convolution $A(\omega)=$ $A_{c}(\omega) \otimes I^{\omega_{s}}(\omega)$. Here, $A_{c}(\omega)$ is the spectrum of the continuous signal $a_{c}(x)$. Furthermore, $I^{\omega_{s}}$ is the Fourier transform of the impulse train $i^{T}(x)$, which is another impulse train $I^{\omega_{s}}(\omega)=\omega_{s} i^{\omega_{s}}(\omega)$. The sample distance in the frequency domain $\omega_{s}$ is inversely proportional to the sampling distance $T$ in the spatial domain (i.e., $\omega_{s}=2 \pi / T$ ). Since multiplication in the spatial domain corresponds to convolution in the frequency domain, the spectrum of the discrete signal consists of a superposition of replicas of the spectrum of the continuous signal spaced at a distance $\omega_{s}$ (Figure 6.3c).

To reconstruct the spectrum of the continuous signal, we have to eliminate all replicas of $A_{c}$ from $A$ except the central one. This is achieved by multiplying $A(\omega)$ with a box function $H^{\omega_{a}}(\omega)=1$ for $\omega \leq \omega_{a}$ and 0 otherwise, where $\omega_{a}$ is the maximum frequency occurring in $a_{c}$ or $A_{c}$, respectively. $H^{\omega_{a}}$ is called an ideal low-pass filter with cutoff frequency $\omega_{a}$ (Figure 6.3d, right), since it passes low frequencies $\omega \leq \omega_{a}$ unchanged and suppresses high frequencies $\omega>\omega_{a}$ completely. In the spatial domain, the impulse response of $H^{\omega_{a}}$ is a sinc function:

$$
\begin{equation*}
H^{\omega_{a}}(\omega) \leftrightarrow h^{\omega_{a}}(x)=2 \omega_{a} \frac{\sin \left(2 \pi \omega_{a} x\right)}{2 \pi \omega_{a} x} . \tag{6.10}
\end{equation*}
$$

Since the reconstructed spectrum $A(\omega) H^{\omega_{a}}(\omega)$ in Figure 6.3e is identical to the original spectrum $A(\omega)$ (Figure 6.3a), the inverse Fourier transform perfectly reconstructs the original signal (Figure 6.3e, left).

However, if the maximum frequency $\omega_{a}$ in the spectrum of $A_{c}$ is higher than half the sampling distance in the frequency domain (i.e., $\omega_{a}>\omega_{s} / 2$ ), the replicas overlap, as shown in Figure 6.4c on the right.

In this case, it is impossible to reconstruct the original spectrum $A_{c}$ from $A$. When $A$ is multiplied with the low-pass filter (see Figure 6.4d), high frequencies from the replicas appear as low frequencies in the original spectrum (Figure 6.4e), which is called aliasing: the high frequencies in the original signal masquerade, or alias, as low frequencies in the reconstructed signal (Figure 6.4e, left).

Aliasing need not occur if the continuous input signal is band-limited to a bandwidth $\omega_{a}$; in other words, it has no frequencies above $\omega_{a}$, or $A_{c}(\omega)=0$ for $\|\omega\| \geq \omega_{a}$. A continuous signal with bandwidth $\omega_{a}$ can be reconstructed exactly if the sampling frequency $\omega_{s}$ is at least twice the bandwidth (i.e., $\omega_{s} \geq 2 \omega_{a}$ ). This fact is known as the sampling theorem, and $\omega_{s}=2 \omega_{a}$ is called the Nyquist frequency of the signal. Equivalently, the frequency $\omega_{s} / 2$ is also called the Nyquist limit of the sampling grid. Sampling a signal that contains frequencies above the Nyquist limit produces aliasing.

### 6.1.4 RESAMPLING

Resampling is the process of transforming a sampled input signal from a source to a destination domain, and representing the signal in the destination domain on a given uniform sampling grid. In general, the sampling positions in the source domain are not mapped to sampling positions in the destination domain in a one-to-one fashion. Hence, resampling includes four steps. First, a continuous signal is reconstructed in the source domain; second, the continuous signal is mapped from source to destination domain; third, the continuous signal in the destination domain is band-limited to the Nyquist limit of the output sampling grid; and fourth, the band-limited signal is sampled. By band-limiting the transformed signal before sampling, aliasing artifacts due to the subsequent sampling step are avoided. Band-limiting before sampling is also called prefiltering.
Resampling was first introduced to computer graphics by Paul Heckbert in the context of texture mapping and image warping [Hec89]. In texture mapping, the source domain is a texture image, the destination domain is the output image plane, and the mapping from the source to the destination domain is a concatenation of a 2 D to 3D parameterization of the texture onto a surface followed by perspective 3D to 2D projection. Resampling procedures have also been applied to volume rendering [ZPvBG01a] and to ray tracing [Ige99]. We will describe a resampling algorithm for point-based rendering in Section 6.1.6.

We illustrate the resampling procedure in the 1D setting in Figure 6.5. The generalization to higher dimensions is straightforward. Note also that we remove the restriction that the input signal be sampled on a uniform grid. Therefore, we will not use convolution, but a slightly more general approach to signal reconstruction.

Resampling consists of four steps:

1. In the first step, we reconstruct a continuous signal from the input samples. The continuous input signal is a weighted sum of sample values $c_{i}$ and reconstruction kernels $r_{i}$ in source space coordinates $t$ :

$$
\begin{equation*}
f(t)=\sum_{i} c_{i} r_{i}(t) \tag{6.11}
\end{equation*}
$$

Here, the samples $c_{i}$ may be located at nonuniform sampling positions, and the reconstruction kernels $r_{i}$ may be different for each sample. Hence, Equation (6.11) does not correspond to a convolution. We show in Section 6.1.6 how to choose suitable kernels for surface splatting.
2. We denote the mapping from source to destination domain by $x=m(t)$, and $t=m^{-1}(x)$ is its inverse. Here, $x$ denotes destination space coordinates.


Figure 6.5: Resampling consists of four steps: reconstruction, warping, filtering, and sampling.

Applying this mapping to the input function yields the continuous function in the destination domain:

$$
\begin{equation*}
f^{\prime}(x)=\left(f \circ m^{-1}\right)(x)=f\left(m^{-1}(x)\right) . \tag{6.12}
\end{equation*}
$$

3. Now $f^{\prime}(x)$ is prefiltered using a low-pass filter $h(x)$, resulting in the continuous output function

$$
\begin{equation*}
\bar{f}^{\prime}(x)=\left(f^{\prime} \otimes h\right)(x)=\int_{-\infty}^{\infty} f^{\prime}(\xi) h(x-\xi) d \xi . \tag{6.13}
\end{equation*}
$$

4. Finally, the continuous output signal is sampled by multiplying it with an impulse train $i$ to produce the discrete output $\bar{f}^{\prime}(x) i(x)$.

This procedure suggests a multipass approach, in which we first reconstruct, then warp, and convolve the input signal. However, we can avoid the explicit construction of the continuous signal by reordering the above operations. We derive an expression for the warped continuous output function by expanding the operations in reverse order:

$$
\begin{align*}
\bar{f}^{\prime}(x) & =\int_{-\infty}^{\infty} h(x-\xi) \sum_{i} c_{i} r_{i}\left(m^{-1}(\xi)\right) d \xi \\
& =\sum_{i} c_{i} \rho_{i}(x) \tag{6.14}
\end{align*}
$$

where

$$
\begin{equation*}
\rho_{i}(x)=\int_{-\infty}^{\infty} h(x-\xi) r_{i}\left(m^{-1}(\xi)\right) d \xi . \tag{6.15}
\end{equation*}
$$

We call the warped and filtered reconstruction kernel $\rho_{i}(x)$ a resampling filter, which is expressed as a convolution in the destination space here. Equation (6.14) states that we can first warp and filter each reconstruction kernel individually to construct the resampling filters and then sum up the contributions of these filters in the destination space. This allows us to implement an efficient resampling scheme for interactive rendering as we show in Section 6.1.6.

### 6.1.5 GAUSSIAN FILTERS

Gaussian functions play an important role in many areas of applied mathematics, in particular in statistics. For digital-signal processing they are attractive because they provide a unique combination of reasonable spectral characteristics and analytical properties. We start by introducing 1D Gaussians and analyzing their filter characteristics. It is straightforward to generalize Gaussians to higher dimensions. In this section, we summarize the properties of 2D filters that are prerequisite for our techniques described in Section 6.1.6.

## One-dimensional Gaussian Filters

A one-dimensional Gaussian function is defined as

$$
\begin{equation*}
g \sigma^{2}(x)=\frac{1}{\sigma \sqrt{2 \pi}} e^{-\frac{1}{2} \frac{x^{2}}{\sigma^{2}}}, \tag{6.16}
\end{equation*}
$$

where $\sigma^{2}$ is called the variance, and $\sigma$ the standard deviation. In this form, the Gaussian is normalized to have a unit integral:

$$
\begin{equation*}
\int_{-\infty}^{\infty} g \sigma^{2}(x) d x=1 . \tag{6.17}
\end{equation*}
$$

The Fourier transform of the 1D Gaussian is another Gaussian:

$$
\begin{equation*}
g_{\sigma^{2}}(x) \leftrightarrow G_{\sigma^{2}}(\omega)=e^{-\sigma^{2} \omega^{2} / 2}=\sigma \sqrt{2 \pi} g_{1 / \sigma^{2}}(\omega) \tag{6.18}
\end{equation*}
$$

However, note that the Gaussian in the frequency domain is not normalized to have a unit integral.

Figure 6.6 illustrates the relation of 1D Gaussians in the spatial and the frequency domain. A narrow impulse response in the spatial domain corresponds to a wide response in the frequency domain, and vice versa. For comparison, we also show the box function of an ideal low-pass filter in the frequency domain. Assuming that the sampling grid has unit spacing, the cutoff frequency of the box is set to $\omega=1 / 2$. Hence, the box filter band limits the signal to the Nyquist limit of the grid. Clearly, choosing a suitable standard deviation for the Gaussian is a trade-off between blurriness and aliasing in the output signal (i.e., a trade-off between a deficiency of high frequencies in the pass band and leakage in the stop band). ${ }^{3}$ For image-processing applications, values between $1<\sigma<2$ are often appropriate.


Figure 6.6: Gaussians in 1D: the spatial domain representation is on the left, with the corresponding frequency domain representation on the right.
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## Two-dimensional Gaussian Filters

It is straightforward to generalize Gaussians to higher dimensions. For our applications, we are most interested in 2D Gaussians defined as

$$
\begin{equation*}
g_{\mathrm{V}}(\mathbf{x})=\frac{1}{2 \pi \sqrt{|\mathbf{V}|}} e^{-\frac{1}{2} \mathbf{x}^{T} \mathbf{V}^{-1} \mathbf{x}} \tag{6.19}
\end{equation*}
$$

Here, $\mathbf{V}$ is the symmetric $2 \times 2$ variance matrix, with $|\mathbf{V}|$ its determinant, and $\mathbf{x}$ is a $2 \times 1$ column vector. As in 1 D , the 2 D Gaussian is normalized to unit integral analogous to Equation (6.17). $\mathbf{V}$ is called the variance matrix because it plays the role of the scalar variance $\sigma^{2}$ of a 1D Gaussian. The variance matrix of 2D Gaussian low-pass filters is usually chosen to be a $2 \times 2$ identity matrix for a balanced trade-off between aliasing and blurriness.

The Fourier transform of a 2D Gaussian is again a 2D Gaussian, with a scaling factor similar to the 1D case in Equation (6.18):

$$
\begin{equation*}
g_{\mathbf{V}}(\mathbf{x}) \leftrightarrow G_{\mathbf{V}}(\omega)=e^{-\frac{1}{2} \omega^{T} \mathbf{V} \omega}=2 \pi \sqrt{|\mathbf{V}|} g_{\mathbf{V}^{-1}}(\omega) \tag{6.20}
\end{equation*}
$$

Gaussians offer a number of analytical properties that make them attractive as digital filters for image synthesis. We summarize how linear mappings and convolution of Gaussians can be evaluated efficiently.

A 2D linear mapping is defined as $\mathbf{y}=\mathbf{M x}$, where $\mathbf{M}$ is a $2 \times 2$ matrix, and $\mathbf{x}$ and $\mathbf{y}$ are column vectors. We apply this mapping to the 2D Gaussian in Equation (6.19) by substituting $\mathbf{x}=\mathbf{M}^{-1} \mathbf{y}$, yielding

$$
\begin{align*}
g_{\mathbf{V}}\left(\mathbf{M}^{-1} \mathbf{y}\right) & =\frac{1}{2 \pi \sqrt{|\mathbf{V}|}} e^{-\frac{1}{2}\left(\mathbf{M}^{-1} \mathbf{y}\right)^{T} \mathbf{V}^{-1}\left(\mathbf{M}^{-1} \mathbf{y}\right)} \\
& =\frac{|\mathbf{M}|}{2 \pi \sqrt{\left|\mathbf{M V M}^{T}\right|}} e^{-\frac{1}{2}\left(\mathbf{M}^{-1} \mathbf{y}\right)^{T} \mathbf{V}^{-1}\left(\mathbf{M}^{-1} \mathbf{y}\right)} \\
& =|\mathbf{M}| g_{\mathbf{M V M}^{T}(\mathbf{y})} . \tag{6.21}
\end{align*}
$$

Hence, under the linear mapping $\mathbf{M}$, the Gaussian with variance matrix $\mathbf{V}$ is transformed into a Gaussian with variance matrix $\mathbf{M V M}^{T}$. However, the transformed Gaussian is not normalized to unit integral anymore, but it is scaled with the determinant $|\mathbf{M}|$ (see also [Hec89]).

The convolution of two Gaussians is easily computed in the frequency domain, since convolution in the spatial domain corresponds to multiplication in the frequency domain [Hec89]. With Equation (6.20), we have

$$
\begin{align*}
\left.\left(g_{\mathbf{V}} \otimes g_{\mathbf{W}}\right)(\mathbf{x}) \leftrightarrow G_{\mathbf{V}}(\omega) \cdot G_{\mathbf{W}}\right)(\omega) & =e^{-\frac{1}{2} \omega^{T} \mathbf{V} \omega} \cdot e^{-\frac{1}{2} \omega^{T} \mathbf{W} \omega} \\
& =e^{-\frac{1}{2} \omega^{T}(\mathbf{V}+\mathbf{W}) \omega} \\
& =G_{\mathbf{V}+\mathbf{W}}(\omega) . \tag{6.22}
\end{align*}
$$

Therefore, variances are added when two Gaussians are convolved:

$$
\begin{equation*}
\left(g_{\mathbf{V}} \otimes g_{\mathbf{W}}\right)(\mathbf{x})=g_{\mathbf{V}+\mathbf{W}}(\mathbf{x}) \tag{6.23}
\end{equation*}
$$

### 6.1.6 SURFACE SPLATTING

Surface splatting renders point-sampled surfaces using a splatting approach as introduced in Section 6.1, and it applies the resampling framework described in Section 6.1.4 to compute antialiased splat footprints [ZPvBG01b]. The key to an efficient implementation for interactive rendering is the use of Gaussian kernels for reconstruction and low-pass filtering. The surface-splatting algorithm is illustrated in Figure 6.7. It proceeds in the following steps, which are described in detail in this section:

- First, we compute suitable 2D Gaussian reconstruction kernels associated with the points of a 3D point-sampled surface. The 2D kernels will be defined on the tangent plane (i.e., source space) at each point.
- Next, we map the Gaussian kernels to 2D image (i.e., destination) space. In contrast to Equation (6.12), each kernel will have its individual mapping function from the corresponding tangent plane to image space.
- We then combine the projected reconstruction kernels with Gaussian low-pass filters in image space to obtain antialised footprints, or resampling kernels.
- Finally, we sample the footprints at pixel locations in image space. The footprints are weighted with the shaded color value of each point. We use a $z$-buffering algorithm to restrict accumulation of resampling kernels (as in Equation 6.14) to visible surface regions. This process is also called footprint rasterization.


## Tangent Space Reconstruction Kernels

Let us denote the 3D position of points of a point-sampled surface by column vectors $\mathbf{p}_{i}$ with elements $\left(p_{i\{x\}}, p_{i\{y\}}, p_{i\{z\}}\right)$. As shown in Section 4.2, we can compute a tangent plane at each point, which is defined by two orthogonal vectors $\mathbf{u}_{i}$ and $\mathbf{v}_{i}$. We use the tangent vectors to specify a 2 D parameterization of the tangent plane, and we denote tangent coordinates by column vectors $\mathbf{t}=\left(t_{0}, t_{1}\right)^{T}$. Tangent coordinates $\mathbf{t}$ correspond to 3D points $\Phi(\mathbf{t})$ as follows:

$$
\Phi(\mathbf{t})=\left[\mathbf{u}_{i} \mathbf{v}_{i} \mathbf{p}_{i}\right]\left[\begin{array}{l}
\mathbf{t}  \tag{6.2Ч}\\
1
\end{array}\right] .
$$



Figure 6.7: Surface splatting overview.

As described in Section 4.3, we can compute ellipses on the tangent plane of each point such that the union of all ellipses forms a watertight surface. We represent these ellipses as quadratic forms in tangent coordinates:

$$
\begin{equation*}
\mathbf{t}^{T} \mathbf{R}_{i} \mathbf{t}=1 . \tag{6.25}
\end{equation*}
$$

Using this representation, we define Gaussian reconstruction kernels on the tangent plane of each point as

$$
\begin{equation*}
r_{i}(\mathbf{t})=g_{\mathbf{R}_{i}}(\mathbf{t})=\frac{1}{2 \pi \sqrt{\left|\mathbf{R}_{i}\right|}} e^{-\frac{1}{2} \mathbf{t}^{T} \mathbf{R}_{i}^{-1} \mathbf{t}} . \tag{6.26}
\end{equation*}
$$

This choice of Gaussian reconstruction kernels is a heuristics. In terms of signalprocessing theory, Gaussian filters are an approximation of ideal low-pass filters. When using Gaussians, we always strive to find an optimal balance between aliasing and blurriness. However, it is difficult to analyze Gaussians with nonuniform sampling. The above construction is inspired by the use of Gaussians for uniform reconstruction as described in Section 6.1.5. There, a typical choice for the variance matrix is the identity matrix, such that the value of the exponent of the Gaussian is $-1 / 2$ at the closest neighboring sample. Our approach is an approximation of this behavior in the nonuniform case.

## Projection to Image Space

We assume the position of points $\mathbf{p}_{i}$ and their tangent vectors $\mathbf{u}_{i}$ and $\mathbf{v}_{i}$ are expressed in a canonical camera coordinate system as shown in Figure 6.7. Here, the center of
projection lies at the origin, and the plane $z=1$ is the image plane. ${ }^{4}$ For notational simplicity, let us denote the 2D image coordinates by $\mathbf{x}=(x, y)$. The mapping from tangent to image coordinates is derived from Equation (6.24). Points on the tangent plane are projected to the image plane by dividing by the $z$-coordinate:

Unfortunately, it is not useful to apply the perspective projection as defined by Equation (6.27) to Gaussian reconstruction kernels. The perspective projection of a Gaussian results in a kernel that is not a Gaussian anymore and that cannot easily be band-limited as in Equation (6.15). Therefore, we use an affine approximation of the perspective projection. A linear Taylor series expansion of $m_{i}(\mathbf{t})$ at $\mathbf{t}=0$ is given by

$$
\begin{equation*}
\mathbf{x}=\tilde{m}_{i}(\mathbf{t})=m_{i}(0)+\mathbf{J}_{i} \mathbf{t} . \tag{6.28}
\end{equation*}
$$

Here, $\mathbf{J}_{i}$ is the Jacobian of $m_{i}(\mathbf{t})$ evaluated at $\mathbf{t}=0$ :

$$
\mathbf{J}_{i}=\frac{1}{p_{i\{z\}}^{2}}\left[\begin{array}{ll}
u_{i\{x\}} p_{i\{z\}}-p_{i\{x\}} u_{i\{z\}} & v_{i\{x\}} p_{i\{z\}}-p_{i\{x\}} v_{i\{z\}}  \tag{6.29}\\
u_{i\{y\}} p_{i\{z\}}-p_{i\{y\}} u_{i\{z\}} & v_{i\{y\}} p_{i\{z\}}-p_{i\{y\}} v_{i\{z\}}
\end{array}\right] .
$$

We also denote the projection of point $\mathbf{p}_{i}$ to the image plane by

$$
\mathbf{p}_{i}^{\prime}=\left[\begin{array}{l}
p_{i\{x\}} / p_{i\{z\}}  \tag{6.30}\\
p_{i\{y\}} / p_{i\{z\}}
\end{array}\right]=m_{i}(0) .
$$

The inverse of Equation (6.28) is an affine approximation of the mapping from image to tangent space:

$$
\begin{equation*}
\mathbf{t}=\tilde{m}_{i}^{-1}(\mathbf{x})=\mathbf{J}_{i}^{-1}\left(\mathbf{x}-\mathbf{p}_{i}^{\prime}\right) . \tag{6.31}
\end{equation*}
$$

With Equation (6.31) and using Equation (6.21), we express the Gaussian reconstruction kernel in image space as

$$
\begin{equation*}
r_{i}\left(\mathbf{J}_{i}^{-1}\left(\mathbf{x}-\mathbf{p}_{i}^{\prime}\right)\right)=r_{i}^{\prime}\left(\mathbf{x}-\mathbf{p}_{i}^{\prime}\right)=\left|\mathbf{J}_{i}\right| g_{J V_{i} \mathbf{J}^{T}}\left(\mathbf{x}-\mathbf{p}_{i}^{\prime}\right) . \tag{6.32}
\end{equation*}
$$

The main advantage of this equation is that it describes the image space reconstruction kernel, again, as a Gaussian. This will allow us to efficiently low-pass filter rendered surfaces as shown in the next section.
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## Low-pass Filtering

We could use the Gaussian reconstruction kernels in image space given by Equation (6.32) directly as the splat footprint functions. However, this would lead to aliasing artifacts because the rendered signal would not be band-limited to the Nyquist frequency of the pixel grid (as explained in Section 6.1.4). Instead, we rewrite Equation (6.15) using the affine approximation $\tilde{m}^{-1}$ from Equation (6.31):

$$
\begin{align*}
\rho_{i}(\mathbf{x}) & =\int_{\mathbf{R}} h(\mathbf{x}-\xi) r_{i}\left(\mathbf{J}_{i}^{-1}\left(\xi-\mathbf{p}_{i}^{\prime}\right)\right) d \xi \\
& =\int_{\mathbf{R}} h\left(\mathbf{x}-\mathbf{p}_{i}^{\prime}-\tau\right) r_{i}^{\prime}(\tau) d \tau \\
& =\left(r_{k}^{\prime} \otimes h\right)\left(\mathbf{x}-\mathbf{p}_{i}^{\prime}\right) . \tag{6.33}
\end{align*}
$$

Equation (6.33) shows that the resampling kernel can be expressed as a convolution of a reconstruction kernel and a low-pass filter in image space. To obtain an explicit expression for this resampling filter, we choose a Gaussian low-pass filter:

$$
\begin{equation*}
h(\mathbf{x})=g_{\mathbf{H}}(\mathbf{x})=\frac{1}{2 \pi \sqrt{|\mathbf{H}|}} e^{-\frac{1}{2} \mathbf{x}^{T} \mathbf{H}^{-1} \mathbf{x}}, \tag{6.3Ч}
\end{equation*}
$$

where $\mathbf{H}$ is usually a $2 \times 2$ identity matrix. Using Gaussian reconstruction and lowpass kernels, Equation (6.33) can be expanded to

$$
\begin{align*}
\rho_{i}(\mathbf{x}) & =\frac{1}{\left|\mathbf{J}_{i}^{-1}\right|}\left(g_{\mathrm{J}_{i} \mathbf{R}_{\mathbf{j}_{i}^{T}}} \otimes g_{\mathbf{H}}\right)\left(\mathbf{x}-\mathbf{p}_{i}^{\prime}\right) \\
& =\frac{1}{\left|\mathbf{J}_{i}^{-1}\right|} g_{\left.\mathrm{J}_{i} \mathbf{R}_{\mathbf{i}}\right]_{i}^{T}+\mathbf{H}}\left(\mathbf{x}-\mathbf{p}_{i}^{\prime}\right), \tag{6.35}
\end{align*}
$$

where we used Equation (6.22) to evaluate the convolution. Finally, we substitute Equation (6.35) into Equation (6.14) to obtain the rendered, band-limited surface:

$$
\begin{equation*}
\bar{f}^{\prime}(\mathbf{x})=\sum_{i} c_{i} \frac{1}{\left|\mathbf{J}_{i}^{-1}\right|} g_{J_{i} \mathbf{R}_{i} \mathbf{J}_{i}^{T}+\mathbf{H}}\left(\mathbf{x}-\mathbf{p}_{i}^{\prime}\right) . \tag{6.36}
\end{equation*}
$$

Here, the coefficients $c_{i}$ are shaded point samples. We use a scalar value to simplify notation; in practice, three color channels are rendered independently. Shading can be performed using any local illumination model. We also discuss more advanced shading approaches in Section 6.2.

## Footprint Rasterization

Rasterization is the process of evaluating, or sampling, the footprint functions given by Equation (6.35) at output pixel locations, and accumulating their contributions in a framebuffer. We use a $z$-buffer to discard contributions from hidden surfaces.

Because Gaussian kernels have an infinite support, in theory, we have to evaluate each kernel at each pixel. However, in practice this is not necessary since the values of the Gaussians decrease quickly as we move away from their centers. Therefore, we evaluate the kernels only in an area where the absolute value of their exponents are smaller than a given threshold. Let us denote the inverse variance matrix of the Gaussian resampling kernel in Equation (6.35) by

$$
\begin{equation*}
\mathbf{Q}_{i}=\left(\mathbf{J}_{i} \mathbf{R}_{i} \mathbf{J}_{i}^{T}+\mathbf{H}\right)^{-1}, \tag{6.37}
\end{equation*}
$$

and the value of its exponent by $\mathbf{q}_{i}(\mathbf{x})$. We evaluate the kernel in the region

$$
\begin{equation*}
q_{i}(\mathbf{x})=\frac{1}{2}\left(\mathbf{x}-\mathbf{p}_{i}^{\prime}\right)^{T} \mathbf{Q}_{i}\left(\mathbf{x}-\mathbf{p}_{i}^{\prime}\right)<\frac{1}{2} r^{2}, \tag{6.38}
\end{equation*}
$$

where $r$ is the cutoff radius. Typically, $r$ is chosen in the range $1<r<2$ for surface splatting. Larger values for $r$ lead to smoother reconstructions, but can also cause visual artifacts and slow down rendering speed. If $r$ is chosen too small, discontinuities or holes may appear in the rendered image.

We compute an axis-aligned bounding box of the area specified by Equation (6.38) to efficiently evaluate the Gaussian kernel. The extents of the bounding box $x_{\min }, x_{\max }$, and $y_{\text {min }}, y_{\text {max }}$ are given by the solutions of the quadratic equations, illustrated in Figure 6.8:


Figure 6.8: Bounding-box calculations for the resampling kernel.

$$
\begin{equation*}
x_{\min }, x_{\max }=\left\{\frac{\partial q_{i}(\mathbf{x})}{\partial x}=0, \quad q_{i}(\mathbf{x})=\frac{1}{2} r^{2}\right\} \tag{6.39}
\end{equation*}
$$

and

$$
\begin{equation*}
y_{\min }, y_{\max }=\left\{\frac{\partial q_{i}(\mathbf{x})}{\partial y}=0, \quad q_{i}(\mathbf{x})=\frac{1}{2} r^{2}\right\} . \tag{6.40}
\end{equation*}
$$

With the discriminant $\Delta=Q_{i\{0,0\}} Q_{i\{1,1\}}-Q_{i\{0,1\}}^{2}$, the solutions of Equation (6.39) are given by

$$
\begin{equation*}
x_{\max }, x_{\min }=p_{i\{x\}}^{\prime} \pm r \sqrt{\frac{Q_{i\{1,1\}}}{\Delta}} \tag{6.41}
\end{equation*}
$$

and

$$
\begin{equation*}
y_{\max }, y_{\min }=p_{i\{y\}}^{\prime} \pm r \sqrt{\frac{Q_{i\{0,0\}}}{\Delta}} \tag{6.4ㄹ}
\end{equation*}
$$

We also need to evaluate the $z$-coordinate of the tangent plane at each pixel to perform $z$-buffering. For efficiency reasons, we use the affine approximation of the mapping from image to tangent coordinates as given in Equation (6.31) and combine it with Equation (6.24) to determine a 3D point on the tangent plane:

$$
\Phi^{\prime}(\mathbf{x})=\Phi\left(\tilde{m}_{i}^{-1}(x)\right)=\left[\mathbf{u}_{i} \mathbf{v}_{i} \mathbf{p}_{i}\right]\left[\begin{array}{c}
\tilde{m}_{i}^{-1}(\mathbf{x})  \tag{6.43}\\
1
\end{array}\right]
$$

Since the footprints usually cover only a few pixels in the image plane, this affine approximation works well in practice. For fast incremental evaluation of Equation (6.43), we note that $\Phi^{\prime}\left(\mathbf{p}_{i}^{\prime}\right)_{z}=p_{i\{z\}}$ and

$$
\begin{equation*}
\frac{\partial \Phi^{\prime}(\mathbf{x})_{z}}{\partial x}=u_{i\{z\}} J_{i\{0,0\}}^{-1}+v_{i\{z\}} J_{i\{1,0\}}^{-1}, \tag{6.૫૫}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial \Phi^{\prime}(\mathbf{x})_{z}}{\partial y}=u_{i\{z\}} J_{i\{0,1\}}^{-1}+v_{i\{z\}} J_{i\{1,1\}}^{-1} \tag{6.45}
\end{equation*}
$$

In general, the depth complexity of point-sampled scenes we would like to render will be greater than one. However, the summation of resampling kernels at each pixel should be restricted to visible parts of the scene. Therefore, we apply an $\epsilon$-z-buffering scheme to determine visibility of individual splat contributions. The idea is that all splat contributions within an $\epsilon$-depth range should be considered part of the same surface. The threshold $\epsilon$ should be chosen proportionally to the depth range spanned by the footprint, for example,

$$
\begin{equation*}
\epsilon=\max \left\{\left\|\left(x_{\max }-x_{\min }\right) \frac{\partial \Phi^{\prime}(\mathbf{x})_{z}}{\partial x}\right\|,\left\|\left(y_{\max }-y_{\min }\right) \frac{\partial \Phi^{\prime}(\mathbf{x})_{z}}{\partial y}\right\|\right\} . \tag{6.46}
\end{equation*}
$$

Our framebuffer stores depth values $z(x, y)$, accumulated colors $c(x, y)$, and kernel weights $w(x, y)$. Given a new splat contribution with depth $z_{\text {new }}$, color $c_{\text {new }}$, and weight $w_{\text {new }}$ at pixel $(x, y)$, the framebuffer is updated as follows:

- If $\left|z_{\text {new }}-z(x, y)<\epsilon\right|$ the new value is considered part of the visible surface, and its contributions are added to the current framebuffer values (i.e., $c(x, y)=$ $c(x, y)+c_{\text {new }}$, and $\left.w(x, y)=w(x, y)+w_{\text {new }}\right)$. If in addition $z_{\text {new }}<z(x, y)$, the depth buffer is updated too (i.e., $z(x, y)=z_{\text {new }}$ ).
- If $z_{\text {new }}<z(x, y)-\epsilon$ the new value lies in front of the visible surface. Hence, its values replace the current framebuffer values (i.e., $z(x, y)=z_{\text {new }}, c(x, y)=c_{\text {new }}$, and $\left.w(x, y)=w_{\text {new }}\right)$.
- Otherwise, the new contribution belongs to a hidden surface behind the visible surface and, hence, is discarded.

We summarize the splat rasterization algorithm with $\epsilon-z$-buffering in Figure 6.9. This function should be called in a general splatting framework as described in Section 6.1. The input of the rasterization algorithm is the point position $\mathbf{p}_{i}$ and tangent vectors $\mathbf{u}_{i}$ and $\mathbf{v}_{i}$, the inverse of the Jacobian $\mathbf{J}_{i}^{-1}$ (Equation 6.29), the conic matrix $\mathbf{Q}_{i}$ (Equation 6.37), the shaded color $c_{\text {new }}$, and the cutoff radius $r$. Rasterization updates the framebuffer arrays storing accumulated colors $c(x, y)$, weights $w(x, y)$, and depth values $z(x, y)$. We use efficient incremental computation of the $z$-value and the exponent of the Gaussian kernel at each pixel.

### 6.1.7 RESULTS AND COMPARISON

In Figure 6.10, we illustrate the behavior of surface-splatting footprints in the image plane in different situations. We visualize isocontours of the footprint functions at $q_{i}(\mathbf{x})=1 / 2$. Note that the low-pass filter in the image plane always has the same shape. It only depends on the output sampling grid, but it is independent of the mapping function. Its variance matrix is an identity matrix, hence the visualized isocontour is a unit circle. Under minification, as shown on the left in Figure 6.10, the footprint shape is dominated by the low-pass filter. Considering the variance matrix of the resampling filter in Equation (6.35), this is intuitively clear: when the mapping is minifying the input function, its Jacobian scales down the reconstruction filter, and the variance matrix is dominated by the contribution of the low-pass filter. On the other hand, the resampling filter is largely determined by the reconstruction filter under magnification, as shown in the middle of Figure 6.10. In this case, the Jacobian scales up the reconstruction filter, and the variance matrix of the resampling filter is dominated by the enlarged reconstruction filter. Moreover, under anisotropic minification-magnification, the Jacobian anisotropically scales the reconstruction filter, as shown on the right in Figure 6.10. The scaling guarantees that the resampling filter is always wider than both the reconstruction and low-pass filter, so it is impossible that the filter falls between samples of the output grid.

```
    rasterize(p[], u[], v[], inv_J[], Q[], c_new, r, c[], w[], z[]) {
    x_p = p[0]/p[2];
    y_p = p[1]/p[2];
    Delta = Q[0,0]*Q[1,1]-*Q[0,1]*Q[1,0];
    x_min = floor(x_p - r*sqrt(Q[1,1]/Delta));
    x_max = ceil(x_p + r*sqrt(Q[1,1]/De1ta));
    y_min = floor(y_p - r*sqrt(0[0,0]/Delta));
    y_max = ceil(y_p + r*sqrt(0[0,0]/De1ta));
    dzdx = u[2]*inv_J[0,0]+v[2]*inv_J[1,0];
    dzdy = u[2]*inv_J[0,1]+v[2]*inv_J[1,1];
    ddq = 2*Q[0,0];
    dx = x_min-x_p;
    epsilon = max(abs((x_max-x_min)*dzdx,abs((y_max-y_min)*dzdy)));
    for(y = y_min; y <= y_max; y++) {
        dy = y - y_p;
        dq = 2*(dx*Q[0,0]+dy*Q[0,1]);
        q = (Q[1,1]*dy+2*Q[0,1]*dx)*dy+Q[0,0]*dx*dx;
        z_new = p[2]+dx*dzdx+dy*dzdy;
        for(x = x_min; x< = x_max; x++) {
            if(q< r*r) {
                w_new = f*exp(-1/2*q);
                if(z_xy< z[x,y]-epsilon) {
                    w[x,y] = w_new;
                    c[x,y] = c_new;
                    z[x,y] = z_new;
            } else if(abs(z_new-z[x,y]) < epsilon) {
                    w[x,y] += w_new;
                    c[x,y] += c_new;
                    if(z_new<z[x,y]) z[x,y] = z_new;
                }
            }
            q += dq; dq += ddq; z_xy += dzdx;
        }
    }
}
```

Figure 6.9: Pseudocode for splat rasterization.

We compare the image quality of different texture-filtering approaches in Figure 6.11. The zebra texture has a resolution of $768 \times 768$ points and is rendered to an image with $768 \times 190$ pixels. We first compare surface splatting to ellipse splatting, which is based on the same splatting framework. However, ellipse splatting uses footprints that are projected reconstruction kernels only (i.e., they do not include the


Figure 6.10: The behavior of surface-splatting footprints in the image plane under minification (left), magnification (middle), and anisotropic minification-magnification (right).
low-pass filter). Because the rendered texture is not band-limited, disturbing aliasing artifacts appear as shown in Figure 6.11b. We also compare surface splatting to bilinear interpolation, which is a common approach for texturing in triangle rendering [WNDS99]. Similar to ellipse splatting, bilinear interpolation does not include a low-pass filter and produces aliasing artifacts (Figure 6.11c). Trilinear interpolation, or trilinear MIPmapping [WNDS99], improves upon bilinear interpolation by adding a third interpolation step using prefiltered textures (so-called mipmaps). However, prefiltering is isotropic and performed in a preprocess. In contrast, surface splatting leads to anisotropic texture filtering. Because trilinear mipmapping filters textures isotropically based on the worst-case direction, it exhibits overly blurred edges along horizontal lines in Figure 6.11d.


Figure 6.11: Image quality comparison of different texture-filtering approaches: (a) surface splatting, $(b)$ ellipse splatting, (c) bilinear interpolation, and ( $d$ ) trilinear interpolation (mipmapping).

More results of surface splatting are shown in Figure 6.12, illustrating high-quality texture filtering on arbitrary geometries.

### 6.1.8 CONCLUSION

We presented a splatting approach to point-based rendering that is based on a signal-processing framework. This allowed us to derive a high-quality rendering algorithm including anisotropic antialiasing. We achieved this by projecting reconstruction kernels to image space and analytically band-limiting each individual footprint


Figure 6.12: Surface-splatting examples: (a) Matterhorn digital elevation model with a texture taken from a topographic map 4, 782, 011 points and (reproduced by permission of swisstopo, BA067710), (b) cone and displacement mapped sphere with a checkerboard texture, 352,467 points.
function. In addition, we showed how projection and low-pass filtering can be evaluated efficiently using Gaussian kernels. We compared our results to conventional texture mapping and demonstrated that our image quality is superior to isotropic texture filtering, such as trilinear mipmapping. Because of its simplicity, our algorithm is amenable to hardware implementation using programmable graphics processors, which is the topic of the following section.

### 6.2 GPU SPLATTING

## Mario Botsch and Leif Kobbelt

### 6.2.1 OVERVIEW

The last section introduced the fundamental surface-splatting approach, as it was proposed in Zwicker et al. [ZPvBG01b]. The implementation of this algorithm was purely CPU based, which on the one hand allows for high flexibility, but on the other hand limits its performance to about 2 million splats/sec measured on a 3.0 GHz Pentium4. To increase performance, Botsch et al. [BWK02] proposed a hierarchical
rendering technique that is capable of up to 10 million splats/sec on the same hardware. However, these two software-based methods put a high load on the main CPU, which prevents it from doing other computationally expensive tasks besides rendering.

In contrast, traditional triangle-mesh rendering is nowadays delegated completely to the graphics hardware, since the specialized stream-processing design of current graphics processors (GPUs) provides much higher performance compared to a CPUbased solution. Compared to a 3.0 GHz Pentium4, which has a theoretical floating point performance of 6 Gflops (billions of floating point operations per second), NVIDIA GPUs increased their performance from 20 Gflops (NV35) to 53 Gflops (NV40) and further up to 165 Gflops (G70) within three years [OLG ${ }^{+} 05$ ]. Hence, besides providing higher performance, the growth rate of GPUs is also faster: while the CPU performance improves with a factor of about 1.5 per year, GPUs more than double their performance during the same period.

However, due to the missing native support for splat primitives in today's graphics hardware and graphics libraries, exploiting the GPU's hardware acceleration for point-based rendering is not straightforward. Fortunately, GPUs became more and more flexible during the last few years, thanks to the introduction of programmable vertex and fragment shader units in 2001 and 2002, respectively. Moreover, the latest GPU generation supports full floating-point precision throughout the whole rendering pipeline, thereby allowing for high-quality rendering without discretization artifacts. This increased flexibility finally enables the implementation of surface splatting on the GPU, as we will show in this section.

We will first give a brief introduction to the OpenGL rendering pipeline and programmable shader models in Section 6.2.2, and afterward discuss the splat rendering in three stages, which basically follows the description of Section 6.1. Rasterization accounts for projecting splats into the image plane and determining the pixels covered by them (Section 6.2.3). Shading refers to the evaluation of a lighting model-either per splat or per pixel-combined with blending of overlapping neighboring splats (Section 6.2.4). Antialiasing is performed by applying a combination of an objectspace reconstruction filter and a screen-space band-limiting prefilter (Section 6.2.5).

### 6.2.2 OPENGL AND GPU PROGRAMMING

When rendering 3D geometry into a 2 D window, the underlying graphics library performs the standard transformation, lighting, and rasterization operations that can be found in any graphics textbook. We will focus on the OpenGL graphics API [SWND03] because of its high availability and its independence of hardware platforms as well as operating systems.

The OpenGL geometry rendering pipeline is outlined in Figure 6.13. When rendering a 3D model, the model-view transformation first maps its vertices from model coordinates into the camera coordinate system, where the viewer is located at the origin and looks down the negative $z$-axis. After performing lighting computations in camera space, the (homogeneous) projective mapping further transforms vertices into normalized device coordinates $\left(\in[-1,1]^{3}\right)$, where clipping is done. After dehomogenization by dividing each point by its homogeneous component, the window-to-viewport mapping computes the vertices' final 2D window position $(\in[0$, width -1$] \times[0$, height -1$])$. These coordinate systems are also depicted in Figure 6.14.

The projected primitives are then rasterized to window pixels using 2D homogeneous coordinates. For each resulting pixel, texture mapping can be applied by computing texture coordinates, fetching color values from textures, and combining them to the pixel's final color. Pixels that pass the fragment tests (scissor, stencil, alpha, and depth test) can then optionally be alpha-blended, and their color and depth values are finally written into the color buffer and depth buffer, respectively.

The dark boxes in Figure 6.13 depict which parts of the rendering pipeline can be customized using vertex and fragment shaders. The input data for both kinds of shaders consist of a small number of global read-only variables and data associated with the currently processed vertex or fragment, respectively. The latter can, for instance,


Figure 6.13: Programmable shaders in the OpenGL rendering pipeline.


Figure 6.14: Using the frustum and viewport transformations, 3D points are mapped from camera coordinates over normalized device coordinates to 2D viewport coordinates.
be 3D position, normal, color, or texture coordinates for a vertex, or 2D window position, color, and texture coordinates for a fragment. In addition to that, fragment shaders can read textures, which can therefore be used to store any kind of precomputed values. Notice that due to the parallel stream-processing design of GPUs each vertex/fragment is processed individually (i.e., there is no way to access other vertices sharing the same triangle or pixels neighboring to the current fragment).

The typical output of a vertex shader is the position after model-view and projection transformations and a color value resulting from lighting computations. There are more optional output registers, like, for instance, texture coordinates or a point size. Most of the output registers of a vertex shader are transferred to the input registers of fragment shaders, such that data can be passed between vertex and fragment, for instance, by texture coordinates. The output of the fragment shader finally is the fragment's color and depth value.

Both vertex and fragment shaders use a rather small instruction set for their computations, which is accessible through different programming languages. The most low-level and, therefore, also the most efficient option, is assembler programs as provided by the ARB_vertex_program and ARB_fragment_program extensions. The language Cg ("C for graphics") provides higher-level shader programming [FK03, MGAK03], as does the OpenGL shading language (GLSL) [Ros04], which should be an integral part of any OpenGL implementation from version 2.0 on.

## Performance Considerations

One of the reasons for employing point-based rendering techniques is the huge complexity of today's massive datasets, for instance, like those acquired by laser range
scanning [ $\left.\mathrm{LPC}^{+} 00\right]$. Such models easily contain several millions of triangles, which, when projected onto the image plane, may cover only a few pixels. Because the rather expensive triangle-rasterization setup does not pay off for pixel-sized triangles, rendering massive triangle meshes becomes inefficient, such that in this case points (or splats) seem to be the conceptually more suitable rendering primitive. However, also when rendering complex point-based datasets, the following OpenGL performance optimization techniques should be taken into account.

- Interleaved vertex arrays: In order to minimize the number of function calls of the OpenGL API, the splat data (positions $\mathbf{p}_{i}$, normals $\mathbf{n}_{i}$, colors $\mathbf{c}_{i}$, radii $r_{i}$, etc.) should be stored in one large array. By this all the splats can be rendered using just one call of g 1 DrawArrays ( ). For better memory coherence the data should additionally be arranged in an interleaved manner (i.e., in an array of the form $\left.\left[\mathbf{p}_{1}, \mathbf{n}_{1}, \mathbf{c}_{1}, r_{1}, \mathbf{p}_{2}, \mathbf{n}_{2}, \mathbf{c}_{2}, r_{2}, \ldots\right]\right)$.
- Vertex buffer objects: In each frame all the splat data have to be transferred to the GPU, which can easily become the performance bottleneck when rendering massive models. In many situations these data are static, such that the can be stored in the GPU's efficient video memory. This functionality can be accessed by the ARB_vertex_buffer_object extension and effectively reduces data transfer costs.
- Quantization: In order to reduce the consumption of GPU memory and to further decrease transfer costs, the splat data should be stored in a compact format. A simple and transparent quantization method is to represent values of bounded absolute value (like normal vectors) by 16-bit floating point numbers on GPUs supporting this feature (NV_half_float), and colors by 4 bytes for RGBA.
- Backface culling: For surface splats representing a closed 3D model, backfacing splats can safely be discarded from rendering since they are always occluded by front-facing surface parts. This can save rasterization and shading computations for about $40-50 \%$ of the splats. Backfacing splats can be detected in a vertex shader based on the angle between their normal and the viewing ray, and they are discarded by assigning them a homogeneous position at infinity ( $w=0$ ).
- Precomputed lighting: Since lighting computations are performed for each splat, they can also become too expensive if several light sources are used. A common simplification is to restrict to directional light sources and neglect the viewer's local position, such that the lighting no longer depends on positional information and hence becomes a function of surface normals only. For static light sources this function can be precomputed and stored in a cubical texture map, such that complex lighting computations simplify to texture fetches.
- Shading language: While high-level shading languages are definitely more convenient to use, low-level assembler-like shader programs obviously are more efficient. Experiments showed that this performance gap can be quite significant (a factor of about 2-5), which might partially also be due to the immaturity of current drivers' GLSL support. An alternative can be using Cg for shader design, followed by a manual optimization of the Cg compiler's output.

These general performance optimization techniques apply to all the splat-rendering approaches discussed in the following, no matter how splats are represented, rasterized, or shaded.

### 6.2.3 SPLAT RASTERIZATION

The first step in splat rendering is splat rasterization (i.e., determining which image pixels are covered by the projected splats). Since there is no native support for splat primitives in current graphics libraries, splats have to be represented by other drawing primitives like points or triangles.

## Polygonal Splats

The first option is to represent each splat by a triangle onto which a special elliptical alpha-texture is mapped, such that each pixel within the splat ellipse is assigned a positive alpha value and all fragments outside the splat are assigned a zero alpha value. The OpenGL alpha test can then be used to efficiently discard all fragments that do not belong to the splat (see Figure 6.15). This technique was used, for instance, in Ren et al. and Pajarola et al. [RPZ02, PSG04]. Its obvious advantage is that it requires very basic OpenGL functionality only (rendering of textured triangles), which simplifies implementation and runs on older graphics hardware.


Figure 6.15: Splats can be rasterized by mapping an elliptical alpha-texture onto a triangle and setting up the alpha test to discard all fragments that do not belong to the splat's interior.

Notice, however, that the number of triangle vertices to be stored and processed is three times the number of splats in the model. When vertex arrays are to be used for performance reasons (Section 6.2.2), all the data associated with each splat (normal, color, etc.) have to be attached to each of its three triangle vertices, such that the total memory consumption is tripled. Since the original motivation for rendering points instead of triangles was the inefficient triangle setup for large datasets, rendering splats as textured triangles should usually not be considered efficient, neither in terms of memory consumption nor in terms of rendering performance.

## Image-aligned Squares

For higher efficiency and more compact storage, splats should be rendered using one OpenGL point for each splat only, in other words, by using

```
g1DrawArrays(GL_POINTS, &splats[0], splats.size());
```

As shortly mentioned in Section 6.2.2, an optional output of vertex shaders is the point size, which, when set to $s$, causes an $s \times s$ image-space square to be rasterized, centered at the current vertex's projected position. Instead of squares, image-aligned disks can be rendered by enabling point smoothing and alpha test:

```
g1Enable(GL_POINT_SMOOTH);
g1Enable(GL_ALPHA_TEST);
g1A1phaFunc(GL_GREATER, 0.5);
```

The screen-space size of the projected OpenGL point has to be adjusted in a vertex shader to ensure that neighboring splats overlap in image space, such that a holefree rendering is guaranteed. The complicated exact projected splat size [ZRB $\left.{ }^{+} 04\right]$ is efficiently approximated by perspectively foreshortening the larger of the splat's ellipse radii $r$ using the depth value of the splat center $\mathbf{p}$ in camera coordinates:

$$
\begin{equation*}
s=2 r \cdot \frac{n}{p_{z}} \cdot \frac{h}{t-b}, \tag{6.47}
\end{equation*}
$$

where $n, t$, and $b$ are the near/top/bottom parameters of the viewing frustum and $h$ denotes the height (in pixels) of the viewport (see Figure 6.14). In this formula the term $n / z$ corresponds to the projection onto the near plane, and $h /(t-b)$ scales the result from the near plane to image coordinates.

This simple splat-rasterization method was used in Dachsbacher et al. [DVS03], since it is extremely efficient and allows for splat rates of about 80 million splats/sec on current GPUs. On the downside, image-aligned squares or disks yield a rather poor approximation of the exact projected splat's shape, especially near the object's contour. Additionally, this method is not suitable for high-quality shading, because
all pixels generated from one splat have the same depth value, which prevents correct blending of overlapping splats (see Section 6.2.4).

## Affinely Projected Point Sprites

A better approximation to the elliptical projected splat shape in the case of circular object-space splats was presented in Botsch and Kobbelt [BK03]. One also starts by adjusting the point size in a vertex shader in order to render image-space squares. But in addition to the last method, for each of the squares' pixels a fragment shader determines whether or not it corresponds to the projection of a point inside or outside of the splat. Pixels outside the splat are then simply discarded using either the alpha test or the KILL shader command, resulting in an elliptical splat rasterization (see Figure 6.16).

The ARB_point_sprite extension can be used to achieve a parameterization of the screen-space square over $[-r, r]^{2}$, with $r$ being the splat radius. For each of its pixels $(x, y) \in[-r, r]^{2}$, a depth offset $\delta z$ from the splat center $\mathbf{p}$ can be computed as a linear function depending on the camera-space normal vector $\mathbf{n}=\left(n_{x}, n_{y}, n_{z}\right)^{T}$ :

$$
\begin{equation*}
\delta z=-\frac{n_{x}}{n_{z}} \cdot x-\frac{n_{y}}{n_{z}} \cdot y . \tag{6.48}
\end{equation*}
$$

This depth offset can then be used to compute the 3D distance from the splat center: the pixel $(x, y)$ corresponds to a point inside the splat if $\|(x, y, \delta z)\| \leq r$.
One drawback of simple image-aligned points was the constant depth value per splat, which prevents correct occlusion and causes blending artifacts. Hence, the depth


Figure 6.16: Adjusting the point size results in image-aligned squares to be rendered at the splat's center position (left). Computing the elliptical splat shape by an affine approximation to the projection leads to much better rendering, especially at the object's contours (right).


Figure 6.17: Local affine approximations to the projective mapping can cause holes for extreme viewing angles (center). These holes can be closed either by an affine approximation that correctly maps the outer splat contour or by perspectively correct per-pixel ray casting (right).
offset $\delta z$ should also be used to correct the pixel's depth value. Starting from the adjusted camera-space depth value $z^{\prime}:=p_{z}+\delta z$, the frustum and viewport transformations yield the window-space depth buffer entry

$$
\begin{equation*}
\text { zbuffer }(x, y)=\frac{1}{z^{\prime}} \cdot \frac{f n}{f-n}+\frac{f}{f-n} . \tag{6.49}
\end{equation*}
$$

Compared to simple image-space squares or disks, the point-sprite method provides a much better approximation, especially noticeable at object contours (see Figure 6.16). However, notice that the depth offset $\delta z$ is just an approximation, since it assumes a parallel projection in Equation (6.48), neglecting the angle between the viewing ray and the splat normal. This causes ellipses to become too thin when viewed under a flat angle, which might result in holes in the rendered image (see Figure 6.17).

## Perspectively Correct Rasterization

The affine approximations to the splat projection used in the original EWA splatting [ZPvBG01b] and in the point-sprite approach [BK03] correctly transform the splat center, but not its outer contour, which can cause small holes in the rendered image.

The first approach proposed to handle these inaccuracies was the perspective accurate splatting of Zwicker et al. [ZRB $\left.{ }^{+} 04\right]$. They switched to an affine approximation that in contrast correctly transforms the outer contour of the splat, but has projective errors in the splat's interior. As Gaussians are closed under affine mappings, the use of local affine approximations enables the full EWA-filtering framework as described in Section 6.1. The drawback of this approach is its high computational complexity, which limits rendering performance to about 6 million splats/sec.

A more efficient and perspectively correct rasterization technique was presented in Botsch et al. [BSK04]. The main idea of this approach is to determine the 3D point corresponding to a 2D pixel based on local ray casting. As another advantage over point sprites besides the perspective correctness, this method also handles objectspace elliptical splats. A splat $s_{i}$ is, therefore, represented by a center $\mathbf{p}_{i}$ and two orthogonal axes $\mathbf{u}_{i}$ and $\mathbf{v}_{i}$, which are scaled according to their respective ellipse radii, such that splats can be represented by their local coordinates ( $u, v$ ):

$$
\begin{equation*}
s_{i}=\left\{\mathbf{p}_{i}+u \mathbf{u}_{i}+v \mathbf{v}_{i} \mid u^{2}+v^{2} \leq 1\right\} . \tag{6.50}
\end{equation*}
$$

The elliptical splats $s_{i}$ are again rendered using GL_POINTS, and the larger of the ellipse radii $r_{i}:=\max \left\{\left\|\mathbf{u}_{i}\right\|,\left\|\mathbf{v}_{i}\right\|\right\}$ is used to compute the point size in a vertex shader as described in the last subsections. Then, for each pixel $(x, y)$ the exact corresponding 3D point $\mathbf{q}$ is computed by a local ray casting as described below. From this point $\mathbf{q}$ the local parameters $(u, v)$ are computed, and the pixel is rendered or discarded if $u^{2}+v^{2} \leq 1$ or $>1$, respectively.

Looking at the OpenGL transformation pipeline in Figure 6.14, the first step in computing $\mathbf{q}$ is to invert the window-to-viewport transformation, thereby mapping the pixel $(x, y)$ to a 3 D point $\mathbf{q}_{n}$ on the near plane:

$$
\mathbf{q}_{n}=\left(\begin{array}{c}
x \cdot \frac{r-l}{w}-\frac{r-l}{2}  \tag{6.51}\\
y \cdot \frac{t-b}{h}-\frac{t-b}{2} \\
-n
\end{array}\right),
$$

where $b / t / l / r$ are the bottom/top/left/right parameters of the viewing frustum, and $w / h$ denote the width/height of the viewport (see Figure 6.18).

Casting a ray from the origin (the eye) through the point $\mathbf{q}_{n}$ and intersecting it with the splat's supporting plane yield the corresponding point $\mathbf{q}$ as the solution of the $3 \times 3$ system:

$$
\begin{equation*}
\mathbf{q}=\lambda \mathbf{q}_{n}=\mathbf{p}_{i}+u \mathbf{u}_{i}+v \mathbf{v}_{i} . \tag{6.52}
\end{equation*}
$$



Figure 6.18: Splat projection and ray casting.

Using Cramer's rule, computing the free parameters $u, v$, and $\lambda$ simplifies to

$$
\begin{align*}
\lambda & =\mathbf{p}_{i}^{T}\left(\mathbf{u}_{i} \times \mathbf{v}_{i}\right) / \mathbf{q}_{n}^{T}\left(\mathbf{u}_{i} \times \mathbf{v}_{i}\right), \\
u & =\mathbf{q}_{n}^{T}\left(\mathbf{p}_{i} \times-\mathbf{v}_{i}\right) / \mathbf{q}_{n}^{T}\left(\mathbf{u}_{i} \times \mathbf{v}_{i}\right),  \tag{6.53}\\
v & =\mathbf{q}_{n}^{T}\left(-\mathbf{u}_{i} \times \mathbf{p}_{i}\right) / \mathbf{q}_{n}^{T}\left(\mathbf{u}_{i} \times \mathbf{v}_{i}\right),
\end{align*}
$$

where all terms except $\mathbf{q}_{n}$ do not depend on the current pixel $(x, y)$, but are constant per splat, and thus can be precomputed in the vertex shader.
Based on the local parameters, the pixel is discarded if $u^{2}+v^{2}>1$. Otherwise, its depth value is adjusted by inserting $q_{z}$ as $z^{\prime}$ in Equation (6.49). Since the 3D point $\mathbf{q}$ is the exact preimage of the projective transform, this approach is actually perspectively correct for each pixel.

### 6.2.4 SPLAT SHADING

After determining the pixels that are covered by the projected splats in the rasterization stage, the second step in splat rendering involves the lighting and shading of surface splats.

## Flat Shading

Since each splat is equipped with a normal vector (or with tangent axes from which a normal can be computed), for given material and reflectance properties a local lighting model can be evaluated on a per-splat basis. This results in a constant color $\mathbf{c}_{i}$
for each splat, similar to flat shading for polygonal meshes. However, since splats correspond to a $C^{-1}$ surface representation, and since neighboring splats mutually intersect each other, simple flat shading leads to undesired shading discontinuities (see Figure 6.19, center left).

## Gouraud Shading

To achieve a smoother rendering, the shading discontinuities can be blurred by Gaussian blending of the color values $\mathbf{c}_{i}$ of neighboring overlapping splats (see Section 6.1). Since lighting computations are still performed on a per-splat basis, this blending of colors conceptually corresponds to Gouraud shading for polygonal meshes (see Figure 6.19, center right).

To implement this kind of blending, each splat $s_{i}$ is associated with a circular or elliptical Gaussian weight function-the object-space reconstruction kernel $r_{i}(\cdot)$. During rasterization the value of the projected reconstruction kernel $r_{i}{ }^{\prime}(x, y)$ at the pixel $(x, y)$ is computed based on the distance of the corresponding 3D point to the splat center $\mathbf{p}_{i}$, or based on the local splat coordinates, leading to


Figure 6.19: The same torso dataset of 3,000 splats (left) rendered using flat shading (center left), Gouraud shading (center right), and Phong shading (right).

$$
\begin{equation*}
r_{i}^{\prime}(x, y)=r_{i}(\|x, y, \delta z\|) \tag{6.5Ч}
\end{equation*}
$$

for the point-sprite approach, and to

$$
\begin{equation*}
r_{i}^{\prime}(x, y)=r_{i}\left(\sqrt{u^{2}+v^{2}}\right) \tag{6.55}
\end{equation*}
$$

for the perspective correct ray casting. The final color value for pixel $(x, y)$ is the weighted average over all splats covering this pixel:

$$
\begin{equation*}
\mathbf{c}(x, y)=\frac{\sum_{i} r_{i}^{\prime}(x, y) \mathbf{c}_{i}}{\sum_{i} r_{i}^{\prime}(x, y)} . \tag{6.56}
\end{equation*}
$$

This per-pixel averaging can be implemented in OpenGL using two render passes. First, additive alpha-blending is configured with separate blend functions for RBG and alpha components (EXT_blend_func_separate) by

```
g1Enable(GL_BLEND);
g1B1endFuncSeparateEXT(GL_SRC_ALPHA, GL_ONE, GL_ONE, GL_ONE);
```

Rendering the surface splats will then accumulate color values and weights in the RBG and alpha components of the framebuffer as $\left(\sum_{i} r_{i}{ }^{\prime} \mathbf{c}_{i}, \sum_{i} r_{i}{ }^{\prime}\right)$. For the final normalization each pixel's RBG components, therefore, have to be divided by its alpha component. This can be achieved by binding the result of the first render pass as a texture and rendering a window-sized rectangle with this texture mapped onto it. This trick sends each pixel through the OpenGL pipeline again, such that a simple fragment shader can perform the required per-pixel normalization, as proposed in Botsch and Kobbelt and Guennebaud and Paulin [BK03, GP03]. If supported by the GPU, this accumulation should be performed using floating-point render buffers and floating-point textures in order to avoid color saturation and discretization artifacts [BHZK05].

The missing component is a technique to restrict the blending to overlapping neighboring splats belonging to the same surface sheet. The custom $\varepsilon$-depth test employed in the CPU-based software renderer of Zwicker et al. [ZPvBG01b] has to be simulated by another rendering pass, the so-called visibility splatting [RL00]. For each frame, the visibility pass first renders the splats into the depth buffer only. Then the blending pass renders all splats again, but this time computes lighting and accumulates the resulting colors values using the additive alpha-blending as described above. Notice that this pass does not update the $z$-buffer from the visibility pass and adds a small offset $\varepsilon$ to the fragments' depth values, which causes all splats within an $\varepsilon$-depth distance to be blended. The final normalization pass performs the required division by the alpha component as described above. The results of the three render passes are depicted in Figure 6.20, pseudocode is given in Figure 6.21.


Figure 6.20: The three-pass splat blending using visibility splatting, blending, and normalization render passes.

```
/ / visibility splatting pass
g1DepthMask(GL_TRUE);
g1Disable(GL_BLEND);
bind_visibility_shaders();
g1DrawArrays(GL_P0INTS, &splats[0], splats.size());
    / / blending pass
    g1DepthMask(GL_FALSE);
    g7Enable(GL_BLEND);
    bind_blending_shaders();
    glDrawArrays(GL_P0INTS, &splats[0], splats.size());
    // normalization pass
    g1CopyTexSubImage2D(GL_TEXTURE_RECTANGLE_ARB, 0, 0, 0, 0, 0, w, h);
    bind_normalization_shaders();
    draw_rectangle();
```

Figure 6.21: Pseudocode for the three-pass splat blending.

## Phong Splatting

When comparing the different shading techniques in Figure 6.19, Gouraud shading successfully removes the unwanted discontinuities of flat shading, but it also blurs the image noticeably. For the rendering of triangle meshes it is well known that perpixel Phong shading yields results superior to Gouraud shading. Instead of computing lighting for each vertex and linearly interpolating the resulting color values within triangles, Phong shading interpolates vertex normals, followed by a per-pixel lighting based on the resulting piecewise linear normal field.

Hence, the key technique for high-quality point-based rendering is per-pixel Phong shading for surface splats [ZPvBG01b, KV01, KV03a, BSK04]. But since the missing connectivity information does not allow an interpolation of neighboring splats' normal vectors in object-space, the piecewise linear normal field has to be constructed in another way.

The Phong splatting approach of Botsch et al. [BSK04] explicitly assigns a linear normal field $\mathbf{n}_{i}(u, v)$ to each splat $s_{i}$ instead of keeping its associated normal vector constant. During (perspectively correct) rasterization, the normal field is evaluated at each pixel based on the local splat parameters ( $u, v$ ), and the normal vector $\mathbf{n}_{i}(u, v)$ is used for lighting computations. Since the resulting color values $\mathbf{c}_{i}(u, v)$ are still discontinuous between neighboring splats, they are accumulated and blended using the same three-pass rendering technique as for Gouraud shading. The remaining question is how to compute the splats' linear normal fields $\mathbf{n}_{i}(u, v)$.

The raw input data for a splat-based model usually is a set of surface samples $\hat{\mathbf{p}}_{j}$ with associated normal vectors $\hat{\mathbf{n}}_{j}$. Surface splats are then generated by least squares fitting of ellipses (defined by centers $\mathbf{p}_{i}$ and tangents $\mathbf{u}_{i}, \mathbf{v}_{i}$ ) to a small subset of sample points $\hat{\mathbf{p}}_{j} \in \mathcal{P}_{i}$ each, where $\mathcal{P}_{i}$ typically either consists of the sample $\hat{\mathbf{p}}_{i}$ and its $k$-nearest neighbors or is constructed by a splat subsampling process (see Section 4.3).

In an analogous way the linear normal field $\mathbf{n}_{i}(u, v)$ of the splat $s_{i}$ is derived by a least squares fitting to the sample normals $\hat{\mathbf{n}}_{j}$ associated with $\hat{\mathbf{p}}_{j} \in \mathcal{P}_{i}$. The normal field is specified by a center normal $\overline{\boldsymbol{n}}_{i}$ and two scalar values $\alpha_{i}$ and $\beta_{i}$, such that the (unnormalized) normal of a point $\mathbf{q} \in s_{i}$ with local parameters $(u, v)$ is

$$
\begin{equation*}
\mathbf{n}_{i}(u, v)=\overline{\boldsymbol{n}}_{i}+u \alpha_{i} \mathbf{u}_{i}+v \beta_{i} \mathbf{v}_{i} \tag{6.57}
\end{equation*}
$$

i.e., the center normal is tilted along the tangential directions. Due to this construction the method works best if the tangential directions are roughly aligned to the directions of minimum and maximum normal deviation of the sample normals $\hat{\mathbf{n}}_{j}$, i.e., to the principal curvature directions. If this is not already provided by the geometry-fitting scheme, the directions $\mathbf{u}_{i}$ and $\mathbf{v}_{i}$ can be estimated by the eigenvectors corresponding to the two smaller eigenvalues of the covariance matrix of sample normals $\sum_{j} \hat{\mathbf{n}}_{j} \hat{\mathbf{n}}_{j}^{T}$.
For the normal fitting the sample normals $\hat{\mathbf{n}}_{j}$ are represented w.r.t. the local frame spanned by the splat's tangents $\left(\mathbf{u}_{i}, \mathbf{v}_{i}\right)$ and its normal $\left(\mathbf{u}_{j} \times \mathbf{v}_{j}\right)$. Analogous to the normal tilting of Equation (6.57), the third local frame coordinate of $\hat{\mathbf{n}}_{j}$ is set to 1 , such that each normal is actually represented by a point $(x, y)$ on an offset tangent plane with distance 1 , similar to homogeneous coordinates (Figure 6.22).


Figure 6.22: Normal vectors $n$ are represented as homogeneous points $(x, y, 1)$ on an offset tangent plane.

If the center normal $\overline{\boldsymbol{n}}_{i}$ is represented by $\left(\bar{x}_{i}, \bar{y}_{i}\right.$ ), and if ( $u_{j}, v_{j}$ ) denote the parameter values of the sample $\hat{\mathbf{p}}_{j}$ and $\left(x_{j}, y_{j}\right)$ its local frame normal vector, then the normal fitting can be written as a set of linear equations

$$
\begin{equation*}
\binom{\bar{x}_{i}}{\bar{y}_{i}}+\binom{u_{j} \alpha_{i}}{v_{j} \beta_{i}}=\binom{x_{j}}{y_{j}} \quad \forall \hat{\mathbf{p}}_{j} \in \mathcal{P}_{i} \tag{6.58}
\end{equation*}
$$

which are solved for $\bar{x}_{i}, \bar{y}_{i}, \alpha_{i}$, and $\beta_{i}$ in the least squares sense. Since in the above equations the $x$ and $y$ components are uncoupled, they can be further simplified to the solution of two $2 \times 2$ linear systems:

$$
\left(\begin{array}{cc}
\left|\mathcal{P}_{i}\right| & \sum_{j} u_{j}  \tag{6.59}\\
\sum_{j} u_{j} & \sum_{j} u_{j}^{2}
\end{array}\right)\binom{\bar{x}_{i}}{\alpha_{i}}=\binom{\sum_{j} x_{j}}{\sum_{j} x_{j} u_{j}},
$$

and

$$
\left(\begin{array}{cc}
\left|\mathcal{P}_{i}\right| & \sum_{j} v_{j}  \tag{6.60}\\
\sum_{j} v_{j} & \sum_{j} v_{j}^{2}
\end{array}\right)\binom{\bar{y}_{i}}{\beta_{i}}=\binom{\sum_{j} y_{j}}{\sum_{j} y_{j} v_{j}}
$$

where the summation is done over all $\hat{\mathbf{p}}_{j} \in \mathcal{P}_{i}$. The result of this fitting process is the desired linear normal field $\mathbf{n}_{i}(u, v)$, defined by center normal $\overline{\boldsymbol{n}}_{i}$ and two scalars $\alpha_{i}$ and $\beta_{i}$.

Phong splatting using precomputed normal fields yields a rendering quality that is clearly superior to Gouraud shading due to reduced blurring and sharper highlights (see Figures 6.19 and 6.23). Although additional normal fields have to be stored per splat, the ratio of memory consumption to rendering quality is still improved by Phong splatting, since it allows for high-quality shading even for very coarse models, as long as the normal fields have been derived from dense point samples (like in splat simplification, Section 4.3).

The main drawback of Phong splatting is the explicit precomputation of normal fields, which works well for static geometries, but is not applicable when datasets are dynamically deformed or resampled, like, for instance, in a shape-modeling application (see Section 5.3).

## Deferred Shading

There are basically two options to generate smoothly interpolated per-pixel normal vectors. The first is the Phong splatting approach with its precomputed linear normal fields [BSK04], as discussed in the previous subsection. The second approach for normal interpolation was proposed for the CPU-based EWA splatting [ZPvBG01b]. Instead of color values, normal vectors and material properties are splatted into the framebuffer. This smoothly averages normals and colors of overlapping splats over the pixels they cover, with weights depending on the respective EWA filter kernels. In a final pass, deferred lighting is performed for each image pixel, based on


Figure 6.23: Comparison of Gouraud splatting (top closeup) and Phong splatting (bottom closeup) for the chameleon model consisting of 100,000 splats.
accumulated normal vectors and surface materials. The advantage of this approach over Phong splatting is that it also works for dynamically changing geometries.

Recent GPU generations provide all the hardware features required to implement this approach on the GPU. For instance, NVIDIA's NV40 GPU provides floating point precision at all necessary stages of the rendering pipeline (i.e., for shader arithmetic, alpha-blending, textures, and render targets). In combination with multiple render targets (ARB_DRAW_BUFFERS), which allow us to output up to four different RGBA color values within a single rendering pass, these features enable the implementation of accurate per-pixel deferred shading in the context of surface splatting, as demonstrated in Botsch et al. [BHZK05].

After the visibility pass (see Figure 6.24, left), two render targets are used to splat and accumulate normal vectors and material properties during the so-called attribute pass (see Figure 6.24, center). The rasterization pixel shader performs the computations outlined in Section 6.2.2, but instead of shading each accepted pixel, its (weighted) normal vector and color value are written to the two render targets. These buffers and the depth buffer are then used as textures for the normalization and shading pass, for which a window-size rectangle is rendered to send each pixel through the OpenGL pipeline again.

The shading pass (see Figure 6.24, right) corresponds to the normalization pass of Gouraud shading, but it additionally performs per-pixel lighting computations. For each pixel, an averaged normal and color can be computed by fetching the accumulated values from the textures and normalizing them. From the depth texture, the corresponding 3D position can be derived by inverting the viewing and projection mappings (see Figure 6.14). Having position, normal, and color information


Figure 6.24: The deferred shading approach splats and accumulates surface attributes like colors and normals, followed by a normalization and shading pass.
at hand then enables deferred per-pixel shading computations [DWS ${ }^{+} 88$ ]. The resulting Phong splatting again clearly improves the rendering quality over Gouraud shading.

Notice that lighting computations are performed only once for each pixel of the projected object. In contrast, nondeferred approaches incorporate lighting computations into the splat-rasterization process and perform a per-pixel blending of the resulting colors instead. Due to the required mutual overlap of individual splats, this multiplies the number of lighting computations by a factor of about 6-10 for typical splat datasets.

Depending on the complexity of the employed shaders, saving these unnecessary lighting computations yields noticeable performance improvements. The performance of the deferred shading approach is in fact almost independent of the actual surface shading. Incorporating more complex lighting computations into the rasterization pixel shader would in contrast significantly slow down the rendering, since profiling tests indicate that the pixel stage is the bottleneck of the splat rendering.

In addition to this, deferred shading also provides a clear separation between the splat rasterization process and the actual surface lighting or shading computations. This greatly simplifies the development of custom shaders, as the carefully optimized pixel shader for splat rasterization (Section 6.2.2) is left untouched. The deferred shading approach thus allows for a simple yet highly efficient implementation of custom shaders, of which Figure 6.25 shows several examples.


Figure 6.25: From left to right: The Phong-shaded octopus model, the NPR-shaded renderings of the dinosaur model, the Igea artifact, and the massive Lucy dataset from Botsch et al. [BHZK05]. All models are rendered with shadow mapping enabled and hence require one additional visibility rendering pass for the shadow-map generation.

Another important point to be considered is the precision of the render targets. A standard framebuffer offers eight bits for each of the four RGBA components, which as an additional constraint are clamped to $[0,1]$. This leads to the frequently observed shading artifacts due to color saturation or discretization artifacts. Recent GPUs support the use of unclamped floating point values for render targets, which effectively avoids these problems. This is especially important since in addition to colors normal vectors also are accumulated, where noise due to discretization would immediately lead to shading artifacts.

### 6.2.5 ANTIALIASING

In the original EWA surface splatting [ZPvBG01b], two components are mainly responsible for high visual quality: per-pixel Phong splatting, which can be mapped to the GPU as shown in the last section, and anisotropic antialiasing provided by the EWA filter. It should be obvious that using no antialiasing technique at all, like in the case of simple flat shading, results in severe aliasing artifacts, which is clearly depicted in Figure 6.26, top left.

The EWA filter as described in Section 6.1 is composed of the projection $r_{i}^{\prime}(x, y)$ of the object-space reconstruction kernel $r_{i}(u, v)$ and a band-limiting screen-space


Figure 6.26: Without any filtering, both magnified and minified regions exhibit aliasing (top left). The object-space reconstruction filter alone cannot avoid aliasing in minification regions (top right). FSAA reduces aliasing to some degree, but the super-sampled image might still contain sampling artifacts (bottom left). The approximate EWA filter band-limits the signal before it is sampled and successfully removes the aliasing problems (bottom right).
prefilter $h(x, y)$. As the required convolution is computationally quite involved, many rendering approaches simply omit the screen-space filter and use the reconstruction kernel only. However, while this technique successfully removes aliasing in magnified regions, it cannot prevent aliasing in the case of minification when the size of projected splats falls below one pixel (see Figure 6.26, top right).

An appealing idea might be to diminish aliasing artifacts by full-screen antialiasing (FSAA), which is supported by any modern GPU. In general, FSAA redirects rendering to a higher resolution framebuffer in order to super-sample the image signal, and then down-filters this buffer to the actual framebuffer resolution. However, even the higher-resolution super-sampling buffer might suffer from aliasing, in which case a high-resolution aliased image will be down-scaled to the framebuffer. The resulting image will still contain alias artifacts, which are just shifted to a higher frequency band (see Figure 6.26, bottom left).

In [BHZK05], Botsch et al. proposed a simple and efficient approximation of the EWA filter. The footprint weight $\rho_{i}(x, y)$ is computed as the maximum of the projected reconstruction filter $r_{i}^{\prime}(x, y)$ and the prefilter $h(x, y)$, instead of by a convolution of the two filters. For a pixel $(x, y)$ the fragment shader computes a 3D radius $r_{3}(x, y)=\sqrt{u^{2}+v^{2}}$, corresponding to the 3D distance from the splat center (see Section 6.2.3) and the (normalized) 2D distance $r_{2}(x, y)$ to the projected splat center. A given fragment is accepted if it lies within the union of the screen-space prefilter and the projected reconstruction filter (see Figure 6.27); i.e., if

$$
\begin{equation*}
\min \left\{r_{2}(x, y), r_{3}(x, y)\right\} \leq 1, \tag{6.61}
\end{equation*}
$$

and its final footprint weight is computed as

$$
\begin{gather*}
\rho_{i}(x, y)=\operatorname{Gauss}\left(\min \left\{r_{2}(x, y), r_{3}(x, y)\right\}\right)  \tag{6.62}\\
\rho_{i}(x, y)=\max \left\{r_{i}^{\prime}(x, y), h(x, y)\right\} . \tag{6.63}
\end{gather*}
$$

This approximation to the EWA filter provides high-quality antialiasing in magnified and minified regions (see Figure 6.26, bottom right). Its results are comparable to those of the exact EWA filter, but in contrast the approximation is considerably easier to compute. If the projected splat center is passed from the vertex shader to the pixel shader, the screen-space filter requires a few additional instructions only (Figure 6.27).

Notice that for this approach the minimum size of projected splats has to be bounded to be at least $2 \times 2$ pixels in order to generate enough fragments for antialiasing


Figure 6.27: Comparison of the original EWA filter and its approximation. In the left column, three typical configurations of screen-size ratios between the projected reconstruction filter and the screen-space filter are shown. The right column compares the contours of the combined filter kernels.
purposes. This size restriction can easily be incorporated into the vertex shader. Limiting the minimal projected splat size obviously generates more fragments, which increases the average number of fragments contributing to each image pixel to about 15-30 for complex models with small projected splat sizes. As a consequence, the acceleration offered by the deferred shading approach (Section 6.2.3) is even more attractive in this case.

### 6.2.6 COMPARISON

The last section proposed several techniques for the three main components of a GPU-accelerated surface-splatting system (i.e., rasterization, shading, and antialiasing). In order to compare complexity and performance of these methods, some selected approaches are classified in Table 6.1.

Table 6.1:

|  | Rasterization | Shading | Antialiasing | Splats/sec |
| :--- | :--- | :--- | :--- | :---: |
| EWA splatting [ZPvBG01b] | Affine | Deferred | EWA | 2 M |
| Image-space squares | - | Flat | - | 83 M |
| Point sprites [BK03] | Affine | Gouraud | Object-space | 27 M |
| Persp. Accurate [ZRB $\left.{ }^{+} 04\right]$ | Accurate | Gouraud | EWA | 5 M |
| Phong splatting [BSK04] | Correct | Phong | Object-space | 6 M |
| Deferred shading [BHZK05] | Correct | Deferred | Approximate EWA | 23 M |

The rendering performances were determined by rendering several point-based models with complexities ranging from 150,000 to $14,000,000$ splats into a $512 \times 512$ window, using a 3.0 GHz Pentium4 equipped with a NVIDIA GeForce 6800 Ultra GPU. The performance for each model was computed based on three full $360^{\circ}$ rotations around the three coordinate axes in steps of $5^{\circ}$, and the values given in Table 6.1 represent the averaged timings over all models. Notice that the GPU-based methods exploit all the performance-optimization techniques described in Section 6.2.1 except for quantization, and the shaders are implemented as ARB-assembler programs.

The deferred shading approach proposed in Botsch et al. [BHZK05] seems to represent the best trade-off between performance and rendering quality. Thanks to the combination of perspectively correct rasterization, flexible and efficient deferred shading, and approximate EWA filtering, this method yields the highest visual quality. At the same time this technique is almost as efficient as the high-performance but midquality point-sprite approach.

### 6.2.7 CONCLUSION

The steadily increasing performance and programmability of modern graphics hardware allow for efficient implementation of high-quality surface splatting. However, a major drawback is the need for the extra visibility splatting pass, which is caused by the missing programmability of the depth test. As a consequence, since the splat geometry has to be rendered twice, this effectively halves the rendering performance.

The deferred shading approach of Botsch et al. [BHZK05] has been implemented as a Pointshop3D plug-in and can be found on the Pointshop 3D Web site.

### 6.3 RAY TRACING OF POINT MODELS

Bart Adams and Anders Adamson

### 6.3.1 OVERVIEW

As discussed in the previous section, surface splatting has reached a mature state and it is the preferred algorithm to interactively render point-sampled objects. Although the state-of-the-art GPU algorithms produce high-quality images thanks to Phong splatting and EWA antialiasing, more advanced shading effects such as shadows, reflections, refractions, or even global illumination are hard to achieve. Also, surface splatting becomes costly for complex models consisting of millions of splats. In that sense, surface splatting can be compared to triangle rasterization, and thus shares many of its advantages and disadvantages [WS05].

With the upcome of physics-based animation algorithms that employ point-sampled surface representations (e.g., fracture (Section 7.2) or fluid (Section 7.3) animation), there is a high demand for realistic image synthesis from point clouds using the aforementioned complex shading effects. Computing these global effects eventually requires ray tracing (see [Gla89] and [Shi00] for good introductions) (i.e., one should be able to intersect a ray with the point-sampled surface in a consistent way).

One way to proceed could be to use the collection of splats as surface representation and intersect rays with the ellipses. The resulting surface is $C^{-1}$ continuous and piecewise linear, which causes severe artifacts especially under complex lighting situations: the discontinuities are not only visible at the silhouettes, but they are also magnified by shadows cast; the planar patches lead to obvious distortions of specular reflections, and so on. Schaufler and Jensen [SJ00] overcome these problems by intersecting a cylinder around the ray with the splats and then computing the intersection as a weighted average of splats whose centers are inside the cylinder. Although this approach produces high-quality images, the resulting geometry depends on the particular rays used for intersecting the surface. Therefore, their ray-surface intersection algorithm does not define a consistent surface. This can be problematic, for example, when rendering subsequent frames of an animation sequence.

In Section 4.2 different variants of $C^{\infty}$ surface definitions were discussed. The most popular one for ray-tracing point models is the definition of Adamson and Alexa [AA03a, AA04a]. This implicit surface definition is consistent and it can be shown to define smooth manifold surfaces from point clouds if certain natural sampling criteria are fulfilled [AA03a]. Due to these properties and its ease of implementation, several researchers have used this definition for ray-tracing point models [AA03a, AA04a, WS05, $\left.\mathrm{AKP}^{+} 05\right]$. See Figure 6.28 for an example.


Figure 6.28: Ray tracings of point models acquired with a structured-light scanner. Both models are defined by approximately 200,000 points. Images taken from Adamson and Alexa [AA03a].

In this section, the basic ray-surface intersection algorithm based on this surface definition will be discussed. Together, we introduce extensions to handle sharp features such as edges and corners and bounded, nonorientable surfaces. Custom-tailored data structures are given together with various optimizations for static point clouds as well as free-form deforming point-sampled surfaces. We conclude the section with tips to efficiently implement the proposed algorithms.

### 6.3.2 RAY-SURFACE INTERSECTION ALGORITHM

## Surface Definition

Given a set of points $\mathcal{P}=\left\{\mathbf{p}_{i} \in \mathbb{R}^{3}\right\}, i \in\{1, \ldots, N\}$, sampled from a surface $S$, define the neighborhood of $\mathcal{P}$ as the union of a set of balls centered at the points $\mathbf{p}_{i}$ :

$$
\begin{equation*}
\mathcal{B}=\bigcup_{i} B_{i}, B_{i}=\left\{\mathbf{x} \mid\left\|\mathbf{x}-\mathbf{p}_{i}\right\|<r_{B}, \mathbf{x} \in \mathbb{R}^{3}\right\} . \tag{6.6Ч}
\end{equation*}
$$

It is assumed that $\mathcal{B}$ contains the surface $\mathcal{S}$ as well as the approximation $\hat{S}$ that will be defined. For the approximation two functions will be defined on the neighborhood: the weighted average and the normal direction. The weighted average a: $\mathcal{B} \rightarrow \mathcal{B}$ maps each point $\mathbf{x}$ onto the weighted average of the contributing points. The normal
direction $\mathbf{n}: \mathcal{B} \rightarrow \mathbb{R}^{3}$ assigns each point in the neighborhood of the points a normal. Then, the approximating surface $\hat{S}$ is defined as

$$
\begin{equation*}
\hat{\mathcal{S}}=\left\{\mathbf{x} \in \mathcal{B} \mid f(\mathbf{x})=\mathbf{n}(\mathbf{x})^{T}(\mathbf{x}-\mathbf{a}(\mathbf{x}))=0\right\} . \tag{6.65}
\end{equation*}
$$

As in most cases the points $\mathbf{p}_{i}$ are equipped with normals $\mathbf{n}_{i}$, a commonly used definition of $\mathbf{a}$ and $\mathbf{n}$ is:

$$
\begin{equation*}
\mathbf{a}(\mathbf{x})=\frac{\sum_{i=1}^{N} \theta\left(\left\|\mathbf{x}-\mathbf{p}_{i}\right\| / h\right) \mathbf{p}_{i}}{\sum_{i=1}^{N} \theta\left(\left\|\mathbf{x}-\mathbf{p}_{i}\right\| / h\right)}, \mathbf{n}(\mathbf{x})=\frac{\sum_{i=1}^{N} \theta\left(\left\|\mathbf{x}-\mathbf{p}_{i}\right\| / h\right) \mathbf{n}_{i}}{\left\|\sum_{i=1}^{N} \theta\left(\left\|\mathbf{x}-\mathbf{p}_{i}\right\| / h\right) \mathbf{n}_{i}\right\|}, \tag{6.66}
\end{equation*}
$$

with $h$ the support radius of the points. In the case the points do not carry surface normals, one could either first compute per-point normals as discussed in Section 4.2 or define a different mapping $\mathbf{n}$ based on the weighted covariance directions in $\mathbf{x}$ as discussed in Adamson and Alexa [AA03a].

Note that the summation is over all $N$ points, but in practical implementations compactly supported weight functions $\theta: \mathbb{R} \rightarrow \mathbb{R}$ are used and, therefore, the summation is limited to the neighborhood of the point $\mathbf{x}$. Weight functions should be smooth, positive, and monotonically decreasing (have negative first derivatives).

If compactly supported functions are used, $\theta$ must return zero at distance $h$, the radius of support, in order to avoid discontinuities. Otherwise, a point sample entering the radius of support would immediately contribute to both $\mathbf{a}(\mathbf{x})$ and $\mathbf{n}(\mathbf{x})$. To further increase smoothness, it is desirable to have at least a zero first derivative at distance $h$.

A possible choice is to use a truncated Gaussian (Figure 6.29a):

$$
\theta_{g}(r)=\theta_{g}\left(\left\|\mathbf{x}-\mathbf{p}_{i}\right\| / h\right)= \begin{cases}e^{-\frac{r^{2}}{\sigma^{2}}} & \text { if } r<1,  \tag{6.67}\\ 0 & \text { if } r \geq 1,\end{cases}
$$

with $\sigma$ a scaling parameter to ensure that the weights vanish sufficiently when approaching $r=1$ (typically, $\sigma$ is taken in the range $0.2-0.4$ ). Note also that all the higher-order derivatives get close to zero.

In practice the Gaussian is approximated by polynomial functions. A popular choice is the compactly supported Wendland function (Figure 6.29b):

$$
\theta_{w}(r)=\theta_{w}\left(\left\|\mathbf{x}-\mathbf{p}_{i}\right\| / h\right)= \begin{cases}(1-r)^{4}(4 r+1) & \text { if } r<1  \tag{6.68}\\ 0 & \text { if } r \geq 1\end{cases}
$$

Here, the first three derivatives of $\theta_{w}$ yield zero at distance $h$. The computation requires only one addition, one subtraction, and four multiplications, which can be performed more efficiently than evaluating $\theta_{g}$.


Figure 6.29: Weight functions. (a) truncated Gaussian $\theta_{g}$ (Equation 6.67, $\sigma=0.378$ ); $\theta_{g}(1.0)=0.00091, \theta_{g}^{\prime}(1.0)=-0.0127$. For more accurate results a smaller $\sigma$ has to be chosen. (b) Wendland function $\theta_{w}$ (Equation 6.68); $\theta_{w}$ and its first three derivatives yield zero at $r=1$.

Remark 1 At first sight it seems that the function $\mathbf{n}$ defines the surface normal for points $\mathbf{x} \in S$. Alexa and Adamson [AA04b] prove, however, that in general this is not true. They show how to compute exact surface normals analytically from the implicit surface definition and it is shown that the exact surface normals in general differ from $\mathbf{n}$. However, the difference is very small and in practice people avoid the computational complexity to compute exact surface normals and use $\mathbf{n}$ instead for shading computations.

Remark 2 If points carry additional attributes such as color, similar formulas as Equation (6.66) can be used to define the respective attributes at the surface.

Remark 3 Other surface definitions (such as Levin's MLS surface definition, for example [Lev98, Lev03]), could be used as well for ray-tracing point clouds. Often these surface definitions include a polynomial fitting step and might, therefore, be more robust in the presence of noise. In this section we will use the aforementioned surface definition. However, most of the discussions can be easily generalized to apply to other variants. We refer to Section 4.2 for more details on alternative point-based surface definitions.

## Ray-surface Intersections

Computing ray-surface intersections amounts to finding points on the ray where the function $f(\mathbf{x})$ as defined in Equation (6.65) evaluates to zero. We propose three alternatives for finding such points on the ray. All alternatives proceed in two steps. In a first step, an initial guess or starting point $\mathbf{r}_{0}$ is computed. This point $\mathbf{r}_{0}$ is supposed
to be close to the surface $\hat{\mathcal{S}}$. In a next step, starting from this point $\mathbf{r}_{0}$, the actual intersection of the ray with the surface is constructed using, for example, an iterative procedure.

We first describe how to find the initial starting point $\mathbf{r}_{0}$, before describing the three different ray-surface intersection algorithms.

Finding an Initial Point Close to the Surface By definition, the surface must be contained in $\mathcal{B}$, the union of balls $B_{i}$ associated with the sample points. Thus, $\mathcal{B}$ defines a bounding volume of $\hat{\mathcal{S}}$. The intersection points of the ray with the spheres $B_{i}$ yield points close to the surface and can thus serve as initial starting points $\mathbf{r}_{0}$. Usually, the ray-sphere intersections are sorted front to back using the corresponding ray parameters.

Finding all $\mathbf{r}_{0}$ amounts to locating all $B_{i}$ intersected by the ray. Iterating over all balls quickly becomes infeasible, as point models often consist of thousands or even millions of points. Therefore, the balls $B_{i}$ should be stored in spatial data structures for quick intersection testing. Three popular acceleration hierarchies used in this context are octrees [AA03a], bounding sphere hierarchies [AA03b, AKP ${ }^{+} 05$ ], and $K$ - $d$-trees [WS05]. A general overview on acceleration data structures for ray tracing can be found in Glassner [Gla89] and Arvo and Kirk [AK89]. Examples of optimized acceleration hierarchies for static and deforming point models are given in Section 6.3.3.
Although the volume $\mathcal{B}$ effectively bounds the approximated surface $\hat{\mathcal{S}}$, it is often too conservative: evaluating a compactly supported $\theta$ at the boundary of $\mathcal{B}$ yields no support at all. This could be corrected by moving some small $\epsilon$ into $\mathcal{B}$. However, performance of the ray-surface intersection algorithm is improved if starting points $\mathbf{r}_{0}$ are used that are closer to $\hat{\mathcal{S}}$. Therefore, it is desirable to construct a different bounding volume that more tightly encloses the given input data.

One popular choice is to down-scale the $B_{i}$ to an amount where no holes arise (see Figure 6.30a). The result is a tighter and more effective bounding volume for $\hat{\mathcal{S}}$ that is contained in $\mathcal{B}$. Moreover, at intersection points with the down-scaled $B_{i}$, the weight functions now have bigger support and $f$ can be evaluated without running into numerical problems.

If point normals are provided, it is also possible to use oriented-bounding boxes (see Figure 6.30b). As $\hat{S}$ is expected to be close to the planes formed by the samples and their normals, the boxes can be down-scaled in the normal direction. The union of the boxes yields an even smaller bounding volume for $\hat{\mathcal{S}}$.

Starting with an adequate $\mathbf{r}_{0}$, we propose three ways to compute the actual raysurface intersection point. The first alternative uses an iterative planar approximation and intersection procedure. The second alternative uses sphere tracing and the last alternative uses ray marching.


Figure 6.30: Different choices for a bounding volume corresponding to a sample $\mathbf{p}_{i}$, which contain a patch of $\hat{S}$. The union of these boundings encloses $\hat{\mathcal{S}}$. (a) The support radius is down-scaled, in order to provide a starting point $\mathbf{r}_{0}$ with sufficient support. (b) A bounding box can be used if normals are provided. A plane normal to $\mathbf{n}_{i}$ through $\mathbf{p}_{i}$ is supposed to approximate $\hat{S}$ close to $\mathbf{p}_{i}$. Therefore, a box that is down-scaled in the normal direction still encloses $\hat{\mathcal{S}}$.

Approximating and Intersecting the Surface Given a point $\mathbf{r}_{0} \in \mathcal{B}$ close to the surface $\hat{\mathcal{S}}$, a local planar approximation to $\hat{\mathcal{S}}$ is computed using $\mathbf{n}\left(\mathbf{r}_{0}\right)$ and $\mathbf{a}\left(\mathbf{r}_{0}\right)$ (see Figure 6.31a):

$$
\begin{equation*}
\mathcal{P}_{0}: \mathbf{n}\left(\mathbf{r}_{0}\right)^{T}\left(\mathbf{x}-\mathbf{a}\left(\mathbf{r}_{0}\right)\right)=0 . \tag{6.69}
\end{equation*}
$$

Intersecting the ray with the plane $\mathcal{P}_{0}$ yields a new point $\mathbf{r}_{1}$ (see Figure 6.31b) which, in theory, should be closer to the surface than $\mathbf{r}_{0}$. Proceeding in the same way (i.e., constructing and intersecting the planar approximation $\mathcal{P}_{1}$ from $\mathbf{r}_{1}$ ) yields a new point $\mathbf{r}_{2}$ again closer to the surface. This procedure can then be iterated until $\left\|\mathbf{n}\left(\mathbf{r}_{j}\right)^{T}\left(\mathbf{r}_{j}-\mathbf{a}\left(\mathbf{r}_{j}\right)\right)\right\|<\epsilon$, which means that $\mathbf{r}_{j}$ is very close to the surface $\hat{S}$ and can thus be considered as an intersection of the ray with the surface according to Equation (6.65). Here, $\epsilon$ is a predefined error tolerance.

In the case where rays miss the surface, the sequence $\mathbf{r}_{j,}, \mathbf{r}_{j+1}, \ldots$ does not converge to a point on the surface, as $\mathbf{r}_{j}$ starts to alternate on positions near the missed surface patch. The iteration has to be stopped and the procedure has to be restarted with the next location $\mathbf{r}_{0}$ resulting from intersecting the bounding volume. Otherwise, following intersections would be ignored (see Figure 6.32a).


Figure 6.31: Intersecting a ray with the implicit surface. First, a starting point $\mathbf{r}_{0}$ is computed from which an average plane $\mathcal{P}_{0}: \mathbf{n}\left(\mathbf{r}_{0}\right)^{T}\left(\mathbf{x}-\mathbf{a}\left(\mathbf{r}_{0}\right)\right)=0$ is constructed. Next, the ray is intersected with that planar approximation yielding a new point $\mathbf{r}_{1}$. This procedure is repeated until convergence.


Figure 6.32: Special cases when intersecting the surface. (a) A ray missing $\hat{S}$. Further intersections are possible. (b) A ray hitting $\hat{S}$ close to the silhouette.

Special attention has to be paid if multiple intersections are contained in a single $B_{i}$, which is the case at silhouettes (see Figure 6.32 b ). If $\mathbf{r}_{0}$ is chosen to be at the front of the ray segment inside $B_{i}$, the procedure will converge to the relevant first intersection.

Note that for this intersection procedure the starting point $\mathbf{r}_{0}$ does not have to lie on the ray, nor does it have to lie in front of the actual intersection point. Therefore, one could alternatively use the center $\mathbf{p}_{i}$ of the intersected ball or even compute the
intersection of the ray with a possible splat associated with $\mathbf{p}_{i}$. These choices are motivated by the fact that the iteration procedure converges faster if the initial guess $\mathbf{r}_{0}$ is closer to $\hat{S}$, which should be the case for the point $\mathbf{p}_{i}$ or the points on the splat associated with $\mathbf{p}_{i}$. However, care should be taken at silhouettes as discussed above.
Sphere Tracing If the minimal distance $d(\mathbf{x}, \hat{\mathcal{S}})$ of a point $\mathbf{x}$ to the surface $\hat{\mathcal{S}}$ is known, we can construct a sphere of radius $d$ around $\mathbf{x}$, which is assured not to contain $\hat{S}$. Then, we can move a step of size $d$ in all directions, including the ray direction, without penetrating $\hat{S}$. If only a lower bound on $d$ is available, we can move that distance instead. Iteratively performing such conservative steps until convergence is known as sphere tracing [Har96]. It can be applied to all implicit functions satisfying the condition $|f(\mathbf{x})|<d(\mathbf{x}, \hat{\mathcal{S}}), \hat{S}=f^{-1}(0)$. Unfortunately, the surface definition given above does not have this property. However, $f(\mathbf{x})$ approximates $d(\mathbf{x}, \hat{\mathcal{S}})$ very well, in particular when coming close to $\hat{S}$.

If normals are provided (i.e., $\mathbf{n}(\mathbf{x})$ is computed according to Equation 6.66), $f(\mathbf{x})$ approximates a signed distance to $\hat{\mathcal{S}}$. In that case, a sign change indicates a penetration. In order to find the intersection, we simply have to move the signed distance, converging toward $\hat{\mathcal{S}}$ from both sides.
If no normals are provided, the fact that $\hat{\mathcal{S}}$ is locally orientable [AA04a] can be exploited to still detect penetrations. We assume that the steps are small enough, not to penetrate $\hat{\mathcal{S}}$ more than once. Then, we simply have to orient successive normals consistently:

$$
\mathbf{n}\left(\mathbf{r}_{j+1}\right)= \begin{cases}\mathbf{n}\left(\mathbf{r}_{j+1}\right) & \text { if } \mathbf{n}\left(\mathbf{r}_{j}\right)^{T} \mathbf{n}\left(\mathbf{r}_{j+1}\right) \geq 0,  \tag{6.70}\\ -\mathbf{n}\left(\mathbf{r}_{j+1}\right) & \text { if } \mathbf{n}\left(\mathbf{r}_{j}\right)^{T} \mathbf{n}\left(\mathbf{r}_{j+1}\right)<0 .\end{cases}
$$

To ensure that we start to move in the direction of the ray, we flip $\mathbf{n}\left(\mathbf{r}_{0}\right)$ if $f\left(\mathbf{r}_{0}\right)<0$.
Computing ray-surface intersections using sphere tracing is slightly slower than applying the approximating and intersecting method. In contrast, it has the advantage that the tracing can be continued throughout several $B_{i}$, as long as there is support for the weight function $\theta$.

Ray Marching with Linear Intersection Interpolation Starting from the initial point $\mathbf{r}_{0}$, one could step and compute $f\left(\mathbf{r}_{j}\right)$ along the ray using fixed ray segments. A sign change in $f$ then indicates that the surface should pass between consecutive $\mathbf{r}_{j}$ 's and that an intersection point should lie somewhere on the ray between these evaluation points. Wald and Seidel [WS05] apply this approach in their interactive point-based ray-tracing framework. They use ray marching and compute several intersections simultaneously using SIMD (single instruction multiple data) optimizations. A multiple of the data amount that can be processed in parallel should be chosen (e.g., eight positions if four-way SIMD operations are available).

After a penetration is detected, the point of intersection should be interpolated to enhance precision. The two implicit values $f_{j+1}=f\left(\mathbf{r}_{j+1}\right)$ and $f_{j}=f\left(\mathbf{r}_{j}\right)$ with differing signs indicate the approximate distance to $\hat{\mathcal{S}}$. The resulting intersection point $\mathbf{x}$ from linear interpolation is then $\mathbf{x}=(1-\alpha) \mathbf{r}_{j}+\alpha \mathbf{r}_{j+1}$, with $\alpha=\left|f_{j}\right| /\left(\left|f_{j}\right|+\left|f_{j+1}\right|\right)$.

## Handling Sharp Features

The given surface definition and accompanying surface intersection algorithm produce $C^{\infty}$ smooth manifold surfaces. Sometimes, however, sharp features such as edges and corners are desired. Examples include objects obtained by Boolean operations (Section 5.3) or fragments obtained by fracturing (Section 7.2). Defining the surface as in Equation (6.65) would smooth out all desired sharp features.

Fleishman et al. [FCOS05] propose an extension to Levin's moving least squares surface definition to handle sharp features (see Figure 6.33). They define a modified projection operator that accounts for $C^{1}$ discontinuities in the given point cloud. The core of the algorithm is a method to guide neighborhood creation using a technique from robust statistics called the forward-search paradigm. Using this technique they are able to locally classify regions of the point set to multiple outlier-free smooth regions. This classification allows them to project points on a locally smooth region rather than a surface that is smooth everywhere. By treating the points across the discontinuities as outliers, sharp features are easily defined. Their method is shown to be robust in the presence of noise and outliers.


Figure 6.33: (a) Sharp edges are smoothed out. (b) Using the technique of Fleishman et al. [FCOS05] sharp features are preserved. Images taken from Fleishman et al. [FCOS05].

Pauly et al. $\left[\mathrm{PKA}^{+} 05\right]$ and Adams et al. [AKP $\left.{ }^{+} 05\right]$ propose a way to ray trace point models with sharp features when the location of the features is known a priori. This is often the case in computer graphics applications such as when constructing Boolean operations (Section 5.3) or when fracturing solids (Section 7.2). The idea here is to store the points in separate collections (called surface sheets), and define surface clipping or trimming relations between the surfaces that intersect. For example, when computing the difference $A-B$ of two solids $A$ and $B$, the resulting solid consists of a surface sheet $S_{A}$, containing points of object $A$ and a surface sheet $S_{B}$, containing points of object $B$. During ray tracing, both surfaces are intersected separately (i.e., only point neighborhoods within the same surface sheet are used), and the resulting intersection point is trimmed if it lies outside the other surface. Pauly et al. [ $\left.\mathrm{PKA}^{+} 05\right]$ show how a similar technique can be used to render sharp edges and corners for fractured materials represented using point-based surfaces. Two examples of scenes ray traced using this technique are given in Figure 6.34.

## Handling Bounded, Nonorientable Surfaces

So far we assumed that the represented surface is a solid and thus unbounded and globally orientable. Adamson and Alexa [AA04a] show how this surface definition can be easily extended to handle bounded and possibly nonorientable surfaces (such as the Klein bottle and Möbius strip in Figure 6.35).


Figure 6.34: (a) Sharp edges and corners in CSG models. Image taken from Adams et al. [AKP ${ }^{+}$05]. (b) Sharp features in fragments of a fractured object. Image taken from Pauly et al. [PKA $\left.{ }^{+} 05\right]$. Both images are ray traced using surface-surface clipping relations.


Figure 6.35: Renderings of nonorientable, bounded surfaces represented by unstructured point sets. Images taken from Adamson and Alexa [AA04a].

Handling nonorientable surfaces is straightforward, as the surface definition (Equation 6.65) is not altered when inverting $\mathbf{n}(\mathbf{x})$. The computation of $\mathbf{n}(\mathbf{x})$ is local and inside a ball. With sufficiently small radii the normals can be oriented consistently so that $\mathbf{n}(\mathbf{x})$ is indeed a smooth vector-valued function of $\mathbf{x}$ inside the ball.

To handle surfaces with boundaries, the surface definition of Equation (6.65) is altered to

$$
\begin{equation*}
\hat{S}=\left\{\mathbf{x} \in \mathcal{B} \mid f(\mathbf{x})=\mathbf{n}(\mathbf{x})^{T}(\mathbf{x}-\mathbf{a}(\mathbf{x}))=0 \wedge c(\mathbf{x})=\|\mathbf{x}-\mathbf{a}(\mathbf{x})\|<\epsilon_{c}\right\} . \tag{6.7}
\end{equation*}
$$

The added condition states that the point $\mathbf{x}$ should be within a small distance $\epsilon_{c}$ to the average of its neighbor positions $\mathbf{a}(\mathbf{x})$. The value $c(\mathbf{x})$ is called the off-center value of $\mathbf{x}$. The reasoning is that points on the surface should be surrounded by other points and, therefore, $c(\mathbf{x})$ is expected to be small. On the other hand, when $\mathbf{x}$ moves away from the surface, the off-center value becomes larger. It is shown in Adamson and Alexa [AA04a] that $\epsilon_{c}$ should be chosen relative to the radius $r_{B}$ of the spheres associated with the points $\mathbf{p}_{i}$ and that following bounds result in well-defined boundaries:

$$
\begin{equation*}
\frac{2}{3} r_{B}<\epsilon_{c}<\frac{1+4 \sqrt{3}}{9} r_{B} . \tag{6.72}
\end{equation*}
$$

### 6.3.3 OPTIMIZATIONS FOR STATIC AND DEFORMING POINT CLOUDS

In this section various optimizations for static (i.e., point models that do not deform, but only move rigidly with respect to the viewing position) and free-form deforming point models are given.

## Ray-tracing Static Point Clouds

Wald and Seidel [WS05] build on the work of Adamson and Alexa [AA03a] and introduce various optimizations to achieve interactive frame rates. The performance is increased due to the combination of an efficient surface-intersection algorithm and a highly optimized K-d-tree acceleration structure. Interactive frame rates (on a single PC ) are obtained of 7-30 frames per second at $512 \times 512$ image resolution for models consisting of over one million points.

The efficiency basically depends on a highly optimized K-d-tree that is built for the points $\mathbf{p}_{i}$ equipped with normals $\mathbf{n}_{i}$ and radius of influence $h$. In order to optimally place the split planes, they make use of the surface area heuristic (SAH). The goal is to produce large voxels that are completely empty. This does not only reduce the average number of voxels being traversed, it also encloses the surface as tightly as possible, reducing the number of surface interrogations. The nonempty cells of the K -d-tree are totally contained in $\mathcal{B}$, the union of the balls $B_{i}$. When traversing the K-d-tree, which can be done with few operations, the relevant ray segment is directly provided as the intersections of the voxels. This segment can be sampled using ray marching as described in Section 6.3.2.

To further tighten the nonempty K-d-cells, the following procedure is applied:

- The voxels are sliced into subcells: the average normal of the contained $\mathbf{p}_{i}$ is computed and used to construct a stack of equidistant slabs that are normal to that direction.
- Each subcell is sampled randomly to estimate its minimum and maximum implicit value.
- Only if these values have differing signs, the surface is expected to be contained in the subcell. All the others are removed.

Removing subcells enables the split planes of the K-d-tree to be moved toward the surface. In practice, $7-13$ slices and 100-200 samples per cell have worked well. Two scenes rendered interactively using this algorithm are shown in Figure 6.36.

## Ray-tracing Deforming Surfaces

In this section a framework is discussed for accelerated ray tracing of free-form deforming surfaces $\left[\mathrm{AKP}^{+} 05\right]$. As opposed to Adamson and Alexa's and Wald and


Figure 6.36: Interactive ray tracing. (a) A scene consisting of 24 Iphigenias with a total of 24 million points with Phong shading and shadows rendered at two frames per second at $640 \times 480$ image resolution. (b) One Iphigenia rendered with precomputed global illumination at four frames per second for a resolution of $400 \times 600$ pixels. Images taken from Wald and Seidel [WS05].

Seidel's work, which is designed for static point clouds (i.e., only rigid movements are allowed), Adams et al. focus on free-form deforming point-sampled surfaces. Although the discussed optimizations are used for surfaces resulting from a particular animation framework [MKN+04] (Section 7.1), they can easily be generalized to fit in any animation method that applies the idea of an embedded surface (such as, for example, the point-based shell animation framework of Wicke et al. [WSG05]).

The key idea is to use a bounding sphere hierarchy (for quick intersection finding), which is updated in a lazy manner by looking at the deformation field only instead of looking at the deformed surface. In the animation framework of Müller et al. [MKN+04], the deformation field is defined at a relatively small number of simulation nodes $\left\{p_{j}\right\}$. These nodes are discrete point samples of the volume of the model and the displacements from their original position completely define the deformation of the object's surface. As the number of surface samples $\left\{s_{i}\right\}$ is usually much higher than the number of simulation nodes (usually up to two or three orders of magnitudes), updating the bounding sphere hierarchy from the simulation nodes is significantly faster than updating it from the surface points.

When deforming the material, the displacements of the surfels are determined from spatially adjacent simulation nodes using a free-form deformation approach. Initially, each surfel $s_{i}$ is assigned a set of neighboring simulation nodes $p_{j}$ (see

Figure 6.37, middle). After an animation step, the new position $\mathbf{x}_{s_{i}}^{\prime}$ of $s_{i}$ is computed using a first-order accurate approximation of the displacements $\mathbf{u}_{p_{j}}$ of the neighboring simulation nodes $p_{j}$ as [MKN+04]:

$$
\begin{equation*}
\mathbf{x}_{s_{i}}^{\prime}=\mathbf{x}_{s_{i}}+\sum_{p_{j}} \bar{\omega}_{\mathbf{x}_{i}}^{h_{i}}, \mathbf{x}_{p_{j}}\left(\mathbf{u}_{p_{j}}+\nabla^{T} \mathbf{u}_{p_{j}} \mathbf{d}_{\mathbf{x}_{i j}, \mathbf{x}_{p_{j}}}\right), \tag{6.73}
\end{equation*}
$$

where $\mathbf{d}_{\mathbf{x}, \mathbf{y}}=\mathbf{y}-\mathbf{x}, \bar{\omega}_{\mathbf{x}, \mathbf{y}}^{h}=\omega_{\mathbf{x}, \mathbf{y}}^{h} / \sum_{\mathbf{y}} \omega_{\mathbf{x}, \mathbf{y}}^{h}$, and $\omega_{\mathbf{x}, \mathbf{y}}^{h}$ is a smoothly decaying weight function with support radius $h$ (similar to the weight functions used in Section 6.3.2).

By decoupling the sampling of the simulation domain from the sampling of the boundary surfaces, this method allows efficient animation of highly detailed models using the smooth displacement field $\mathbf{u}$. This implicit spatial coherence can be exploited for efficient updates of the bounding sphere hierarchy, as will be discussed below.

The bounding sphere hierarchy is only built once for the undeformed object using a top-down strategy similar to the one used in QSplat [RL00]. Instead of rebuilding the hierarchy for each subsequent animation frame, it is updated dynamically from the deformation field to conform with the deformed object similar to James and Pai [JP04].

Updating the hierarchy requires computing new sphere centers and radii. Starting from the initial sphere center $\mathbf{x}_{c}$ and optimal radius $R$, the updated center $\mathbf{x}_{c}^{\prime}$ and radius $R^{\prime}$ are computed from the simulation nodes $p_{j}$ that define the displacements of the surfels $s_{i}$ bounded by the sphere (see Figure 6.37 c ). The update proceeds by finding a new sphere position and radius so that the new sphere bounds the deformed


Figure 6.37: Point-based animations. ( $a$ and b) The surfels are embedded in the simulation domain defined by the simulation nodes. (c) Bounding sphere, which is updated by looking at the deformation of the associated simulation nodes.
surface. However, the update is done by only looking at the list of simulation nodes associated with the sphere.

Center Update The displaced sphere center $\mathbf{x}_{c}^{\prime}$ is computed in the same manner as the displaced surfel positions are computed:

$$
\begin{align*}
\mathbf{x}_{c}^{\prime} & =\mathbf{x}_{c}+\sum_{p_{j}} \bar{\omega}_{\mathbf{x}_{c} \mathbf{x}_{p_{j}}}^{R}\left(\mathbf{u}_{p_{j}}+\nabla^{T} \mathbf{u}_{p_{j}} \mathbf{d}_{\mathbf{x}_{c}, \mathbf{x}_{p_{j}}}\right)  \tag{6.7Ч}\\
& \equiv \mathbf{x}_{c}+\mathbf{u}_{c} . \tag{6.75}
\end{align*}
$$

Radius Update The new radius $R^{\prime}$ is conservatively estimated from the maximal distance between the deformed surfels (Equation 6.73) and the new sphere center (Equation 6.75) using basic linear algebra and the triangle inequality:

$$
\begin{align*}
R^{\prime} & =\max _{s_{i}}\left\|\mathbf{x}_{s_{i}}^{\prime}-\mathbf{x}_{c}^{\prime}\right\|_{2}  \tag{6.76}\\
& =\max _{s_{i}}\left\|\left(\mathbf{x}_{s_{i}}-\mathbf{x}_{c}\right)+\sum_{p_{j}} \bar{\omega}_{\mathbf{x}_{s_{i}}, \mathbf{x}_{p_{j}}}^{h_{i}}\left(\mathbf{u}_{p_{j}}-\mathbf{u}_{c}\right)+\sum_{p_{j}} \bar{\omega}_{\mathbf{x}_{s_{i}}, \mathbf{x}_{p_{j}}}^{h_{i}} \nabla^{T} \mathbf{u}_{p_{j}} \mathbf{d}_{\mathbf{x}_{s_{i}}, \mathbf{x}_{p_{j}}}\right\|_{2} \\
& \leq \max _{s_{i}}\left\|\mathbf{x}_{s_{i}}-\mathbf{x}_{c}\right\|_{2}+\sum_{p_{j}} \max _{s_{i}} \mid a_{s_{i}, p_{j}}\left\|\mathbf{u}_{p_{j}}-\mathbf{u}_{c}\right\|_{2}+\sum_{p_{j}} \max _{s_{i}}\left\|\mathbf{b}_{s_{i}, p_{j}}\right\|_{2}\left\|\nabla^{T} \mathbf{u}_{p_{j}}\right\|_{F} \\
& \equiv R+\sum_{p_{j}} \mathbf{A}_{j} \mathbf{U}_{j}+\sum_{p_{j}} \mathbf{B}_{j} \nabla \mathbf{U}_{j}, \tag{6.7}
\end{align*}
$$

where $a_{s_{i}, p_{j}}=\bar{\omega}_{\mathbf{x}_{i j}, \mathbf{x}_{p_{j}}}^{h_{i}}, \mathbf{b}_{s_{i}, p_{j}}=\bar{\omega}_{\mathbf{x}_{s i}}^{h_{i}}, \mathbf{x}_{p_{j}} \mathbf{d}_{\mathbf{x}_{i},}, \mathbf{x}_{p_{j}}$, and $\left\|\nabla^{T} \mathbf{u}_{p_{j}}\right\|_{F}$ is the Frobenius norm of the gradient of the displacement field. We can bring $\mathbf{u}_{c}$ into the summation since the weights $\bar{\omega}_{\mathbf{x}_{i},}^{h_{i}} \mathbf{x}_{p j}$ sum up to 1 by construction. The entries $\mathbf{A}_{j}$ and $\mathbf{B}_{j}$ remain constant during the animation and can thus be precomputed once in the reference system. Note that the center and radius updates have time complexity linear in the number of simulation nodes associated with a bounding sphere, not in the number of bounded surfels. This is important as the number of simulation nodes is typically much smaller than the number of surfels. The radius update is always done with respect to the initial (optimal) bounding spheres (i.e., the radius can both increase and decrease over time). The sphere hierarchy thus maintains its tight fit even for highly elastic materials that expand and shrink significantly during an animation.

The resulting ray-tracing algorithm is roughly two times faster than the naive algorithm where each frame in the sequence is treated separately. Figure 6.38 shows example frames of animation sequences rendered using this dynamic data structure.


Figure 6.38: Top row: Three frames from the cannon ball armadillo sequence. Average rendering time was 8.5 seconds per frame (compared to 18.5 seconds per frame when not using any coherence). The armadillo is defined by 170,000 surface points and is animated using 453 simulation nodes. Bottom row: Three frames from the gymnastic goblin sequence. Average rendering time was 6 seconds per frame (compared to 12.8 seconds per frame when not using any coherence). The goblin is defined by 100,000 surface points and is animated using 502 simulation nodes. Images taken from Adams et al. [AKP+ 05].

### 6.3.4 IMPLEMENTATION TIPS

In this section we discuss some general tips that lead to a stable and efficient implementation of the above discussed ray-tracing algorithms.

## Characteristics of the Weighted Covariance

If the covariance of the sample locations is used to compute $\mathbf{n}(\mathbf{x})$, one has to consider that the results are only approximately normal to $\hat{\mathcal{S}}$, if $\mathbf{x}$ is close (i.e., within the sampling density). Otherwise, completely undesired directions result. To cope with this, one should use tight bounding volumes yielding $\mathbf{r}_{0}$ close to $\hat{\mathcal{S}}$. Alternatively, one could use $\mathbf{n}(\mathbf{a}(\mathbf{x}))$ instead of $\mathbf{n}(\mathbf{x})$. The resulting surface:

$$
\begin{equation*}
\hat{\mathcal{S}}^{\prime}=\left\{\mathbf{x} \in \mathcal{B} \mid f^{\prime}(\mathbf{x})=\mathbf{n}(\mathbf{a}(\mathbf{x}))^{T}(\mathbf{x}-\mathbf{a}(\mathbf{x}))=0\right\} \tag{6.78}
\end{equation*}
$$

is almost identical to $\hat{S}$ and the normal calculation is as stable as averaging the $\mathbf{n}_{i}$.

## Precomputing Neighborhoods

The heart of the ray-surface intersection algorithm consists of computing a weightedaverage position and weighted-average normal from the neighboring points in the model. Thanks to the compactly supported weight functions, only the points within a small query ball around the current iteration point $\mathbf{r}_{j}$ need to be considered. As the different $\mathbf{r}_{j}$ are not known a priori, one has to perform a range query for each intermediate intersection point to obtain the neighborhood around $\mathbf{r}_{j}$.

In case the scene remains static, references to all the potentially contributing samples can be stored in every bounding volume element (such as a voxel or sphere). These are the samples whose corresponding $B_{i}$ intersect the bounding volume element. To evaluate $f(\mathbf{x})$ it is only necessary to determine the bounding volume element that contains $\mathbf{x}$ and loop over the contained samples. During traversal of the data structure this is usually known anyway.

Alternatively, the repeated neighborhood queries can be avoided by using the following observation. Assume the intersection algorithm starts with the guess $\mathbf{r}_{0}$ that is obtained either as the intersection of the ray with the bounding sphere corresponding to a sample $\mathbf{p}_{i}$, or as the sample itself (which actually means $\mathbf{r}_{0}=\mathbf{p}_{i}$ ), or as the intersection of the ray with the splat associated with $\mathbf{p}_{i}$. In all cases, $\mathbf{r}_{0}$ is within a bounded distance to the point $\mathbf{p}_{i}$. So it is possible to define a neighborhood for $\mathbf{p}_{i}$ that includes the neighborhood for $\mathbf{r}_{0}$. Now, the positions $\mathbf{p}_{i}$ are known a priori, as they define our point model, and thus neighborhoods for these points can be precomputed once before ray tracing. We can now use $\mathbf{p}_{i}$ 's neighborhood for $\mathbf{r}_{0}$. If we assume that the subsequent intersection points $\mathbf{r}_{j}$ are all within a bounded distance to $\mathbf{p}_{i}$ (which is to be expected), we can use the same neighborhood during the whole intersection algorithm avoiding neighborhood queries altogether. Results show that using static neighborhoods of 10 to 16 points gives good results.

Adams et al. [AKP $\left.{ }^{+} 05\right]$ go one step further and use this optimization even for deforming point clouds: neighborhoods are computed once and reused for the deformed surface in subsequent frames. This is only possible because the point models deform elastically and, therefore, neighborhoods are assumed to stay roughly constant.

## Minimizing Bounding Volume Overlap

When building spatial data structures it is necessary to know the extents of the object to bound. Unfortunately, for implicit surfaces this is not a trivial task. Therefore, we build conservative bounding volumes for patches of the surface. In Section 6.3.2 two choices for such volumes are given that are located at the samples. In order to avoid holes, the volumes should overlap sufficiently. On the other hand, the overlap should be minimized as much as possible in order to improve performance. Indeed, a tighter bounding volume for $\hat{S}$ reduces the number of rays to be examined and reduces the number of invocations of the ray-surface intersection algorithm.

If we consider samples equipped with normals, these conditions are similar to the conditions desired for surface splatting (see Sections 4.3 and 6.1). In that context, Wu and Kobbelt [WK04] propose an algorithm to construct splats from a dense point cloud that satisfy the aforementioned conditions. If such adequate surfel splats are available, they can be expanded in normal direction (e.g., a factor one-fifth of their radius), to ensure all of the surface is contained. Instead of dealing with such cylinder caps, we propose to use oriented-bounding boxes for efficiency instead (refer to Figure 6.30).

## Choosing the Radius of Support

The radius of support $h$ has significant impact on the performance of the computations, even if the bounding volumes only have minimal overlap: each evaluation requires looping over all the contributing samples and computing the $\theta_{i}, \mathbf{a}(\mathbf{x})$ and $\mathbf{n}(\mathbf{x})$. Therefore, $h$ should be chosen as small as possible. However, we have to make sure the surface looks sufficiently smooth. Indeed, for small $h$ the surface appears as piecewise linear patches that are blended together. In practice, choosing the support radius $h$ so that the resulting neighborhoods consist of about 10 to 16 samples produces good results. Note that this criterion also works for irregularly sampled point clouds. Wald and Seidel [WS05] state that even four samples are sufficient.

## Minimizing Ray-surface Intersection Tests

As computing the intersection of the ray with the surface is rather time consuming, it should be avoided as much as possible. Therefore, when implementing an acceleration data structure such as an octree, K-d-tree, or bounding sphere hierarchy, it is important to make sure that the first intersection on the ray is found as soon as possible. Adamson and Alexa [AA03a], for example, propose to first find all ray-sphere intersections and then sort the spheres front to back and perform the ray-surface intersection test for the nearest sphere first. This reduces the number of ray-surface intersection tests significantly, as the closest intersection is expected to be found in the nearest sphere.

Also, when tracing shadow rays, it is not important to find the closest intersection point as any as intersection point will do to block the ray. This has been used, for example, to increase performance in the framework of Adams et al. [AKP $\left.{ }^{+} 05\right]$.

## Speeding Up the Evaluation of $f$

Another interesting optimization was proposed by Wald and Seidel [WS05]. They exchange the function $f(\mathbf{x})=\mathbf{n}(\mathbf{x})^{T}(\mathbf{x}-\mathbf{a}(\mathbf{x}))$ for a simpler one. The goal here is to find a function $F(\mathbf{x})$ that defines the same surface (i.e., it has the same roots) but which is simpler to intersect (i.e., less computations are needed for intersection testing).

This can be done by multiplying $f(\mathbf{x})$ with the denominators $D_{1}(\mathbf{x})=\sum_{i=1}^{N} \theta_{i}$ and $D_{2}(\mathbf{x})=\left\|\sum_{i=1}^{N} \theta_{i} \mathbf{n}_{i}\right\|$ of the expressions in Equation (6.66):

$$
\begin{align*}
F(\mathbf{x}) & =D_{1}(\mathbf{x}) D_{2}(\mathbf{x}) f(x)  \tag{6.79}\\
& =\left(D_{2}(\mathbf{x}) \mathbf{n}(\mathbf{x})\right)^{T}\left(D_{1}(\mathbf{x}) \mathbf{x}-D_{1}(\mathbf{x}) \mathbf{a}(\mathbf{x})\right)  \tag{6.80}\\
& =\left(\sum_{i=1}^{N} \theta_{i} \mathbf{n}_{i}\right)^{T}\left(\left(\sum_{i=1}^{N} \theta_{i}\right) \mathbf{x}-\sum_{i=1}^{N} \theta_{i} \mathbf{p}_{i}\right) \tag{6.81}
\end{align*}
$$

except for those $\mathbf{x}$ where $D_{1}(\mathbf{x})=0$ and $D_{2}(\mathbf{x})=0$ (for these points $f(\mathbf{x})$ was undefined anyway). It can be easily seen that $F(\mathbf{x})$ has the same roots and signs as $f(\mathbf{x})$ and, therefore, defines the same surface. The main advantage is that there are no divisions and no normalization anymore and, therefore, the intersection algorithm becomes much more efficient.

However, although the implicit surface remains the same, $F$ does not approximate a distance field anymore, because a quadratic term was introduced. Ray marching with linear intersection interpolating is the only method of the tracing strategies described in Section 6.3.2 that can still be applied. The quality of the linear interpolation is considerably reduced by this optimization, which requires the step size to be sufficiently small. This is achieved by using extremely tight voxels, which only require very short ray segments to be examined.

To further speed up the computation, a simple linear function (or hat filter) $\theta_{h}$ can be used:

$$
\theta_{h}(r)=\theta_{h}\left(\left\|\mathbf{x}-\mathbf{p}_{i}\right\| / h\right)=\left\{\begin{array}{l}
1-r \text { if } r<1  \tag{6.82}\\
0 \quad \text { if } r \geq 1
\end{array}\right.
$$

However, this degrades the smoothness of the resulting surface.

### 6.3.5 CONCLUSION

Ray tracing of point-sampled surfaces is a relatively new research topic and only a handful of papers tackle this at first sight as a difficult problem. However, the surface definition proposed by Adamson and Alexa [AA03a] is very powerful and moreover it is very straightforward and easy to implement a ray-surface intersection algorithm for point models based on this definition. Other researchers [WS05, $\mathrm{AKP}^{+} 05$ ] have picked up this work and propose various extensions and optimizations of the basic algorithm. The resulting algorithms have been used to visualize various animation sequences including the animation of elastic and plastic solids [AKP $\left.{ }^{+} 05\right]$ (see Section 7.1), fracturing materials $\left[\mathrm{PKA}^{+} 05\right]$ (see Section 7.2), viscous fluids $\left[\mathrm{KAG}^{+} 05\right]$ (see Section 7.3), and point-based shells [WSG05]. The sequences show high-quality renderings of animated point-sampled surfaces including complex shading effects such as shadows, reflections, and refractions.

### 6.4 RENDERING OF VERY LARGE MODELS

## Michael Wand

### 6.4.1 OVERVIEW

Point-based techniques can be used as a tool for rendering highly complex scenes, (i.e., scenes consisting of a large amount of primitives). The basic idea is easy to describe: instead of processing billions of primitives, only a small set of surface sample points are chosen to approximate the geometry. This sample set will be just dense enough to provide a sample for each pixel in the image. Then in a second step, an image is constructed using these sample points, hence neglecting most of the complex geometry. To make this work, the sampling density is chosen so that one obtains an approximately uniform distribution of points in the image plane. This guarantees that a sufficient, uniform level of information is obtained for all parts of the image.

Following this approach, one can create images using a number of points being roughly in the order of the number of image pixels, rather than being dependent on the number of primitives the scene consists of. A precomputed multiresolution point hierarchy will be employed to compute the sample sets in output-sensitive time (i.e., with time mostly dependent on the number of points needed only). Therefore, interactive walkthroughs of huge scenes consisting of vast amounts of geometric details can be rendered efficiently.

The main advantage of such a point-based rendering approach is its generality. Unlike other representations, the technique is applicable to virtually arbitrary scenes. A prominent example is the case of landscape scenes with trees and vegetation. Such scenes typically contain an exorbitant number of geometric primitives, which are arranged in highly nonuniform mesh topologies. This leads to significant problems for classic techniques such as simplification based on triangle hierarchies. Pointbased multiresolution rendering techniques work as well in these cases as on simple smooth meshes, making them currently probably the most successful rendering techniques for such general classes of scenes.

This section of the book describes how to construct a point-based multiresolution rendering algorithm for large scenes. It consists of three parts. First, the general algorithmic approach and its variants are discussed. Second, a theoretical model of the performance characteristics of such techniques is summarized. This is not done for the sake of just being formal but will provide some interesting insights relevant for practical implementations. Accordingly, this section will conclude with a list of such recommendations. Lastly, a brief case study of one specific implementation is described, showing that the approach works in practice.

### 6.4.2 POINT-BASED MULTIRESOLUTION RENDERING

## The Algorithm

As summarized above, the point-based multiresolution rendering algorithm consists of two main steps: sample point selection and image reconstruction. The goal of the first step is to create sample points that are more or less uniformly distributed on the projections of the objects in the image plane. ${ }^{5}$ Obviously, such a set of sample points depend on the current viewpoint and thus change whenever the view position changes. To allow for interactive walkthroughs, precomputed hierarchical data structures are employed to extract such sample sets efficiently (as described in Section 4.4). The second step, image reconstruction, will then be performed using a splatting technique as discussed in Sections 6.1 and 6.2.

Before these two steps can be examined more in detail, it is first necessary to look at some properties of perspective projection.

## Perspective Projection

How to create "uniformly distributed" sample sets in the image plane obviously depends on the employed camera model. In the context of large scenes, typically only a perspective type of camera model makes sense (e.g., an orthographic projection would be cluttered with lots of occluding details). For simplicity, a simple planar perspective projection is considered here, which is the natural model for a scene walkthrough. Figure 6.39a shows the setup. The camera is placed at a center of projection and the image is created on an image plane. Each object point is projected by intersecting the plane with a line through both the center of projection and the object point. Only a rectangular part of the image plane will be shown on the screen. Hence, a view frustum in space can be set up by four planes, defined by the center of projection and the four sides of the image rectangle in the image plane. Only geometry within the intersection of the four corresponding half spaces will project on the screen; anything else can be neglected for rendering. Additionally, a near-clipping plane in front of the center of projection is established. This fifth plane is necessary because the mapping is singular (infinite magnification) at the center of projection. Hence, all objects closer than a minimum distance will be excluded from rendering. The distance of the near clipping plane will become important later on for analyzing the efficiency of the rendering algorithm.

Given such a perspective projection, the projection factor can be defined: this is the scale factor by which an infinitesimally small piece of surface is scaled when

[^9]being projected to the screen. For a planar perspective projection (as defined above), the projection factor at a point $\mathbf{p}$ (within the view frustum) is given by (see also Figure 6.39b)
\[

$$
\begin{equation*}
\operatorname{prj}(\mathbf{p})=\frac{d^{2}|\cos \beta|}{z^{2} \cos \alpha} \tag{6.83}
\end{equation*}
$$

\]

The projection factor is a product of multiple independent terms: The projected area of a surface fragment drops quadratically with depth $\left(\frac{1}{z^{2}}\right)$. This term is called the depth factor. Additionally, the projected area depends on the orientation of the surface. The projected area is proportional to the cosine of the angle $\beta$ between the surface normal and a vector toward the viewer. This term is called the orientation factor. The third factor, $\cos ^{-1} \alpha$, is called the distortion factor. This factor leads to an increase of projected area if a surface fragment is visible in the outer regions of the image (rather than close to the center). The effect is only significant for camera settings with rather large viewing angles ("wide-angle lenses"), which is why it is often not taken into account. Finally, everything is scaled by $d^{2}$, which is just a constant accounting for the distance to the image plane (or, equivalently, the scaling of the pixels). Additionally, the projection factor is assumed to be zero outside the view frustum.

The goal is now to create sample sets with a density proportional to this projection factor. Currently, no algorithm being based on a reasonably sized precomputed data structure is known that can perform this task exactly without looking at every primitive of the scene (which would of course contradict the goal of efficient large scene


Figure 6.39: Perspective projection: (a) projection setup and (b) influence of orientation and distance.
rendering). Thus, an approximation strategy will be employed that will have to make some compromises:

- The sampling density will not be exactly proportional to the depth factor but allows variations up to a constant value. The same is true for the distortion factor.
- The orientation factor will just be neglected.
- The sampling density will be increased in discrete steps only (thus allowing for precomputed sample sets).
- View frustum culling will be performed only approximately.

The consequences of these approximations are discussed later, in Section 6.4.3. This will prove to be a critical point. The approximation is the reason that the whole approach works at all. At the same time it leads to some nonobvious trade-offs.

## Selecting the Points

The sampling algorithm uses a precomputed multiresolution point hierarchy. The hierarchical data storage will support two important tasks: a good approximation of the depth factor and an approximate view frustum culling.

Data Structure Section 4.4.3 describes several different variants of multiresolution point hierarchies based on a common idea: the space of the scene is partitioned into hierarchical clusters. For each cluster, a representative point set are chosen. The resolution of the representation increases with hierarchy depth. In order to unify the description here, using a multiresolution point hierarchy with the following properties is assumed (Figure 6.40a):

- The point hierarchy is an octree partition of the scene (similar results will also hold for other hierarchical partitions of the scene with bounded node degree and where the maximum diameters of the bounding boxes shrink exponentially with recursion depth).
- The sample spacing in each node is proportional to the side length of the bounding cube of the node. This means that within a closed surface, the maximum distance of a piece of surface to a sample point is no more than a fixed fraction of the side length of the bounding cube. Setting the fraction to one yields a data structure similar to QSplat; using a smaller fraction yields a data structure similar to an LDC-tree (see Section 4.4). Due to the octree subdivision, the resolution will double at each hierarchy level (Figure 6.40a).

For a faithful representation of arbitrary geometry with points, the hierarchy would need to have infinite depth. This is of course not realistic but there is a simple solution to this problem: the scene to be simplified itself must have been described by some set of original primitives. For conventional 3D models, these are typically triangles.


Figure 6.40: (a) Schematic view of a multiresolution point hierarchy: the space is partitioned using an octree hierarchy, and each node stores a precomputed set of representative points. (b) Estimation of the traversal costs the box sizes increase exponentially with depth, leading to logarithmic costs.

For geometry from 3D scanners, the representation could also be point-based itself, such as elliptical splats obtained from some preprocessing of the raw data (density estimation, normal estimation). The original geometry can now be included in the hierarchy to limit the size of the data structure. Whenever more than a small number of sample points from the same original primitive are necessary, the original primitive is stored at this hierarchy level and no further sampling is done in deeper levels. For example, if three points or more are representing a triangle, the original triangle itself can be used at similar costs. This limits the recursion depth necessary. Due to the exponential shrinkage of the point sets, one can expect (optimal) linear memory consumption (in practice, for nonpathological scenes).

The Point-selection Algorithm The points are selected by a simple recursive procedure, starting at the root node of the point hierarchy (see Figure 6.41 for pseudocode for this algorithm). First, the view frustum check is performed. This means, if the current bounding cube does not intersect with the view frustum, the recursion is terminated at this point. Otherwise, it must be checked whether the point resolution already meets the resolution demands. If the projected sample spacing is not larger than the desired point spacing in the image (typically, projected sample spacing below one pixel), the traversal is stopped and the points in the current node are projected to the image and rendered. If not, the algorithm is called recursively for all child nodes.

```
Procedure pointSelection(Node n, Camera c)
result:=\emptyset
IF BoundingBox(n) \capviewFrustum(c)\not=\emptysetThen
    zmin}:=minimumDepth(BoundingBox(n), c)
    \alpha max := maximumAlpha(BoundingBox(n), c)
    IF sampleSpacing(n) > requiredSampleSpacing(zmin},\mp@subsup{\alpha}{\operatorname{max}}{})\mathrm{ THEN
        FORall childrenmofnDO
            result:= resultu pointSelection(m, c)
        ELSE
            result:= points(n)
        ENDIF
ENDIF
```

Figure 6.41: Pseudocode for the hierarchy traversal algorithm. The procedure takes a node and the current camera parameters as input and returns a set of points with approximate uniform density.

The projected sample spacing is computed by a conservative estimate of the on-screen sampling density. First, the maximum sample spacing of the current node in object space is determined. Then, the maximum depth and distortion factors are computed. Next, the sample spacing is scaled accordingly and compared to the image pixel spacing. Orientation is not taken into account; implicitly, a worst-case, orthogonal view of all geometry is assumed. This procedure creates a conservative estimate: the point density might be too large, but it does not fall below the optimal uniform density.

## Image Reconstruction

After the point-selection procedure, a set of points are obtained that cover the projections of objects in the image plane approximately uniformly. Now it remains to construct an image using this information. This procedure has just been described (Sections 6.1 and 6.2). It is assumed that each point is associated with a small circle or ellipse. The radii are chosen to reflect the sample spacing. For example, if the sample spacing of the computed point set in the image is guaranteed not to exceed two pixels, circular splats of two-pixel diameter could be used. Alternatively, ellipses in object space that cover the surfaces tightly at each level of resolution might be provided by the multiresolution hierarchy (Section 4.4). For rendering, the corresponding splats are drawn using a $z$-buffer algorithm (or some variant of this technique). Closer splats will overwrite splats that are farther away, yielding a closed surface with correctly reconstructed visibility. A blending or interpolation scheme is typically used to improve the image quality (Section 6.1).

### 6.4.3 RENDERING COSTS, QUALITY, AND OPTIMIZATIONS

In this section, the performance characteristics of the described point-based multiresolution rendering strategy are examined. The described algorithm still has open parameters (such as the number of points in each octree node) and it is nonobvious how these affect the rendering performance. Additionally, it still must be determined how fast the new rendering strategy will be for scenes of varying complexity. These questions should now be examined more in detail. Rendering costs are caused by two factors: processing hierarchy nodes and processing points. The final rendering costs (including image reconstruction) will be proportional to both of these costs. These two components of the rendering costs will now be examined subsequently.

## Hierarchy Traversal

The key insight to bound the hierarchy traversal costs is the following. Boxes that are selected by the algorithm show a projected point spacing corresponding to the pixel spacing. In object space, this means that the side length of the box must be roughly proportional to its depth (because of perspective foreshortening). As the bounding box is a cube, this also applies to its depth. Let $z_{\min }$ be the minimum and $z_{\max }$ be the maximum depth of a node selected for rendering. Then, $z_{\max }=z_{\min }+\bar{c} \cdot z_{\min }=c \cdot z_{\text {min }}$ with a constant $\bar{c}>0$ and $c:=1+\bar{c}$. Roughly speaking, for the next box, behind the previous one, its $z_{\min }$ value will be the $z_{\max }$ value of the previous box, and so on. Overall, this leads to an exponentially rising series of $z$ values $z_{i}=z_{i-1} c=z_{0} c^{i}$, with $z_{0}$ (roughly) being the distance to the near clipping plane (see Figure 6.40b). This leads to the following idea for bounding the number of hierarchy nodes extracted for rendering [ $\mathrm{CDL}^{+} 96, \mathrm{WFP}^{+} 01$, Wan04]. The counting of boxes starts at the near clipping plane and covers the whole image with a constant number of boxes (this is possible, as the projection of the boxes is of fixed size, corresponding to the number of pixels per side length). Then, the next layer is added, with depth multiplied by a constant $c$. Each layer of boxes will have an exponentially increasing depth. Therefore, (the traversal costs grow at most logarithmically) with the size of the scene (the traversal must stop at last at the constructed set of boxes). Taking some more (minor) technical details into account, it can be shown [Wan04] that the hierarchy traversal costs are bounded by $O(\log \tau+h)$ where $h$ is the height of the octree and $\tau$ is the relative depth range. The height of the octree is a very small quantity in practice so that this term does not have a significant impact on rendering performance. The relative depth range $\tau$ is the ratio of the depth value of the farthest piece of geometry to the depth of the nearest piece of geometry considered. This geometric quantity is always bound by the ratio of the maximum scene diameter to the depth value of the near clipping plane. $\tau$ can become very large. However, it affects the running time only logarithmically. Hence, the size of the scene does not severely limit the rendering performance. This is a very
important result, because otherwise the proposed technique would be of little use for rendering large scenes.

## Approximation Accuracy

Next, the point-processing costs are examined. These costs are directly linked to the approximation accuracy of the approximate sample selection scheme. The less accurate the (conservative) approximate sample selection algorithm chooses its sample points, the more points are necessary to cover the image, and thus, the higher are the point-processing costs.

The most important parameter affecting the accuracy is the "box size" (i.e., the number of points per box side length). The larger this value, the more points will be stored in one node at fixed sample spacing, reducing adaptivity. Two sources of inaccuracy are introduced. First, the view frustum culling is not precise. Nodes partially within the field of view may contain points that are not visible on-screen, causing unwanted overhead. Second, the sampling density will not strictly obey to depth and distortion factors, as these factors vary throughout the spatial extends of the node. It can be shown that the approximation accuracy for the depth factor is bounded by

$$
\begin{equation*}
\varepsilon(k) \leq\left(2 \sqrt{3} k \frac{\tan \alpha_{\nu} / 2}{I_{h}}+1\right)^{2}-1 . \tag{6.8Ч}
\end{equation*}
$$

In this expression, $k$ is the number of points per box side length, $I_{h}$ is the vertical image resolution, and $\alpha_{v}$ is the vertical viewing angle. $\varepsilon(k)$ is then the upper bound for the deviation to the ideal sampling density; in other words, the sampling density will not fall below the desired density and never exceed it by more than $1+\varepsilon(k)$.

Similarly, the overestimation of the view frustum can be bounded. The projected on-screen size of the boxes is roughly constant. Thus, the relative error in viewfrustum culling is fixed. This means that only a constant factor in running time is lost (assuming that geometry is distributed roughly uniformly in the view frustum). More specifically, this expected relative error can be bounded by

$$
\begin{equation*}
V F(k) \leq 1+\frac{2 \sqrt{3} k I_{h}(1+R)+12 k^{2}}{R I_{h}^{2}} \tag{6.85}
\end{equation*}
$$

for a screen with aspect ratio $R=$ width $/$ height $=I_{w} / I_{h}$. The influence of the distortion factor is usually rather small (see Wand [Wan04] for an analytic bound). All these quantities grow quadratically with $k$. However, the asymptotic behavior is of minor importance here as the fixed-image resolution renders arbitrary large values of $k$ useless. More interesting is the value of these bounds for intermediate values of $k$, as

Table 6.2: Overestimation of the Depth Factor, the Projected View-frustum Area, and the Distortion Factor in Dependence of the Number of Sample Points per Box Side Length at an Image Resolution of $640 \times 480$ Pixels and $60^{\circ}$ Vertical-viewing Angle.

| Points per box side $k$ | 2 | 4 | 8 | 16 | 32 | 64 | 128 | 256 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Depth app., $\varepsilon(k)$ | 0.017 | 0.034 | 0.068 | 0.14 | 0.28 | 0.60 | 1.35 | 3.27 |
| View frus. app., $V F(k)$ | 0.025 | 0.051 | 0.10 | 0.21 | 0.44 | 0.97 | 2.25 | 5.79 |
| Distortion app., $D F(k)$ | 0.042 | 0.084 | 0.017 | 0.034 | 0.069 | 0.14 | 0.30 | 0.63 |

arising in typical applications. Table 6.2 shows a few example values of these bounds. In practice, the dominant issue is the approximation accuracy for depth factor and view frustum; at the chosen vertical viewing angle $\left(60^{\circ}\right)$, the distortion factor is not important. For moderate values of $k$, the overhead is bounded by reasonably small constants. For $k$ approaching the order of magnitude of the image resolution, the overhead becomes more substantial. Please note that the table shows upper bounds (upper bounds on the average overestimation in case of the view frustum). In practice, the overhead is typically smaller.

## Sampling

Rendering performance is also affected by the choice of the (sub)sampling algorithm that is used to create the multiresolution point sets in the inner nodes of the hierarchy (different sampling strategies are discussed in detail in Section 4.3). A good sampling strategy should minimize the overlap of the corresponding splats associated with the sample points. The overlap must be minimized in object space as the view parameters are not known at the time of precomputing the sampling. There are two general sampling approaches: simple uniform sampling and adaptive sampling.

For uniform surface sampling, one can think of a small disk of constant radius attached to each sample point within one node of the hierarchy. The oversampling can then be quantified by the overlap of these discs. The optimum oversampling value for a (locally) flat surface is 1.21 , corresponding to the well-known tightest coverage of the plane by circles [Wil79]. Such point sets can be approximated, for example, using the point-repulsion technique described in Section 4.3. However, such a numerical relaxation scheme is rather involved so that often simpler approximations are used. Common are random and grid-based representations [BWK02, SD01b, WFP ${ }^{+} 01$ ]. For example, an LDC-tree (Section 4.4) uses a variant of grid-based sampling by ray-tracing geometry on regular grids from three orthogonal directions [PZvBG00]. In practice, it turns out that random sampling leads to oversampling factors of 8-20, depending on the probability of surface holes one is willing to tolerate. Sampling
techniques that partition space with a regular grid, allowing only one surface sample from each grid cell, yield (empirical) oversampling ratios of 13.4 (unrestricted) and 3.45 (if points are quantized to grid cell centers). A very simple but effective strategy is to start with a random sample and then remove all points that are already "covered" by nearby neighbors (the empirical oversampling is 1.6 , thus already close to the optimum [Wan04]). Oversampling factors can be quite significant. Consequently, employing a more elaborated sampling technique can substantially speed up rendering.

Adaptive sampling schemes improve on uniform sampling by adapting the point density to features such as curvature or color variance (see Sections 4.3 and 6.5 for details), potentially providing substantial savings. Adaptive sampling can easily be incorporated into the multiresolution rendering framework. Instead of storing point clouds with fixed sample spacing in each node, the sample spacing is allowed to vary according to surface features; it may exceed the base sample spacing in areas of little variance. The hierarchy traversal algorithm still selects nodes according to the base sample spacing, thus extracting fewer points in less important areas. Each sample point must now be tagged with the space it represents to allow correct image reconstruction later on. Storing little ellipses and using EWA surface splatting (Section 6.1) for image reconstruction is a canonical choice for solving this problem.

There is another source of oversampling that is often not taken into account: the octree hierarchy provides precomputed point clouds with point spacing increasing in powers of two. Thus, in the worst case, the number of points that are chosen is up to four times larger than the number needed. On the average, one could possibly roughly expect all densities being demanded with similar probability, leading to an oversampling factor of $\int_{1}^{2} s^{2} d s=2 \frac{1}{3}$. One can store multiple point clouds with varying density in each node, for example $m$ clouds with sample spacing a factor of $\sqrt[m]{2}$ apart. This reduces this kind of oversampling, however, at the expense of more memory usage (which is increased by a corresponding constant factor).

## Orientation

Up to now, the orientation factor has been ignored completely. What does this mean for oversampling? Assuming that all orientations of normals are equally likely, one can show that the average oversampling due to ignoring orientation is only a factor of two (by integrating over the orientation factor on a sphere). Accounting for back-face culling (i.e., assuming not to render back-facing surfaces), the factor is four. This factor is a constant (which is why this strategy works at all) but not really a small one. A simple improvement is storing normal cones in each hierarchy node that bound the possible values of normal orientations (see Section 4.4). This information can be used at least for back-face culling. Good estimates of orientation can be expected for smooth surfaces and close views of such surfaces. However, for strongly
simplified, irregular geometry (e.g., think of trees), useful bounds on orientation are rarely obtained. Nevertheless, storing a normal cone at each hierarchy node and performing a quick back-face culling check before rendering basically comes for free, so there is little reason not to include this in an implementation.

## Overall Rendering Time

Putting all the results above together, the overall asymptotic rendering time of pointbased multiresolution rendering is $O(h+\log \tau+\bar{a})$, where $h$ is the octree height, $\tau$ is the relative depth range, and $\bar{a}$ is the estimated projected area ("estimated" refers to the approximation of the projection factor). Assuming that geometry is distributed uniformly within the extended view frustum extracted by the approximation algorithm and assuming uniform probabilities for surface normals, this estimated projected area is expected to be in $O(a)$ where $a$ is the real projected area of the scene for a given camera view. The height of the octree and the logarithmic additive constant referring to scene depth are typically quite small in practice. Hence, the rendering time is constant, being independent of the amount of details in the scene. This is a giant leap in comparison to a simple plain $z$-buffer rendering approach without a multiresolution data structure, where the rendering time grows linearly with the amount or primitives in the scene. However, the rendering time of the pointbased approximation still depends linearly on the projected area, which, of course, includes the projected area from occluded parts of the scene. Thus, for scenes with much occlusion, a complementary occlusion-culling technique is needed. Most hierarchical occlusion-culling techniques $\left[\mathrm{COCK}^{+} 01\right]$ can easily be incorporated into the described hierarchy-traversal algorithm.

## Image Quality Considerations

Of course, rendering performance is of no value if the rendering strategy does not provide an acceptable level of image quality. Hence, is the result of the point-based simplification really comparable to traditional rendering techniques even though heavy simplifications take place? At this point, only the principle limits of the multiresolution approach are discussed. Other issues, such as aliasing and shading, are discussed in Sections 6.1 and 6.2.

The basic idea of point-based simplification is to replace geometry by sample points. Some volume in space (potentially containing arbitrarily complex geometry) will be replaced by a sample point that only contains a fixed amount of information. Thus, there is an inherent loss of information that can become visible in the image. This is a general problem. It does not appear to be possible to represent the visual effect of complex geometry with a constant amount of information [CDL $\left.{ }^{+} 96\right]$ as both light emission and transmission for different viewing angles can be arbitrarily complicated. A classic example is a Venetian blind (Figure 6.42a). Such a geometric configuration shows a light transmission that is zero for most angles and close to one for


Figure 6.42: Principal accuracy limits of point-based simplification. In practice, often the opacity of simplified geometry is overestimated as subpixel occlusions cannot be captured faithfully. (a) Venetian blind: highly direction-dependent occlusion [CDL+96].
(b) Example: point-based rendering of many distant trees. (c) Reference image computed offline by distributed ray tracing.
a very small region in the angular domain. Furthermore, transfer through multiple pieces of geometry is also nontrivial. For correct compositing, the subpixel occlusion structure must be known. In general, an approximation, for example, by a simple transparency value does not yield correct results (think of compositing two Venetian blinds).

In practice, the color of a single sample point is usually considered to be constant as well as the light transmission (there are refined techniques, such as statistical models; see Section 8.2). The constant used for transparency has to be a conservative lower bound to avoid holes in closed surfaces. This easily leads to a significant overestimation of opacity and thus, strictly speaking, to wrong images. Nevertheless, renderings often appear quite plausible, despite being wrong in a strict formal sense. Figures 6.42 b and c show an example: the opacity of the trees in the image is strongly overestimated by the point-based rendering algorithm, as revealed by the reference image created by (more expensive) stochastic ray tracing. Despite this, the depiction appears plausible (at least as long as one does not know the true solution).

### 6.4.4 EXAMPLE IMPLEMENTATION

This subsection shows some renderings produced by an example implementation of the point-based multiresolution rendering technique. The example scenes originally have consisted of triangle meshes and have been modeled using a scene graph data structure that provides hierarchical instantiation. It allows the formation of groups of objects and then a multiple "instantiation" of those groups in the scene (i.e., the replication of groups using different geometric transformations). The scene graph also allows hierarchical instantiation of groups of instances so that scenes of high geometric complexity can be described with reasonable memory consumption.

To apply the technique to precomputed point hierarchies, complete hierarchies are treated as ordinary geometric primitives that can be inserted into higher-level hierarchies. Using this technique, a very large "virtual" point hierarchy can be described that appears to contain billions of primitives and multiresolution representations of those. Please note that scene encoding is a significant problem. Finding an adequate description of a large scene that is compatible with memory and bandwidth restrictions might often be a more serious problem than rendering itself, and hierarchical instantiation is certainly not a general solution to this problem.

Figure 6.43 shows four application examples. The examples use octree hierarchies with $k=48-64$ points per box side, which turned out to be optimal for the employed hardware (GeForce 5650go, 1.5 GHz Pentium-M, rendering using DirectX 9 managed vertex buffers). Using "large boxes" turned out to be critical for GPU-based rendering. Submitting many small batches is very expensive on current GPUs due to per-batch latency penalties [WH03]. As every node processed during rendering


Figure 6.43: Example renderings ( $640 \times 480$ pixels). Frame rates for a 1.5 GHz Pentium-M notebook with nVidia GeForce FX 5650go graphics. (a) A landscape scene: 400 million triangles, frames per second; (b) a forest scene: $10^{15}$ triangles, 5-10 frames per second; (c) a stadium scene (105 million triangles), 10-20 frames per second; and (d) a herd of horses; 42 million triangles, 8-10 frames per second.
corresponds to a new batch, the rendering costs for "small boxes" (i.e., a large number of nodes) are completely dominated by latencies. For example, due to implementation limitations, scene (a) had to be rendered with smaller $k(k=24)$, which already results in significantly reduced performance. All scenes employ a uniform (nonadaptive) sampling technique (the neighborhood heuristic that approximates an optimal uniform sampling up to $30 \%$ ). A single point cloud is stored per octree node (multiple resolution levels per hierarchy node are not employed). Image reconstruction is done by simply drawing single pixels in a $z$-buffering (no EWA surface splatting). Despite not employing all possible optimizations and using older hardware, interactive results can already be achieved for vastly complex scenes.

Figure 6.43a shows a landscape scene consisting of 400 million primitives (encoded by a scene graph by reusing six different tree models). The scene can be rendered at about four frames per second. Figure 6.43b shows a more drastic example: using five levels of $10 \times 10$ instantiations, six billion trees are encoded, amounting to about $10^{15}$ triangles. This scene can be rendered at about 10 Hz , permitting an interactive walkthrough. In comparison, a conventional $z$-buffer rendering without level-of-detail processing would have taken about half a year (using the same graphics hardware). Figures 6.43 c and d show two more examples. The first is a rendering of a sports stadium with 16,500 football fans, amounting to over one hundred million triangles. Depending on the viewpoint, this scene can be displayed at frame rates of $10-20 \mathrm{~Hz}$. The second image shows a similar scene but with a herd of horses ( 42 million triangles, $8-10 \mathrm{~Hz}$ ). Due to the conceptual simplicity of the point-based approach, the rendering technique can easily be generalized. For example, the fans in the stadium and the herd of horses in the examples are actually animated; it is quite straightforward to generalize the described techniques to animated scenes [WH02].

### 6.4.5 CONCLUSION

Here is a list of conclusions and recommendations when using point-based rendering techniques for large scenes in practice:

- Highly complex scenes can be rendered in real time: Using the hierarchical pointbased multiresolution rendering scheme described above, one can efficiently render highly complex scenes with a virtually unlimited number of primitives. The rendering time does not depend on the original level of detail; the geometric scene size (relative depth range) has only a minor influence. ${ }^{6}$ Rendering is often more limited by memory constraints rather than rendering time.

[^10]- Use big boxes: Oversampling costs caused by using (moderately) larger point clouds per hierarchy node are quite reasonable in comparison to other sources of oversampling. Large clouds facilitate an efficient GPU implementation as the point cloud in every node can be submitted as one large batch. Thus, backed up by the theoretical analysis, one can recommend employing "big boxes" for GPU-based implementations. Hierarchies with few or even only one point per node are not optimal for GPU-based rendering. However, this might be the data structure of choice for various other applications, such as ray tracing or other CPU-based rendering techniques.
- Sampling matters: Unfavorable sampling patterns are a major cause of oversampling in practice. A well-designed sampling pattern can out perform an ad hoc or random version by about an order of magnitude. Adaptive sampling can decrease oversampling further. The quantization due to the hierarchy affects oversampling as well; data structures with branching factors larger than those of an octree are usually undesirable for this reason.
- Point rendering can be expensive: Hence, it should be used only when necessary. If the original geometry is not point based, it should be included in the multiresolution hierarchy at the high levels of detail. This assures both a faithful reproduction of the original data as well as the rendering algorithm to be never worse than simple rasterization of the original primitives in terms of rendering expenses.

The next section will describe how a point-based multiresolution rendering algorithm can be implemented entirely on a programmable GPU with almost no CPU intervention, and how to deal with the limitations of current graphics hardware by modifying the multiresolution data structure that represents the scene.

### 6.5 SEQUENTIAL POINT TREES

Carsten Dachsbacher and Marc Stamminger

### 6.5.1 OVERVIEW

Point clouds are a very useful representation for level-of-detail approaches. Their lack of topology information makes it easy to adapt the detail level by simply adding or removing points. No costly updates of topology information, as they are for example required for progressive meshes, are necessary. A typical example is the QSplat method ([RL00] and Section 4.4). The bounding box hierarchy is traversed
top-down, and any branch can be skipped or rendered as a single point without considering neighboring branches, which makes the traversal efficient.

Nevertheless, due to its hierarchical nature, the top-down traversal of QSplat maps very badly to a current GPU. QSplat has a very fine granularity in its level-of-detail determination, and it generates the point cloud to be rendered point by point. As a consequence, if the points are rendered by a GPU, they have to be rendered in "immediate mode", (i.e., every single point is sent to the GPU separately). Thus, most of the power of current GPUs is unused, because the GPU is mainly waiting for new data. This bottleneck gets worse (in terms of memory bandwith), if more data is stored with every point (e.g., a normal, a color, a texure coordinate, etc.).

Memory traffic can be reduced by keeping all vertex data in video memory and only generating and sending vertex indices. Furthermore, recent computer architectures such as PCI Express provide much higher bandwidth. But current GPUs can still render many more points than the QSplat traversal can provide. So with QSplat on a current CPU roughly 10 million points can be generated per second, whereas a current GPU can easily render 100 million points per second and more.

Ideally, the QSplat point selection should happen directly on the GPU. This would solve the memory bandwidth problem, the computation power of the GPU can be better used, and the CPU is available for other tasks (e.g., game AI or physics simulation).

Sequential point trees [DVS03] achieve this goal by transforming the hierarchical traversal of the QSplat-like hierarchy to a sequential process. We first define a simple local point-selection criterion, with which we can decide for a single point of the hierarchy whether QSplat would select this point for a particular view or not, without having to look at its ancestors. We can then sequentially process all points and sort out the ones to be rendered. This processing can already be done by the GPU, at the cost that always all points have to be processed. The skipping of branches, that makes QSplat efficient, is not possible yet.

However, we can rearrange the nodes of a hierarchical point tree to a sequential list, so that all selected points are densely clustered in the list. This is demonstrated in Figure 6.44, where the Buddha model is rendered with increasing viewing distance. The bar below the Buddha visualizes the sequential point list with the selected points in red and the unselected points in green. The red points always form a cluster of varying size at the beginning of the list.

Furthermore, for any particular view, we can compute tight bounds on this cluster of selected points easily. We can then restrict the processing by the GPU to this bounded, yet sequential region. The majority of the points processed by the GPU is then also rendered, which dramatically increases performance. The CPU load is very low, the main process only has to compute the segment boundaries and pass them to the


Figure 6.44: Continuous detail levels of a Buddha generated in vertex programs on the GPU. The colors denote the LOD level used and the bars describe the selected amount of points selected for the GPU. CPU load is always below $1 \%$.

GPU. The selection of the points inside this segment and the rendering are then done completely by the GPU, where the GPU can work at full power on the sequential data. Overhead arises due to the points that are culled by the GPU, but in our examples this fraction is in the range of only $10-40 \%$. We thus achieve rates of about 60 million effectively rendered points per second on a Radeon 9700 and about 80 million on a GeForce 6800 GT, in each case with very low CPU load.

Note that our scenes are sets of objects. For each of the objects, a sequential point tree as described in the following is generated. With instancing, the same point tree can be rendered at different locations. This simple scene structure reflects the necessities of typical interactive applications, like games or rendering of outdoor scenes, for example. The goal is to render each visible object at a level of detail that is an optimal balance for the current point of view.

In the remaining chapter, we will first describe our local point-selection criterion. We then show how we rearrange the tree to a list and how we can efficiently bound the cluster of selected points. We then describe how additional error criteria, such as texture information, can be included. Finally, we extend our algorithm to a hybrid point and triangle representation, where for large, flat areas automatically the much better suited triangle-rendering primitive is selected.

### 6.5.2 SEQUENTIALIZATION

We start with a bounding sphere hierarchy, as it is used for QSplat and described in Section 4.4. QSplat traverses this hierarchy top-down. A bounding sphere is rendered, if its projection to the image is smaller than a threshold $\epsilon$, usually with one or two
pixels. The size $r_{p}$ of the projection of a sphere ( $m, r$ ) depends on the sphere's radius $r$ and its distance $d$ to the camera plane, which is the (maybe negative) $z$-coordinate of the point in camera space: $r_{p}=F r / d$, where $F$ is a scaling factor that accounts for image resolution. If $r_{p}$ is above the threshold, the children bounding spheres are considered recursively.

This selection procedure is hierarchical. Points within skipped branches are not touched at all. If we want to switch to sequential processing, we need a local selection criterion that can decide for a single point whether it is to be selected or not, without knowing the history of the results of its ancestors.

In order to define such a local criterion, we first replace the hierarchical selection criterion $r_{p}<\epsilon$ by a similar, but for our purposes more intuitive, measure. We assume that $\epsilon$ is constant to make the formulation clearer. The recursive test for a sphere ( $m, r$ ) checks whether $r_{p}=F r / d<\epsilon$. We can rearrange this to $d>F r / \epsilon$. We call the right side $d_{\text {min }}$. A sphere is now rendered if its camera distance $d$ is larger than $d_{\text {min }}$ (i.e., our new criterion is $d>d_{\text {min }}$ ). For now, $d_{\min }$ is just the scaled sphere radius, but in later sections we will extend $d_{\text {min }}$ so that it also contains texture information and cannot be computed on the fly quickly. Thus we assume that $d_{\min }$ is stored with every bounding sphere.

Second, if the tree nodes are processed sequentially without hierarchy information, we need a nonrecursive test that also tests for every single point whether the current point and none of its ancestors are to be selected. To this end, we add a $d_{\text {max }}$-parameter to every node and use $d \in\left[d_{\min }, d_{\max }\right]$ as a nonrecursive test. Intuitively, we test with the lower bound whether the sphere is smaller than the threshold, and with the upper bound we check whether the distance is already so large that also one of the ancestors is selected; the $d_{\text {max }}$ test thus replaces the recursive skip.

A first attempt for the selection of $d_{\text {max }}$ is to use $d_{\text {min }}$ of the direct parent or infinity for the root node. So when going up the hierarchy the intervals don't overlap and neither a node nor its children are selected. Examples with a simple point hierarchy and the node fronts selected by different values for $d$ are shown in Figure 6.45.

The above approach assumes that $d$ is the same for a bounding sphere and its children, which is generally only approximately true. If we use the correct $d$, it can happen for a sphere that $d$ is just below $d_{\text {min }}$, but due to the different $d$ for the children also above some childrens' $d_{\text {max }}$. These children are then incorrectly not selected, because it is incorrectly assumed that the parent sphere has been rendered. The result is holes in the rendering. We can account for this by increasing $d_{\max }$ by the distance between the child's and the parent's center. The resulting interval overlap ensures that no holes appear, but it also means that for some nodes both the node and some of its children are selected. This results in overdraw and slightly reduced performance, but we did not experience visible artifacts from it.


Figure 6.45: Point hierarchy with [ $\left.d_{\min }, d_{\max }\right]$-intervals (upper left) and selected tree cuts for three different view distances $d$.

Please note also that the accuracy threshold $\epsilon$ can easily be factored out, so that $\epsilon$ can be varied on the fly.

For fast rendering with a GPU, the spheres of the hierarchy are now stored as an array of point primitives. For every sphere, we store its center as a point coordinate, radius $r$, and $d_{\min }$ and $d_{\max }$ are stored as additional attributes (e.g., texture coordinates). Additionally, we can store colors, normals, or texture coordinates with these points. A simple vertex program first projects all points to camera coordinates. The $z$-coordinate of the camera coordinate gives us $d$, which is then compared with the $\left[d_{\text {min }}, d_{\text {max }}\right]$-interval of the point. If this test fails, the point is moved to infinity and thus culled. Otherwise a lighting computation is performed and the point is transformed to clip coordinates. Furthermore, we have to compute the splat size for the point, which is the radius of the sphere times a constant factor divided by $d$. The
overhead for the interval test is only a few instructions. It slightly affects performance, because point rendering is usually vertex bound (if we do not apply expensive splatting techniques).

### 6.5.3 REARRANGEMENT

After transforming the recursive test to a simple distance-interval test, we store the spheres in a nonhierarchical list, which is processed sequentially. At this step, the $\left[d_{\min }, d_{\max }\right]$ test allows for an important optimization: After sorting the list by descending $d_{\text {max }}$, we can easily restrict the computation to a prefix of the list. Figure 6.46 shows the sequential version of the point tree of Figure 6.45 (upper left).


Figure 6.46: Conversion of the point tree of Figure 6.45 into a sequential point tree. Upper left: The sequential point tree sorted by $d_{\max }$. The diagrams show $\left[d_{\min }, d_{\max }\right]$ for every node. Upper right and bottom row: The same tree cuts as in Figure 6.45, now within sequential point trees. The bars below denote the range that needs to be processed for rendering.

Furthermore, one can see the list points selected by a certain constant $d$. For $d=8$, only the first four points can contribute, because for all later points $d_{\text {max }}<d$. If we decrease $d$, this boundary moves to the right.

Since the list is not sorted for $d_{\min }$, a similar left bound is not easy to find. However, this is not really critical, because it is known that in a tree with a branching factor of, for example, four, only about one-fifth of the nodes are inner nodes, so the unselected points at the beginning of the list are only a small fraction. We thus simply use 0 as left bound.

In contrast to our assumption above, $d$ is not constant for different points on an object. In general, $d$ can vary over an interval with the extend of the object as size. In particular, if the camera is close to the object, this variation is significant in relation to the camera distance.

The resulting effect on the point selection is visualized in Figure 6.47. For constant $d$ (left column), $d$ defines a front in the point tree. In the sequential point tree list, this front cuts the list into two halves. If $d$ varies, the resulting vertex front is enclosed by the vertex fronts defined by $\min \{d\}$ and $\max \{d\}$. In the list, this results in a fuzzy zone, where points are partially selected.

Thus, the entire algorithm goes as follows. First, a lower bound on $d$ is computed from a bounding volume of the object. We then search the first list entry with $d_{\text {max }} \leq$ $\min \{d\}$ by a binary search. The beginning of the list up to this entry is passed to the GPU.


Figure 6.47: Left: For constant view distance $r$, the vertex front cuts the sequential point tree exactly. Right: If $r$ varies, the border gets fuzzy.

With this simple approach, we efficiently combine coarse and fine granularity culling. The CPU does a first efficient preculling for $d_{\max }$ by selecting $i$ and then passes the segment boundaries $[0, i]$ to the GPU (coarse granularity). The GPU processes the segment (which is ideally stored in video memory) sequentially at maximum efficiency and also does the fine granularity culling. The percentage of points culled by the GPU depends on the variation of $d$ over the object. In typical examples, this fraction is $10-40 \%$.

Also more sophisticated splatting techniques as described in Section 6.2 can be used in combination with sequential point trees. However, the slower the splatting, the smaller the advantage of our fast point selection. For expensive splatting techniques such as perspective-correct splatting, the sequential point trees provide no performance advantage, except for the fact that the CPU can be freed for other tasks.

Sequential point trees do not allow hierarchical visibility frustum culling within an object. Visibility culling creates unpredictable point fronts that cannot be considered during sorting.

### 6.5.4 BETTER ERROR MEASURES

Every node in our point-tree hierarchy represents a part of the object. As described in Section 4.4, it stores a center point $\hat{p}$, an average normal $\hat{n}$, and a radius $\hat{r}$ of a bounding sphere around the center for the represented object part. The generation of such hierarchies is detailed in Section 4.4.

Up to now, we assumed that, when rendering such a bounding sphere as a splat, the error is proportional to the projected sphere radius. This assumption is reasonable, but leaves room for improvement. In fact, our rearrangement scheme can handle any error measure that can be coded into a $\left[d_{\min }, d_{\text {max }}\right.$ ] interval. In the following, we present two extensions that can also be used to generate an improved geometric error and also include color information.

## Improved Geometric Error

In fact, a better error measure should be able to differentiate smooth regions that can be well handled by a single disk and detailed regions or boundary regions, where a disk is a bad approximation. In order to account for this, we define two different errors, perpendicular and tangential error, that can appear when a disk approximates a part of a surface. Both can be combined and coded to our $\left[d_{\min }, d_{\max }\right.$ ] criterion.

Perpendicular Error The perpendicular error $e_{p}$ is the minimum distance between two planes parallel to the disk that encloses the surrounding surface, and thus
measures variance (see Figure 6.48, left). We compute this error bottom-up while building the hierarchy. If $i$ iterates overall children of a node, we can compute $e_{p}$ as

$$
\begin{align*}
& e_{p}=\max \left\{\left(\left(\mathbf{p}_{\mathbf{i}}-\mathbf{p}\right)^{T} \mathbf{n}\right)+d_{i}\right\}-\min \left\{\left(\left(\mathbf{p}_{\mathbf{i}}-\mathbf{p}\right)^{T} \mathbf{n}\right)-d_{i}\right\}  \tag{6.86}\\
& \text { with } d_{i}=r_{i} \sqrt{1-\left(\mathbf{n}_{\mathbf{i}}{ }^{T} \mathbf{n}\right)^{2}} .
\end{align*}
$$

During rendering, the perpendicular error projects into the image, resulting in an image error $\tilde{e}_{p} . \tilde{e}_{p}$ is proportional to the sine of the angle between the view vector $\mathbf{v}$ and the disk normal $\mathbf{n}$, and it decreases with $1 / d$ and $d=|\mathbf{v}|: \tilde{e}_{p}=e_{p} \sin (\alpha) / d$ and $\alpha=(\mathbf{v}, \mathbf{n}) . \tilde{e}_{p}$ captures the fact that errors along the silhouettes are less acceptable.

Tangential Error The tangential error measures whether the parent disk covers an unnecessary large area, resulting in typical errors at surface edges (Figure 6.49). We measure this by fitting a number of slabs of varying orientation around the projected child disks. $e_{t}$ is then the diameter of the disk minus the width of the tightest slab. Negative $e_{t}$ are clamped to zero. $e_{t}$ is projected to image space as

$$
\begin{equation*}
\tilde{e}_{t}=e_{t} \frac{\cos (\alpha)}{d} . \tag{6.87}
\end{equation*}
$$

Combined Geometric Error Perpendicular and tangential error can be combined to a single geometric error

$$
\begin{equation*}
e_{g}=\max _{\alpha}\left\{e_{p} \sin \alpha+e_{t} \cos \alpha\right\}=\sqrt{e_{p}^{2}+e_{t}^{2}} . \tag{6.88}
\end{equation*}
$$



Figure 6.48: As perpendicular error for a disk we use the distance between the two planes parallel to the disk enclosing all children.


Figure 6.49: The tangential error measures how well a parent disk approximates the children's disks in the tangent plane.

The image space counterpart $\tilde{e}_{g}$ depends on the view distance $d$, but no longer on the view angle: $\tilde{e}_{g}=e_{g} / r$. This simplification is faster to compute, but also less adaptive. The maximal error $e_{g}$ has the node's bounding sphere's diameter $2 r$ as upper bound. When setting $e_{g}$ to $2 r$ we get the QSplat representation. Note that our error measure can be used both for closed surfaces and for unstructured geometry, like trees.

This combined geometric error fits well with our [ $\left.d_{\text {min }}, d_{\text {max }}\right]$ error criterion. For the computation of $d_{\min }$ we just replace the sphere radius $r$ by the geometric error $e_{g}$. The resulting point tree representation adapts point densities not only to view distance $d$ but also to local surface properties. Large, flat regions exhibit a small geometric error $e_{g}$ and are thus rendered by large splats, whereas small splats are selected in geometrically or visually complex areas. The effect can be seen in Figure 6.44, where the different hierarchy levels are visualized with different colors.

## Color, Texture, and Material

We can also use $\left[d_{\min }, d_{\max }\right.$ ] to account for color. Every leaf point of the point hierarchy represents a part of an object, so an average color can be assigned. If the object is textured, the texture color is also averaged and included in the point color. For inner nodes in the hierarchy the color of the children is averaged.

With the color averaging we have to reconsider our error measure. In flat regions we have small geometric error, but by rendering large splats the color and texture detail are washed out. To avoid this, we increase the point's error to the point's diameter when the color varies significantly. This enforces small splats and the blurring is reduced to the error threshold $\epsilon$. With this measure, point densities adapt to texture detail, thus geometry is created to capture color detail.

The averaging corresponds to an object space-filtering operation. Since due to the above error criterion splats with texture detail all have roughly image size $\epsilon$, this averaging operation implicitly is similar to image space-texture filtering. The filtering quality is not as good as sophisticated EWA-texture filtering (see Section 6.2), but aliasing is well reduced.

### 6.5.5 HYBRID POINT-POLYGON RENDERING

Sequential point trees can be extended to hybrid point-polygon rendering in the spirit of Cohen and Nguyen and Chohen et al. [CN01, CAZ01], where object parts are rendered by polygons when this is the faster option (Figure 6.50 shows an example). Rendering a triangle is probably the best solution as long as its longest side $s$ has an image size above our error threshold: $s / d \geq \epsilon$, where $d$ is the viewing distance. In this case, we need at least two splats to render the triangle, and no speed gain can be expected. Thus, we can compute a $d_{\max }$ value for triangles: $d_{\max }=s / \epsilon$. If we render all triangles that are closer to the viewer than their $d_{\max }$, we can remove all points, with a $d_{\text {max }}$ smaller than the $d_{\text {max }}$ of the original triangle, from the point list.

The goal is to do the triangle selection on the GPU, too. We thus sort all triangles for decreasing $d_{\max }$ values. At rendering time, for every object an upper bound on


Figure 6.50: Left: With hybrid rendering small triangles are replaced by points (red). Right: Hybrid rendering with normal lighting.
$d$ is computed, and, analogously to the point list, the beginning of the triangle list with $d_{\text {max }}>\max \{d\}$ is passed to the GPU. A vertex program evaluates the condition $d<d_{\text {max }}$ for every vertex and puts the result into the alpha value of the vertex. Culling is then done by an alpha test. By this, triangles with differently classified vertices are rendered partially. Since this is a border case, the corresponding points are also rendered and resulting holes are automatically filled. Note that by resorting the triangle list, triangle strips are torn apart or triangle orders optimized for vertex caches get lost.

Additionally, we have to adapt our point-tree structure, and this is surprisingly simple with the $\left[d_{\min }, d_{\max }\right]$ test. Once we know the $d_{\max }$ values for all triangles, we traverse the point hierarchy. For all leaves, the $d_{\min }$ value for a point, which originally is zero, is replaced by the $d_{\text {max }}$ value of the corresponding triangle (minus an offset to obtain the necessary overlap). The $d_{\text {max }}$ values are propagated upward by updating $d_{\text {min }}$ of the inner nodes accordingly. This can create negative intervals with $d_{\min }>d_{\text {max }}$. They appear when large triangles obtain multiple sample points: in this case our algorithm considers it more efficient to render the triangle instead of multiple sample points. Because the render test will always fail, these points can simply be discarded. With this simple procedure, the point-tree hierarchy is automatically reduced to a size where point rendering is efficient.

### 6.5.6 IMPLEMENTATION AND RESULTS

An efficient implementation of sequential point trees of course requires a programmable geometry processing to perform the interval test and discarding point primitives. Optimal performance is achieved if the geometry data reside inside video memory to avoid slow bus transfers.

In Figure 6.51, we show a complex test scene with various models. The scene is rendered on an ATI Radeon 9700 using sequential point trees without splatting, that is with single-colored point primitives, for the statues and the trees. The ground, sky, and other models are rendered as triangles. With our implementation, a Radeon 9700 GPU can process 77 million points per second, if the sequential point tree data reside in video memory. After culling, 50 million points per second are rendered. All objects are textured, where the textures contain surface colors and light map information. The textures and geometry data are stored in the memory of the graphics card. The frame rates are in the range of $36-90$ frames per second, with a CPU load of $5-15 \%$ on a 2.4 GHz Intel Pentium. As almost all work is offloaded to the GPU, the performance is only bound by memory bandwidth and geometry-processing power. Ideally, when the point sample data are stored in fast video memory, the number of points processed per second depends on the number of vertex shader units and the clock rate of the GPU.


Figure 6.51: Garden of SIG-GRAPH sculptures.

### 6.5.7 CONCLUSION

Sequential point trees are an algorithm for continuous level-of-detail control that is executed almost completely on the GPU. The algorithm is in the spirit of QSplat, but the hierarchical traversal is replaced by sequential processing, which can be done on the GPU with high efficiency. We extend the selection criterion of QSplat so that it also considers local curvature, boundary points, and textures. On the downside, our algorithm cannot gain efficiency by culling branches outside the view frustum. If the sequential point-tree data structure fits into video memory, a point throughput can be achieved that is an order of magnitude higher than a QSplat CPU implementation.
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## 7 PHYSICS-BASED ANIMATION

## INTRODUCTION

Physically based animation using point-sampled representations has emerged recently as a promising alternative to conventional finite element simulation. It is inspired by so-called meshless methods, where the continuum is discretized using unstructured point samples. This chapter will demonstrate that such methods perform for a wide spectrum of material simulations including brittle fracture, elastic and plastic deformations, and fluids. Section 7.1 gives an introduction to meshless finite elements and demonstrates how they can be utilized to compute elastic and plastic deformations. This method serves as a basis for the simulation of fracture

using point-based surface representations in Section 7.2. It will be shown that the surface can be conveniently resampled without the need to restructure it, as it is required for triangle meshes. The chapter concludes with a discussion of methods for fluid simulation. The particle nature of fluids makes them ideally suited for point-based methods, but the proper reconstruction and animation of the fluid surface remains a challenge.

Physics-based animation using point-sampled representations has emerged recently as a promising alternative to conventional finite element method (FEM) simulation. It is inspired by so-called meshless methods, where the continuum is discretized using unstructured point samples. We will demonstrate that such methods allow for a wide spectrum of material simulations including brittle fracture, elastic and plastic deformations, and fluids. Such physical point representations are combined with high-resolution, point-sampled surface geometry.

### 7.1 MESHLESS FINITE ELEMENTS

## Matthias Müller-Fischer

### 7.1.1 OVERVIEW

In computer graphics static objects are most often represented by two-dimensional surfaces only while their interior can safely be ignored. In this chapter, however, we will discuss ways to animate deformable objects using points. In order to solve the elasticity equations, the interior of an object needs to be modeled as well. The most popular approaches in computer graphics to simulate volumetric deformable objects are the use of mass spring systems or finite element meshes [ $\mathrm{NMK}^{+} 05$ ]. In recent years, meshless point-based approaches have become popular, both in computational sciences $\left[\mathrm{BKO}^{+} 96\right.$, Liu02, FM03] and in computer graphics [DC96, MKN $\left.{ }^{+} 04\right]$. Following the spirit of the book, we will discuss point-based approaches for the simulation of the object's volume. On the one hand, points will be used to represent the volume and the elastic properties of the material. As Müller et al. [MKN $\left.{ }^{+} 04\right]$ we call these points phyxels as an abbreviation for physics element. In addition, a different set of points (the surfels) can be used to represent the surface of the deformable objects. These surfels passively follow the dynamic motion computed on the phyxels (see Section 7.1.9).

In this section we will present the basic method proposed in Müller et al. [ $\mathrm{MKN}^{+} 04$ ] for the simulation of elastic and plastic objects. This method is the basis for the simulation of fracturing material described in the next section. In contrast
to mass spring systems, the method is based on continuum elasticity theory. The advantage of continuum-based approaches over simpler methods is the fact that they converge to the continuous solution as the granularity of the discretization goes to zero. In addition, the material stiffness is expressed in terms of Young's modulus $E$, which can be looked up in textbooks, in contrast to spring constants, which have to be tuned for a specific mesh. Continuum elasticity theory would cover an entire book in itself. Here we only explain the central ideas necessary to understand the method and refer the interested reader to Chung [Chu96] for more details on elasticity theory.

### 7.1.2 CONTINUUM ELASTICITY

Continuum elasticity theory describes the behavior of continuous (threedimensional) objects. Hereby, the three quantities displacement, strain, and stress play a major role. In one-dimensional problems, these quantities are all one dimensional and have intuitive interpretations. Figure 7.1 depicts a beam with cross-sectional area $A$. When a force $f_{n}$ is applied perpendicular to the cross section, the beam with original length $l$ expands by $\Delta l$. The stress $\sigma$ is the force applied per area $f_{n} / A$ with unit $\left[N / m^{2}\right]$ while the strain $\epsilon$ is the relative elongation of the beam $\Delta l / l$ without unit.

Inside the beam, the displacement $u$ varies linearly. It can be presented by a one-dimensional function $u(x)=x(\Delta l / l)$ as Figure 7.1 shows. The strain (i.e., the relative elongation of the material) can also be expressed in terms of the


Figure 7.1: Hooke's law for a beam. The force per area applied on the cross section of area $A$ (stress) is proportional to the relative elongation of the material (strain). The constant of proportionality $E$ is Young's modulus. The displacement function $u(x)$ defines how far a material point originally at location $x$ is moved to the right.
displacement function as $\epsilon_{\text {const }}=\frac{u(l)-u(0)}{l}$. This global expression, however, is only correct for linear displacement functions. For general displacement functions, the strain varies spatially. The strain at location $x$ is then computed locally for an infinitesimal element of length $d x$ as $\epsilon(x)=\frac{u(x+d x)-u(x)}{d x}$. This yields the more general expression $\epsilon(x)=\frac{d}{d x} u(x)$ for one-dimensional problems.

Hooke's law states that the strain depends linearly on the applied stress (i.e., $f_{n} / A=$ $E \Delta l / l$ or $\sigma=E \epsilon$ ). This law is a good approximation of the behavior of so-called Hookean materials near the equilibrium. The constant of proportionality $E$ is called Young's modulus. For steel, $E$ is in the order of $10^{11} \mathrm{~N} / \mathrm{m}^{2}$, while for rubber, it lies between $10^{7}$ and $10^{8} \mathrm{~N} / \mathrm{m}^{2}$. A law that relates strain to stress like Hooke's law is called a constitutive law.

In three dimensions, continuum elasticity theory gets a bit more involved mathematically. The concepts, however, are exactly the same as in the one-dimensional case. A three-dimensional deformable object is typically defined by its undeformed shape (also called equilibrium configuration, rest, or initial shape) and by a set of material parameters that define how it deforms under applied forces. If we think of the rest shape as a continuous connected subset $\Omega$ of $\mathbb{R}^{3}$, then the coordinates $\mathbf{x} \in \Omega$ of a point in the object are called material coordinates of that point. In the discrete case $\Omega$ is a discrete set of points that sample the rest shape of the object.

When forces are applied, the object deforms and a point originally at location $\mathbf{x}$ (i.e., with material coordinates $\mathbf{x}$ ) moves to a new location $\mathbf{p}(\mathbf{x})$, the spatial or world coordinates of that point. Since new locations are defined for all material coordinates $\mathbf{x}, \mathbf{p}(\mathbf{x})$ is a vector field defined on $\Omega$. Alternatively, the deformation can also be specified by the displacement field, which, in three dimensions, is a vector field $\mathbf{u}(\mathbf{x})=\mathbf{p}(\mathbf{x})-\mathbf{x}$ defined on $\Omega$ (see Figure 7.2).

The elastic strain $\epsilon$ is computed from the spatial derivatives of the displacement field $\mathbf{u}(\mathbf{x})$ as in the one-dimensional case. However, in three dimensions the displacement field has three components $\mathbf{u}=\mathbf{u}(\mathbf{x})=(u, v, w)^{T}$ and each component can be derived with respect to one of the three spatial variables $x, y$, and $z$. Therefore, strain cannot be expressed by a single scalar anymore. For example, at a single point inside a three-dimensional object, the material can be stretched in one direction and compressed in another one at the same time. Thus, strain is represented in three dimensions by a symmetric $3 \times 3$ tensor:

$$
\epsilon=\left[\begin{array}{ccc}
\epsilon_{x x} & \epsilon_{x y} & \epsilon_{x z}  \tag{7.1}\\
\epsilon_{x y} & \epsilon_{y y} & \epsilon_{y z} \\
\epsilon_{x z} & \epsilon_{y z} & \epsilon_{z z}
\end{array}\right] .
$$



Figure 7.2: (a) A deformation is represented mathematically by a continuous vector field $\mathbf{u}(\mathbf{x})$ that describes the displacement of each material point $\mathbf{x}$. A point originally at location $\mathbf{x}$ ends up at location $\mathbf{p}(\mathbf{x})=\mathbf{x}+\mathbf{u}(\mathbf{x})$ in the deformed shape. (b) In mesh-based approaches, the displacement field $\mathbf{u}(\mathbf{x})$ is approximated within an element by a field $\tilde{\mathbf{u}}(\mathbf{x})$ that interpolates the displacements of the corners of the element. (c) A mesh-free point-based approach represents the displacement field by a set of discrete samples $\mathbf{u}_{i}$ defined at locations $\mathbf{x}_{i}$. Displacement vectors between these locations are interpolated (e.g., with the moving least squares approach).

In computational sciences, several ways to compute the components of the strain tensor from the spatial derivatives of the displacement field are used. Popular choices in computer graphics are

$$
\begin{equation*}
\epsilon_{G}=\frac{1}{2}\left(\nabla \mathbf{u}+[\nabla \mathbf{u}]^{T}+[\nabla \mathbf{u}]^{T} \nabla \mathbf{u}\right), \tag{7.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\epsilon_{C}=\frac{1}{2}\left(\nabla \mathbf{u}+[\nabla \mathbf{u}]^{T}\right), \tag{7.3}
\end{equation*}
$$

where the symmetric tensor $\epsilon_{G} \in \mathbb{R}^{3 \times 3}$ is Green's nonlinear strain tensor (nonlinear in the displacements) and $\epsilon_{C} \in \mathbb{R}^{3 \times 3}$ its linearization, Cauchy's linear strain tensor.

The gradient of the displacement field is a $3 \times 3$ matrix:

$$
\nabla \mathbf{u}=\left[\begin{array}{lll}
u_{, x} & u_{y y} & u_{, z}  \tag{7.4}\\
v_{, x} & v_{, y} & v_{, z} \\
w_{, x} & w_{, y} & w_{, z}
\end{array}\right],
$$

where the index after the comma represents a spatial derivative.
Now let us turn to the measurement of stress, the force per unit area applied to a plane. In three dimensions, the force and the orientation of the plane it is applied to
are both three-dimensional vectors. The stress relating the two, therefore, is expressed by a symmetric $3 \times 3$ tensor:

$$
\sigma=\left[\begin{array}{ccc}
\sigma_{x x} & \sigma_{x y} & \sigma_{x z}  \tag{7.5}\\
\sigma_{x y} & \sigma_{y y} & \sigma_{y z} \\
\sigma_{x z} & \sigma_{y z} & \sigma_{z z}
\end{array}\right],
$$

with the following interpretation:

$$
\begin{equation*}
\frac{d \mathbf{f}}{d A}=\sigma \cdot \mathbf{n}_{A} \tag{7.6}
\end{equation*}
$$

To get the force per area $\mathbf{f} / A$ with respect to a certain plain with normal $\mathbf{n}_{A}$, the stress tensor is simply multiplied by $\mathbf{n}_{A}$.

Hooke's law states that stress and strain are linearly related:

$$
\begin{equation*}
\sigma=\mathbf{E} \epsilon \tag{7.7}
\end{equation*}
$$

Both stress and strain are symmetric tensors so they have only six independent coefficients. The quantity $\mathbf{E}$ relating the two can, thus, be expressed by a $6 \times 6$-dimensional matrix. For isotropic materials (with equal behavior in all directions), Hooke's law has the following form:

$$
\left[\begin{array}{c}
\sigma_{x x}  \tag{7.8}\\
\sigma_{y y} \\
\sigma_{z z} \\
\sigma_{x y} \\
\sigma_{y z} \\
\sigma_{z x}
\end{array}\right]=\frac{E}{(1+v)(1-2 v)}\left[\begin{array}{cccccc}
1-v & v & v & 0 & 0 & 0 \\
v & 1-v & v & 0 & 0 & 0 \\
v & v & 1-v & 0 & 0 & 0 \\
0 & 0 & 0 & 1-2 v & 0 & 0 \\
0 & 0 & 0 & 0 & 1-2 v & 0 \\
0 & 0 & 0 & 0 & 0 & 1-2 v
\end{array}\right]\left[\begin{array}{c}
\epsilon_{x x} \\
\epsilon_{y y} \\
\epsilon_{z z} \\
\epsilon_{x y} \\
\epsilon_{y z} \\
\epsilon_{z x}
\end{array}\right],
$$

where the scalar $E$ is Young's modulus describing the elastic stiffness and the scalar $v \in\left[0 \ldots \frac{1}{2}\right)$ Poisson's ratio, a material parameter that describes to which amount volume is conserved within the material. Figure 7.3 shows the difference between low- and high-volume conservation modeled via the Poisson's ratio.
We now turn to the question of how to simulate a dynamic elastic object. To this end, we apply Newton's second law of motion $\mathbf{f}=m \ddot{\mathbf{p}}$ to each infinitesimal volumetric element $d V$ of the object. Since the mass of an infinitesimal element is not defined, both sides of the equation of motion are divided by the volume $d x \cdot d y \cdot d z$ of the


Figure 7.3: The effect of Poisson's ratio: the undeformed model (left) is stretched using a Poisson ratio of zero (middle) and 0.49 (right).
element. This turns mass $[\mathrm{kg}]$ into density $\left[\mathrm{kg} / \mathrm{m}^{3}\right]$ and forces $[\mathrm{N}]$ into body forces $\left[\mathrm{N} / \mathrm{m}^{3}\right]$. We get

$$
\begin{equation*}
\rho \ddot{\mathbf{p}}=\mathbf{f}(\mathbf{x}), \tag{7.9}
\end{equation*}
$$

where $\rho$ is the density and $\mathbf{f}(\mathbf{x})$ the body force acting on the element at location $\mathbf{x}$.
Figure 7.4 illustrates the forces that act on an element due to internal stress $\sigma$. Only those forces acting on the faces perpendicular to the $x$-axis are shown. The forces acting on the other faces of the element are computed analogously. According to Equation (7.6) the forces per unit area acting on the faces with normal $[-1,0,0]^{T}$ and $[1,0,0]^{T}$ are $-\left[\sigma_{x x}, \sigma_{x y}, \sigma_{x z}\right]_{x, y, z}^{T}$ and $\left[\sigma_{x x}, \sigma_{x y}, \sigma_{x z}\right]_{x+d x, y, z}^{T}$, respectively. To get forces, we multiply by the face area $d y \cdot d z$. Finally, the body forces are the forces divided by $d V=d x \cdot d y \cdot d z$. This yields $\mathbf{f}=\left(\left[\sigma_{x x}, \sigma_{x y}, \sigma_{x z}\right]_{x+d x, y, z}^{T}-\left[\sigma_{x x}, \sigma_{x y}, \sigma_{x z}\right]^{T}\right) / d x=$ $\left[\sigma_{x x, x}, \sigma_{x y, x}, \sigma_{x z, x}\right]^{T}$ for the body forces, where the comma denotes spatial derivatives.

If we take the forces acting on the other faces into account as well, we arrive at the final expression for the body forces acting on an infinitesimal element due to internal stresses:

$$
\mathbf{f}_{\text {stress }}=\nabla \cdot \sigma=\left[\begin{array}{c}
\sigma_{x x, x}+\sigma_{x y, y}+\sigma_{x z, z}  \tag{7.10}\\
\sigma_{y x, x}+\sigma_{y y, y}+\sigma_{y z, z} \\
\sigma_{z x, x}+\sigma_{z y, y}+\sigma_{z z, z}
\end{array}\right],
$$

$$
\left[\begin{array}{l}
\sigma_{x x} \\
\sigma_{x y} \\
\sigma_{x z}
\end{array}\right]_{x} d y d z=d x+\left[\begin{array}{l}
\sigma_{x x} \\
\sigma_{x y} \\
\sigma_{x z}
\end{array}\right]_{x+d x} d y d z
$$

Figure 7.4: The elastic forces acting on the faces of an infinitesimal cube due to internal stresses. Only the forces acting on faces perpendicular to the $x$-axis are shown.
where, again, the commas represent a spatial derivative. We are now ready to write down the entire partial differential equation (PDE) governing dynamic elastic materials:

$$
\begin{equation*}
\rho \ddot{\mathbf{p}}=\nabla \cdot \sigma+\mathbf{f}_{\mathrm{ext}} \tag{7.11}
\end{equation*}
$$

where $\mathbf{f}_{\text {ext }}$ are externally applied body forces such as gravity or collision forces. This hyperbolic PDE describes the evolution of the world coordinates $\mathbf{p}$ of the elastic body since $\rho$ and $\mathbf{f}_{\text {ext }}$ are known quantities, $\sigma$ depends on $\epsilon$ via the constitutive law, and $\epsilon$, in turn, is a function of the spatial derivatives of the displacements $\mathbf{u}(\mathbf{x})$ and, thus, of the world coordinates $\mathbf{p}(\mathbf{x})=\mathbf{x}+\mathbf{u}(\mathbf{x})$.
A linear dependency of the stresses on the strains such as in a Hookean material is called material linearity. A linear measure of strain such as Cauchy's linear strain tensor defined in Equation (7.3) is called geometric linearity. Only with both assumptions, material and geometric linearity, Equation (7.11) becomes a linear PDE. Linear PDEs are easier to solve because discretizing them via finite differences of finite elements yields linear algebraic systems. However, for large deformations, the simplification of geometric linearity causes significant visual artifacts (see [MG04]).
Linearizing Equation (7.11) is only useful in connection with implicit time integration because in that case, either a linear or a nonlinear system of equations needs to be solved. However, in the explicit case it does not really matter whether the elastic forces are a linear or nonlinear function of the displacements because they are evaluated explicitly at each time step.

### 7.1.3 MESHLESS DISCRETIZATION

In order to use the governing continuous PDE in a numerical simulation, the volume of an object needs to be discretized into regions of finite size. In mesh-based approaches, such as the finite element method (FEM), the volume is divided into
disjoint volumetric primitives such as tetrahedra, which form a mesh. In contrast, in mesh-free methods the volume is sampled at a finite number of point locations without connectivity information and without the need of generating a volumetric mesh (see Figure 7.2).

In a point-based mesh-free model, all the simulation quantities, such as location $\mathbf{x}_{i}$, density $\rho_{i}$, deformation $\mathbf{u}_{i}$, velocity $\mathbf{v}_{i}$, strain $\epsilon_{i}$, stress $\sigma_{i}$, and body force $\mathbf{f}_{i}$, are carried by the physically simulated points-the phyxels. For each simulated phyxel we have a position $\mathbf{x}_{i}$ in body space, defining what we call the reference shape, and their deformed locations $\mathbf{x}_{i}+\mathbf{u}_{i}$ the deformed shape.

Smoothed particle hydrodynamics (SPH) is a popular method for solving PDEs on point samples without connectivity. It was first proposed in the field of astronomy for the simulation of star clusters [Mon92]. In computer graphics it has been used to model highly deformable models [DC96] and fluids [MCG03]. One could also use SPH to solve the governing Equation (7.11) on the phyxels. However, as we will see later, the method is not accurate enough to get stable simulations of highly deforming and freely rotating objects. Still, one important idea can directly be adopted, namely how volumes and densities are assigned to the phyxels. In continuum mechanics, quantities are measured per unit volume. It is, thus, important to know how much volume each phyxel represents.

First, each phyxel is assigned a fixed mass $m_{i}$ that does not change through the simulation. This mass is distributed in the neighborhood of the phyxel via a radially symmetric scalar-kernel function $\omega(r, h)$, where $r$ is the distance from the phyxel position and $h$ a cutoff distance after which the kernel is zero. The distance $h$ is also called the support of the kernel. In order to properly convert an attribute into a body attribute the kernel needs to be normalized (i.e., $\int_{\mathbf{x}} \omega\left(\left|\mathbf{x}-\mathbf{x}_{0}\right|, h\right) d \mathbf{x}=1$ with unit $\left.\left[1 / m^{3}\right]\right)$. Müller et al. $\left[\mathrm{MKN}^{+} 04\right]$ propose to use

$$
\omega(r, h)= \begin{cases}\frac{315}{64 \pi h^{9}}\left(h^{2}-r^{2}\right)^{3} & \text { if } r<h  \tag{7.12}\\ 0 & \text { otherwise }\end{cases}
$$

to distribute the masses of the particles. This normalized kernel can be evaluated efficiently because $r$ only appears squared. The density at phyxel $i$ can then be computed by smoothing the masses of all the phyxels as

$$
\begin{equation*}
\rho_{i}=\sum_{j} m_{j} \omega_{i j}, \tag{7.13}
\end{equation*}
$$

where $\omega_{i j}=\omega\left(\left|\mathbf{x}_{j}-\mathbf{x}_{i}\right|, h_{i}\right)$. Finally, the volume represented by phyxel $i$ is simply given by $v_{i}=m_{i} / \rho_{i}$. While the mass represented by a phyxel is fixed, the density and volume vary when the reference positions of the phyxels change in case of plastic deformation (Section 7.1.7).

The masses $m_{i}$ and support radii $h_{i}$ need to be initialized before the simulation starts. Here is a way to finding masses if the phyxels irregularly sample the initial volume. For each phyxel $i$ compute the average distance $\bar{r}_{i}$ to its $k$ (e.g., 10) nearest neighbors. The support radius $h_{i}$ is chosen to be a multiple of (e.g., three times) $\bar{r}_{i}$. The masses are initialized as $m_{i}=s \bar{r}_{i}^{3} \rho$, where $\rho$ is the material density and $s$ is the same scaling factor for all phyxels, chosen such that the $\rho_{i}$ resulting from Equation (7.13) are close to the material density $\rho$.

### 7.1.4 MOVING LEAST SQUARES INTERPOLATION

In order to compute strain, stress, and the elastic body forces, the spatial derivatives of the displacement field $\nabla \mathbf{u}$ are needed (see Equation 7.2). These derivatives can be estimated from the displacement vectors $\mathbf{u}_{j}$ of nearby phyxels.

The approximation of $\nabla \mathbf{u}$ must be first-order accurate in order to guarantee zero elastic forces for rigid body modes (global rotation and translation). Standard SPH approximation does not have this property. A method that is first-order accurate (i.e., that can reconstruct linear functions correctly) is the moving least squares formulation [LS81] with a linear basis (see also Section 4.2). Let us consider the $x$-component $u$ of the displacement field $\mathbf{u}=(u, v, w)^{T}$. Using a Taylor approximation, the continuous scalar field $u(\mathbf{x})$ in the neighborhood of $\mathbf{x}_{i}$ can be approximated as

$$
\begin{equation*}
u\left(\mathbf{x}_{i}+\Delta \mathbf{x}\right)=u_{i}+\left.\nabla u\right|_{\mathbf{x}_{i}} \cdot \Delta \mathbf{x}+O\left(\|\Delta \mathbf{x}\|^{2}\right) \tag{7.1Ч}
\end{equation*}
$$

where $\left.\nabla u\right|_{\mathbf{x}_{i}}=\left(u_{, x}, u_{, y}, u_{z}\right)^{T}$ at phyxel $i$. Given $u_{i}$ and the spatial derivatives $\nabla u$ at phyxel $i$, the values $u_{j}$ at close phyxels $j$ can be approximated as

$$
\begin{equation*}
\tilde{u}_{j}=u_{i}+\left.\nabla u\right|_{\mathbf{x}_{i}} \cdot \mathbf{x}_{i j}=u_{i}+\left.\mathbf{x}_{i j}^{T} \nabla u\right|_{\mathbf{x}_{i}} \tag{7.15}
\end{equation*}
$$

where $\mathbf{x}_{i j}=\mathbf{x}_{j}-\mathbf{x}_{i}$. A measure of the error of the approximation is given by the sum of the squared differences between the approximated values $\tilde{u}_{j}$ and the known values $u_{j}$, weighted by the kernel given in Equation (7.12):

$$
\begin{equation*}
e=\sum_{j}\left(\tilde{u}_{j}-u_{j}\right)^{2} \omega_{i j} . \tag{7.16}
\end{equation*}
$$

The differences are weighted because only phyxels in the neighborhood of phyxel $i$ should be considered and, additionally, fade in and out smoothly. Substituting Equation (7.15) into Equation (7.16) and expanding yields

$$
\begin{equation*}
e=\sum_{j}\left(u_{i}+u_{, x} x_{i j}+u_{, y} y_{i j}+u_{, z} z_{i j}-u_{j}\right)^{2} \omega_{i j} \tag{7.17}
\end{equation*}
$$

where $x_{i j}, y_{i j}$, and $z_{i j}$ are the $x$-, $y$-, and $z$-components of $\mathbf{x}_{i j}$, respectively. Given the positions of the phyxels $\mathbf{x}_{i}$ and the sampled values $u_{i}$ the best candidates for
the derivatives $u_{, x}, u_{, y}$, and $u_{, z}$ are the ones that minimize the error $e$. Setting the derivatives of $e$ with respect to $u_{, x}, u_{y, y}$, and $u_{, z}$ to zero yields three equations for the three unknowns:

$$
\begin{equation*}
\left.\left(\sum_{j} \mathbf{x}_{i j} \mathbf{x}_{i j}^{T} \omega_{i j}\right) \nabla u\right|_{\mathbf{x}_{i}}=\sum_{j}\left(u_{j}-u_{i}\right) \mathbf{x}_{i j} \omega_{i j} . \tag{7.18}
\end{equation*}
$$

The $3 \times 3$ system matrix $\mathbf{M}=\sum_{j} \mathbf{x}_{i j} \mathbf{x}_{i j}^{T} \omega_{i j}$ (the moment matrix) can be precomputed, inverted, and used for the computation of the derivative of $v$ and $w$ as well. If $\mathbf{M}$ is nonsingular we have the following formula for the computation of derivatives:

$$
\begin{equation*}
\left.\nabla u\right|_{\mathbf{x}_{i}}=\mathbf{M}^{-1}\left(\sum_{j}\left(u_{j}-u_{i}\right) \mathbf{x}_{i j} \omega_{i j}\right) . \tag{7.19}
\end{equation*}
$$

The components $\left.\nabla v\right|_{\mathbf{x}_{i}}$ and $\left.\nabla w\right|_{\mathbf{x}_{i}}$ are computed analogously using the same moment matrix $\mathbf{M}^{-1}$. If the number of phyxels within the support radius $h$ in the neighborhood of phyxel $i$ is less than four (including phyxel $i$ ) or if these phyxels are coplanar or colinear $\mathbf{M}$ is singular and cannot be inverted. This only happens if the sampling of the volume is too coarse. To avoid problems with singular or badly conditioned moment matrices, safe inversion via SVD (singular value decomposition [PTVF92]) should be used.

### 7.1.5 UPDATING STRAINS AND STRESSES

With Equation (7.19) the spatial derivatives of the deformation field at the phyxel's location $\mathbf{x}_{i}$ can be computed based on the displacement vectors $\mathbf{u}_{j}$ of neighboring phyxels $j$. Using Equations (7.2) and (7.7), the gradient of the displacement field, Green's strain $\epsilon_{i}$, and the stress $\sigma_{i}$ at phyxel $i$ can all be computed from these derivatives:

$$
\nabla \mathbf{u}_{i} \leftarrow\left[\begin{array}{c}
\left.\nabla u\right|_{\mathbf{x}_{i}} ^{T}  \tag{7.20}\\
\left.\nabla v\right|_{\mathbf{x}_{i}} ^{T} \\
\left.\nabla \boldsymbol{w}\right|_{\mathbf{x}_{i}} ^{T}
\end{array}\right], \quad \epsilon_{i}=\frac{1}{2}\left(\nabla \mathbf{u}+[\nabla \mathbf{u}]^{T}+[\nabla \mathbf{u}]^{T} \nabla \mathbf{u}\right), \quad \sigma_{i} \leftarrow \mathbf{E} \epsilon_{i} .
$$

### 7.1.6 COMPUTATION OF FORCES VIA STRAIN ENERGY

The last step before the set of phyxels can be animated is to derive internal elastic forces for each phyxel based on the internal stresses. These forces could be derived from Equation (7.10) by computing the divergence of the stress components. However, since the stresses $\sigma_{i}$ are approximations of the real stresses and only available at the discrete locations of the phyxels, the resulting forces would, in general, violate

Newton's first law actio $=$ reactio (i.e., they would not conserve linear and angular momentum). This, in turn, would introduce so-called ghost forces that cause linear and angular accelerations of the entire object.

Another way to derive elastic forces is to compute them as the gradients of the strain energy. Such forces automatically conserve both linear and angular momentum. The strain energy is the potential energy stored in a deformed material. The body strain energy (energy per unit volume) can be computed as

$$
\begin{equation*}
U=\frac{1}{2} \sigma \cdot \epsilon \tag{7.2}
\end{equation*}
$$

where the product $\sigma \cdot \epsilon$ is the componentwise dot product of all the components of the tensors (i.e., $\sigma \cdot \epsilon=\sigma_{x x} \cdot \epsilon_{x x}+\sigma_{x y} \cdot \epsilon_{x y}+\sigma_{x z} \cdot \epsilon_{x z}+\ldots$ ). Intuitively, the strain energy is the energy built up by moving against the stresses along the strains. The unit test reveals stress $\left[\mathrm{N} / \mathrm{m}^{2}\right]$ times strain [1] equals energy per unit volume $\left[\mathrm{Nm} / \mathrm{m}^{3}\right]$.

A phyxel $i$ and all its neighbors $j$ that lie within its support radius $h_{i}$ can be considered a basic unit, analogous to a finite element in FEM (see Figure 7.5). Based on Equation (7.21) we estimate the strain energy stored around phyxel $i$ as


Figure 7.5: A basic unit in the point-based approach consists of a phyxel at $\mathbf{x}_{i}$ and its neighbors at $\mathbf{x}_{j}$ within distance $h_{i}$. The gradient of the displacement field $\nabla \mathbf{u}$ is computed from the displacement vectors $\mathbf{u}_{i}$ and $\mathbf{u}_{j}$, the strain $\boldsymbol{\epsilon}_{i}$ from $\nabla \mathbf{u}$, the stress $\sigma_{i}$ from $\boldsymbol{\epsilon}_{i}$, the strain energy $U_{i}$ from $\epsilon_{i}, \sigma_{i}$ and the volume $v_{i}$, and the elastic forces as the negative gradient of $U_{i}$ with respect to the displacement vectors.

$$
\begin{equation*}
U_{i}=v_{i} \frac{1}{2}\left(\sigma_{i} \cdot \epsilon_{i}\right), \tag{7.22}
\end{equation*}
$$

assuming that strain and stress are constant within the rest volume $v_{i}$ of phyxel $i$, equivalent to using linear shape functions in FEM. The strain energy is a function of the displacement vector $\mathbf{u}_{i}$ of phyxel $i$ and the displacements $\mathbf{u}_{j}$ of all its neighbors. Taking the derivative with respect to these displacements yields the forces acting at phyxel $i$ and all its neighbors $j$,

$$
\begin{equation*}
\mathbf{f}_{j}=-\nabla_{\mathbf{u}_{j}} U_{i}=-v_{i} \sigma_{i} \nabla_{\mathbf{u}_{j}} \epsilon_{i}, \tag{7.23}
\end{equation*}
$$

as Figure 7.6 illustrates. The force acting on phyxel $i$ turns out to be the negative sum of all $f_{j}$ acting on its neighbors $j$. These forces conserve linear and angular momentum.

Using Equation (7.19), this result can be further simplified to the compact form

$$
\begin{align*}
& \mathbf{f}_{i}=-2 v_{i}\left(\mathbf{I}+\nabla \mathbf{u}_{i}\right) \sigma_{i} \mathbf{d}_{i}=\mathbf{F d}_{i},  \tag{7.ટપ}\\
& \mathbf{f}_{j}=-2 v_{i}\left(\mathbf{I}+\nabla \mathbf{u}_{i}\right) \sigma_{i} \mathbf{d}_{j}=\mathbf{F d}_{j}, \tag{7.25}
\end{align*}
$$

where

$$
\begin{align*}
\mathbf{d}_{i} & =\mathbf{M}^{-1}\left(-\sum_{j} \mathbf{x}_{i j} \omega_{i j}\right)  \tag{7.26}\\
\mathbf{d}_{j} & =\mathbf{M}^{-1}\left(\mathbf{x}_{i j} \omega_{i j}\right) . \tag{7.27}
\end{align*}
$$

The detailed derivation of these equations can be found in Müller [ $\left.\mathrm{MKN}^{+} 04\right]$. Using the definition of the vectors $\mathbf{d}_{i}$ and $\mathbf{d}_{j}$ we get for the total internal forces:


Figure 7.6: Each phyxel receives one force component from being the center phyxel and multiple force components from being a neighbor of other phyxels. The image shows the neighborhoods of two phyxels in the reference configuration (left) and the deformed configuration (right). The black and gray force components are induced by the left and right neighborhoods, respectively.

$$
\begin{align*}
& \mathbf{f}_{i}=\mathbf{F M}^{-1}\left(-\sum_{j} \mathbf{x}_{i j} \omega_{i j}\right),  \tag{7.28}\\
& \mathbf{f}_{j}=\mathbf{F M}^{-1}\left(\mathbf{x}_{i j} \omega_{i j}\right) . \tag{7.29}
\end{align*}
$$

The matrix product $\mathbf{B}=\mathbf{F M}^{-1}$ is independent of the individual neighbor $j$ and needs to be computed only once for each phyxel $i$.

### 7.1.7 ANIMATION OF ELASTIC OBJECTS

We are now ready to write down the entire simulation algorithm. Of course, the Euler integration steps in lines $20-23$ could be replaced by any other (higher-order) explicit scheme.
) forall phyxels $i$
(2) initialize $\mathbf{x}_{i}, \mathbf{u}_{i}=\mathbf{0}, \dot{\mathbf{u}}_{i}=\mathbf{0}, m_{i}, \rho_{i}, v_{i}$,
(3) compute $\mathbf{M}_{i}^{-1}=\left(\sum_{j} \mathbf{x}_{i j} \mathbf{x}_{i j}^{T} \omega_{i j}\right)^{-1}$
(4) endfor
(5) loop
(6) forall phyxels $i$ do $\mathbf{f}_{i}=\mathbf{f}_{\text {ext }}\left(\mathbf{x}_{i}+\mathbf{u}_{i}\right)$
(7) forall phyxels $i$
(8) $\nabla u_{i}=\mathbf{M}^{-1}\left(\sum_{j}\left(u_{j}-u_{i}\right) \mathbf{x}_{i j} \omega_{i j}\right)$
(9) $\nabla v_{i}=\mathbf{M}^{-1}\left(\sum_{j}\left(v_{j}-v_{i}\right) \mathbf{x}_{i j} \omega_{i j}\right)$
(10) $\nabla w_{i}=\mathbf{M}^{-1}\left(\sum_{j}\left(w_{j}-w_{i}\right) \mathbf{x}_{i j} \omega_{i j}\right)$
(11) $\nabla \mathbf{u}_{i}=\left[\nabla u_{i}, \nabla v_{i}, \nabla w_{i}\right]^{T}$
(12) $\epsilon_{i}=\frac{1}{2}\left(\nabla \mathbf{u}+[\nabla \mathbf{u}]^{T}+[\nabla \mathbf{u}]^{T} \nabla \mathbf{u}\right)$
(13) $\sigma_{i}=\mathbf{E} \epsilon_{i}$
(14) $\quad \mathbf{B}_{i}=-2 v_{i}\left(\nabla \mathbf{u}_{i}+\mathbf{I}\right) \sigma_{i} \mathbf{M}_{i}^{-1}$
(15) forall neighboring phyxels $j$
(16) $\quad \mathbf{f}_{j}=\mathbf{f}_{j}+\mathbf{B}_{i}\left(\mathbf{x}_{i j} \omega_{i j}\right)$
(17) $\quad \mathbf{f}_{i}=\mathbf{f}_{i}-\mathbf{B}_{i}\left(\mathbf{x}_{i j} \omega_{i j}\right)$
(18) endfor
(19) endfor
(20) forall phyxels $i$
(21) $\quad \dot{\mathbf{u}}_{i}=\dot{\mathbf{u}}_{i}+\Delta t \mathbf{f}_{i} / m_{i}$
(22) $\mathbf{u}_{i}=\mathbf{u}_{i}+\Delta t \dot{\mathbf{u}}_{i}$
(23) endfor
(24) render configuration $\left\{\mathbf{x}_{i}+\mathbf{u}_{i}\right\}$
(25) endloop

After initialization in lines 1-4 the simulation loop is started. From the displacement vectors $\mathbf{u}_{i}$, the nine spatial derivatives of three scalar fields $u, v$, and $w$ are approximated using the moving least squares method in lines $8-11$. From these derivatives, the strain and stress tensors are derived in lines 12 and 13. The forces acting at the center phyxel and all its neighbors are then computed as the negative gradient of the strain energy with respect to the displacements in lines 14-19. Finally, in lines 20-23 explicit Euler integration yields the new velocities and displacements of the phyxels.

### 7.1.8 PLASTICITY

So far, the set of phyxels returns completely to the rest shape (modulo rigid body transformations) if the external forces are released. This way, they simulate a perfectly elastic material. In contrast, a plastic material will store some of the deformation and will remain in a deformed state even if the applied forces are released. An elegant way of simulating plastic behavior is by using strain-state variables [OBH02]. Every phyxel $i$ stores a plastic strain tensor $\epsilon_{i}^{\text {plastic }}$. The strain considered for elastic forces $\epsilon_{i}^{\text {elastic }}=\epsilon_{i}-\epsilon_{i}^{\text {plastic }}$ is the difference between measured strain $\epsilon_{i}$ and the plastic strain. Thus, in case the measured strain equals the plastic strain, no forces are generated. Since $\epsilon_{i}^{\text {plastic }}$ is considered constant within one time step, the elastoplastic forces are simply computed using Equations (7.24) and (7.25) with $\sigma_{i}$ replaced by $\sigma_{i}^{\text {elastic }}=$ $\mathbf{E} \epsilon_{i}^{\text {elastic }}$. The plastic strain is initialized with a zero $3 \times 3$ tensor. At every time step, it is updated as follows:
$\epsilon^{\text {elastic }} \leftarrow \epsilon-\epsilon^{\text {plastic }}$
if $\left\|\epsilon^{\text {elastic }}\right\|_{2}>c_{\text {yield }}$ then $\epsilon^{\text {plastic }} \leftarrow \epsilon^{\text {plastic }}+c_{\text {creep }} \cdot \epsilon^{\text {elastic }}$
if $\left\|\epsilon^{\text {plastic }}\right\|_{2}>c_{\max }$ then $\epsilon^{\text {plastic }} \leftarrow \epsilon^{\text {plastic }} \cdot c_{\max } /\left\|\epsilon^{\text {plastic }}\right\|_{2}$
First, the elastic strain is computed as the deviation of the actual strain from the stored plastic strain. The plasticity model has three scalar parameters $c_{\text {yield }}$, $c_{\text {creep }}$, and $c_{\text {max }}$. If the two-norm of the elastic strain exceeds the threshold $c_{\text {yield }}$, the plastic strain absorbs part of it. If $c_{\text {creep }} \in[0 \ldots 1]$ is one, the elastic strain is immediately and completely absorbed. Small values for $c_{\text {creep }}$ yield slow plastic flow in the material. The parameter $c_{\text {max }}$ defines the maximum plastic strain an element can store. If the two-norm of the plastic strain exceeds $c_{\text {max }}$, the plastic strain is scaled down accordingly.

In contrast to mesh-based methods, the mesh-free approach is particulary useful when the object deviates far from its original shape in which case the original mesh connectivity is not useful anymore. Using a mesh-free method, the reference shape can easily adapt to the deformed shape. However, changing the reference positions of phyxels is dangerous: two phyxels from two different objects having reference
positions $\mathbf{x}_{i}$ and $\mathbf{x}_{j}$ might move within each other's support, even though their actual positions $\mathbf{x}_{i}+\mathbf{u}_{i}$ and $\mathbf{x}_{j}+\mathbf{u}_{j}$ are far from each other. This large displacement vector difference results in large strains, stresses, and elastic forces, causing the simulation to crash. Therefore, if the reference shape is changed, both reference shape and deformed shape need to be kept close to each other. There is a simple way to achieve this, with which highly plastic materials can be modeled, as well as melting and flow. After each time step, the deformation is completely absorbed by the reference shape while the built-up strains are stored in the plastic strain-state variable:
forall phyxels $i$ do

$$
\begin{aligned}
& \qquad \epsilon_{i}^{\text {plastic }} \leftarrow \epsilon_{i}^{\text {plastic }}-\epsilon_{i} \\
& \quad \mathbf{x}_{i} \leftarrow \mathbf{x}_{i}+\mathbf{u}_{i} \\
& \mathbf{u}_{i} \leftarrow \mathbf{0} \\
& \text { endfor } \\
& \text { forall phyxels } i \text { do } \\
& \text { update } \rho_{i}, v_{i} \text { and } \mathbf{M}_{i}^{-1} \\
& \text { endfor }
\end{aligned}
$$

This way, both reference shape and deformed shape are identical after each time step. The strain is not lost, but stored in the plastic state variable. However, the original shape information is lost and small errors can sum up over time. Thus, this latter simulation method that changes the reference shape is only recommended for the simulation highly plastic objects that deviate far from their original shape.


Figure 7.7: The model presented in this chapter represents both the physical volume elements (phyxels in yellow) as well as the surface elements (surfels in blue) as point samples. It allows the simulation of elastic, plastic, melting, and solidifying objects (from left to right)

### 7.1.9 PASSIVE SURFEL ADVECTION

Often, a coarse sampling of the volume of an object with phyxels is sufficient to capture the object's elastic behavior. However, for rendering, a more detailed surface is needed. If this surface is represented by a set of surfels, the surfels need to be advected along the displacement field of the phyxels. To this end, the displacement vector $\mathbf{u}_{s f l}$ at a known surfel position $\mathbf{x}_{s f l}$ is interpolated from the displacements $\mathbf{u}_{i}$ of nearby phyxels as

$$
\begin{equation*}
\mathbf{u}_{s f l}=\frac{1}{\sum_{i} \omega\left(r_{i}, h\right)} \sum_{i} \omega\left(r_{i}, h\right)\left(\mathbf{u}_{i}+\nabla \mathbf{u}_{i}^{T}\left(\mathbf{x}_{s f l}-\mathbf{x}_{i}\right)\right), \tag{7.30}
\end{equation*}
$$

where $\omega\left(r_{i}, h\right)=\omega\left(\left\|\mathbf{x}_{s f l}-\mathbf{x}_{i}\right\|, h\right)$ is the weighting kernel defined in Equation (7.12). The $\mathbf{u}_{i}$ are the displacement vectors of phyxels at $\mathbf{x}_{i}$ within a distance $h$ to $\mathbf{x}_{s f l}$.

If displacements are computed not only for the surfel center but also for the tips of the tangent axes, the deformation of the surfel as well as a transformed normal can be derived. Based on the elongations of the tangent axes, a surfel splitting and merging scheme can be applied to maintain a high surface quality in the case of large deformations (see Section 5.3.3 for details).

### 7.1.10 CONCLUSION

In this introductory chapter to physics-based animation, the basic concepts of continuum elasticity have been discussed. The equation of motion in the continuous case is a partial differential equation that has to be discretized in order to be solved numerically. In contrast to the finite element method where volumes of finite size are used, a meshless method discretizes continuous quantities on randomly distributed point samples (phyxels). Elastic forces are computed on those phyxels based on their displacements from the rest shape and the elastic properties of the material. Given the elastic forces, the point cloud can be integrated in time like a particle system.

The extension of the state of a phyxel by a strain-state variable allows the modeling of plasticity resulting in objects that do not return to the rest state when external forces are released. Finally, in order to enhance the visual quality of objects, the displacement field of the phyxels is used to advect a highly detailed point-based surface.

Section 7.2 discusses extensions to this basic model that allow the simulation of fracturing material.

### 7.2 ANIMATION OF FRACTURING MATERIAL

## Richard Keiser and Mark Pauly

In the previous section, a framework for the animation of elastoplastic materials has been described. Here we will discuss how this framework can be extended for simulating fracturing solids $\left[\mathrm{PKA}^{+} 05\right]$. Central to the method is a highly dynamic surface- and volume-sampling method that supports arbitrary crack initiation, propagation, and termination, while avoiding many of the stability problems of traditional mesh-based techniques. Advancing crack fronts are modeled explicitly and associated fracture surfaces are embedded in the simulation volume. When cutting through the material, crack fronts directly affect the coupling between phyxels, requiring a dynamic adaptation of the nodal shape functions. Complex fracture patterns of interacting and branching cracks are handled using a small set of topological operations for splitting, merging, and terminating crack fronts. This allows continuous propagation of cracks with highly detailed fracture surfaces, independent of the spatial resolution of the phyxels, and provides effective mechanisms for controlling fracture paths. The method is applicable for a wide range of materials, from stiff elastic to highly plastic objects that exhibit brittle and/or ductile fracture.

### 7.2.1 OVERVIEW

Physically, fracturing occurs when the internal stresses and the resulting forces are so large that the interatomic bounds cannot hold the material together anymore. Fracturing has been studied extensively in the physics and mechanics literature. However, due to the complexity of the problem, the studies and simulation usually deal only with "simple" fractures, such as the creation or propagation of a single crack. In computer graphics, we often trade physical accuracy for visual realism. By simplifying the physical model, realistic animations of very complex fractures, such as the shattering of glass into hundreds of pieces, can be achieved. However, changing the topology of a simulated object is challenging for both the animation of the volume and the surface. When a solid fractures, the surface needs to adapt to the cracks that propagate through the volume of the solid. To achieve a high degree of visual realism, cracks should be allowed to start anywhere on the surface and move in any direction through the volume. Furthermore, cracks might branch into several cracks or different cracks can merge to a single crack within the solid. While fracturing, not only the topology of the surface changes, but also the discontinuities introduced by the cracks in the volume have to be modeled accordingly to achieve physically plausible fracture behavior.

The fracturing characteristics depend on the material. We differentiate between ductile and brittle fracture. While brittle material splits without experiencing significant irreversible deformation (i.e., only elastic deformation), ductile material experience some amount of plastic deformation before fracture [OBH02]. Two examples for brittle and ductile materials are shown in Figures 7.8 and 7.9. A force acting on the hollow stone sculpture in Figure 7.8 causes the model to explode. Due to the simulated brittle material this results in a shattering of the object into pieces. Figure 7.9 shows a ductile fracture of a highly plastic bubblegum-like material that is deformed beyond recognition before splitting along a single complex fracture surface.

Fracturing materials have been simulated using finite difference schemes [TF88], mass-spring models [HTK98], constraint-based methods [SWB00], finite-element methods (FEM) [OH99, MBF04], and meshless methods [BK0 $\left.{ }^{+} 96\right]$. Meshless methods have several advantages over finite element methods. Most importantly, meshless methods avoid complex remeshing operations and the associated problems of element cutting and mesh alignment sensitivity common in FEM. Maintaining a conforming mesh can be a notoriously difficult task when the topology of the simulation domain changes frequently [OP99]. Repeated remeshing operations can adversely affect the stability and accuracy of the calculations, imposing undesirable restrictions on the time step. Finally, meshless methods are well suited for handling large deformations due to their flexibility when locally refining the sampling resolution.

### 7.2.2 HISTORICAL BACKGROUND

In this section we will give a brief overview of fracturing methods in computer graphics. Terzopoulos et al. [TPBF87] pioneered physics-based animation of deforming objects using finite difference schemes to solve the underlying elasticity


Fig ure 7.8: Brittle fracture of a hollow stone sculpture. Forces acting on the interior create stresses that cause the model to fracture and explode. Initial/final sampling: 4.3k/6.5k phyxels, 249,000/310,000 surfels, 22 sec/frame.


Figure 7.9: Highly plastic deformations and ductile fracture. The bubblegum-like material is first deformed beyond recognition. It is then stretched until the stress in the material is too high and it fractures along a complex fracture surface. Initial/final sampling: $2.2 k / 3.3 k$ phyxels, $134,000 / 144,000$ surfels, $2.4 \mathrm{sec} /$ frame.
equations. This work has been extended in Terzopoulos and Fleischer [TF88] to handle plastic materials and fracture effects. Mass-spring models [HTK98] and constraint-based methods [SWB00] have also been popular for modeling fractures in graphics, as they allow for easy control of fracture patterns and relatively simple
and fast implementations. Recent efforts have focused on finite element methods that directly approximate the equations of continuum mechanics [Chu96]. O'Brien et al. were the first to apply this technique for graphical animation in their seminal paper on brittle fracture [OH99]. Using element cutting and dynamic remeshing, they adapt the simulation domain to conform with the fracture lines that are derived from the principal stresses. O'Brien et al. [OBH02] introduce strain-state variables to model plastic deformations and ductile fracture effects. Element splitting has also been used in virtual surgery simulation, where Bielser et al. [BGTG03] introduced a state machine to model all configurations of how a tetrahedron can be split. Müller et al. [MMDJ01] and Müller and Gross [MG04] demonstrate realtime fracturing using an embedded boundary surface to reduce the complexity of the finite element mesh. The virtual node algorithm of Molino et al. [MBF04] combines the ideas of embedding the surface and remeshing the domain. Elements are duplicated and fracture surfaces are embedded in the copied tetrahedra. This allows more flexible fracture paths, but avoids the complexity of full remeshing and associated time-stepping restrictions.

### 7.2.3 MODELING OF DISCONTINUITIES

We will start by discussing how the discontinuity can be modeled that is introduced by a propagating crack into the domain of a simulated solid. For that, the so-called visibility criterion [BLG94] can be used where phyxels are allowed to interact with each other only if they are not separated by a surface. This is done by testing if a ray connecting two phyxels intersects the boundary surface, similar to ray tracing (see Section 6.3).

To see what happens when we use the visibility criterion we look at the discretization $\tilde{\mathbf{u}}$ of the continuous displacement field $\mathbf{u}$. This is typically approximated as $\mathbf{u}(\mathbf{x}) \approx \sum_{i} \Phi_{i}(\mathbf{x}) \mathbf{u}_{i}$, where $\mathbf{u}_{i}$ are the displacement vectors at the material coordinates $\left\{\mathbf{x}_{i}\right\}$ of the phyxels and $\Phi_{i}$ are shape functions associated with these coordinates. For FEM, the $\Phi_{i}$ are constructed using a tessellation of the simulation domain into nonoverlapping elements. Meshless methods require no such spatial decomposition, but instead use techniques such as the moving least squares (MLS) approximation [LS81] to define the shape functions based on the location of the phyxels only. Given a complete polynomial basis $\mathbf{b}(\mathbf{x})=\left[\begin{array}{llll}1 & \mathbf{x} & \ldots & \mathbf{x}^{n}\end{array}\right]^{T}$ of order $n$ and a weight function $\omega_{i}$, the meshless shape functions can be derived as

$$
\begin{equation*}
\Phi_{i}(\mathbf{x})=\omega_{i}\left(\mathbf{x}, \mathbf{x}_{i}\right) \mathbf{b}^{T}(\mathbf{x})[\mathbf{M}(\mathbf{x})]^{-1} \mathbf{b}\left(\mathbf{x}_{i}\right) \tag{7.31}
\end{equation*}
$$

where $[\mathbf{M}(\mathbf{x})]^{-1}$ is the inverse of the moment matrix defined as

$$
\begin{equation*}
\mathbf{M}(\mathbf{x})=\sum_{i} \omega_{i}\left(\mathbf{x}, \mathbf{x}_{i}\right) \mathbf{b}\left(\mathbf{x}_{i}\right) \mathbf{b}^{T}\left(\mathbf{x}_{i}\right), \tag{7.3}
\end{equation*}
$$

and $\omega_{i}\left(\mathbf{x}, \mathbf{x}_{i}\right)$ is the weight function of Equation (7.12). A detailed account on how to construct shape functions for meshless methods can be found in Fries and Matthies [FM03].

Figure 7.10a shows the weight and shape functions when using the visibility criterion. The crack not only introduces a discontinuity along the crack surface, but also undesirable discontinuities of the shape functions within the domain. The transparency method proposed by Organ et al. [OFTB96] alleviates potential stability problems due to these discontinuities. The idea is to make the crack more transparent closer to the crack front. This allows partial interaction of phyxels in the vicinity of the crack front. Suppose the ray between two phyxels $\mathbf{x}_{i}$ and $\mathbf{x}_{j}$ intersects a crack surface at a point $\mathbf{x}_{s}$ (Figure 7.10c). Then the weight function $\omega_{i}$ (and similarly for $\omega_{j}$ ) is adapted to $\omega_{i}^{\prime}\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)=\omega_{i}\left(\left\|\mathbf{x}_{i}-\mathbf{x}_{j}\right\| / h_{i}+\left(2 d_{s} /\left(\kappa h_{i}\right)\right)^{2}\right)$, where $d_{s}$ is the distance between $\mathbf{x}_{s}$ and the closest point on the crack front, and $\kappa$ controls the opacity of the crack surfaces. Effectively, a crack passing between two phyxels lengthens the interaction distance of the phyxels until eventually, in this adapted distance metric, the phyxels will be too far apart to interact. As shown in Figure 7.10b this method avoids the discontinuities of the shape functions within the domain and thus leads to increased stability.


Figure 7.10: Comparison of visibility criterion (a) and transparency method (b) for an irregularly sampled 2D domain. The effect of a crack, indicated by the horizontal white line, on weight function $\omega_{i}$ and shape function $\Phi_{i}$ is depicted for phyxel $\mathbf{x}_{i}$ marked by the cross. A schematic view of the transparency method is shown in (c) and the effect of dynamic upsampling is illustrated in (d).

### 7.2.4 SURFACE MODEL

Introducing cuts into the model exposes interior parts of the solid that need to be bounded by new surface sheets. Previous approaches based on FEM define fracture surfaces using faces of the tetrahedral elements, which requires complex dynamic remeshing to avoid unnaturally coarse crack surfaces [OH99]. To simplify the topological complexity and avoid stability problems during the simulation, mesh-based approaches impose restrictions on where and how the material can fracture. These restrictions can be lifted by embedding a surface and explicitly creating new fracture surface sheets whenever the material is cut. Using a point-based representation as the boundary of a 3D solid allows simple and efficient creation of these surface sheets, since no explicit connectivity information needs to be maintained between surfels. Sharp creases and corners are represented implicitly as the intersection of adjacent surface sheets using the CSG method described in Section 6.3.2. The precise location of crease lines is evaluated at render time (see Figure 7.17 later), avoiding costly surface-surface intersection calculations during simulation.

A crack consists of a crack front and two separate surface sheets that are connected at the front to form a sharp crease. The crack front itself is defined by a linear sequence of crack nodes $\mathbf{c}_{1}, \ldots, \mathbf{c}_{n}$ that continuously add surfels to the fracture surfaces while propagating through the material. For surface cracks the end nodes of the front lie on a boundary surface or a fracture surface of a different crack. Interior cracks have circularly connected crack fronts; in other words, the two end nodes $\mathbf{c}_{1}$ and $\mathbf{c}_{n}$ coincide (see Figures 7.11 and 7.12 later).

To animate the boundary surface of the solid, the free-form deformation approach described in Section 7.1.8 is used. To ensure that the displacement field is smooth at the crack front, the transparency weights described above are also used in Equation (7.30). because the changes of the transparency weights are localized to a small region around the crack front, only a small fraction of the weights needs to be updated in every time step, leading to an efficient implementation.

### 7.2.5 CRACK INITIATION AND PROPAGATION

Crack initiation is based on the stress tensor $\sigma$ (see Equation 7.8). A new crack is created where the maximal eigenvalue of $\sigma$ exceeds the threshold for tensile fracture (opening mode fracture [And95b]). This condition is evaluated for all phyxels. To allow crack initiation anywhere on the surface or in the interior of the model, a stochastic scheme can be applied to initiate crack fronts. A random set of surface and interior sample points are created and the stress tensor at these points is evaluated using weighted averaging from adjacent phyxels. The inherent smoothing is usually desired to improve the stability of the crack propagation. If a crack front is initiated at one of these spatial locations, the fracture thresholds of all neighboring samples are increased to avoid spurious branching.

A new crack is initialized with three crack nodes, each of which carries two surfels with identical position and radius but opposing normals. These surfels form the initial crack surfaces that will grow dynamically as the crack propagates through the solid (Figure 7.11). Crack propagation is determined by the propagation vectors $\mathbf{d}_{i}=\alpha_{i} \lambda_{i}\left(\mathbf{e}_{i} \times \mathbf{t}_{i}\right)$, where $\lambda_{i}$ is the maximal eigenvalue of the stress tensor at $\mathbf{c}_{i}$, and $\mathbf{e}_{i}$ is the corresponding eigenvector. The vector $\mathbf{t}_{i}$ approximates the tangent of the crack front as $\mathbf{t}_{i}=\left(\mathbf{c}_{i+1}-\mathbf{c}_{i-1}\right) /\left\|\mathbf{c}_{i+1}-\mathbf{c}_{i-1}\right\|$, where $\mathbf{c}_{0}=\mathbf{c}_{1}$ and $\mathbf{c}_{n+1}=\mathbf{c}_{n}$ for surface cracks. The parameter $\alpha_{i}$ depends on the material and can be used to control the speed of propagation. The new position of a crack node $\mathbf{c}_{i}$ at time $t+\Delta t$ is then computed as $\mathbf{c}_{i}+\Delta t \mathbf{d}_{i}$, where $\Delta t$ is the simulation time step. Additionally, the end nodes of surface cracks are projected back onto the surface that they originated from using the projection method described in Section 4.2. Since propagation alters the spacing of crack nodes along the front, the sampling resolution of the crack nodes is adjusted


Figure 7.11: Front propagation and fracture surface sampling. The upper row shows a top view of an opening crack, the lower part shows a side view of a single fracture surface. After propagating the crack nodes $\mathbf{c}_{i}$ according to $\mathbf{d}_{i}$, end nodes are projected onto the surface. If necessary, the front is resampled and new surfels are added to the fracture surface sheets.


Figure 7.12: Transparency weights for embedding surfels in the simulation domain. The thickness of the lines indicates the influence of a phyxel on the displacement of a surfel. During crack propagation, new surfels and phyxels are created using dynamic resampling.
dynamically after each propagation step. If two adjacent crack nodes are farther apart than the radius of their associated surfels, a new node is inserted using cubic spline interpolation to determine the new node's position. Redundant crack nodes are removed when the distance to the immediate neighbors becomes too small. Fracture surface sheets are sampled by inserting new surfels if the propagation distance exceeds the surfel radius, indicating that a hole would appear in the surface. This spatially (along the crack front) and temporally (along the propagation vectors) adaptive sampling scheme ensures uniformly sampled and hole-free crack surfaces (see Figure 7.11).

During crack propagation, the simulation is adjusted automatically to the newly created fracture surfaces by adapting the shape functions using the transparency method described above. The transparency weight $\omega_{i}^{\prime}\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)$ for a pair of phyxels is adapted by computing the intersection point on the fracture surface of the ray connecting the two phyxels (Section 7.2.3) using the method described in Section 6.3.2. The distance $d_{s}$ to the crack front is approximated as the shortest Euclidean distance to the line segments defined by adjacent crack nodes. To avoid stability problems with curved fracture surfaces, weights are allowed to only decrease from one time step to the next.

### 7.2.6 TOPOLOGY CONTROL

The major challenge when explicitly modeling fracture surfaces is the efficient handling of all events that affect the topology of the boundary surface and the simulation domain. Apart from crack initiation, three fundamental events are sufficient to
describe the often intricate constellations that occur during fracturing: termination, splitting, and merging of crack fronts:

- A crack is terminated if the crack front has contracted to a single point.
- Splitting occurs when a crack front penetrates through a surface as shown in Figure 7.13a. The signed distance of a crack node to a surface sheet can be estimated using the method described in Section 4.2. A splitting event is initiated when a sign change occurs from one time step to the next. The front is split at the edges that intersect the surface, discarding all nodes that are outside the solid, except the ones that are connected to an interior node. These


Figure 7.13: Topological events during crack propagation: (a) splitting and (b) merging. The top and bottom rows show a cutaway view with one crack surface exposed. The sketches in the center rows show this fracture surface in gray, end nodes of crack fronts are indicated by white dots.
nodes become new end nodes by moving them to the intersection point with the surface. As shown on the left in Figure 7.13a, a surface crack is split into two new crack fronts that share the same crack surfaces (i.e., independently add surfels to the same fracture surface sheets during propagation). An interior crack becomes a surface crack after splitting, as illustrated on the right.

- A merging event is triggered when two surface end nodes of two crack fronts meet by creating the appropriate edge connections (Figure 7.13b). Two surface cracks are merged into a single surface crack (left), while a circular front is created if the two end nodes are from the same crack front (right). Typically, when cracks merge, their fracture surfaces create a sharp corner, so we maintain separate fracture surface sheets that intersect to create a crease.

As can be seen in Figure 7.13, splitting and merging are dual to each other. The former introduces two new end nodes, while the latter decreases the number of end nodes by two. Similarly, crack initiation and termination are dual topological operations. Note that the intersection of two crack fronts at interior nodes is handled automatically by first splitting both fronts and then merging the newly created end nodes.

One useful technique to improve the stability of the simulation is snapping. Snapping guarantees that problematic small features, such as tiny fragments or thin slivers, do not arise. It works by forcing nodes very near other nodes or very near surfaces to become coincident to ensure that any features present are of size comparable to the local node spacing. Similar methods have been proven to guarantee topological consistency with the ideal geometry in other settings [GM95]. Specifically, when a front intersects a surface, the crack nodes that are within snapping distance $d$ to the surface are projected onto the surface. This avoids fragmenting the front into small pieces that would be terminated anyway within a few time steps. Furthermore, fronts are merged when the end nodes are within distance $d$ by moving both end nodes to their average position. This avoids small slivers of material to be created, which would require a significant number of new phyxels to be added to the model (see Section 7.2.7). Similarly, the intersection of two crack fronts can lead to multiple splitting and merging events (Figure 7.14), which are combined into a single event to avoid the overhead of creating and subsequently deleting many small crack fronts. Snapping can also be applied to front termination, where a crack front is deleted when all its nodes are within distance $d$ from each other.

### 7.2.7 VOLUMETRIC SAMPLING

One of the main advantages of meshless methods lies in the fact that they support simple and efficient sampling schemes. Initially, the volume $V$ bounded by a surface $S$ is discretized by sampling $V$ with phyxels as described in Section 7.1.3. Similar to adaptive finite element meshing, we want a higher phyxel density close to the boundary surface and fewer phyxels toward the interior of the solid.


Figure 7.14: Crack merging. Four of a total 49 crack fronts merge in the center of the twisted bar to form a circular crack front. Initial/final sampling: 2,000/3,000 phyxels, 29,000/144,000 surfels, 10 sec/frame.

An appropriate sampling of the phyxels can be computed, for example, using a balanced octree hierarchy as shown in Figure 7.15. Starting from the bounding box of $S$, a cell of the octree is recursively refined, if it contains parts of $S$. The final number of phyxels is controlled by prescribing a maximum octree level at which the recursive refinement is stopped. Given this adaptive decomposition, a phyxel is created at each octree cell center that lies within $V$. To create a locally, more uniform, distribution, samples are displaced within their octree cell by applying a few iterations of point repulsion.

During simulation, the discretization of the simulation domain needs to be adjusted dynamically. Without dynamic resampling, frequent fracturing would quickly degrade the numerical stability of the simulation even for an initially adequately sampled model. New phyxels need to be inserted in the vicinity of the crack surfaces and in particular around the crack front. At the same time, strong deformations of the


Figure 7.15: Volumetric sampling: (a) octree decomposition, (b) initial adaptive octree sampling, (c) sampling after local repulsion, where circles indicate 0.1 isovalue of weight function, and ( $d$ ) dynamic resampling during fracturing.
model can lead to a poor spatial discretization of the simulation volume, which also requires a dynamic adaptation of the sampling resolution. This is particularly important for highly plastic materials, where the deformed shape can deviate significantly from its original configuration.

A simple local criterion can be used to determine undersampling at a phyxel $\mathbf{x}_{i}$. Let $\Omega_{i}=\sum_{j} \omega_{i}^{\prime}\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right) / \omega_{i}\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)$ be the normalized sum of transparency weights (see Section 7.2.3). Without visibility constraints, $\Omega_{i}$ is simply the number of phyxels in the support of $\mathbf{x}_{i}$. During simulation $\Omega_{i}$ decreases, if fewer neighboring phyxels are found due to strong deformations, or if the transparency weights become smaller due to a crack front passing through the solid. If $\Omega_{i}$ drops below a threshold $\Omega_{\text {min }}$, $\left\lceil\Omega_{\min }-\Omega_{i}\right\rceil$ new phyxels are inserted within the support radius of $\mathbf{x}_{i}$ (see Figure 7.16), similar to Desbrun and Cani [DC96].

The mass associated with $\mathbf{x}_{i}$ is distributed evenly among the new phyxels and their support radius is adapted to keep the overall material density constant. Note that mass will not be strictly preserved locally in the sense that the mass distribution of phyxels after fracturing will not precisely match the correct distribution according to the separated volumes created by the fracture surface sheets. However, mass will be preserved globally and the local deviations are sufficiently small to not affect the simulation noticeably.

To prevent excessive resampling for phyxels very close to a fracture boundary, phyxel splitting is restricted by prescribing a minimal phyxel support radius. Note that resampling due to fracturing is triggered by the crack nodes passing through the solid, similar to adapting the visibility weights (see Section 7.2.4). Performing these checks comes essentially for free, since all the required spatial queries are already carried out during visibility computation. Figures 7.15 d and 7.17 illustrate the dynamic


Figure 7.16: Dynamic resampling at the phyxel $\mathbf{x}_{i}$ due to strong deformation (left) and fracturing (right).


Figure 7.17: Surfels are clipped to create sharp creases with dynamically created fracture surfaces, whose visual roughness is controlled using 3D noise functions for bump mapping. The sampling of the simulation domain is shown on the right, where green spheres denote resampled phyxels.
adaptation of the sampling rates when fracturing. The effect on the shape functions is shown in Figure 7.10d.

### 7.2.8 FRACTURE CONTROL

By specifying material properties, the course of the simulation can be influenced. However, often direct control over the fracture behavior is crucial, especially in production environments and interactive applications where the visual effect is usually more important than physical accuracy. By exploiting the explicit point-based representation of the fracture surfaces, the fracture framework can be extended to support precise control of where and how a model fractures. One possibility is to use a painting interface as described in Section 5.2.4 that allows fast prototyping of fracture
simulations by prescribing fracture patterns directly on the object boundary. The user can paint arbitrary networks of cracks on the surface and explicitly specify stress thresholds for these cracks. Additionally, a propagation history can be used to control the propagation of cracks through the material. The adjusted propagation vector at time $t$ is computed as the weighted average $\overline{\mathbf{d}}_{i}^{t}=\gamma \mathbf{d}_{i}^{t-\Delta t}+(1-\gamma) \mathbf{d}_{i}^{t}$, where $\gamma \in[0,1]$ is the history factor. A purely stress-based propagation is achieved for $\gamma=0$, while $\gamma=1$ yields purely geometric cracks and fracture surfaces. Other possibilities include volumetric textures for adjusting the fracture thresholds within the material, and prescoring techniques, where the stress tensor is modified according to an embedded level set function [MBF04]. Figure 7.18 shows an example of an explicitly controlled fracture, using a combination of crack painting, propagation history, and adaptive fracture thresholds.


Figure 7.18: Controlled fracture. While the sphere blows up it fractures along the prescribed smiley face. Initial/final sampling: $4.6 \mathrm{k} / 5.8 \mathrm{k}$ phyxels, 49,000/72,000 surfels, 6 sec/frame.

### 7.2.9 SIMULATION PIPELINE

Figure 7.19 shows a high-level overview of the simulation pipeline. An iteration step starts with the detection of collisions between two or several objects. Collision detection is based on the signed distance function of the boundary surfaces, see Section 4.2. Interpenetrations are resolved by computing an approximate contact surface that is consistent for both models $\left[\mathrm{KMH}^{+} 04\right]$. The objects are separated by computing penalty forces from the contact surface. After resolving collisions and contacts, strains and stresses are computed as described in Section 7.1.2. Given the distribution of stress, new crack fronts are initiated and existing cracks propagated, and the spatial sampling of the fracture surfaces is adapted (Section 7.2.5). This stage is followed by the dynamic resampling of the simulation domain (Section 7.2.7). Finally, the forces are integrated (e.g., using an explicit leap-frog scheme) to obtain the new displacements.

### 7.2.10 CONCLUSION

With the meshless framework described above, deformable objects with material properties ranging from stiff elastic to highly plastic can be simulated. Extending this framework for fracturing is straightforward and shows several advantages compared to FEM simulation. Instead of maintaining a consistent volumetric mesh using continuous cutting and restructuring of finite elements, the shape functions of the phyxels are adjusted dynamically based on simple visibility constraints. The space discretization is continuously adapted using insertions of new phyxels. The simplicity of this dynamic resampling of the simulation domain highlights one of the main benefits of meshless methods for physics-based animation. Due to minimal consistency constraints between neighboring nodes, dynamic resampling is efficient and easy to implement, as compared to the far more involved remeshing methods used in FEM simulations. Similarly, a point-based representation is built for the boundary surface, which allows efficient dynamic sampling of fracture surfaces, and facilitates explicit control of the object topology. A general limitation of the meshless approach is that


Figure 7.19: High-level overview of the meshless simulation pipeline.
even very small fragments must be sampled sufficiently dense in order to obtain a stable evaluation of the shape functions. This inflates the number of phyxels when an object is fractured excessively, which slows down the computations.

### 7.3 FLUID SIMULATION

Martin Wicke, Richard Keiser, and Markus Gross

### 7.3.1 OVERVIEW

Fluids constitute a large part of our visual surroundings. A fluid is defined as a material that cannot support shear stress in static equilibrium-it flows. This definition spans a wide range of material properties. Smoke and fire, as well as clouds and other natural phenomena based on the behavior of gases fall in the category of fluid simulation, but also the simulation of liquids such as water, oil, or lava.

While visualization of gaseous fluids is usually performed using volume-rendering techniques, liquids have a surface that needs to be extracted or tracked. The surface of a liquid is highly volatile and subject to frequent changes in topology.

This section presents meshless simulation methods that can be used for fluid simulation and compares those to other established algorithms. One particle method, smoothed particle hydrodynamics (SPH), will be considered in more detail. We will then turn to the problem of surface tracking and reconstruction.

### 7.3.2 SIMULATION METHODS

There are two distinct methods to discretize a physics problem in order to simulate it: Lagrangian and Eulerian methods. While Lagrangian methods discretize the material, Eulerian methods discretize the space in which the material moves. In other words, in a Langrangian simulation, the simulation elements move with the material, whereas in a Eulerian setting, the material moves through the simulation elements, which are fixed in space. Figure 7.20 illustrates the difference.

All Eulerian methods are mesh-based methods, for example the finite difference and finite volumes methods [FW60, And95a]. The simulation grid is a disjoint set of volume elements that cover the simulation domain. The volume elements do not necessarily form a regular grid, but for implementation and performance issues, this is often the first choice. Since the discretization of space does not depend on the material, it is easy for these algorithms to accommodate large deformations (such


Figure 7.20: A 2D sphere of blue material discretized in a Eulerian mesh (a), Lagrangian mesh (b), and using particles (c). The Lagrangian elements discretize only the material, while the Eulerian elements discretize the embedding space. Only the meshes define a disjoint partitioning of space.
as those occurring in flow simulations). Hence, this class of simulation algorithms is well suited for fluid simulation, and they are still dominant in computer graphics (some examples include [FM97, Sta99, FF01, LGF04, FOA03]).

Since the discretization of the simulation domain does not change with the material shape, interface tracking and moving boundaries are problematic in Eulerian simulations. Also, mass loss can occur due to numerical dissipation.

In contrast to the Eulerian approach, Lagrangian methods discretize the material that is simulated, and the discretization moves during the simulation. Since each element of the discretization represents a part of the material, mass loss is not an issue for Lagrangian methods. Also complex moving boundaries and free surfaces are easier to handle, since the discretization moves along with the material.

Most prominent in this class of algorithms are mesh-based finite element methods, which are widely used in continuum mechanics. The numerical accuracy of these methods highly depends on the aspect ratio of the mesh elements used to cover the simulated material (most commonly tetrahedra). If the material undergoes large deformations, the mesh quality degrades and remeshing is needed. Therefore, meshbased Lagrangian methods are rarely used for fluid simulation in computer graphics.

Particle methods are a Lagrangian discretization that do not require a mesh for simulation. These methods work on a set of samples (particles), without defining nearest-neighbor relationships. In practice, a set of neighbors are computed for each particle in each time step. Strictly speaking, this is only an optimization, exploiting
the fact that the interpolation functions used usually have local support, and thus reducing the overall complexity from $O\left(N^{2}\right)$ to $O(N \log N)$ per time step, where $N$ is the number of particles. Although, technically, these neighborhoods define a mesh, this mesh is not a disjoint partitioning of the domain, and explicit neighborhoods need not be stored.

Smoothed particle hydrodynamics [Luc77, GM77] was the first particle method, and is still the most popular in computer graphics. It was originally invented for astrophysics applications, where the particle metaphor is obvious. In Section 7.3.3, SPH will be discussed in detail.

Other methods include weakly coupled or spatially coupled particle systems. The former are popular methods for a wide range of special effects, like fire, clouds, or other fuzzy gaseous objects [Ree83, SF95]; waves [Pea86, Gos90]; or even animal flocking behavior [Rey87]. Here, particle behavior is usually determined by a procedural and/or stochastical process. These techniques are fast and easy to control while producing convincing animations for a large class of phenomena. They are, hence, ideally suited for movie productions and especially games.

Spacially coupled particle systems compute forces between pairs of particles in order to animate the particle system [Ton92]. Usually some potential is attached to each particle, defining the occuring interaction forces as the negative gradient of the potential field at each particle's position. Using functions like the Lennard-Jones potential known from molecular dynamics or variations thereof, different material properties can be modeled.

### 7.3.3 SMOOTHED PARTICLE HYDRODYNAMICS

The most popular particle method for fluid simulation in computer graphics is SPH. In this section, its basic formulation as a method for function interpolation will be derived. We will then go on to show how this framework can be applied to the problem of fluid simulation. For a more in-depth treatment of the topic, see Monaghan [Mon05] or Liu and Liu [LL03].

Elements of the SPH method have already been used in the MLS approximation described in Sections 7.1.3 and 7.1.4. SPH approximations are not first-order accurate, and thus not suitable for modeling general elasticity. However, this property is less critical for fluid simulation, and SPH is popular for its relatively low computational cost and good controllability.

In SPH, a number of particles represent the material, in our case, the fluid. Each particle carries mass, velocity, and other attributes. A kernel function $\omega_{h}(d)$ describes the influence of each particle on its surroundings, where the smoothing length $h$ is a constant of the particle, and $d$ is the distance from the particle. In almost all cases,
the smoothing length is constant over all particles, and does not change during the simulation, yielding equal-sized particles that are much easier to handle algorithmically. The kernel function is generally defined to be a normalized and smooth function with local support, in particular $\omega_{h}(d)=0 \quad \forall d>k h$ for some $k$.

Using the kernel, a continuous function $A(\mathbf{x})$ can be smoothed to obtain $A^{\prime}(\mathbf{x})$ :

$$
\begin{equation*}
A^{\prime}(\mathbf{x})=\int \omega_{h}\left(\left\|\mathbf{x}-\mathbf{x}^{\prime}\right\|\right) A\left(\mathbf{x}^{\prime}\right) d \mathbf{x}^{\prime} \tag{7.33}
\end{equation*}
$$

If we turn to the discrete setting, the function $A(\mathbf{x})$ is unknown, and only samples $A_{j}$ at the particle positions $\mathbf{x}_{j}$ are accessible. Each particle represents a small volume element $V_{j}$, which is related to the particles' mass $m_{j}$ and density $\varrho_{j}$ by

$$
\begin{equation*}
V_{j}=\frac{m_{j}}{\varrho_{j}} \tag{7.3Ч}
\end{equation*}
$$

Thus, the integral in Equation (7.33) can be approximated by a sum over the particles.

$$
\begin{align*}
A^{\prime}(\mathbf{x}) & \approx \sum_{j} \omega_{h}\left(\left\|\mathbf{x}-\mathbf{x}_{j}\right\|\right) V_{j} A_{j} \\
& =\sum_{j} \omega_{h}\left(\left\|\mathbf{x}-\mathbf{x}_{j}\right\|\right) \frac{m_{j}}{\varrho_{j}} A_{j}=\langle A(\mathbf{x})\rangle . \tag{7.35}
\end{align*}
$$

We will call $\langle A\rangle$ the SPH approximation of the function $A$.
Note that the particle masses $m_{j}$ are constant during the simulation, however, the densities $\rho_{j}$ are subject to change. Fortunately, the densities can be approximated by substituting $\rho$ for $A$ in Equation (7.35):

$$
\begin{equation*}
\langle\rho(\mathbf{x})\rangle=\sum_{j} \omega_{h}\left(\left\|\mathbf{x}-\mathbf{x}_{j}\right\|\right) \varrho_{j} \frac{m_{j}}{\varrho_{j}}=\sum_{j} \omega_{h}\left(\left\|\mathbf{x}-\mathbf{x}_{j}\right\|\right) m_{j} . \tag{7.36}
\end{equation*}
$$

By defining $\varrho_{j}:=\left\langle\varrho\left(\mathbf{p}_{j}\right)\right\rangle$, Equation (7.35) can be used to interpolate any function from samples at the particle positions.

## Approximations of Differential Operators in SPH

Differential operators can be directly applied to the SPH approximation $\langle A\rangle$. Since the sample values $A_{j}$ are constants, we can write

$$
\begin{equation*}
\langle\nabla A(\mathbf{x})\rangle=\sum_{j} \nabla \omega_{h}\left(\left\|\mathbf{x}-\mathbf{x}_{j}\right\|\right) \frac{m_{j}}{\varrho_{j}} A_{j} \tag{7.37}
\end{equation*}
$$

where the gradient $\nabla \omega_{h}\left(\left\|\mathbf{x}-\mathbf{x}_{j}\right\|\right)$ can be rewritten in terms of the kernel derivative:

$$
\begin{equation*}
\nabla \omega_{h}\left(\left\|\mathbf{x}-\mathbf{x}_{j}\right\|\right)=\frac{\mathbf{x}-\mathbf{x}_{j}}{\left\|\mathbf{x}-\mathbf{x}_{j}\right\|} \omega_{h}^{\prime}\left(\left\|\mathbf{x}-\mathbf{x}_{j}\right\|\right) . \tag{7.38}
\end{equation*}
$$

Similarly, a Laplace operator for $A$ and a divergence operator for a vector-valued function A can be defined:

$$
\begin{align*}
\langle\Delta A(x)\rangle & =\sum_{j} \frac{m_{j}}{\varrho_{j}} \omega_{h}^{\prime \prime}\left(\left\|\mathbf{x}-\mathbf{x}_{j}\right\|\right) A_{i}  \tag{7.39}\\
\langle\nabla \cdot \mathbf{A}(\mathbf{x})\rangle & =\sum_{j} \frac{m_{j}}{\varrho_{j}} \nabla \omega_{h}\left(\left\|\mathbf{x}-\mathbf{x}_{j}\right\|\right) \cdot \mathbf{A}_{j} . \tag{7.40}
\end{align*}
$$

In a simulation, we mostly need SPH approximations at particle positions. We will therefore introduce the following shorthand notation. For the kernel weight of a particle at $\mathbf{x}_{j}$ with respect to $\mathbf{x}_{i}$, we write

$$
\begin{equation*}
\omega_{i j}=\omega_{h}\left(\left\|\mathbf{x}_{i}-\mathbf{x}_{j}\right\|\right), \tag{7.41}
\end{equation*}
$$

and for any SPH approximation, evaluated at a point $\mathbf{x}_{i}$,

$$
\begin{equation*}
\langle A\rangle_{i}=\left\langle A\left(\mathbf{x}_{i}\right)\right\rangle . \tag{7.4ㄹ}
\end{equation*}
$$

## Stability

The above approximations are derived using approximations to the integral in Equation (7.33). Their accuracy strongly depends on the distribution of particles in the region of interest. In practice, larger values of $h$ provide more sample points and add stability to the simulation. This involves some computational cost and more smoothing, which might not be desirable.

The gradient operator is especially sensitive to a bad distribution of particles. If the distribution is not symmetric, Equation (7.37) can yield nonzero gradients even if the samples $A_{i}$ are constant. Noting that the gradient of any function remains unchanged if we substract a constant function, we can rewrite the gradient approximation at the sample points $\mathbf{x}_{i}$ and obtain

$$
\begin{equation*}
\langle\nabla A\rangle_{i}=\sum_{j} \nabla \omega_{i j} \frac{m_{j}}{\varrho_{j}}\left(A_{j}-A_{i}\right) . \tag{7.43}
\end{equation*}
$$

Note that in order to compute the gradient, the constant field $A_{i}$ is substracted everywhere. There are different methods to derive the above result; for a more general derivation, see Monaghan [Mon05]. The same method can be applied to obtain a better approximation to the divergence, yielding

$$
\begin{equation*}
\langle\nabla \cdot \mathbf{A}\rangle_{i}=\sum_{j} \frac{m_{j}}{\varrho_{j}} \nabla \omega_{i j} \cdot\left(\mathbf{A}_{j}-\mathbf{A}_{i}\right) . \tag{7.Чપ}
\end{equation*}
$$

The approximations (7.43) and (7.44) are often superior to their counterparts (7.37) and (7.40), especially at the boundaries of the sampled region or in regions with high-density gradients.

The choice of interpolation kernel also influences the stability of the simulation. In the paper introducing SPH, Gingold and Monaghan used Gaussian kernels [GM77]. These, however, do not have local support and are rarely used nowadays. At the same time, Lucy used spline kernels [Luc77]. A good kernel has local support, is normalized, and has smooth derivatives. Depending on the problem, other properties may be desirable [MCG03]. Higher-order interpolation kernels that have positive and negative regions are problematic when the particles are not equidistant. An example for a (3D) kernel function is given in Equation (7.12). For use in more or less dimensions than three, the kernel has to be renormalized.

## Fluid Simulation Using SPH

The motion of a fluid is determined by pressure forces, viscosity forces, and external forces:

$$
\begin{equation*}
\dot{\mathbf{v}}=\frac{\mathbf{f}_{\text {pressure }}}{\rho}+\frac{\mathbf{f}_{\text {viscous }}}{\rho}+\frac{\mathbf{f}_{\text {external }}}{\rho} . \tag{7.45}
\end{equation*}
$$

Here, the time derivative $\dot{\mathbf{v}}$ is a material derivative; in other words, the change of $\mathbf{v}$ in time when measuring $\mathbf{v}$ at the same point in the fluid, not the same point in space. In a Lagrangian setting, such as SPH, material derivatives are easy to compute, since the properties attached to the particles move along with the particles.

Pressure forces act against pressure differences:

$$
\begin{equation*}
\mathbf{f}_{\text {pressure }}=-\nabla P \text {. } \tag{7.ЧБ}
\end{equation*}
$$

The direct translation of Equation (7.46) into an SPH approximation yields a working simulation, however, it cannot be guaranteed that linear and angular momentum are conserved exactly. Especially in computer graphics, where the simulations often use only a few particles to guarantee interactivity, this can be problematic. Several symmetric (and thus momentum-preserving) pressure forces have been proposed.

The derivation from Monaghan [Mon05] shall be presented here. Instead of interpolating the pressure gradient using $\frac{\mathrm{f}_{\text {pressure }}}{\varrho}=-\frac{\langle\nabla P\rangle}{\varrho}$, the acceleration is interpolated directly: $\frac{\mathrm{f}_{\text {pressure }}}{\rho}=-\left\langle\frac{\nabla P}{\varrho}\right\rangle$. It can be easily verified that

$$
\begin{equation*}
\frac{\nabla P}{\varrho}=\nabla\left(\frac{P}{\varrho}\right)+\frac{P}{\varrho^{2}} \nabla \rho . \tag{7.47}
\end{equation*}
$$

Approximating this expression in SPH yields a symmetric term for the pressure force at the particles:

$$
\begin{align*}
\frac{\mathbf{f}_{\text {pressure }}\left(\mathbf{p}_{i}\right)}{\varrho_{i}} & =\left\langle\frac{\nabla P}{\varrho}\right\rangle_{i}=\left\langle\nabla\left(\frac{P}{\varrho}\right)+\frac{P}{\varrho^{2}} \nabla \varrho\right\rangle_{i} \\
& =\sum_{j} \nabla \omega_{i j} m_{j}\left(\frac{P_{j}}{\varrho_{j}^{2}}+\frac{P_{i}}{\varrho_{i}^{2}}\right) . \tag{7.48}
\end{align*}
$$

The pressure is a function of the density and the thermal energy. The latter is often ignored. A common choice for the pressure function is [Mon94]:

$$
\begin{equation*}
P=k\left(\left(\frac{\varrho}{\varrho_{0}}\right)^{\gamma}-1\right) . \tag{7.49}
\end{equation*}
$$

The parameter $k$ is a measure for the incompressibility of the fluid. The higher $k$ is, the higher the forces to counteract the density difference will be. Monaghan proposed $\gamma=7$, whereas in computer graphics, a value of 1 is usually used [DC96, MCG03]. Low values of gamma make the fluid more compressible. Substracting 1 in Equation (7.49) removes artifacts at free boundaries.

High values of $k$ provoke high pressure forces and limit the time step that a simulation can use. The speed of sound in the simulated medium is given by $c=\sqrt{\delta P / \delta \rho}$, and the maximum safe time step for numerical simulation according to the Courant-Friedrichs-Lewy stability criterion is $\Delta t \leq \lambda h / c$, where $\lambda$ is the Courant number. Thus, $\Delta t_{\max } \propto \sqrt{1 / k}$. Viscosity further decreases the maximum time step [Mon92, DC96].

In computer graphics, viscosity effects due to compression are usually neglected. The viscosity force is often modeled after the viscosity term that applies to incompressible fluids [MCG03]:

$$
\begin{equation*}
\frac{f_{\text {viscous }}}{\varrho}=\mu \nabla^{2} \mathbf{v}=\mu \Delta \mathbf{v} . \tag{7.50}
\end{equation*}
$$

This term can again be approximated using SPH:

$$
\begin{align*}
\frac{\mathbf{f}_{\mathrm{viscous}}\left(\mathbf{x}_{i}\right)}{\varrho_{i}} & =\mu\langle\Delta \mathbf{v}\rangle_{i} \\
& =\mu \sum_{j} \Delta \omega_{i j} \frac{m_{j}}{\varrho_{j}}\left(\mathbf{v}_{j}-\mathbf{v}_{i}\right) . \tag{7.51}
\end{align*}
$$

There are other ways of defining viscosity forces, see for example Monaghan [Mon05]. If viscosity is only used for numerical stability, the best approach is sometimes to
simulate an inviscid fluid and add artificial viscosity later. One type of artificial viscosity is a variation of the XSPH technique [Mon92]. Here, after each time step, the velocity of a particle $i$ is modified in the direction of the average velocitiy of its neighbors:

$$
\begin{equation*}
\Delta \mathbf{v}_{i}=\xi \sum_{j} \frac{m_{j}}{\varrho_{j}} \omega_{i j}\left(\mathbf{v}_{j}-\mathbf{v}_{i}\right) \tag{7.52}
\end{equation*}
$$

Original XSPH uses the corrected velocities $\hat{\mathbf{v}}_{i}=\mathbf{v}_{i}+\Delta \mathbf{v}_{i}$ only for advection and stores the originally computed velocities for integration. If $\hat{\mathbf{v}}_{i}$ is also used for integration, the desired viscosity effect is stronger. In Equation (7.52), $0 \leq \xi \leq 1$ determines how strong artificial viscosity should be. This leads to better regularization of the particles, at the cost of higher viscosity. Even high values of $\xi$ do not incur stability problems; on the contrary, stability increases as $\xi$ gets closer to 1 .

## Algorithmic Summary

We now have all necessary ingredients to formulate a simple SPH fluid simulation algorithm:
(1) loop

$$
\begin{equation*}
\text { forall particles } i \in \Omega \tag{2}
\end{equation*}
$$

find neighboring particles $\mathcal{N}_{i} \leftarrow\left\{j \in \Omega \mid \omega_{i j}>0\right\}$
compute density $\rho_{i} \leftarrow \sum_{j \in \mathcal{N}_{i}} \omega_{i j} m_{j}$
compute pressure $P_{i} \leftarrow k\left(\frac{\varrho_{i}}{\varrho_{0}}-1\right)$
forall particles $i \in \Omega$
compute acceleration due to pressure forces

$$
\begin{equation*}
\mathbf{a}_{i}^{p} \leftarrow \sum_{j \in \mathcal{N}_{i}} \nabla \omega_{i j} m_{j}\left(P_{i} / \varrho_{i}^{2}+P_{j} / \varrho_{j}^{2}\right) \tag{7}
\end{equation*}
$$

compute acceleration due to viscosity forces

$$
\begin{equation*}
\mathbf{a}_{i}^{v} \leftarrow \frac{\mu}{\varrho_{i}} \sum_{j \in \mathcal{N}_{i}} \Delta \omega_{i j} \frac{m_{j}}{\varrho_{j}}\left(\mathbf{v}_{j}-\mathbf{v}_{i}\right) \tag{8}
\end{equation*}
$$

forall particles $i \in \Omega$
integrate accelerations $\mathbf{v}_{i} \leftarrow \mathbf{v}_{i}+\Delta t\left(\mathbf{a}_{i}^{p}+\mathbf{a}_{i}^{v}\right)$
integrate velocities $\mathbf{x}_{i} \leftarrow \mathbf{x}_{i}+\Delta t \mathbf{v}_{i}$

This algorithm needs three passes over the particles. In the first pass (steps 2 through 5), all densities and pressures in this time step are computed, which only depend on the particles' positions. The second loop computes the accelerations on the particles (steps 6 through 8). In the third pass (steps 9 through 11) the accelerations and velocities are integrated to obtain new positions of the particles. In the above example, the velocity Verlet integration scheme is used. Note that in

Verlet integration, velocities and positions are not in sync (i.e., the $\mathbf{v}$ and $\mathbf{x}$ that are stored with the particles are half a time step apart). At the end of a time step $k$, at simulation time $t=k \Delta t$, each particle stores $\mathbf{x}^{t}$ and $\mathbf{v}^{t-1 / 2 \Delta t}$. Technically, the viscosity force is computed in an inconsistent state (with positions and velocities from different times). In practice, this effect is not noticeable.

In step 3, the neighbors of a particle are computed. A particle $j$ is considered a neighbor of $i$ if $\omega_{i j}>0$. Thus, if the kernels have local support, most of the particles do not have to be considered in the inner loops. If the set of neighbors can be stored with each particle, it does not need to be recomputed for steps 7 and 8 . In any case, appropriate acceleration structures such as hash grids or K-d-trees greatly speed up the simulation. Figure 7.21 shows snapshots from a small-scale simulation using the above algorithm.

### 7.3.4 SURFACE REPRESENTATION

So far, only the movement of the particles can be simulated. While this is sufficient for measurements, in the context of computer graphics, the visual appearance of the fluid is of interest.

For gaseous phenomena such as clouds or smoke, particles are often rendered as semitransparent spheres with a volumetric texture. The texture of the spheres can be chosen depending on density, temperature, or any other value from the underlying simulation (see for example [FOA03, Har03]). For liquids, the interfaces are more interesting. For nontransparent liquids, the interface is the only visible part of the simulation, and for transparent liquids, the surface is important for diffraction and reflection effects.


Figure 7.21: Snapshots from a small-scale SPH simulation. The particles are drawn as red spheres. The fluid is pulled into a box by gravity.

The easiest way to generate a surface around the particles is to use an implicit surface. Every particle is assigned a potential, and the surface of the fluid is taken to be an isosurface of the superposition of particle potentials [Bli82a]. Several variants to this approach have been proposed, for example Zhu and Bridson [ZB05]. This isosurface can be rendered directly (e.g., using ray tracing), or extracted using the marching cubes algorithm or a variant thereof. The resulting triangle mesh can be rendered with standard rendering algorithms-in the case of transparent liquids, ray tracing is the preferred solution for high-quality images-while hardware rendering can be used for simpler settings. See Figure 7.22 for an example of a ray-traced extracted surface (from [MSKG05]).

Since the particle potentials have no notion of connected components, and the potentials influence also distant particles, these simple isosurfaces do cause problems during topological changes of the surface. See Figure 7.23 for an illustration.

In order to avoid these problems, level sets are often used [OS88, FF01]. Level sets evolve an implicit function according to a velocity field given by the simulation. A PDE is solved on a computational grid in order to animate the surface. In their basic form, level sets suffer from severe volume loss, especially near detailed surface features. Particle level sets are a combination of level sets with tracker particles,


Figure 7.22: The particles from a particle simulation (a) and an isosurface of the particle potentials extracted using marching cubes and ray traced (b).


Figure 7.23: Artifacts occurring during topological changes using a purely implicit surface representation. Due to the purely spatial influence of the particle's potentials, the surface of the lower part is influenced by the particles in the drop-it anticipates the drop's arrival.
where the surface computed using level sets is corrected after each time step using tracker particles spawned around the surface [EMF02, ELF05].

### 7.3.5 SURFACE TRACKING USING POINT SAMPLES

Instead, the surface can be represented by surfels (for a more detailed discussion of this approach, see $\left[\mathrm{KAG}^{+} 05\right]$, Section 4). These surfels can then be rendered using either splatting or ray tracing (see Sections 6.2 and 6.3, respectively).

By using an explicit surface representation that is only guided by an implicit function, the advantages of explicit and implicit surfaces can be effectively combined. Splitting and merging operations, trivial for an implicit surface representation, remain simple. The unwanted effects of an implicit representation, like the artifacts due to longrange influence of the particle potentials (see Figure 7.23) can be avoided. By adding normal displacements of other means of detail encoding to the surface, a highly detailed surface can be represented and maintained. This can be used when modeling melting and freezing, or to reduce simulation complexity, when a physical model is used for large-scale movement of the liquid, and a simpler model generates the surface detail.

Initially, the surfels are samples of an implicit surface coating the particles. This implicit surface is an isosurface of a potential function depending on the particle positions alone. This potential function is called the particle potential function. Its nature may vary, and good results are obtained using blobbies [Bli82a].

In order to animate a surfel $s_{i}$, it is first moved using a first-order estimate of the displacement field defined by its neighboring particles $j$ (see also Section 7.1.3):

$$
\begin{equation*}
\mathbf{p}_{i}^{t+1}=\mathbf{p}_{i}^{t}+\frac{\sum_{j} \omega_{h}\left(\left\|\mathbf{p}_{i}^{t}-\mathbf{x}_{j}^{t}\right\|\right)\left[\mathbf{u}_{j}^{t}+\nabla \mathbf{u}_{j}^{t}\left(\mathbf{x}_{j}^{t}-\mathbf{p}_{i}^{t}\right)\right]}{\sum_{j} \omega_{h}\left(\left\|\mathbf{p}_{i}^{t}-\mathbf{x}_{j}^{t}\right\|\right)} \tag{7.53}
\end{equation*}
$$

The gradient of the displacemtent field $\nabla \mathbf{u}$ is estimated for each particle using an MLS approximation. The surfel normal or tanges axes are also deformed.

## Surface Potentials

After this first advection step, the surface is additionally deformed by minimizing a number of surface potentials in order to obtain a smooth and well-sampled surface at all times. There are four surface potentials: a guiding potential that pulls surfels toward an implicit function defined by the particles, a smoothing potential that prevents the typical bumpy surface structure of implicit functions, an attracting potential that keeps the surface close to the particles, and a repulsion potential that guarantees a well-sampled surface. Figure 7.24 shows the effect of these potentials. The potentials are weighted and a simple Eulerian integration is used to move the surfels to minimize the weighted sum of potential functions.

Guiding Potential Similar to Desbrun and Cani-Gascuel [DCG98], the surfels are attracted to an isosurface of the particle potential function. Given a projection operator that projects onto the implicit function, a surface potential measuring the distance to the implicit function can be defined as

$$
\begin{equation*}
\phi_{s_{i}}^{\text {guiding }}=\frac{1}{2}\left\|\Gamma_{I}\left(\mathbf{p}_{i}\right)-\mathbf{p}_{i}\right\|^{2} . \tag{7.54}
\end{equation*}
$$



Figure 7.24: The effect of the different potential functions on the surface: (a) guiding potential, (b) smoothing potential, and (c) attracting potential.
$\Gamma_{I}$ is a projection operator that projects onto the isosurface with isovalue $I$ of the particle potential function.

Smoothing Potential The implicit surfaces defined in Blinn [Bli82a] and similar approaches have the inherent property that the defined surface is "blobby." As the particle-sampling density increases, the blobbiness moves to higher frequencies and eventually becomes unnoticeable. Since the surfels are pulled toward an implicit surface, a smoothing potential to counteract the blobbiness is needed. This potential measures the difference between the surfel position $\mathbf{p}_{i}$ and its projection onto the least squares plane defined by its neighbors, $\Psi\left(\mathbf{p}_{i}\right)$ :

$$
\begin{equation*}
\phi_{s_{i}}^{\text {smoothing }}=\frac{1}{2}\left\|\Psi\left(\mathbf{p}_{i}\right)-\mathbf{p}_{i}\right\|^{2} . \tag{7.55}
\end{equation*}
$$

The forces introduced by this potential are constrained to act only normal to the surface.

Attracting Potential Most physical interactions are computed on the particles alone. For a realistic visual impression, it is, therefore, necessary to keep the surface as close to the particles as possible. This is achieved using an attracting force pulling the surfels toward their nearest particles. Writing this as a potential, we obtain

$$
\begin{equation*}
\phi_{s_{i}}^{\text {attracting }}=\frac{\sum_{j} \omega_{h}\left(\left\|\mathbf{x}_{j}-\mathbf{p}_{i}\right\|\right)\left\|\mathbf{x}_{j}-\mathbf{p}_{i}\right\|^{2}}{2 \sum_{j} \omega_{h}\left(\left\|\mathbf{x}_{j}-\mathbf{p}_{i}\right\|\right)} . \tag{7.56}
\end{equation*}
$$

Repulsion Potential The repulsion potential does not affect the movement of the surface, but only the sampling of the surface with surfels. Using repulsive forces between surfels if they are too close, a locally uniform sampling can be achieved. For a given target surfel distance $d$, the potential is defined as follows:

$$
\begin{equation*}
\phi_{s_{i}}^{\text {sampling }}=\frac{1}{2} \sum_{j \in \mathcal{N}\left(s_{i}\right)}\left(\left\|\mathbf{p}_{i}-\mathbf{p}_{j}\right\|-d\right)^{2} . \tag{7.57}
\end{equation*}
$$

The index $j$ runs over all surfels in the neighborhood of $s_{i}$. All these surfels hold $\left\|\mathbf{p}_{i}-\mathbf{p}_{j}\right\|<d$, so that the forces introduced by this potential are never attracting. The forces introduced by this potential are constrained to act only tangential to the surface. It is easily possible to locally vary $d$ to achieve graded sampling of the surface, for example, for level of detail.

## Topological Changes

Since our surface representation is not purely implicit, extra handling for topological changes needs to be implemented. Topological changes are characterized by two events: splitting and merging (Figure 7.25). In a particle setting, splitting occurs when particles are separated by a large enough gap. This criterion carries over to the


Figure 7.25: Splitting: when the isovalue at a surfel position is too low, the surfel is projected onto the minimum isovalue. Merging: if the isovalue is too high, the surfed is projected onto the maximum isovalue.
particle potential function. When splitting between two groups of particles occurs, there is a point between these groups where the potential function is lower than a threshold $I_{\min }$. This minimum isovalue can be used to define which minimum distance between particles is needed in order to consider them separated. Conversely, if particles are close together, there will be no point between them with a potential lower than a threshold $I_{\max }$.

This can be used to explicitly handle splitting and merging events. If the particle potential at any surfel position is lower than $I_{\min }$, the surfel is reprojected onto the isosurface of the particle potential with isovalue $I_{\min }: \mathbf{p}_{i} \leftarrow \Gamma_{I_{\text {min }}}\left(\mathbf{p}_{i}\right)$. For merging events, if the particle potential at the surfel position is too high, the surfel is projected onto the isosurface for isovalue $I_{\max }: \mathbf{p}_{i} \leftarrow \Gamma_{I_{\max }}\left(\mathbf{p}_{i}\right)$.

The surfels are free to move within the isorange $\left[I_{\max }, I_{\max }\right.$ ] of the particle potential, thus giving them the possibility to smooth out the blob artifacts in the isosurface and avoid the anticipating effects seen in purely implicit surface representations.

Since the potential functions rely on surfel and particle neighborhood relations, it is important to keep track of connected components. Flood-fill algorithms can be used to tag connected components. All neighborhoods are then restricted to the same connected component, such that different connected components cannot influence each other.

### 7.3.6 CONCLUSION

A particle-based fluid simulation has both advantages and disadvantages over alternative approaches, most prominently Eulerian fluid simulation methods.

In general, boundary conditions are easier to enforce in particle-based methods than in Eulerian simulations. Due to the discretization of space, boundary conditions in Eulerian simulation have to be aligned with the grid used to represent the simulation domain. For performance reasons, these meshes are usually regular grids, thus leading to artifacts when representing boundaries. Feldman et al. [FOK05] solve the problem by using adaptive meshes to discretize the simulation domain. Guendelman et al. [GSLF05] developed a method that couples a Eulerian fluid simulation to thin shells. The same technique could also be used to represent boundary conditions.

In particle-based simulations, the boundary condition can be applied to individual particles. For two-way interaction between fluids and other objects, the forces or impulses used to enforce the boundary conditions on the particles can be applied to the boundary [ $\mathrm{MST}^{+} 04$ ].

Another practical difficulty in Eulerian fluid simulations is the surface representation. Usually, the interface is tracked in the velocity field by integration. However, due to integration errors, the total volume of the fluid can change. In practice, this leads to mass loss, especially in thin sheets that cannot be resolved by the simulation grid. In contrast, in an SPH simulation, mass is carried by the particles, thus mass preservation is guarantueed.

A major disadvantage of SPH simulation, especially for fluids like water, is the inherent compressibility of the resulting material. In Eulerian simulations, it is relatively easy to enforce incompressibility by solving a global linear system. An analogous method exists for SPH simulation [KO96, $\left.\mathrm{PTB}^{+} 03\right]$. In practice, methods that use an auxiliary grid to solve for a divergence-free velocity field [Har64, BR86, ZB05] are more common.

Fluid simulation using particle methods is a topic of ongoing research. Until now, it has been used mainly in interactive or real-time settings with relatively few particles. Particle methods are relatively easy to implement, and the simple interaction with objects simulated using different simulation methods is an advantage for example in computer games. The surface tracking method discussed above, although not suitable for real-time environments, offers tangible advantages over level-set methods. Still, large simulations with photorealistic results have for the most part been left to Eulerian approaches, although recent work has produced results of visual quality comparable to Eulerian simulations [ZB05]. Depending on the application at hand, one should carefully choose which simulation method is most appropriate.

The next chapter will present selected applications of point-based representations in computer graphics.
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## 8 SELECTED TOPICS

## INTRODUCTION

This chapter contains a collection of selected topics and applications related to point-based computer graphics. The chapter aims at demonstrating its versatility and wide range of possible applications. Section 8.1 starts with point-sampled 3D video representations, where 3D points generalize 2D video for the dynamic representation,


compression, and display of 3-dimensional video. A second application, presented in Section 8.2, includes the modeling and analysis of uncertainty in point clouds using statistical methods. Section 8.3 discusses the utility of irregular point samples for the visualization of irregular point data using so-called point glyphs. The final contribution in Section 8.4 addresses the computation of global illumination effects in point-sampled scenes and shows how such methods are employed in a production environment.

### 8.1 POINT-SAMPLED 3D VIDEO

## Stephan Würmlin and Markus Gross

### 8.1.1 MOTIVATION

This section concentrates on three-dimensional or free-viewpoint video systems and shows that point samples-due to their unique spatio-temporal properties-feature many advantages as compared to other descriptions. Examples include both offline and online systems for capturing and resynthesizing 3D video objects. The final part is devoted to an outlook to 3D video of dynamic scenes with possibilities for convenient editing and authoring.

As one of the many promising emerging technologies for home entertainment and spatio-temporal visual effects, 3D video acquires the dynamics and motion of a scene during recording while providing the user with the possibility to change the viewpoint at will during playback. Free navigation regarding time and space in streams of visual data directly enhances the viewing experience and interactivity.

Nowadays, such effects (e.g., freeze-and-rotate) are pervasive in feature films like the Matrix trilogy, music videos, and commercials. Unfortunately, virtual viewpoint effects have to be planned precisely in most existing systems and changes are no more feasible after the scene has been shot, or involve a considerable amount of manual editing. As an example, Digital Air's Movia ${ }^{\circledR}$ systems comprise high-speed, high-definition digital cinema cameras that are placed accurately such that no software view interpolation is needed. But as a consequence, postprocessing and editing possibilities are restricted.

A key feature of 3D video is interactivity: A user should have the possibility to choose an arbitrary viewpoint within a visual real-world scene. No formal definition of 3D video is available to date. We define it as geometrically calibrated and temporally synchronized multiview video data. The broad field of 3D video can be categorized according to spatial camera configurations and application domains. While an arbitrary view configuration would permit all application domains, physical and algorithmic constraints typically lead to a reduced complexity of spatial camera configurations. They are typically tailored to specific application domains for 3D video and can be summarized as follows.

Three-dimensional television [MP04] marks a first line of recent research, aiming at view-independent video for dynamic scenes but in a very limited viewing range only. That is, users might experience changes in parallax but no fly-around effects are possible. It can provide stereoscopic display (one view for each eye) to produce a 3D impression for the viewer. Three-dimensional television is typically acquired using either stereo video captured with two cameras, or by a number of densely arranged cameras in parallel view. Dense means that the baseline between two cameras does not exceed 50 cm . Such configurations can also be used for spatio-temporal video effects with limited spatial scalability $\left[\mathrm{ZKU}^{+} 04\right]$.

The concept of free-viewpoint video [WLG04, CTMS03], on the other hand, allows for truly free navigation in the spatial range of captured data (i.e., in the range covered by acquisition cameras). The scene is captured by a number of sparsely arranged cameras in a convergent setup. Sparse stands for cameras with a baseline that is in the range of 1 or 2 meters at an angle of $30^{\circ}$. Additional information about the scene geometry (e.g., disparity data) enables interactive and free navigation through the scene. Figure 8.1 shows an example of a free-viewpoint video re-rendering from a view in between the two original camera views [ $\mathrm{WLW}^{+} 05$ ].

Omnidirectional video [SM04] is an extension of the conventional planar 2D video image plane toward other nonplanar videos (e.g., spherical, cubic, or cylindrical), like in the static but well-known QuicktimeVR [Che95] application. User interactions are limited to zoom and rotation around a predefined viewpoint. Video is captured at a certain viewpoint into every direction.


Figure 8.1: A 3D video re-rendering example: ( $\boldsymbol{a}$ and $c$ ) synchronized video images from different viewpoints, and (b) re-rendered intermediate view.

### 8.1.2 DYNAMIC POINT SAMPLES

A point-sampled representation for free-viewpoint video features many advantages as compared to other descriptions. Firstly, it may be understood as a unified representation-quite contrary to approaches based on mesh and texture information that require handling of heterogeneous types of data (i.e., geometry and images). Dynamic point samples can be seen as a natural generalization of 2D video pixels toward 3D irregular point samples. Since the representation incorporates geometrical scene knowledge in terms of point-sample attributes we have to deal with less acquisition cameras for even broader viewing ranges as compared to purely image-based approaches in the spirit of light fields [LH96] or lumigraphs [GGSC96].

Each point sample can also store the reference to a pixel in an input video camera. This enables the use of efficient coding and compression schemes for free-viewpoint video by exploiting the correspondence between pixels in input images and 3D point samples. Consequently, when employed in 3D video, a dynamic point sample is necessarily generated from an input device (e.g., a digital video camera). Hence, a dynamic point sample can be seen as an extension to a traditional, static point sample or surfel (see Chapter 4). Figure 8.2 depicts the relationship between 2D pixels and 3D dynamic point samples.

### 8.1.3 3D VIDEO RECORDING

A 3D video recorder is a system capable of recording, processing, and playing three-dimensional video from multiple points of view. First, 2D video streams are recorded from several synchronized digital video cameras and preprocessed


Figure 8.2: Relationship between 2D pixels and 3D dynamic point samples.
images are stored to disk. An offline processing stage converts these images into time-varying three-dimensional data and stores this 3D video to disk. We show two encoding techniques, one building a hierarchical point-based data structure and one that encodes the data in image space. The latter guides the way to the usage of conventional video coding techniques for 3D video.

As opposed to a traditional 2D video recorder comprising only two stages-recording and playback-a 3D video recorder features an additional stage: processing. It is clear that recording and playing need to be carried out in real time. There are no hard realtime constraints for the offline processing stage. Spending 60 times more time on offline processing than on online decompression is still acceptable. A 3D replay application in a broadcasting studio has stronger time constraints, since the replay needs to be available for broadcast only $10-20$ seconds after the live action. The ultimate goal of a 3D video recorder is to process 3D information within these time limits. A typical 3D video recording pipeline is depicted in Figure 8.3.

For prerecorded data, the 3D video player provides interaction features known from video cassette recorders, like variable-speed forward, reverse, and slow motion. However, high-quality slow motion requires additional point-based shape morphing between consecutive frames, or the use of high-speed cameras. Three-dimensional video playback can then be enhanced with novel 3D video effects such as freeze-androtate and arbitrary scaling. The former can be realized easily by playing a sequence, pausing, rotating the viewpoint, and continuing playback again. In case the system is used for editing a 2D video from a 3D video sequence, the virtual camera path and the frame increments can be configured in a script file. To this end, a 3D video player typically implements a virtual trackball and, hence, arbitrary navigation and


Figure 8.3: The 3D video recording pipeline.
scaling are possible and follow the popular interaction metaphors from other graphics renderers. Random access and decoding of individual frames of the 3D video is crucial for all these effects and interaction metaphors. Furthermore, every frame should be retrieved at different quality levels to accommodate different output devices.

## Object-space Coding

Würmlin et al. [WLSG02] developed a 3D video-encoding approach that encodes the reconstructed 3D video sequences with a time-varying, three-dimensional hierarchical point-based data structure. A player software can then decode and render the encoded 3D videos from hard disk in real time, providing the aforementioned interaction features.

They use a hierarchical point-based data structure very similar to an octree with varying tree fanouts. Interframe coherence in object-space is not exploited and, hence, every 3D video frame is represented by an independent tree. These trees, which represent the reconstructed 3D video frames, can be stored using a space efficient and progressive representation. In order to achieve a progressive encoding, the tree is traversed in a breadth-first manner. Hence, the upper-level nodes are encoded first, and the nodes represent an averaged representation of the corresponding subtree. A succinct storage of the 3D representation can be achieved by considering separately the different data types it contains [Dee95]. The connectivity of the tree, which needs to be encoded without loss, is distinguished from the position of the points, color,
and normal information. The number of allocated bits for storing these points can be traded against visual quality and lossy encoding is acceptable.

To encode the connectivity of the tree the algorithm from Jacobson [Jac89] is followed. Position information is encoded using a two-step process consisting of an approximation and a refinement step by encoding the error using a Laplace quantizer. The color data are encoded in YUV color space with a quantization scheme using twice as much bits for the Y component than for the U and V components, respectively. The normal vectors are encoded using quantized spherical coordinates. The vectors are normalized before encoding and then a certain amount of bits is allocated for each of the two angles. Table 8.1 summarizes the storage requirements for the different data types per node and compares them to the initial data size. For lossless encoding of the connectivity of the tree, a scheme is used that comes close to the information theoretic bound. The indicated values for the remaining data types are those that provided visually appealing results.

Figure 8.4 shows some example images from free-viewpoint video sequences encoded with the object-space approach. Encoding takes approximately 1 second per 3D video frame. Each frame leads to approximately 56,000 tree nodes and 48,000 significant point samples for high-quality decoding and rendering. The employed shape-fromsilhouettes 3D reconstruction can lead to artifacts in regions occluded by all reference images, especially visible between the legs and under the arms. Furthermore, the normals (flat-shaded images in Figure 8.4c) from the 3D reconstruction method are not very precise due to the quality of the underlying surface representation (depth map in Figure 8.4d).

The framework allows encoding 3D video sequences of humans at a total bit rate of less than 7 megabits per second, the sequence running with 8.5 frames per second in

Table 8.1: Memory Requirements for One 3D Video Frame.

| Name | Data Type | Raw (bits) | Compressed (bits) |
| :--- | :--- | :--- | :--- |
| position | float[3] | $3 \cdot 32$ | $3+3+3$ |
| color | char[3] | $3 \cdot 8$ | $6+3+3$ |
| normal | float[3] | $3 \cdot 32$ | 8 |
| noOfChildren | unsigned char | 8 | $2+1+\lceil\lg 27\rceil$ |
| children | PRkNode | $27 \cdot 32$ |  |
| Total |  | 1,088 | 37 |



Figure 8.4: Images from object-space compressed 3D video sequences: ( $a$ and $b$ ) rendered views, ( $c$ ) demonstrate the reconstructed normals by flat-shading the view from (b) without colors, and ( $d$ ) the corresponding depth map.
normal playback with an average number of 45,000 point samples per frame. The total size for a sequence of 30 seconds is typically less than 30 megabytes. Compared to the memory requirements of the complete data structure, a compression ratio of $64: 1$ is achieved. Note that consecutive frames in a 3 D video sequence contain a lot of redundant information (i.e., regions of the object remaining almost static), or changes that could be efficiently encoded using temporal prediction and motion compensation algorithms. However, efficient computation of 3D scene flows is nontrivial.

## Image-space Coding

Alternatively, the free-viewpoint video data can be organized and compressed in image space $\left[\mathrm{WLW}^{+} 05\right]$. To this end, an image-space representation and data format are used adopted by MPEG as an extension of the MPEG-4 AFX standard [ISO05]. Note that in the standard, this representation is named Depth Imagebased Representations (DIBR) Version 2. Combined with suitable coding methods it is capable of streaming and displaying sparse multiview video data from arbitrary viewpoints. It is based on the fundamental concept of storing all information describing a scenes' visual appearance in multichannel video images. Each pixels' channels define different attributes of discrete point samples of observed surfaces. These include color, position, and optional data needed for high-quality rendering. Multichannel multiview video compression can be implemented with standard MPEG video coding tools and readily available video coding methods can thus be
reused. Consequently, a complete free-viewpoint video system can be built using only MPEG-standardized tools-to our knowledge the first of its kind. Figure 8.5 illustrates this image-space free-viewpoint video framework.

Similar to our object-space coding scheme, the image space free-viewpoint video coding scheme is based on a dynamic point cloud as underlying 3D data structure. Since the point attributes are again separately stored and compressed, a referencing scheme that allows for the unique identification between points and their attributes is necessary. Using the camera images as building elements of the data structure, each point is uniquely identified by its position in image space and its camera identifier.

Furthermore, looking separately at each camera image, only foreground pixels are of interest-these contribute to the point cloud describing the 3D object. Thus, the segmentation mask from the camera images is used as reference for all subsequent coding schemes. In order to avoid shifts and wrong associations of attributes and points, a lossless encoding of the segmentation mask is required. This lossless segmentation mask must be at the disposal of all encoders and decoders. However, all pixel attributes can be encoded by a lossy scheme. Nevertheless, a lossless or almost lossless decoding should be possible if all data are available.

A great variety of image and video coding methods are available today, and more are under development. Of particular interest for 3D video systems are standard formats developed by MPEG and JPEG, since interoperable systems are targeted. Würmlin et al. [WLW ${ }^{+} 05$ ] selected a few standard codecs for an extensive


Figure 8.5: Overview of the image-space 3D video pipeline.
evaluation of different coding methods for image-space coding of 3D video data, namely MPEG-4 and JPEG-2000. They also present a novel progressive video coding method for this representation $\left[\mathrm{LWW}^{+} 04\right]$ that fulfills all requirements for unconstrained free-viewpoint video playback as defined by MPEG.

Figure 8.6 shows rendered image-space FVV results using MPEG-4 and JPEG-2000 as coding methods at different bit rates. Per-camera target bit rates are devised of 128 and 512 kbps and the available rate is allocated such that color uses twice as much bits than depth. The shape is encoded separately and accounts for approximately 25 kbps per camera. The rendered images in Figure 8.6 are composed of two reference cameras, so the total bit rates for these images are 306 and 1,074 kbps. MPEG-4 clearly outperforms JPEG-2000 due to motion compensation and its shape-adaptive nature. An extensive evaluation can be found in Würmlin [Wür04].

### 8.1.4 REAL-TIME 3D VIDEO

Würmlin et al. [WLG04] presented a real-time free-viewpoint video system based on dynamic point samples. A differential update stream inserts, deletes, or updates point samples on the fly in real time. It exploits the spatio-temporal coherence of individual 2D video streams by interframe prediction of input changes in image space. The prediction does not require expensive calculations like texture motion


Figure 8.6: Rendered FVV images with different coding methods: (a) uncompressed data, (b) JPEG-2000 at tota bit rate of 512 kbps per camera, (c) MPEG-4 at total bit rate of 512 kbps per camera, and (d) MPEG-4 at total bit rate of 128 kbps per camera.
fields or 3D scene flows. While being conceptually simple the presented approach effectively cuts down the number of expensive 3D shape computations. By using a feedback loop that confines the number of active cameras, the acquisition process is dynamically controlled and can be scaled smoothly from view dependence to view independence. Moreover, virtual viewpoint- and resolution-driven sampling allows smooth transitions between a subset of the reference cameras and adapts to bandwidth or processing bottlenecks. The method features efficient rendering from arbitrary spatio-temporal positions and supports multiple viewers. This freeviewpoint video pipeline is designed and optimized for real-time applications and, hence, performance and quality are traded off at multiple stages. Figure 8.7 depicts a conceptual overview of this processing pipeline.

This real-time 3D video system is the enabling technology of the blue-c system $\left[\mathrm{GWN}^{+} 03\right]$. The blue-c system combines the qualities of total immersion experienced in CAVE-like environments with simultaneous, real-time 3D video acquisition and rendering from multiple cameras. This concept enables a number of participants to interact and collaborate inside an immersive, virtual world, while perceiving the photorealistic three-dimensional human inlays of their collaboration partners in real time.


Figure 8.7: Conceptual components of the real-time 3D video processing pipeline.

## Differential Coding

The correspondence between the point samples and the pixels in the input video camera allows for detecting changes in the input image and to propagate them to the point samples. Consequently, a dynamic point sample can be generated, updated, and deleted based on the changes in the camera image. The dynamic behavior of point samples can be described with three basic operators:

- New generates new point samples after they have become visible in one of the input cameras.
- KILL removes point samples from the representation once they vanish from the view of the input camera.
- UpDATE corrects appearance and geometry attributes of point samples that are already generated, but whose attributes have changed with respect to prior frames of the input camera.

The time sequence of these operators creates a differential operator stream that updates a 3D video data structure for a remote viewer. An INSERT operator results from the reprojection of a pixel with color attributes from image space into threedimensional object space. Any real-time 3D reconstruction method that extracts depth and normals from images can be employed for this purpose (e.g., the imagebased visual hull algorithm [ $\left.\mathrm{MBR}^{+} 00\right]$ ). DeLETE operators perform a lookup of the reference point sample and eliminate it. Update operators are generated by all pixels that have been inserted in previous frames and that are still foreground pixels. They can be divided into three categories. The detection of color changes is performed during interframe prediction and leads to an UPDATECOL operator. UpDatePos operators take care of geometry changes and are analyzed on spatially coherent clusters of pixels in image space. If the differences to the previous depths exceed a threshold, 3D information is recomputed for entire blocks of points. Thus, the scheme proposes an efficient solution to the problem of uncorrelated texture and depth-motion fields. Note that position and color updates can be combined to an UpDatePosCol operator. All other candidate pixels for updates remain unchanged and no further processing is necessary. A simple image-space interframe prediction mechanism is employed that derives the operators from the original video images by only using two functions for pixel classification, namely foreground/background segmentation and color differencing.

## Results and Discussion

The current implementation of the real-time 3D video pipeline implemented in the blue-c system is able to deal with up to 85,000 Insert or UpDatePos operations or more than 800,000 UPDATECOL and DELETE operations per second. A caching scheme ensures that the computation time for the costly InSERT and UpdatePos operations decreases logarithmically with the number of processed operations. The raw performance is sufficient for processing objects with less than 30,000 points.


Figure 8.8: Bidirectional transmission of real-time 3D video data in the blue-c: (a) portal view, and (b) rendering snapshot.

Figure 8.8 shows images of a bidirectional 3D video conference between two blue-c portals and illustrates user interaction. The small image in the lower left corner depicts an original camera view in the smaller portal. The big image in Figure 8.8a provides insight into the main portal and shows the rendered 3D video image of the other participant who can be controlled and viewed arbitrarily by the user. The big image in Figure 8.8b shows a rendered snapshot in a similar session.

Due to performance reasons only a coarse silhouette representation is used for 3D reconstruction. This results in a rough 3D shape approximation of the person. Temporarily visible geometry artifacts can be observed. These are due to the inherent nature of the visual hull reconstruction method that is not capable of properly reconstructing concave regions. During a live run of the blue-c system the mean bit rate of a differential 3D video sequence is 2.6 Mbps at nine frames per second. On average, more than 15,000 points were maintained in the 3D data structure. The peaks in the short-term bit rate are strongly correlated to the movements of the person and to the changes of the virtual viewpoint.

### 8.1.5 3D VIDEO OF DYNAMIC SCENES

Most of the systems presented earlier in this chapter are limited by the applied reconstruction algorithms to the capture of foreground objects or even humans only, and scalability in terms of camera configurations and data structures is not addressed. Moreover, most of the underlying representations and processes are still depth image based and typically do not allow for convenient editing. Waschbüsch et al. [WWC $\left.{ }^{+} 05\right]$ presented a scalable 3D video system that captures and processes
dynamic scenes based on point samples. They envision a system where also editing of the spatio-temporal streams is easy to perform. For this purpose, they rely on view-independent 3D geometry streams, which allow for similar authoring and editing techniques as carried out in common 3D content creation and modeling tools. Inserting novel objects to a scene or adding spatio-temporal effects is becoming straightforward with simple postprocessing methods, and one has no longer to cope with the common limitations of image-based representations.

The 3D video-acquisition system consists of several so-called 3D video bricks that are capturing high-quality depth maps from their respective viewpoints using calibrated pairs of stereo cameras (see Figure 8.9). The matching algorithm used for depth extraction is assisted by projectors illuminating the scene with binary structured light patterns. Alternating projection of a pattern and its inverse allows for concurrent acquisition of the scene texture using appropriately synchronized color cameras.

The depth maps are postprocessed to optimize discontinuities, and the results from different viewpoints are unified into a view-independent, point-based scene representation consisting of Gaussian ellipsoids. During merging, outliers are removed by ensuring photo consistency of the point cloud with all acquired images from the texture cameras. Editing operations like compositing and spatio-temporal effects can then be applied to the view-independent geometry. Novel viewpoints of the dynamic scene are rendered using EWA splatting 6.1.


Figure 8.9: Overview of the scalable 3D video framework.

## Scalable 3D Video Bricks

The basic building blocks of the scalable 3D video setup are movable bricks containing three cameras and a projector illuminating the scene with alternating patterns. Two grayscale cameras are responsible for depth extraction, while a color camera acquires the texture information of the scene. Figure 8.10 shows a single brick prototype. The prototype setup operates with three bricks, each consisting of a standard PC with a genlock graphics board (NVIDIA Quadro FX3000G), a projector synchronizing to the input signal (NEC LT240K), and cameras having XGA resolution (Point Grey Dragonfly). The components are mounted on a portable aluminum rig as shown in Figure 8.10. The system is complemented by a synchronization microcontroller (MCU) connected to the cameras and the genlock-capable graphics boards.

At a certain point in time, each brick can only capture depth information from a particular fixed position. In order to span a wider range of viewpoints and reduce occlusion effects, multiple movable bricks can be combined and individually oriented to cover the desired working space as illustrated in Figure 8.11. Scalability of multiple bricks is guaranteed, because overlapping projections are explicitly allowed by the depth reconstruction and because the computation load of each brick does not increase during real-time recording.

## Simultaneous Texture and Depth Acquisition

Each brick concurrently acquires texture information with the color camera and depth information using the stereo pair of grayscale cameras. Stereo vision generally


Figure 8.10: Scalable 3D video brick with cameras and projector (a), simultaneously acquiring textures (b), and structured-light patterns (c).


Figure 8.11: Configuration of the scalable 3D video prototype system.
requires a highly texturized scene to find good correlations between different views. It generally fails in reconstructing simple geometry of uniformly colored objects (e.g., white walls). As a consequence, artificial textures are added to the scene by projecting structured-light patterns. Binary vertical stripe patterns are used with randomly varying stripe widths. It supports strong and unique correlations in the horizontal direction and is at the same time insensitive to vertical deviations that may occur from inaccuracies in the camera calibration. To avoid untexturized shadows, the scene is illuminated by patterns from all bricks at the same time.

Alternating projections of structured-light patterns and the corresponding inverses enable simultaneous acquisition of the scene textures using an appropriately synchronized texture camera as illustrated in Figure 8.12. Note that this camera does not see the patterns emanating from the projector, but only a constant white light, which preserves the original scene texture (see Figure 8.10). Since the patterns are changing at a limited rate of 60 Hz (projector input frequency), flickering is slightly visible to the human eye. Alternative solutions using imperceptible structured light [CNGF04] do not show any flickering, but require faster, more sensitive, and, therefore, more expensive cameras for reliable stereo depth extraction.

Each brick acquires the scene geometry using a depth from stereo algorithm. Depth maps are computed for the images of the left and right grayscale cameras by searching for corresponding pixels. To reduce occlusion problems between the views, the


Figure 8.12: Camera exposure with inverse pattern projection.
cameras are mounted at a small horizontal baseline of 20 cm . Depth is acquired by space-time stereo [ZCS03], which exploits time coherence to correlate the stereo images and computes disparities with subpixel accuracy. However, because correlation algorithms assume continuous surfaces, some artifacts arise at depth discontinuities. For moving scenes, discontinuities in image space are extended into the temporal domain, making correlation computation even more difficult. Hence, adaptive correlation windows covering multiple time steps are only employed in static parts of the images that can be detected by comparing successive frames. Remaining errors can be smoothed out with a discontinuity optimization technique based on color segmentation and disparity extrapolation.

To model the resulting three-dimensional scene, a view-independent, point-based data representation is used. By merging all reconstructed views into a common world-reference frame, a convenient and scalable representation is achieved: additional views can be added very easily by back-projecting their image pixels. To be able to handle noise due to inaccurate 3D reconstruction or camera calibration every point is modeled by a three-dimensional Gaussian ellipsoid. After back-projection, the point model still contains outliers and falsely projected samples. Some points originating from a specific view may look wrong from extrapolated views due to reconstruction errors, especially at depth discontinuities. In the 3D model, they may cover correct points reconstructed from other views, disturbing the overall appearance of the 3D video. Thus, those points are removed by checking the whole model for photo consistency with all texture cameras. The final model can then be rendered by using EWA splatting 6.1, which can be extended by view-dependent blending.

## Results and Discussion

For the results presented here, a dynamic scene is recorded with the setup consisting of three sparsely placed bricks covering an overall viewing angle of $70^{\circ}$ horizontally and $30^{\circ}$ vertically. Figure 8.13 shows novel views of the acquired scene in Figure 8.10, rendered from the reconstructed 3D model.

The re-renderings have an appealing look with a high-quality texture. Acquisition noise is smoothed out by the blending method. Even highly detailed geometry like the folds in the tablecloth can be reconstruced. However, there are still some artifacts at silhouettes that could be reduced by using matting approaches as done by Zitnick et al. $\left[\mathrm{ZKU}^{+} 04\right]$. Some remaining outliers are also visible in the images. They could be reduced using a combination of multiple outlier removal algorithms 5.1 and by enforcing time coherence in the whole reconstruction pipeline. This system is able to acquire a large viewing range with a relatively low amount of cameras. To support increasingly large ranges, the system is scalable up to full spherical views. To fully cover $360^{\circ}$ in all dimensions about 8 to 103 D video bricks are needed.

The view-independent data model provides possibilities for novel effects and 3D video editing. Once the three-dimensional information is available, selection and compositing issues become straightforward and can be easily implemented using spatial clustering or bounding box algorithms. Such tasks are much harder to achieve on both conventional 2D video and view-dependent 3D video approaches based on light fields or depth maps only. Some example effects are shown in Figure 8.14, and more can be found in Waschbüsch [ $\mathrm{WWC}^{+} 05$ ].


Figure 8.13: Rerenderings of the 3D video from novel viewpoints.


Figure 8.14: Special effects: (a) actor cloning, and (b) motion trails.

### 8.1.6 CONCLUSION

This section showed some application scenarios for point-sampled 3D video. Due to their unique spatio-temporal properties, point samples feature many advantages as compared to other descriptions, like triangle meshes. Point samples can be employed as a basic primitive for both offline and online free-viewpoint systems for capturing and resynthesizing objects only or complex scenes.

### 8.2 STATISTICAL REPRESENTATIONS

## Aravind Kalaiah and Amitabh Varshney

### 8.2.1 MOTIVATION

Computer graphics has traditionally assumed crisp representations of geometry. Thus, each point and each triangle's location are assumed to be known accurately and precisely. Recent advances in 3D model-acquisition technologies, such as laser scanning, have led us to a stage where we can now scan more accurately (at submicron levels) as well as at great distances (even entire cities, in some cases). This has led to the emergence of massive and highly detailed 3D point-cloud data. Such large pointcloud datasets have inspired new research directions in their representation and rendering by leveraging statistical tools and techniques.

As the point-cloud datasets grow in complexity, density, and richness of their representation, the importance of any one point is diminished among many. Further, as the spacing between the acquired samples reaches the same order of magnitude as the limits of acquisition precision, crisp representations of geometry become redundant, or worse, misleading. Statistical, or nondeterministic, representations of geometry provide a valuable alternative to the traditional models of representation. The central idea in the statistical representation of points is to represent the aggregate shape of a collection of points as a probability distribution. Statistical representation of points lends itself naturally to a multiresolution representation by building probability distributions over a hierarchy of points. It also provides a graceful transition from crisp representations of points to those with uncertainty. Finally, it lends itself to efficient transmission and rendering on modern graphics processors (GPUs).

### 8.2.2 RELATED WORK

Various chapters of this book have already covered much of the related point-based representations. Here we focus on related work in the context of fuzzy geometry and the connections between statistics and graphics.

Fuzzy geometry has its origins in the very first paper on fuzzy sets [Zad65] where the notion of their convexity was explored. Since then an impressive body of literature has covered a number of fuzzy-set properties including geometric properties (such as proximity, medial axis, and convexity), topological properties (such as connectedness of topological spaces, relationship to mathematical morphology, and adjacency), and metric properties (such as area, perimeter, and diameter). The interested reader can refer a series of survey articles on these by Rosenfeld [Ros84, Ros98].

Some of the earliest work in computer graphics that involves statistical distributions and their uses includes Fournier et al.'s [FFC82] stochastic procedural modeling, Reeve's [Ree83] particle systems, and Cook's [Coo86] distributed ray tracing. Recent work includes stochastic displacement mapping [SBCR05], stereological textures [JDR04], and photon mapping [Jen01]. Most of this work however does not involve statistical representations of given 3D objects. A notable exception is recent work by Pauly et al. [PMG04] that elegantly incorporates uncertainty of point samples into a unified representation of shape.

### 8.2.3 STATISTICAL POINT GEOMETRY

Statistical models can efficiently represent data coherence and patterns [DHS01]. Principal component analysis (PCA) [DHS01] is one of the simplest methods of statistical analysis, and yet is powerful enough to model an adequate class of
point-cloud distributions. In addition, a PCA-based ellipsoidal representation is compact and simple enough to be used for efficient rendering and transmission.

## Principal Component Analysis

The principal component analysis of a set of points, $\mathcal{P}=\left\{\mathbf{p}_{i} \mid i=0, \ldots, N-1\right\}$, in a $d$-dimensional space gives us the mean $\mu$, an orthogonal frame $\Psi$, and the standard deviation $\sigma$ of the data [DHS01]. The terms $\mu$ and $\sigma$ are $d$-dimensional vectors and we refer to their $i$-th component as $\mu_{i}$ and $\sigma_{i}$ respectively, where $\sigma_{i} \geq \sigma_{j}$ if $i>j$. The frame $\Psi$ consists of $d$ vectors with the $i$-th vector referred to as $\Psi_{i}$. In a three-dimensional space we simply refer to the individual components by the $x, y, z$ subscripts (for example, $\left.\mu=\left(\mu_{x}, \mu_{y}, \mu_{z}\right)\right)$. In our case, the input is a set of $N$ points with three attributes: spatial position $\mathbf{x}$, normal $\mathbf{n}$, and color $\mathbf{c}$. We refer to the mean, standard deviation, and the frame of the position attribute of the points by $\mu(\mathbf{x}), \sigma(\mathbf{x})$, and $\Psi(\mathbf{x})$, respectively. We determine these values through a PCA analysis of the $(x, y, z)$ values of the points. This gives us an anisotropic Gaussian distribution centered at $\mu(\mathbf{x})$, aligned along the directions $\Psi_{x}(\mathbf{x}), \Psi_{y}(\mathbf{x})$, and $\Psi_{z}(\mathbf{x})$, with the standard deviation along these directions being $\sigma_{x}(\mathbf{x}), \sigma_{y}(\mathbf{x})$, and $\sigma_{z}(\mathbf{x})$, respectively. Such a distribution can be effectively visualized as an oriented ellipsoid with intercepts proportional to $\sigma_{x}(\mathbf{x}), \sigma_{y}(\mathbf{x})$, and $\sigma_{z}(\mathbf{x})$ (see Figures 8.15 a and b).


Figure 8.15: (a) The nodes at the midlevel resolution of the hierarchy built for the David's head model. Each ellipsoid in this figure represents an anisotropic Gaussian distribution of the geometry with their intercepts being their corresponding standard deviation $\sigma(\mathbf{x})$. The ellipsoids are colored by their mean color, $\mu(\mathbf{c})$. (b) Scaling the ellipsoids by a factor $\gamma=3.5$ ensures that the geometry is represented up to a confidence index (CI) of at least 99.7\% (i.e., the ellipsoids enclose at least 99.7\% of the cumulative Gaussian distribution of the statistical points).

We refer to the mean, variance, and the basis of other attributes such as normal and color with the appropriate term in parentheses (e.g., $\mu(\mathbf{n}), \Psi(\mathbf{n})$, and $\sigma(\mathbf{n})$ for the normal).

## PCA for Multiple Attributes

PCA analysis is straightforward for spatial coordinates of points that admit well-defined distance metrics, such as the Euclidean. Generalization of PCA to other point attributes such as normals, colors, and textures is possible, but requires extra care due to nonlinearities in defining distances in these other spaces. Let us consider PCA for point normals as an example.

The unit normals can be considered as points on a unit sphere. Therefore, PCA of normals can be viewed as performing PCA directly in a spherical geometry. Another possibility is to use the logarithmic map approach as outlined by Buss and Fillmore [BF01] as follows. Consider a set of point normals $\mathbf{n}_{i}=\left(\theta_{i}, \phi_{i}\right), \forall i=0, \ldots$, $N-1$. Here the normals are represented by their angles $(\theta, \phi) \in([0, \pi],(-\pi, \pi])$. We can compute the mean normal using weighted averages on spheres based on least squares minimization that respects spherical distances by using the logarithmic map and its inverse, the exponential map. We represent the mean normal by its angles, $\mu(\mathbf{n})=(\mu(\theta), \mu(\phi))$. The next step in the PCA analysis is the computation of the covariance matrix. This requires us to define the difference $\mathbf{n}_{i}-\mu(\mathbf{n})$ between a normal and the mean normal. The difference in the normal space can be represented by the difference vector between the 2 D coordinates of the mean normal and the $i$-th normal in the logarithmic space defined on the plane tangent to the unit sphere centered at the mean normal $\mu(\mathbf{n})=(\mu(\theta), \mu(\phi))$ [BF01]. The rest of the PCA analysis proceeds as usual. The eigenanalysis of the covariance matrix gives us the eigenvectors and the variances of the Gaussian distribution along these vectors.

The geometry of color and texture spaces is more involved since it involves perceptual assessments. In absence of a clear consensus on the correct way to carry out a perceptually meaningful PCA analysis in the space of color or textures, one possibility is to simply treat these additional point attributes in the same way as spatial coordinates and perform the straightforward PCA analysis for them. In such a case, the $(r, g, b)$ color values are treated as points in a three-dimensional space and a PCA in this space gives us its mean, $\mu(\mathbf{c})$, principal components, $\Psi(\mathbf{c})$, and the standard deviations, $\sigma(\mathbf{c})$. Another possibility is to convert the RGB color space to a more perceptually uniform color space, such as the hue, saturation, and value (HSV), and then carry out the PCA analysis.

We have discussed above how one can perform PCA independently for the attribute spaces of location, orientation, color, and textures. This has several advantages for real-time rendering that we will discuss later. However, the approach of carrying
out PCA independently for every attribute has the disadvantage that it does not decorrelate across the attribute spaces. One possibility is to address this by performing PCA in the unified space of all the attributes. Consider a PCA analysis of the points, $\mathbf{p}_{i}=\left(x_{i}, y_{i}, z_{i}, \theta_{i}, \phi_{i}, r_{i}, g_{i}, b_{i}\right), \forall i=0, \ldots, N-1$, in the 8D space of position (3D), normal (2D), and color (3D). This requires computing the mean and the covariance matrix in the unified 8D space. One can use the Buss and Fillmore [BF01] approach to compute the normal components of the mean and the difference vectors used in the 8D eigenanalysis. Performing PCA in the unified space of all attributes is more effective at representing the data, especially at lower resolutions, but suffers from increased computations and storage required for 8D eigenanalysis. The covariance analysis done here can also be used for the pointsimplification technique discussed in Section 4.3.2.

## Statistical Hierarchies

A variety of hierarchical schemes may be used to organize points [Sam05]. These include spatial hierarchies such as octrees and K-d-trees, as well as bounding volume hierarchies such as bounding spheres. Some of these are discussed in Section 4.4. Statistical hierarchies represent data at different levels of detail by using either a spatial or a bounding volume hierarchy. Points that are classified as belonging to a single node of the hierarchy are then collectively represented by their PCA parameters. As discussed above, these PCA parameters could be computed independently on an attribute-by-attribute basis or in a unified space of all attributes. Hierarchies built from isotropic nodes, such as regular grids, octrees, and bounding spheres, require less storage per node and are faster to traverse. Anisotropic hierarchies, such as K-d-trees and ellipsoidal hierarchies, approximate the underlying data distributions more succinctly. Similar observations hold for statistical hierarchies. Kalaiah and Varshney report binary hierarchies based on two-means clustering [KV05] superior to those based on octrees [KV03b].

The distortion of a partitioning is defined as the sum of the distances of the points from the partition's mean [DHS01]. A partitioning scheme that aims to represent the constituent points well would strive to reduce the distortion under some appropriate distance metric. The approach of $k$-means clustering achieves this in a natural fashion. Consider the case for $k=2$. Kalaiah and Varshney [KV05] initialize the two starting means (centers) for the $k$-means algorithm by doing a PCA over the points and choosing $\mu(\mathbf{x})+\frac{\sigma_{x}(\mathbf{x})}{2} \Psi_{x}(\mathbf{x})$ and $\mu(\mathbf{x})-\frac{\sigma_{x}(\mathbf{x})}{2} \Psi_{x}(\mathbf{x})$ as the initial guesses. This is a reasonable assumption since the data vary maximally along $\Psi_{x}(\mathbf{x})$. The $k$-means clustering algorithm then iterates over the twin steps of partitioning the point set according to the proximity of each point to the two means and then updating the two means according to this partitioning. Figure 8.16 illustrates three iterations of the clustering algorithm. Pauly et al. [PGK02a] use a geometric method to separate the point set for their point-based simplification hierarchy (see Section 4.3.2).


Figure 8.16: These figures illustrate three iterations of the clustering algorithm used for spatial partitioning of a set of points. Successive iterations reduce the distortion between the original set of points and the cluster centers (shown as blue crosses).

They separate along the principal direction $\Psi_{x}(\mathbf{x})$ with the separating plane passing through the mean $\mu(\mathbf{x})$. A similar strategy is used by Brodsky and Watson [BW00] for hierarchical mesh partitioning. This approach is equivalent to the first iteration of the clustering scheme. The subsequent iterations then successively reduce the distortion. One can stop iterating when the difference in the average distortion between two successive iterations is sufficiently small or when the number of iterations is more than an upper bound. This clustering step can be made more efficient using the technique proposed by Kanungo et al. [ $\mathrm{KMN}^{+} 02$ ]. The hierarchical partitioning may be terminated for nodes that have less than a user-specified number of points (say 30 ).

## Distance Metrics

Choosing the distance metric is a crucial issue when building a hierarchy over points. The Euclidean distance metric is a good metric in most instances and also produces a balanced hierarchy. However, it has a tendency to merge disjoint parts of the surface if they are close enough. The Mahalanobis distance metric [DHS01] can address this by warping the space such that distances along the local normal direction computed by PCA are weighed higher than the distances along the tangential directions. Consider a PCA node defined by the pair $(\mu(\mathbf{x}), \Psi(\mathbf{x}))$. The Mahalanobis distance $\xi\left(\mathbf{p}_{0}\right)$ between a point $\mathbf{p}_{0}$ (with a spatial attribute $\mathbf{x}_{0}$ ) and $\mu(\mathbf{x})$ is given by $\xi\left(\mathbf{p}_{0}\right)=\left\|S(\mathbf{x}) T(\mathbf{x}) \mathbf{x}_{0}\right\|_{2}$, where $T(\mathbf{x})$ is the affine transformation matrix that transforms $\mathbf{x}_{0}$ to the coordinate frame $\Psi(\mathbf{x})$, and $S(\mathbf{x})$ scales the result by $\left(\frac{1}{\sigma_{x}(\mathbf{x})}, \frac{1}{\sigma_{y}(\mathbf{x})}, \frac{1}{\sigma_{z}(\mathbf{x})}\right)$. This is shown in Figure 8.17.

The Mahalanobis distance metric generally leads to partitions that most would classify as being more natural and intuitive. This is because the Mahalanobis distance metric measures distances respecting the local anisotropy of the partitions that the Euclidean metric cannot. Still, the Mahalanobis metric remains a heuristic for partitioning, although generally a better one than the Euclidean metric. When the surface
is too complex to be neatly partitioned into two clearly disjoint surfaces, the use of the Mahalanobis distance metric can produce an imbalanced partitioning. Here one can use a hybrid strategy: first try a $k$-means clustering based on the Mahalanobis metric, and if that partitioning turns out to be imbalanced, switch to a Euclidean distancebased partitioning. Figure 8.18 illustrates the Lucy model at various resolutions of the hierarchy.


Figure 8.17: (a) The Mahalanobis distance. (c) The partitioning of the sphere and plane model of (b) obtained by a partitioning plane-based approach while (d) is the partitioning obtained by the Mahalanobis distance-based approach. The partitions have been rendered by the ellipsoids corresponding to their respective PCA attributes.


Figure 8.18: The Lucy model at various resolutions. Each ellipsoid in this figure represents an anisotropic Gaussian distribution of the geometry with their intercepts being their corresponding standard deviation $\sigma(\mathbf{x})$. The ellipsoids are colored by their mean color, $\mu(\mathbf{c})$.

## Classification and Quantization

Compact representation of a hierarchy is essential for reducing the geometry bandwidth required for its transmission and rendering. Compression methods for meshes can reconstruct the original geometry up to a given level of quantization [Dee95, IS00, TR98, TG98]. Such methods have been extended for progressive compression and reconstruction [AD01, COLR99, GD02a, TGHL98]. Higher compression rates can be obtained by using representations that approximate the given input without necessarily trying to reproduce the original samples [KSS00], with spectral compression [KG00], or with view-dependent quantization [HV01].

Classification and quantization are two powerful techniques that can be used to efficiently encode the coherence in the statistical parameters of a point hierarchy. In the PCA hierarchy discussed above, the standard deviations $\sigma$ exhibit a high level of coherence. Classification based on a $k$-means clustering algorithm on the standard deviations ( $\sigma(\mathbf{x}), \sigma(\mathbf{n})$, and $\sigma(\mathbf{c}))$ can be used to generate a lookup table with a small number of representative variances. Kalaiah and Varshney [KV05] use only 12 bits each for $\sigma(\mathbf{x})$ and $\sigma(\mathbf{n})$, and 6 bits for $\sigma(\mathbf{c})$. They quantize $\mu(\mathbf{x})$ in 32 bits using a 10-11-11 quantization, where the dimension of minimum width uses a 10 -bit quantization. The value of $\mu(\mathbf{c})$ is encoded in 16 bits using a 5-6-5 quantization of its red, green, and blue values [RLO0].

Quantization of a coordinate frame (such as $\Psi(\mathbf{x}), \Psi(\mathbf{n})$, or $\Psi(\mathbf{c})$ ) can be carried out by quantizing the quaternion coefficients representing its rotation from the principal axes. However, this gives equal weights to each of the three axes of the frame. In practice, encoding the normal $(\Psi(\mathbf{n}))$ more carefully could be justified on the grounds that it is the primary influence on the appearance, at least for isotropic illumination models. One possibility is to, therefore, quantize $\theta$ and $\phi$ angles representing $\Psi(\mathbf{n})$ in more bits, say 8 and 10 , and the third angle $\omega$ that will fix the entire frame $\Psi(\mathbf{n})$ in fewer bits, say 6 . Thus, the frame $\Psi(\mathbf{n})$ can be quantized into 24 bits. We refer the reader to Kalaiah and Varshney [KV05] for the details of fast decoding of the encoded frame. Overall, each node can be represented with 13 bytes of spatial and normal information with 4 extra bytes required for color. A complete single-precision floating-point representation would have required 96 bytes. Figure 8.19 illustrates the effectiveness of this method.

### 8.2.4 STATISTICAL RENDERING

The statistical hierarchy is used in identifying an appropriate set of nodes representing a view-dependent level of detail. Each node of the hierarchy provides a set of statistical parameters that govern the generation of a set of well-distributed points. These points are used for the final rendering.

| $\mu_{p}(32)$ | $f_{p}(24)$ | $\sigma_{p}(12)$ | $f_{n}(24)$ | $\sigma_{n}(12)$ | $\mu_{c}(16)$ | $f_{c}(10)$ | $\sigma_{c}(6)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

(a)

(b)

(c)

Figure 8.19: (a) A node is quantized into 13 bytes for the spatial and normal information. Four extra bytes are used for the optional color information. The breakdown is shown in bits. (b) View-dependent rendering on a $512 \times 512$ window from about 191,000 unencoded nodes and about 824,000 generated points. (c) The same rendering from encoded nodes. We encode each node to 17 bytes using quantization and classification. Notice that there is little difference between rendering with encoded and unencoded data.

## Statistical Regeneration of Points

Each node of the statistical hierarchy gives a probability distribution of the points that it represents. For a PCA-based hierarchy, the distribution is Gaussian:

$$
\begin{equation*}
p(x)=\frac{1}{(2 \pi)^{d / 2}|\Sigma|^{1 / 2}} e^{-(x-\mu)^{T} \Sigma^{-1}(x-\mu)}, \tag{8.1}
\end{equation*}
$$

where $d$ is the dimensionality of the attribute and $\sum$ is the covariance matrix of the attribute values. Points respecting this distribution can be generated using a 3D extension of the Box-Muller transform [BM58, SG69, WLH97]:

$$
\left[\begin{array}{l}
x  \tag{8.2}\\
y \\
z
\end{array}\right]=\left[\begin{array}{ccc}
\sigma_{x}(\mathbf{x}) & 0 & 0 \\
0 & \sigma_{y}(\mathbf{x}) & 0 \\
0 & 0 & \sigma_{z}(\mathbf{x})
\end{array}\right]\left[\begin{array}{c}
\tau \sqrt{1-r_{2}^{2}} \\
\cos \left(2 \pi r_{1}\right) \\
\tau \sqrt{1-r_{2}^{2}} \\
\sin \left(2 \pi r_{1}\right) \\
\tau r_{2}
\end{array}\right],
$$

where $r_{0}, r_{1}$, and $r_{2}$ are uniformly distributed random numbers in $(0,1],[0,1]$, and $[-1,1]$, respectively, and $\tau=\sqrt{-2 \ln \left(r_{0}\right)}$. Normals for points can be generated by using the 2D Box-Muller transform to sample the logarithmic map plane discussed by Buss and Fillmore [BF01], and then using the exponential map to revert them back to the surface of a sphere.

Working with a unified representation of location, orientation, and color (as discussed in Section 8.2.3), will require us to generate Gaussian random numbers in an 8D space. We can do this by first sampling points uniformly on a 8D hypersphere [Ma172] and then radially distort them according to a Gaussian distribution of unit variance. We can then use these Gaussian numbers and distort them according to the 8D PCA parameters of the node (mean, standard deviation, and basis). Note that the points generated this way have the proper position and color attributes. However, the normals are still in the 2D Lie space. We convert these values to normals in 3 D by using the logarithmic map with respect to the mean $(\mu(\theta), \mu(\phi))$ [BF01].

The above scheme for sampling assumes that all the variances are nonzero. However, in practice one often finds several nodes with one or more zero variances. An easy way to deal with such special cases of zero variances of $\sigma_{i}(\mathbf{x})$ is to simply set a minimum threshold value (say of the order $10^{-15}$ ). This allows a uniform treatment of all ellipsoids (even if they vanish along some dimensions).

## Quasirandom Sampling

Regeneration of points satisfying a certain probability distribution requires uniformly distributed random numbers as an input. Usually such random numbers are generated using a pseudorandom number generator. However, as seen in Figure 8.20a the distribution of pseudorandom numbers does not cover the space equally. In other words, they have a high discrepancy owing to the independent sampling of each pseudorandom number [Nie92]. Quasirandom numbers generated from algebraic sequences such as the Sobol sequence [PFTV03] have a low discrepancy as successive random numbers are aware of the random numbers that were generated earlier and hence are placed so as to minimize the discrepancy (see Figure 8.20b). Quasirandom numbers have been used successfully in computer graphics, for instance, in the Monte Carlo integration for global illumination [Kel96]. Another nice property of the quasirandom numbers generated from algebraic sequences is that smaller sequences are a strict subset of larger sequences. This allows a one-time precomputation of a sufficiently large quasirandom number sequence, from which one can use a suitable subset as needed based on view and display parameters.

To determine how many quasirandom samples are needed to render a given statistical node, we set up an empirical test-bed that links the number of generated points to the screen-space dimensions of the node. This is similar in spirit to the


Figure 8.20: (a) Eight hundred points generated in a two-dimensional space from a pseudorandom sequence while (b) shows 800 points generated using quasirandom numbers. Quasirandom numbers are preferable since they show low discrepancy that results in a more uniform distribution.
randomized $z$-buffer idea by Wand et al. [WFP ${ }^{+} 01$ ]. It is easy to empirically establish a relationship between $\sigma(\mathbf{x})$ and the number of points to be generated to completely cover the projection of an ellipsoid with dimensions of $\gamma \times \sigma(\mathbf{x})$. The multiplicative factor of $\gamma$ is important here. The Gaussian distribution never really goes to zero and one will have to generate an infinite number of points to cover the entire distribution. However, it can be shown that the region enclosed by $\gamma=3.5$ has a confidence index (CI) of at least $99.7 \%$ (i.e., it covers at least $99.7 \%$ of the distribution). Hence, we limit ourselves to generating enough points so that the screen-space area occupied by this enclosed region is covered. At render time we estimate the $z$-distance of the mean $\mu(\mathbf{x})$ from the camera and estimate the dimensions on the screen to be $\lceil F \sigma(\mathbf{x}) / z\rceil$, where $F$ is the distance between the center of projection and the view plane. We use this to index the table for determining the number of points to generate. A representative sampling table appears in Kalaiah and Varshney [KV05].

## Client-server Rendering

Statistical representations are well suited for rendering over a client-server setup, including a GPU-CPU system, or remote rendering. In a client-server setting the server sends the statistical nodes to the client that generates points based on the probability distribution parameters specified in the node. This is shown in Figure 8.21.

Transmission to the client involves two phases: the initial startup phase and the perframe update phase. In the startup phase the client receives initialization information about the geometry, such as the classification and quantization parameters for all the
attributes of the statistical nodes. This information is used in the update phase to decode and render the statistical nodes. We present two scenarios in client-server rendering: on-demand and view-dependent rendering. In on-demand rendering the user selects a subset of the model using a refinement window. The client requests the server to update the nodes in that window. The server sends back the encoded statistical information of the refined nodes (see Figure 8.22). This framework is better suited for remote rendering over low-bandwidth communication channels.


Figure 8.21: Client-server rendering. The server selects the level of detail to be used for rendering in a viewdependent manner. The nodes of the appropriate level of detail are transmitted to the client, which is either the graphics card or a remote-rendering device. The client renders each node by generating points and their attributes from the statistical information of the node.


Figure 8.22: On-demand rendering. Rendering of PCA nodes on a remote PC with (a) square splats and (b) with quasirandom sampling. The client selects a refinement window in (c). ( $d$ and $e$ ) The rendering of the refined nodes with square splats and quasirandom sampling, respectively. The figures show that quasirandom sampling conveys more information for the same number of nodes. However, (the software rendering at the client) was twice as slow.

Our view-dependent rendering algorithm is similar to the ones used for view-dependent rendering of triangle meshes. An appropriate level of detail in the hierarchy is maintained as a level cut across the hierarchy tree or a tree cut. Thus, in regions where higher detail is desired the tree cut is close to the leaves of the hierarchy and in regions of low detail the cut is closer to the root. The level of detail is updated at each frame depending on the proximity of the object to the user (see Figure 8.23).

## GPU Considerations

Statistical hierarchies of points can be used for rendering on modern graphics processors (GPUs). Rendering the nodes of a statistical hierarchy requires their decoding and generation of points. Both of these can be easily implemented using vertex shaders. Ongoing improvements in the programmability of the GPUs will further ease the mapping of rendering of statistical hierarchies of points.

Decoding a PCA node requires communicating the values of $\sigma, \mu$, and $\Psi$ for each of the attributes from the CPU to the GPU. We currently send raw values of $\sigma(\mathbf{x}), \sigma(\mathbf{n})$, $\sigma(\mathbf{c})$ as well as $\mu(\mathbf{x}), \mu(\mathbf{n})$, and $\mu(\mathbf{c})$ from the CPU to the GPU without any classification or quantization since the requisite support for their decoding is currently not available on GPUs. To decode the frames $\Psi(\mathbf{x}), \Psi(\mathbf{n})$, and $\Psi(\mathbf{c})$ we send the values of the sine and cosine of their respective $\theta, \phi$, and $\psi$ values. The latest GPUs do allow sine and cosine computations at the vertex shaders and on such GPUs we only need to send the angles.


Figure 8.23: Figure (a) shows the means of the nodes of the tree cut during view-dependent rendering. Figure (b) shows the rendering of the model using quasirandom sampling at the GPU.

Quasirandom sequences are highly appropriate for GPU-based generation of points. We can generate a 3D quasirandom sequence of, say, 500 points, and store it on the GPU as the vertex coordinates of a unit Gaussian distribution in a vertex array range (VAR). We also store an equal number of 2D quasirandom numbers as normals of the VAR vertices. During rendering, the PCA attributes of the node are sent as texture coordinates and the function g 1 DrawArrays() is invoked to render the required number of (generated) points from the VAR array. The GPU delivers the quasirandom numbers to the vertex shaders as a sequence of normal and vertex coordinates. For each incoming vertex at the vertex shader, we reconstruct the PCA information of the node, use the quasirandom numbers to determine the attributes of the point, and let the GPU rasterize them. Since OpenGL is a state machine the PCA parameters that we send before the invocation of g 1 DrawArrays ( ) are available for all the generated points. Hence, we only send the PCA attributes to the GPU once for each node as opposed to sending them for every generated point. We, however, have the computational overhead of decoding the PCA attributes for each sample point. Overall, we are able to achieve a $30 \%$ speedup in the rendering time compared to the strategy of sampling points at the CPU. This speedup is mainly due to the reduced bus bandwidth and the SIMD nature of the shaders.

### 8.2.5 CONCLUSION

The rise in the power and resolution of modern-day three-dimensional scanning has diminished the relative importance of the individual points. This section discusses a statistical model that represents the point geometry as a probability distribution. One of the advantages of this model is that it efficiently scales to a hierarchical representation that can represent the point geometry from the coarsest to the finest resolution. The statistical model can be efficiently stored using classification and quantization and it can be rendered with good quality using quasirandom sampling. The statistical model extends easily for remote rendering on resource-constrained devices.

### 8.3 VISUALIZATION OF ATTRIBUTED 3D POINT DATASETS

Guido Reina, Thomas Klein, and Thomas Ertl

### 8.3.1 MOTIVATION

Since the available computational power is steadily growing, more and more science areas rely on simulations of ever-growing problem sizes producing a respectively huge amount of data output. Simulation and experimental measurement in life
sciences, physics, chemistry, materials, and thermodynamics yield large and often also time-dependent datasets. Interactive visualization is the key service that facilitates the analysis of such datasets and thus enables the researchers in those fields to quickly assess and compare the results of a simulation or measurement, verify and improve their models, and in so doing coming ever closer to understanding how dynamic processes work. An example for such large supercomputer simulations is the galaxy formation calculations done by the VIRGO Supercomputing Consortium [VIR05]. Figure 8.24 shows a rendering of such a simulation dataset. It is the result of a multibody simulation consisting of 134 million data elements and shows a snapshot from a simulation of the matter distribution in the early universe.

The main challenge in visualizing such datasets is two-fold. First, containing the necessary storage capacity and the bandwidth requirements caused by the sheer data size, and second, reducing the processing load caused by the visualization itself. The approach that will be described here aims for distributing the load between the available computational units by leveraging the parallel processing power of the GPU for the actual rendering, thus freeing up the CPU for the data-processing groundwork.


Figure 8.24: Rendering of a galaxy formation simulation dataset containing 134 million data points: (a) point splatting, and ( $b$ ) high-dynamic range rendering of the same dataset using high-precision floating point blending and a local tone-mapping operator.

Point-based methods have been in use in visualization for a long time. There are numerous examples where points were used as a rendering primitive, including scatter plots, as are widely used in information visualization [Cle85, PKH04], or splatting techniques that are common in volume visualization [Wes90, LH91, MMC99, ZPvBG01a]. Due to space restrictions, these methods will not be discussed here. Instead this section will focus on the more specific topic of application-tailored point-based methods for GPU-based glyph visualization.

## Scattered 3D Data

Scattered data, in the context of this section, are defined as a set of discrete attributed points which, unlike typical visualization datasets and the point-sampled geometry data discussed in Chapters 3 through 6, do not contain any topological information since they are not part of a sampled surface or manifold. Often it is possible to infer connectivity in a dataset in order to be able to use traditional visualization techniques, such as direct or indirect volume rendering, relying on interpolation to derive the assumed continuity. A typical approach would be to generate an unstructured grid based on a Voronoi tesselation. In the datasets in question, however, there is no implicitly defined grid structure or continuity and neither is it reasonable to impose these properties because of the strictly discrete nature of the data points. In fact, those points do not represent coordinates where continuous values are sampled, but distinct entities with attributes such as spatial extent and simulation-pertinent properties like particle type, impulse, orientation, age, etc. Therefore, in the following, we like to refer to the data elements not as points but as individual particles that can be represented by application-specific glyphs.

## Multiple Levels of Semantic Density

The semantic density of a particle (i.e., the number and diversity of associated attributes) varies depending on the origin of the data. This can be either physical attributes captured from measurements of real objects, or properties derived from the physical model underlying a numerical simulation. In the simplest case this information will comprise only a spatial position. However, if the generation process yields more attributes for the particles, like a certain shape and spatial extent, there is the need to include such information in the visualization as well. If the glyph representing the particle is not infinitely small, it can also exhibit an orientation, but to display this orientation, an anisotropic shape or surface quality is needed that allows the user to perceive this orientation. In the following sections different primitives will be described that allow for an increasing number of attributes to be displayed making use of different kinds of glyph representations. Starting with the description of a generic framework for point-based glyph rendering in Section 8.3.2 the discussion will be continued by multiple sections on different glyphs appropriate for the visualization of particles of varying semantic
density. Section 8.3.3 describes the visualization of isotropic particles as found in most multibody simulations, Section 8.3.4 deals with oriented ellipsoidal particles used in tensor field visualization, and Section 8.3.5 details the rendering of dipole glyphs for the visualization of nanoscale simulations in thermodynamics.

## Complex Primitives

The rendering of complex glyphs for a large number of particles naturally is a performance problem, since the processing power for generating and the bandwidth for transmitting polygonized complex primitives to the GPU are limited. This is especially problematic when dealing with dynamic or time-dependent data. Thus, the challenge is to minimize the amount of data that has to be transferred from the CPU to the graphics processor. The second general goal is to minimize processing on the CPU by shifting as much computational load as possible to the GPU. The most bandwidth-efficient geometric primitive being the point, it is straightforward to use a parameterized representation of the different shapes and render just a single, attributed point primitive. As will be shown in the following for simple, unshaded isotropic shapes it may be sufficient to use basic point-splatting techniques or precalculated texture sprites (see Section 6.2.2); anisotropic and shaded surfaces, however, require more elaborate GPU processing. This is accomplished by working with implicit surface representations directly in the vertex-processing units and fragment-processing units of the GPU which, in addition, allows for per-pixel surface precision and shading. This choice is further supported by the currently very short product life cycle of GPUs, leading to the creation of more optimized GPUs with ever-increasing parallelism and processing power. The algorithms that will be shown in the remainder of this section can directly benefit from such innovation, since in the past a speedup between 100 and $700 \%$ for complex shaders has been observed when switching from one generation of GPUs to the next.

### 8.3.2 A FRAMEWORK FOR POINT GLYPH VISUALIZATION

In Section 4.4 methods for efficient storage and access of points and their attributes have been discussed. The framework used for implementing the different particlerendering methods discussed in this section is based on a generic and flexible rendering infrastructure for large, time-dependent particle datasets [HE03] and employs a hierarchical organization of the data, similar to the bounding volume hierarchies described in Section 4.4.2.

The data hierarchy is depicted in Figure 8.25a. At the lowest level it contains the raw particle data used as input for the visualization. For each consecutive hierarchy level $i$, a number of elements of the next lower level $i+1$ are grouped into a cluster. This process is repeated until only a single cluster remains, which defines the root of the tree (level 0). For each cluster node a representative particle is generated


Figure 8.25: The hierarchical data structure used in the framework (a) and a representation using relative coordinates (b) where same hues refer to the same hierarchy levels.
that summarizes the elements contained therein. These representatives are stored in parallel to the cluster hierarchy. A cluster node always contains pointers to its subcluster nodes as well as to the representatives of the subclusters, but no pointer to its own representative. Level 0 and level $n$ are exceptions to the structure since level 0 contains only the root cluster and level $n$ contains no cluster nodes at all. Using flat data structures (see Section 4.4.5) for storing the particles and the representatives enables us to take advantage of OpenGL Vertex Arrays to transfer the data in large contiguous chunks. Such a hierarchy can be generated, for example, by the repeated application of a PCA-split with subsequent aggregation of subclusters.

During rendering the hierarchy is traversed and for each level either the representative points are rendered or the recursion is continued by descending deeper into the hierarchy by visiting the subclusters on the next level. Criteria used to steer the recursion process could be the projected screen size of the cluster representative, user-specified error thresholds, the relative contribution to the final color of a pixel, or the available time budget for rendering a single frame while still ensuring interactivity.

To minimize the space requirements for storing the particle cloud and to further reduce the bandwidth requirements for transferring the data to the GPU, the framework allows the user to store the positional data using relative coordinates and make use of the cluster information to calculate the absolute coordinates. Thus, less accuracy is needed for storing the relative coordinates since the clusters of higher levels have logarithmically decreasing extent. Reconstruction of the correct absolute coordinates from the quantized values (see Section 4.4.4) can be easily accomplished on the GPU. Using the float coordinate of the cluster center this reduces to scaling by the cluster extent and offsetting by the cluster origin, as shown in Figure 8.25b.

### 8.3.3 VISUALIZATION OF ISOTROPIC PARTICLES

The primary goal for the rendering framework [HE03] used is to enable interactive exploration of extremely large point datasets without resorting to volume-rendering techniques and the subsequent loss of detail. This application is geared especially toward datasets originating from cosmological multibody simulation and SPH simulation datasets. For this purpose, particles as well as clusters are represented either as transparent disks or hollow spheres. This is justified by the assumption that the geometry of a distant star can be approximated as isotropic. Both types of primitives are prerendered into a texture and output as point sprites supported by most modern graphics hardware. Since display resolution is relatively low compared to the immense number of particles, a high number of stars will be rendered into the same framebuffer pixel. Therefore, blending is used to achieve the optical impression of such densely packed clusters with hundreds of stars.

## Rendering

Several considerations have to be made about the brightness of the particles and how to achieve a consistent rendering output [HE03]. The overall goal is to minimize popping artifacts during the adaptive rendering by ensuring that all cluster representatives offer sufficient visual continuity to allow them to replace the cluster children on the fly without changing the overall visual appearance. The following rules are applied:

- If a particle is smaller than the pixel it must occupy, its brightness will be accordingly attenuated in a vertex program.
- A single point representing a cluster of particles must have an area that matches the extents of the cluster.
- The radiant flux $\Phi$ of a cluster representative must match the total radiant flux of all its children, so its brightness has to be adjusted according to the relation of the areas covered by the children and the area of the cluster representative:

$$
\begin{equation*}
\Phi=\frac{\sum \phi_{i} A_{i}}{A_{\text {cluster }}} \tag{8.3}
\end{equation*}
$$

Since at the time of the original publication by Hopf and Ertl [HE03] only eight-bit framebuffers were available, it has to be ensured that the resulting radiant flux $\Phi$ does not exceed the representable range, otherwise the particle size has to be increased beyond its original extents to be able to correctly emit enough radiance. Even with all these precautions taken, blending operations can still cause overflows in the framebuffer. Due to the fact that large particle cloud datasets have an extremely high overdraw, the utilized dynamic range is severely limited and much contrast is lost. Therefore, user interaction was required to adjust the brightness. Another problem of the original particle representation is that it allows single points to have a big screen-space footprint for compensating high radiance, even if they were not cluster representatives.

As we like to think about each particle as a small star in a huge environment, it would be more appropriate if the objects representing stars were always at most two or three pixels in size. Cluster representatives, on the other hand, cannot be limited in size because visual continuity has to be preserved. Removing the sizing rules from the vertex program and replacing them with a constant size meant that the irradiance of a single point could not be represented with eight-bit precision. Fortunately, modern GPUs like the NVIDIA GeForce 6800 series feature a complete 32-bit precision floating-point-rendering pipeline. Working with floating-point precision allows us to work with a greater numerical range to improve the rendering quality of the original work. Unfortunately, the current generation of graphics cards supports at most 16-bit floating-point precision blending. However, this still provides a much higher relative precision and data range.

Using tone mapping [RSSF02] makes it possible to dynamically adapt to the properties of the current image and rescale its brightness for optimum contrast on output, which is still limited to eight bits per channel. That way the user does not need to adjust any parameters of the visualization to explore the fine details of a dataset. Figure 8.24 shows two renderings of a 134 million point galaxy simulation dataset. The left image was generated using the original point-splatting algorithm described in Hopf and Ertl [HE03]. The right image shows the result of the rendering algorithm that takes the high dynamic range of the input data into account.

### 8.3.4 VISUALIZATION OF ANISOTROPIC PARTICLES ON THE GPU

The simplest closed anisotropic particle shape that can be described analytically is the ellipsoid. It also is an intuitive glyph widely used in tensor field visualization. Examples are the visualization of the strain tensor in engineering or geomechanics applications or the visualization of diffusion tensor imaging data in the medical setting $\left[\mathrm{SZF}^{+} 91, \mathrm{PB96}\right]$. Furthermore, ellipsoids have been used as a modeling primitive [BK02] for the representation and efficient transmission of geometrical models. In this section we will concentrate on the use of ellipsoidal glyphs for the visualization of symmetric tensor fields that originate, for example, as diffusion tensors from MRI measurements. However, the method presented here is not limited to this application.

Figure 8.26 shows an example of a diffusion tensor MRI dataset of the human brain visualized using ellipsoid glyphs. The dataset contains about 1.4 million tensors.


Figure 8.26: Visualization of a diffusion tensor MRI dataset of the human brain with a combination of glyphs and volume rendering. On a NVIDIA GeForce 7800 GTX using a $512^{2}$ viewport, these images can be rendered at about 40 frames per second; 230 frames per second can be achieved by rendering only the glyphs.

Of these only approximately 9,000 glyphs corresponding to tensors of highly linear diffusion are shown, since they correspond to white matter neuronal pathway structures that are of special interest in this setting. Additional color coding was done according to the fractal anisotropy of the diffusion tensors. In order to provide some context of the spatial relationship, the glyph visualization is combined with a semitransparent volume ray casting of the same data. The image to the right shows a detailed view of a central part of the brain, known as the corpus callosum. This part is especially rich in nerve fibers since it connects the left and right hemispheres of the brain.

Diffusion tensors are typically represented by symmetric $3 \times 3$ matrices. Since a symmetric matrix $A$ has three real eigenvalues and a corresponding orthonormal system of eigenvectors, it can be factored into a diagonal matrix $\Omega$ of its eigenvalues and a rotation matrix $R$ of the eigenvector basis (i.e., $A=R \Omega R^{T}$ ). Thus, the eigenvalues and eigenvectors of $A$ can be identified with the shape parameters of an ellipsoid, where the absolute values of the eigenvalues correspond to the length of principal axes of the ellipsoid and the eigenvector system specifies its orientation with respect to the standard basis.

Traditionally, the resulting ellipsoid representations are rendered either using ray tracing or by tessellating them into a triangle mesh subsequently rendered using the graphics processor. But rendering several hundred thousands of tensor glyphs at interactive rates is a performance problem because there is a lot of geometry data involved. Even when OpenGL display lists or vertex arrays are employed, the frame rates that can be achieved for reasonably smooth tessellated ellipsoids are far from being interactive. Furthermore, since it is often not possible to select or filter the data directly on the GPU (e.g., for time-dependent datasets), it is not possible to store the data in video memory. Instead, they have to be transferred to the GPU for every rendered frame.

A first approach for rendering perspectively correct ellipsoidal shapes that does not depend on tessellated geometry was presented by Gumhold [Gum03]. However, this approach differs from the point-based method [KE04] that will be described in the following, as it uses quadrilateral splats as the basis for the rendering. The presented approach instead reduces the amount of information that has to be transferred over the graphics bus to the GPU to the necessary minimum to avoid this potential bottleneck. The required geometric data per-rendered ellipsoid are broken down to the vertex position and few additional per-vertex attributes of a single OpenGL point primitive in exchange of higher vertex processing and rasterization effort. In the following sections the GPU-based ellipsoid rendering algorithm will be described, which allows the computation of the perspectively correct projection of a Phongshaded ellipsoidal shape from this data.

## Particle Representation

Each ellipsoid is represented by the center point $\mathbf{p}_{i}$ of the glyph, the spatial extent given by a vector $\mathbf{h}_{i}$ of the lengths of its principal axes, and a quaternion $\mathbf{q}_{i}$ describing the orientation of the local coordinate system spanned by the principal axes. These three properties can be easily encoded into the 3D vertex position, the normal vector, and the four element vertex color attributes of a single GL_PO INT primitive. Thus, no more than ten floating point values, or 40 bytes, per ellipsoid have to be transferred over the system bus to the GPU. Of course, this number can be further reduced if relative coordinates and quantized values are used (see Section 8.3.2).

The boundary surface of an ellipsoid can be represented implicitly by the quadratic form

$$
\begin{equation*}
\left\{\mathbf{x} \mid\left\|M_{i}^{-1}\left(\mathbf{x}-\mathbf{p}_{i}\right)\right\|^{2}=1\right\} \tag{8.4}
\end{equation*}
$$

where $M_{i}=Q_{i} H_{i}$ is a symmetric, positive definite matrix given by the scaling matrix $H_{i}=\frac{1}{2} \operatorname{diag}\left(\mathbf{h}_{i}\right)$ and the rotation matrix $Q_{i}=R\left(\mathbf{q}_{i}\right)$ that describes the orientation with respect to the local coordinate system of the ellipsoid. Thus, an affine mapping $M_{i} \mathbf{x}+\mathbf{p}_{i}$ from the local parameter space of the ellipsoid-in the case of tensor glyphs spanned by the eigensystem of the tensor-to the world coordinate system can be defined.

## Rendering the Implicit Geometry

In this section a brief outline of the rendering algorithm will be given. For each ellipsoid an OpenGL point primitive is rendered, either by specifying the above described properties using immediate mode OpenGL calls or using vertex arrays for reduced CPU overhead. The actual rendering of the particle shapes takes place in a combination of a vertex and a fragment program. Since only a single point primitive is drawn, the screen-space footprint covered by the perspective projection of the ellipsoid's shell has to be determined and the screen-space size of the rendered base point has to be adapted accordingly. This is done in the vertex program, by projecting the ellipsoids' bounding box into clip-space. Since OpenGL points are always square, the final point size is defined by the longer edge of the axis-aligned rectangle enclosing the projection. This is clearly a drawback of the presented approach, because many fragments have to be considered in the following steps that could be excluded if a non-axis-aligned rectangular area were used. But in fact this is only a problem if the ellipsoid projects to a rather large, non-axis-aligned screen area. In many applications where large numbers of objects have to be rendered, including ours, the number of pixels that are covered by a single object is often quite small. In addition, all values that are needed in the fragment program and remain constant for all fragments covered by the respective ellipsoid are precomputed in the vertex program. Passing these as vertex attributes, they get automatically replicated for each fragment of the
rasterized point by the linear interpolation of vertex attributes. Precomputing as many values as possible reduces the rasterization cost (i.e., the operation count) in the subsequent fragment program.

The next steps are implemented in the fragment program. First, a ray-casting approach is used to compute the resulting shape of the ellipsoid's 2D projection according to the current view parameters. For each fragment covered by the rasterized point primitive a ray $\mathbf{x}=\mathbf{p}_{v}+\lambda \mathbf{d}$ from the eye point through the object-space position on the view plane of the rasterized fragment is computed. Since the origin of the eye ray in object space is constant for all fragments of the projection it has to be computed only once per ellipsoid, which is also done in the vertex program. In contrast, the ray direction $\mathbf{d}$ has to be computed for each fragment separately. Because only a single point is rendered it is not possible, for example, to exploit the linear interpolation of vertex attributes during the rasterization for the computation of $\mathbf{d}$, as it is done in Gumhold [Gum03]. Instead $\mathbf{d}$ has to be computed from the current viewing parameters given by the model-view-projection matrix available as a fragment state variable by unprojecting the 2D screen-space coordinates of the fragments.

All fragments of the point splat can be classified to lie either inside or outside the silhouette of the projection by intersecting the eye rays with the implicit representation of the ellipsoid. Intersecting a straight line with an ellipsoid is not difficult, but it is even simpler when working in the local coordinate system of the ellipsoid. Since all necessary transformations are affine, and therefore preserve straight line segments, it is quite obvious to transform the eye ray into object space and do a simple ray-sphere intersection computation. Then, the actual intersection computation is straightforward. Inserting the ray equation into the object-space expression $\|\mathbf{x}\|=1$ of the ellipsoid yields the condition

$$
\begin{equation*}
\mathbf{d}^{T} \mathbf{d} \lambda^{2}+2 \mathbf{p}_{v}^{T} \mathbf{d} \lambda+\mathbf{p}_{v}^{T} \mathbf{p}_{v}-1=0 \tag{8.5}
\end{equation*}
$$

which only then has real solutions if the determinant

$$
\begin{equation*}
D=\left(\mathbf{p}_{v}^{T} \mathbf{d}\right)^{2}-\mathbf{d}^{T} \mathbf{d}\left(\mathbf{p}_{v}^{T} \mathbf{p}_{v}-1\right) \tag{8.6}
\end{equation*}
$$

is greater or equal to zero. Depending on the sign of $D$ the fragment is either discarded (i.e., killed) or the intersection point and the ellipsoid normal necessary for shading the resulting pixel are computed. Solving Equation (8.5) for the actual intersection parameter

$$
\begin{equation*}
\lambda_{s}=\frac{-\mathbf{p}_{v}^{T} \mathbf{d}-\sqrt{\left(\mathbf{p}_{v}^{T} \mathbf{d}\right)^{2}-\mathbf{d}^{T} \mathbf{d}\left(\mathbf{p}_{v}^{T} \mathbf{p}_{v}-1\right)}}{\mathbf{d}^{T} \mathbf{d}} \tag{8.7}
\end{equation*}
$$

allows us to compute the intersection point $\mathbf{s}=\mathbf{p}_{v}+\lambda_{s} \mathbf{d}$, and since the whole computation is taking place in the local parameter space of the ellipsoid, the position vector
of this point is also identical to the normalized surface normal. With this information per-fragment correct Phong lighting of the ellipsoid surface can be computed. There are only two things missing: the light vector pointing from the point of intersection to the light source position and its reflection about the surface normal. Both can be computed with only a few instructions in the fragment program.

As a last step, the correct depth sorting of the rendered objects has to be ensured. For each fragment, the correct depth value has to be computed and written to the $z$-buffer. Thereto the point of ray-surface intersection $s$ is transformed to world space and the modelview and projection transforms are applied accordingly. After that, perspective division and depth-range mapping yield the corrected depth value for the fragment that allows for the correct depth sorting of both the ellipsoid glyphs and traditionallyrendered geometry.

## Deferred Shading

Since for large numbers of objects the depth complexity is often very high (i.e., there is much occlusion taking place), it is beneficial to defer the shading of the glyphs as long as possible. Doing the shading only once per pixel can save a huge amount of per-pixel computations.

Therefore, instead of computing the shading for each fragment directly in the aforementioned fragment program, the world-space position and normal of the intersection point are stored into offscreen render buffers using, for example, the OpenGL ARB_draw_buffers and EXT_framebuffer_object extensions and an additional shading pass is done that computes the actual color values for the pixels. This can be achieved by rendering a screen-sized polygon using a fragment program that fetches the intersection parameters from textures bound to the respective render buffers of the first render pass. Of course, the shading computation is only meaningful for pixels that are actually covered by a glyph. But this can be easily accomplished by using an alpha mask, for example.

### 8.3.5 VISUALIZATION OF COMPLEX GLYPHS ON THE GPU

The ellipsoid-based representation works very well for relatively simple particles with only few parameters, like in tensor visualization. However, in other application areas, where more attributes are available per particle, more advanced glyphs are required. Thermodynamics researchers, for example, work with molecules of different complexity in molecular dynamics simulations. One particular aspect of research in this area is the simulation of the mechanism of droplet formation in gases for mono-, di-, and quadrupolar molecules. With ellipsoid particles, it is not possible to represent all parameters of such molecules. Specifically, one cannot tell one end of the longest principal axis from the other. Furthermore, the (even symbolic) geometry
of a dipole is quite unlike an ellipsoid barring acceptance of this visualization by the involved researchers. To remedy, a specialized glyph for this specific case can be implemented [RE05].

## Particle Representation

The shape of the new application-tailored glyph is borrowed from the classic ball-and-stick representation that is widely used in chemistry. Since thermodynamicists usually visualize di- and quadrupoles in the same style, the final representation consists of two Lennard-Jones centers with adjustable radii $r_{1}, r_{2}$ and an adjustable distance $d$ between them (see Figure 8.27a). Some dipolar molecules might not necessarily have visually distinguishable radii, and thus it might not be possible to distinguish one end from the other. So we opted for adding a cylindrical bar magnet with adjustable radius along the distance axis to represent the dipole polarity by color and the charge by the cylinder's radius $r_{3}$. The cylinder length $l$ is currently just set in proportion to the two spheres, but could be used to encode another attribute of the molecule as well. The resulting glyph additionally shows the distance between the Lennard-Jones centers and the value of the charge magnitude.

## Rendering

To render the dipole glyphs, we take a similar approach as for the ellipsoids. To simplify the ray casting of the surfaces in the fragment program, all calculations are


Figure 8.27: (a) The different parameters of the dipole glyph. (b) The five possible cases to hit a cylinder.
performed in the local coordinate system of each glyph, thus zeroing out several variables in the generic surface representation. This simplified surface can be described as

$$
\left(\left(\begin{array}{c}
p_{x}-\frac{d}{2}  \tag{8.8}\\
p_{y} \\
p_{z}
\end{array}\right)^{2}-r_{1}^{2}\right)\left(\left(\begin{array}{c}
p_{x}+\frac{d}{2} \\
p_{y} \\
p_{z}
\end{array}\right)^{2}-r_{2}^{2}\right)\left(\left(\begin{array}{c}
0 \\
p_{y} \\
p_{z}
\end{array}\right)^{2}-r_{3}^{2}\right)=0 .
$$

Note that this geometry still contains an infinitely long cylinder. So we need two additional planes to confine the cylinder to a defined length. The different stages of the algorithm are quite similar to the algorithm described in Section 8.3.4. Then, similarly to Section 8.3.4, a combination of a vertex and a fragment program is used to compute the shape and the shading of the glyph from the implicit representation given by Equation (8.8). The actual computation differs only in the following aspects. First, the size of the point primitive is calculated from the projection of a bounding box enclosing the two spheres and adjusted by the projection of the axis of the cylinder extended by its radius.

In the fragment program the eye ray $\mathbf{x}=\mathbf{p}_{v}+\lambda \mathbf{d}$ passing through the current fragment is computed and intersected with the five surfaces representing the glyph. This yields six significant values for the ray parameter $\lambda$, namely the two nearest hits for the spheres, both intersections with the infinite cylinder boundary, and two intersections for the cylinder caps. These have to be sorted in order to decide whether a surface has been hit, and which one. According to Figure 8.27, there are five different cases that have to be considered:

1. $\lambda_{\mathrm{CF}}>\lambda_{\mathrm{CN}}>\lambda_{\mathrm{PF}}>\lambda_{\mathrm{PN}} \quad$ Sphere/Kill
2. $\lambda_{\mathrm{CF}}>\lambda_{\mathrm{PF}}>\lambda_{\mathrm{CN}}>\lambda_{\mathrm{PN}} \quad$ Cylinder
3. $\lambda_{\mathrm{PF}}>\lambda_{\mathrm{CF}}>\lambda_{\mathrm{CN}}>\lambda_{\mathrm{PN}} \quad$ Cylinder
4. $\lambda_{\mathrm{PF}}>\lambda_{\mathrm{CF}}>\lambda_{\mathrm{PN}}>\lambda_{\mathrm{CN}} \quad$ Cap
5. $\lambda_{\mathrm{PF}}>\lambda_{\mathrm{PN}}>\lambda_{\mathrm{CF}}>\lambda_{\mathrm{CN}} \quad$ Sphere/Kill

Then, the conditions $\lambda_{\mathrm{PF}}<\lambda_{\mathrm{CN}}$ and $\lambda_{\mathrm{CF}}<\lambda_{\mathrm{PN}}$ can be used to distinguish whether the cylinder is missed and then either the sphere has to be intersected or the fragment has to be discarded if none of the spheres was hit. To detect the nearest cap, we use $\lambda_{\mathrm{CN}}<\lambda_{\mathrm{PN}}$. This works well except for the case when the eye ray is parallel to the cylinder's axis, which can cause floating point specials for the intersection calculations. This can be avoided, for example, by checking if the distance from the intersection with the nearest cap plane PN to the intersection of the cylinder axis and PN is smaller than the cylinder radius. If this condition is fulfilled, we can be sure that the cap is hit. Another problem is floating-point special values resulting from the square-root operation needed to solve the quadratic equations, and the
invalid lambda values resulting from roots with negative discriminant are replaced by values that lie beyond the far clipping plane. Once the correct intersection is found, the corresponding color is selected and Phong shading is applied. An example for this rendering style can be seen in Figure 8.28.

In this figure you can see two droplets at low pressure in void, at a temperature of 160 K . The left droplet consists of methane molecules (color-coded red) that quickly start to evaporate because the droplet's boiling point is 111.55 K . The right droplet consists of ethane (color-coded green) in stable fluid state; the molecules exhibit two Lennard-Jones centers but no polarity. These droplets collide at a speed of about $200 \mathrm{~m} / \mathrm{s}$. With the point-based visualization, researchers can interactively explore simulations of this size, while the straightforward polygon-based approach they used before did not scale beyond several thousand molecules. One interesting effect that can be observed easily in this simulation-but cannot be deduced without visualizing the dataset-is the fact that the methane molecules form a thin coating around the ethane droplet and the excess molecules evaporate. It can also be seen that the surface tension makes the droplet return to its spherical form after the force of the impact has dissipated.


Figure 8.28: Visualization of the methane-ethane collision simulation dataset with 82,000 molecules rendered with the dipole glyph shader. The ethane molecules are shown in green. On a NVIDIA GeForce 7800 GTX using a $512^{2}$ viewport, these images can be rendered at about 42 frames per second.

### 8.3.6 CONCLUSION

In this chapter an approach has been presented that allows the rendering of complex glyphs directly on the GPU. The aim of this approach is to minimize the amount of data transmitted from the CPU to the GPU, reducing the load on the graphics bus and the CPU. However, this advantage has to be traded for a higher processing load on the GPU, but fortunately the high parallelism and short product cycle of GPU technology allows for higher performance improvements than can be expected for the CPU and, more importantly, the graphics bus. Using recent generations of graphics hardware, the presented algorithms allow the user to interactively explore large, time-dependent simulations containing several hundreds of thousands of semantically dense particles using complex application-specific glyph representations.
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### 8.4 POINT CLOUDS AND BRICK MAPS FOR MOVIE PRODUCTION

Per Christensen

### 8.4.1 MOTIVATION

Collections of 3D point data (point clouds) are getting used more and more as a tool for movie production. It is useful to compute data once and write them out as point clouds. The data can then be reused later-either directly as written or in some manipulated form.

In the past, such data were often generated as 2D textures, which have some desirable properties such as MIP mapping, tiling, and efficient caching. But 2D textures are either tied to the screen parameterization (in which case they are view dependent and can't be reused for different views of the same scene) or tied to the surface parameterization (which requires that the surfaces must have a parameterization).

Three-dimensional point clouds are often more efficient, flexible, and user friendly than 2D textures. They are independent of the viewing direction, surface type, and parameterization. Point clouds truly add another dimension to the process of data generation and reuse. However, point clouds are unstructured and, therefore, not mipmapped, tiled, or cache friendly.

We have introduced a data format called brick map that combines the best properties of 3D point clouds and 2D textures: a 3D representation independent of the surface type and parameterization, and also mipmapped, tiled, and cacheable.

Here we first briefly describe Pixar's RenderMan renderer and point-cloud API, and show some examples where it can be advantageous to store data as 3D point clouds. We then describe the use of point clouds for the calculation of subsurface scattering, approximate ambient occlusion, and global illumination, and show how computation of a radiosity point cloud can speed up photon-mapping global illumination. Next is a description of brick maps: how to generate them and look up data in them, how to efficiently cache the bricks, and how to render and ray trace brick maps as geometry. Armed with the powerful tool of brick maps, we then describe how to compute single-bounce and multibounce global illumination in very complex scenes. In the end, we look at the generation and use of volume data and provide a conclusion.

Some of the methods described in this section are used in everyday movie production at Pixar and elsewhere; other methods are new and promising but have not yet been adopted in production.

### 8.4.2 PIXAR'S RENDERMAN ${ }^{\text {TM }}$

Most of the images in this section are rendered with Pixar's RenderMan renderer (PRMan). PRMan is used for rendering all of Pixar's movies, for example, Toy Story, The Incredibles, and Cars. PRMan is also used for rendering special effects in movies such as Terminator 2, Jurassic Park, Star Wars episodes 1-3, the Harry Potter and The Lord of the Rings movies, and many more.

The rendering algorithm used by PRMan tessellates all surfaces into micropolygons. Each micropolygon can be thought of as a surface element. The micropolygons are shaded and composited into a 2D image. More details about PRMan and its rendering
algorithm can be found in Cook et al., Upstill, Apodaca and Gritz, and Christensen et al. [CCC87, Ups90, AG00, CLF ${ }^{+}$03].

Instead of only generating a 2D image as output, it is simple to augment the rendering algorithm to also write out 3D data for each micropolygon, for example, the shaded color or some other shading results that may prove useful later on. Each micropolygon is approximated as a microdisk-a surfel.

As a part of the PRMan package we also provide an application programmer's interface (API) for point-cloud files. The API makes it simple to read and write pointcloud files in PRMan's format. This makes it possible to write stand-alone programs to process and manipulate point clouds, for example, to compute subsurface scattering or approximate ambient occlusion.

### 8.4.3 BAKING 3D INFORMATION AS POINT CLOUDS

The term baking is often used to describe the computation and storage of data for later reuse. Baking data as view-independent 2D textures require a ( $u, v$ ) parameterization of the surfaces. Some surfaces such as subdivision surfaces, implicit surfaces, and dense polygon meshes do not have an inherent parameterization, so they have to be manually assigned parameter values. This can be cumbersome. Also, the $(u, v)$ ranges can be irregular, for example, the "pinched" areas around the poles of a sphere. In contrast, 3D point clouds have a natural, simple, and ever-present parameterization-3D position $(x, y, z)$.

We distinguish between two types of point clouds: surface point clouds and volume point clouds. Surface point clouds contain data associated with surfaces, and each data point typically contains a surface normal along with the position, radius, and stored data. Surface data points are often referred to as surfels [PZvBG00]. Volume point clouds contain data associated with volumes, so the data points don't have normals.

## Example 1: Baking Specular Reflections

Let's look at an example of 3D baking of surface data. Figure 8.29a shows a Fiat 500L "Topolino" with reflective paint. This model is from early preproduction ray-tracing tests for the Disney Pixar movie Cars [DP06]. The car is modeled as subdivision surfaces and is surrounded by a sphere with an environment map. The image shows reflection of the environment map and interreflections on the car, for example, the reflection of the eyes in the hood. During rendering of this image, the reflection and interreflection data were baked out to a surface point cloud. The point cloud contains approximately 850,000 points, each point containing position (three floats), unit normal (two spherical coordinates-each a short integer), radius (one float), and reflection color (three floats). Some of these points are shown in Figure 8.29b. The point cloud


Figure 8.29: Baked reflection on a Fiat Topolino: (a) original image, (b) surface points with reflection data, (c) surface points with reflection data rendered as disks. (Copyright © Disney/Pixar.)
is also shown in Figure 8.29c with the data points rendered as disks. The density of the point cloud is determined by the image resolution and micropolygon tessellation rate (shading rate).

Now that the reflection data have been baked they can be reused. Since reflection data are view dependent they cannot be reused for other viewing directions-we would get images with the reflections in the wrong locations, similar to Figure 8.29c. However, we can re-render the same image without shooting any reflection rays at all. Furthermore, the point-cloud data can be postprocessed. A useful example of this is blurring the reflections by low-pass filtering the point data. Such blurring is much cheaper than computing glossy reflections using ray tracing.

## Example 2: Baking Ambient Occlusion

The previous example showed baking of reflection data. Another quantity that is often baked is ambient occlusion-a representation of how much of the hemisphere


Figure 8.30: Ambient occlusion: (a) surface point with high ambient occlusion, and (b) surface point with no ambient occlusion.
above each point is occluded by geometry [ZIK98, Lan02]. Figure 8.30 shows two examples of ambient occlusion. In 8.30a most of the hemisphere above the point is covered by geometry, and hence the ambient occlusion is high and the point is rather dark. In Figure 8.30b none of the hemisphere above the point is covered by geometry, and hence the ambient occlusion is low and the point is bright. Ambient occlusion is quite time consuming to compute since it involves shooting lots of rays, so baking and reusing it is a good idea.

Figure 8.31a shows the Topolino car on a plane with baked ambient occlusion values. Now the ambient occlusion can be re-rendered fast-just looking up the baked 3D data is much faster than recomputing the ambient occlusion. Since ambient occlusion is view independent, it can even be re-rendered from a different viewpoint, as shown in Figure 8.32. Furthermore, if the car is deforming (e.g., squashing or stretching), the data can be reused if the deformed car has associated undeformed reference geometry, and if the difference between the correct occlusion on the deformed car and the baked occlusion from the undeformed car is deemed sufficiently small.

## Example 3: Baking Diffusely Reflected Direct Illumination

Direct illumination can be expensive to compute, for example, due to many light sources and ray-traced shadows. Likewise, the surface reflection properties can be surprisingly expensive to compute due to procedural textures, dozens of texture maps, and very complex and general shaders. Figure 8.33 shows an example of a directly illuminated scene with a single light source and purely diffuse reflection.


Figure 8.31: Baked ambient occlusion on a Fiat Topolino: (a) original image, (b) surface points with ambient occlusion data, and (c) surface points with ambient occlusion data rendered as disks.


Figure 8.32: Re-rendering of the Fiat Topolino using ambient occlusion from a point-cloud file: (a) ambient occlusion, and (b) ambient occlusion times diffuse color.


Figure 8.33: Monstropolis city block rendered with direct illumination from the sun and diffuse reflection. (Copyright (c) Disney/Pixar.)

The scene geometry is from the Pixar movie Monsters, Inc. [DP01]: a city block of Monstropolis with many individually modeled buildings, trees, cars, etc. The scene consists of 36,000 high-level primitives, mostly NURBS patches and subdivision surfaces. The shaders have been changed from the original for these tests. In this image large parts of the scene are completely black since no direct light reaches them.

For these tests, the objects were manually divided into 40 groups: each street, building, and car is a group and has a separate point-cloud file. Rendering at resolution $1,024 \times 768$ resulted in 39 million data points being generated. The points were stored in 40 point-cloud files with a total size of 1.3 GB (uncompressed). Figure 8.34 shows all the baked points. The points are so dense that this image looks quite similar to the rendered image in Figure 8.33.

Figure 8.35 shows a more detailed view of two of the point clouds. The point cloud for the car contains 686,000 points (file size 22 MB uncompressed), and the point cloud for the building, tree, and two lampposts contains 2.1 million points ( 68 MB ).

We can reuse the stored reflected illumination values for later re-rendering of this scene. However, as mentioned already, the raw, unorganized point-cloud file format has the drawback that when data are needed from it, the entire point cloud has to be


Figure 8.34: Monstropolis point clouds with diffusely reflected direct illumination.


Figure 8.35: Point clouds with diffusely reflected direct illumination: (a) car, and (b) building with a tree and two lampposts (partial view).
read or the entire point cloud must be stored in memory. This can be prohibitive for complex scenes with many huge point-cloud files, such as in this example. We will return to this issue in Section 8.4.8.

### 8.4.4 SUBSURFACE SCATTERING

Subsurface scattering is an important effect for realistic rendering of translucent materials such as skin, flesh, fat, fruits, milk, marble, and many others. Subsurface scattering is light that enters a material, is scattered one or more times inside the material, and then leaves the material. Subsurface scattering is responsible for effects like color bleeding inside materials and the diffusion of light across shadow boundaries. The photograph in Figure 8.36 shows an example of some real translucent objects.

Subsurface scattering is used on computer-generated characters like Gollum in The Lord of the Rings trilogy and Dobby in Harry Potter and the Chamber of Secrets. Seeing the light scattered through, for example, the ears and nose, adds subtle but significant realism. The subsurface scattering on those two movie characters was computed using a precursor to the method described here; that method used a $z$-buffer instead of point clouds.


Figure 8.36: Translucent grapes and leaves. (Photo by Wayne Wooten.)

Figure 8.37 illustrates a simple example of computed subsurface scattering. The scene consists of a teapot made of a uniform, diffuse material. The teapot is illuminated by two area lights. There is no subsurface scattering in the first image, so the parts of the teapot that are not directly illuminated are completely black. In the second image, the material of the teapot has subsurface scattering with a relatively short mean path length, so the light can penetrate thin parts such as the handle, knob, and spout, but very little light makes it through the teapot body. In the third image, the mean path length is longer, so more light can penetrate the material and even the teapot body is brighter.

We use point clouds for the computation of subsurface scattering. The first pass is the generation of a point cloud containing transmitted direct illumination values: For each micropolygon generated during rendering we write out the position, normal, radius, and transmitted radiance. The next step takes that point cloud as input and computes subsurface scattering results in the form of another point cloud; in this point cloud the point colors represent the light that has been scattered through the volume. The final step is to render an image with the subsurface scattering results.

## Step 1: Baking Transmitted Direct Illumination

In the first step, the object is rendered with direct illumination, and we bake out the light that is transmitted through the surface. We will use the translucent teapot as the main example in this section. The rendered image looks like Figure 8.37a. The point-cloud file has approximately 170,000 points with transmitted radiance values and is shown in Figure 8.38.


Figure 8.37: Teapots with varying degrees of subsurface scattering: (a) no subsurface scattering, (b) some subsurface scattering, and (c) strong subsurface scattering.


Figure 8.38: Point cloud with transmitted illumination values.

In this example, the illumination is direct illumination from two area lights, but it could just as well be high dynamic range illumination from an environment map or global illumination of the teapot.

## Step 2: Diffusion Simulation

The subsurface scattering is approximated as a volume diffusion process; this computation is done using a stand-alone program that reads one point-cloud file and generates another. The subsurface scattering properties of the material can be specified in three equivalent ways: by specifying a material name from a built-in table of data values; by specifying the reduced scattering coefficients, absorption coefficients, and index of refraction; or by specifying the diffuse color (BRDF albedo), diffuse mean free-path lengths, and index of refraction. The diffusion approximation follows the dipole method described by Jensen et al. [JMLH01, JB02] and Hery [Her03].

The algorithm proceeds as follows. First the scattering properties are converted to diffuse albedo, diffuse mean free-path length, and index of refraction if they are not already in that form. Then we read the input point-cloud file with the baked transmitted direct illumination data, and organize the points into an octree, as described in Section 4.4. Each octree node contains information about the centroid of the points in it, the sum of the point areas, and the sum of the power (transmitted radiance times area) of the points. Each node also contains eight pointers to its child nodes. Furthermore, leaf nodes also contain a pointer to a list of the points in it. Then we loop over all the points in the point cloud. For each point, we traverse the octree from its root. If an octree node is deemed sufficiently small and far away from the point, we compute the dipole approximation from the node centroid. If not, we recurse to
the children of the node. When a leaf node is reached, the dipole approximation is computed from each of the points in that node.

The result is a point cloud with a subsurface scattering color at every point. Figure 8.39 shows the subsurface scattering values for the teapot example.

## Step 3: Rendering Subsurface Scattering

We are now finally ready to render an image with subsurface scattering. The subsurface scattering is looked up in the computed subsurface scattering point cloud and the resulting image is shown in Figure 8.40 without and with direct illumination. If desired, one can of course multiply the subsurface color by a texture and also add specular highlights, etc.

## Extensions

The example above had a uniform albedo and uniform diffuse mean free-path length. It is simple to multiply the transmitted radiance by a varying diffuse surface color prior to baking it. For another effect, we can also specify varying albedos and diffuse mean free-path lengths for the diffusion simulation. This means that the diffusion parameters vary over the surface and can give a nice and textured appearance. This requires that the albedo and diffuse mean free paths are baked as data in the point-cloud file along with the transmitted radiance. A few examples are shown in Figure 8.41.

The diffusion approximation described above cannot take blocking internal geometry into account. But sometimes we would like to fake the effect of reduced subsurface scattering near blocking geometry, for example, in skin regions near a bone.


Figure 8.39: Point cloud with subsurface scattering values.


Figure 8.40: Subsurface scattering without and with direct illumination.


Figure 8.41: Subsurface scattering with varying albedo. (Mushroom image by Dylan Sisson.)

This can be done by baking negative illumination values on the internal geometry; these negative values will then make the nearby regions darker.

Figure 8.42 shows three images of a thin translucent box with varying degrees of blocking by a torus embedded in the box. See Hery [Her03] for more discussion and examples of blocking geometry.

### 8.4.5 POINT-BASED APPROXIMATE AMBIENT OCCLUSION

The standard method for computing ambient occlusion is quite time consuming since it requires tracing of many rays [Lan02]. But there is a faster way to compute ambient occlusion-a method that does not involve ray tracing, but only operates on a point cloud. The computed ambient occlusion values are not entirely correct


Figure 8.42: Subsurface scattering with blocking geometry: (a) no blocking, (b) blocking by torus with color $(-2-2-2)$, and (c) blocking by torus with color ( $-5-5-5$ ).
since some occlusion will be overestimated, but for many applications the speed of the point-based approximate computation will make up for the incorrectness.

The computation method is similar to the methods used for efficient $n$-body simulation in astrophysics and electrostatics [App85, BH86, Gre87] and clustering in global illumination [SAG94, CLSS97]. The difference from the $n$-body problem is that gravity and electrostatic forces are independent of direction (they are isotropic) and can simply be combined using the superposition principle, while occlusion does depend on direction (it is anisotropic) and the superposition principle does not apply.

Our method is similar to that of Bunnell [Bun05] in that both methods approximate the surfaces of the scene with disks. The biggest differences are that we use clustering and spherical harmonics and that our algorithm is not implemented on a GPU.

The input is a point cloud of surface data; each point consists of a position, normal, and radius (or, equivalently, area). We treat each data point as a disk. The occlusion contributed by a disk at position $\mathbf{p}_{i}$ with area $A_{i}$ and normalized normal $\mathbf{n}_{i}$ to a point $\mathbf{p}_{j}$ with normalized normal $\mathbf{n}_{j}$ is

$$
\begin{equation*}
o_{i j}=A_{i} \frac{\left(\mathbf{d}_{i j} \cdot \mathbf{n}_{i}\right)_{+}\left(\mathbf{d}_{j i} \cdot \mathbf{n}_{j}\right)_{+}}{\mathbf{r}_{i j}^{2}+A_{i} / \pi}, \tag{8.9}
\end{equation*}
$$

where $\mathbf{r}_{i j}=\left|\mathbf{p}_{j}-\mathbf{p}_{i}\right|$ is the distance between $\mathbf{p}_{i}$ and $\mathbf{p}_{j}, \mathbf{d}_{i j}=\left(\mathbf{p}_{j}-\mathbf{p}_{i}\right) / \mathbf{r}_{i j}$ is the normalized direction from $\mathbf{p}_{i}$ to $\mathbf{p}_{j}$, and $\mathbf{d}_{j i}=-\mathbf{d}_{i j}$ is the opposite direction. Note that we use
the clamped dot product $(\cdot)_{+}$, which is 0 if the dot product is negative. This is to ensure that disks below the horizon at $\mathbf{p}_{j}$ do not contribute occlusion to $\mathbf{p}_{j}$, and that back sides of surfaces don't occlude (although the latter choice is a matter of taste).

For efficient calculation, we don't want to compute the occlusion from every single point to every other point. So we group nearby points together in clusters and treat them as a single point if they are sufficiently far away.

We first construct an octree by recursively dividing the points, as described in Section 4.4 and Chapter 6. The subdivision stops when an octree node contains only a few points (e.g., less than 10). We then represent the projected area of the points/disks in each node, as viewed from different directions, using spherical harmonics $Y_{l m}$ [PFTV03, RH01b].

The projected front-side area of a single disk as seen from direction $\mathbf{d}$ is $A_{i}\left(\mathbf{d} \cdot \mathbf{n}_{i}\right)_{+}$. The coefficients of the spherical harmonic representation of the projected front-side area of a disk are

$$
\begin{equation*}
c_{l m}=\int_{\theta=0}^{\pi} \int_{\phi=0}^{2 \pi} A_{i}\left(\mathbf{d} \cdot \mathbf{n}_{i}\right)_{+} Y_{l m}(\theta, \phi) \sin \theta d \theta d \phi \tag{8.10}
\end{equation*}
$$

where $\theta$ and $\phi$ are spherical coordinates (the azimuth and polar angle, respectively) and $\mathbf{d}=(\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)$.

Like Ramamoorthi and Hanrahan [RH01b] we found that using just the first nine spherical harmonics ( $Y_{00}, Y_{1,-1 \ldots 1}, Y_{2,-2} \ldots 2$ ) gives sufficient accuracy. (If backsides are allowed to occlude, we use the absolute value of the dot product, $\left|\mathbf{d} \cdot \mathbf{n}_{i}\right|$. In this case, the coefficients of the three spherical harmonics with $l=1$ are always zero due to the symmetry of the absolute dot product and the antisymmetry of those three spherical harmonics.) The projected area of a leaf octree node is represented with nine coefficients that are the sums of the coefficients for the disks in that node. For a nonleaf node, the coefficients are the sums of the coefficients of its child nodes.

To compute the occlusion at a point $\mathbf{p}_{j}$, we recursively traverse the octree from its root. If $\mathbf{p}_{j}$ is inside the octree node bounding box or if the projected area of the cluster is larger than a user-specified maximum solid angle $\omega_{\max }$, we go to the child nodes. When a leaf node is reached, we compute the disk-to-point occlusion for the disks in the node. If a nonleaf node is deemed acceptable, we use the projected area from the spherical harmonics representation. With this approach, the occlusion is computed as disks from nearby points and as clusters for more distant points. The $\omega_{\max }$ parameter provides a simple time versus quality trade-off.

Figure 8.43 shows a comparison between ray-traced ambient occlusion and three examples of approximate ambient occlusion computed from a point cloud. Notice that with the raw approximate occlusion some areas are overoccluded, as shown


Figure 8.43: Fiat Topolino with ambient occlusion: (a) ray-traced ambient occlusion, (b) point-based approximate ambient occlusion, (c) point-based approximate ambient occlusion with reduced overocclusion, and (d) point-based approximate ambient occlusion with maximum distance 100.
in Figure 8.43b. At the root of this problem is that we treat the occlusion as if it could be simply added using the superposition principle as, for example, gravity and electrostatic forces. But in reality some geometry might block other geometry, and such blocked geometry should not contribute to the occlusion. For example, a point on the ground receives occlusion not only from the car body, but also from the car interior, engine, and suspension. We can reduce this problem by dividing the hemisphere into $n$ parts and only allowing each part to occlude by at most $1 / n$. This is shown in Figure 8.43c. Furthermore, we can choose to attenuate occlusion from distant objects; an example of this is shown in Figure 8.43 d . The point-based computation of approximate occlusion is typically three to eight times faster than ray-traced computation. For this scene, the ray-traced ambient occlusion in Figure 8.43a took 18.5 minutes to render while the point-based approximate ambient occlusion in Figure 8.43c took 7 minutes.

### 8.4.6 POINT-BASED APPROXIMATE GLOBAL ILLUMINATION

The point-based approximate ambient occlusion method can be extended to compute one or more bounces of diffuse indirect illumination. Diffuse indirect illumination is responsible for color-bleeding effects. The first work on extending ambient occlusion with fast, approximate global illumination was done by Garcia et al. [GSIK01] and Méndez et al. [MSC03].

First we bake a point cloud of diffusely reflected direct illumination. This is the same data type as in the Monstropolis example in Section 8.4.3; however, here we will use another example: the Cornell box with spheres shown in Figure 8.44a. In many cases it is sufficient to generate a rather sparse point cloud like the one shown in Figure 8.44b.

Then we read those data points in, create an octree, and represent the power (radiosity times area) from each octree node using 27 spherical harmonics coefficients- 9 for each of the three color bands. The same hierarchical algorithm that was used for approximate ambient occlusion is also used for color bleeding. A point-based colorbleeding computation takes only a few seconds for a simple scene such as the Cornell box with 100,000 points, and it is often more than an order of magnitude faster than computing a decent solution using ray tracing and shader evaluation at the ray hit points. The resulting point cloud is shown in Figure 8.45.


Figure 8.44: Cornell box with diffusely reflected direct illumination: (a) rendered image, and (b) point cloud.


Figure 8.45: Cornell box point cloud with approximate single-bounce global illumination values.

The point-based approximate approach will often compute too much color bleeding, just as there is often too much ambient occlusion. And colors from near and far objects in the same direction will be mixed. However, as Figure 8.46 shows, in some cases this is not too objectionable. The main visible difference for this scene is that the areas under the spheres are a bit too bright in the approximate solution.

Extending this method to handle multiple bounces is simple, but requires that we also store the diffuse surface colors in the point clouds. The workflow then is as follows. Bake diffusely reflected direct illumination and diffuse colors. Run the approximate global illumination algorithm to compute indirect illumination values, then multiply the computed indirect illumination values by the diffuse color at each point, run the approximate global illumination algorithm again, and so on.

## Discussion

The point-based approximate global illumination computation is much faster than the standard ray-tracing method. The speed is due to the fact that there is no tessellation, no ray tracing, and no shaders involved in the computation.


Figure 8.46: Cornell box with single-bounce global illumination: (a) ray-traced global illumination, and (b) pointbased approximate global illumination.

### 8.4.7 PHOTON MAPS AND RADIOSITY POINT CLOUDS

The photon-mapping method [Jen96, Jen01] is a popular global illumination method that can compute caustics, multiple bounces of diffuse indirect illumination (color bleeding), and multiple scattering in participating media. It can handle reasonably complex scenes since the photon maps are independent of the representation of the geometry.

The original photon-mapping method consists of three passes: photon tracing, photon map sorting, and rendering. A significant speed optimization can be obtained by augmenting the second pass to estimate the irradiance at the photon positions [Chr99]. This irradiance estimation is quick, and makes the rendering five to seven times faster for typical scenes without degrading the image quality. A further optimization is to store the local diffuse surface color with each photon, and estimating radiosity instead of irradiance at the photon positions [Chr02]. Estimating radiosity takes no more time than estimating irradiance (only a few extra multiplications per photon), but makes it faster to compute the indirect illumination, especially if the scene has complex shaders and many textures.

## Step 1: Photon Tracing

In the photon-tracing step, photons are emitted from the light sources and traced through the scene using Monte Carlo simulation. When a photon hits a diffuse surface, it is stored in the global photon map-a point cloud containing the following data: position, surface normal, photon incident direction, photon power, and optionally diffuse surface color. If the photon came from a specular reflection or refraction, it is also stored in a caustic photon map. If the scene contains participating media, photons can also be scattered in the media; the scattering positions of such photons are stored in a volume photon map.

In the following example we focus on diffuse global illumination of surfaces and only consider the global photon map. Figure 8.47 a shows a simple test scene, an orange interior with approximately one million polygons. This image only contains direct illumination and ray-traced specular reflections. Figure 8.47 b shows a global photon map for the room; the photon map contains 500,000 photons.

## Step 2: Photon Map Sorting and Radiosity Estimation

In the second step the photons in the photon map are sorted into a K-d-tree (K-d-trees are described in Section 4.4). We also estimate the radiosity at all or some of the photon positions. Each radiosity estimate is computed by locating the nearest photons, adding up their power, dividing by the area they cover, and multiplying by the diffuse surface color. As part of this computation, an approximate radius is


Figure 8.47: Orange interior: (a) rendered with traditional ray tracing (direct illumination and specular reflections), and $(b)$ photon map (photon powers shown).
determined at each photon position; this radius is determined from the area covered by the nearest photons divided by the number of nearest photons. The use of this radius will become apparent later.

The result of this step is a new point cloud with position, normal, radius, and radiosity data. Figure 8.48 shows the scene rendered using the radiosity values.

The point positions divide the surfaces into a Voronoi diagram with constant radiosity inside each Voronoi cell. These radiosity values can be visualized directly for a rough estimate of the global illumination in the scene, as in Figure 8.48, or can be used as the basis for a high-quality rendering of the global illumination, as discussed below.

## Step 3: Rendering

For high-quality rendering, the diffuse indirect illumination is computed by shooting rays to sample the hemisphere above each point. This particular use of distribution ray tracing [CPC84] is often called final gathering [Rei92]. Final gathering is a time-consuming computation, but it is made much more efficient by interpolation of the computed diffuse indirect illumination results using irradiance gradients


Figure 8.48: Orange interior with radiosity estimates.


Figure 8.49: Orange interior with global illumination: direct illumination, specular reflection, and diffuse indirect illumination.
[WRC88, WH92]. At the ray hit points we look up the precomputed radiosity of the nearest photon with a suitable surface normal. Figure 8.49 shows the orange interior rendered with global illumination using the radiosity estimates shown above.

## Discussion

The photon map method (including the extensions used in this section) is limited by memory: It can only run efficiently if the entire photon map fits in memory at the same time as all the geometry, a texture cache, etc. However, Section 8.4.10 describes a method to handle photon map global illumination in very complex scenes with huge photon maps.

### 8.4.8 BRICK MAPS

Point clouds are generated as unorganized collections of data points. In order to read in these 3D data more efficiently (i.e., on demand and at the appropriate resolution), we have introduced a 3D mipmap representation [Wil83] called a brick map-a tiled, adaptive octree suitable for caching. The brick map representation can be used for both surface and volume data, and is independent of the parameterization of the surface. This is convenient if the surface doesn't have an inherent parameterization. The brick map format is inspired by the adaptive octrees used by DeBry et al.
[DGPR02] and Benson and Davis [BD02]. The tiling, caching, and filtering aspects are 3D generalizations of the handling of standard 2D textures in PRMan.

A brick always has $8^{3}$ voxels in our implementation. We call the brick dense if most of the brick voxels contain data, and sparse otherwise. There are two types of brick maps: brick maps for surface data and brick maps for volume data. Surface data points have associated normals, and to avoid mixing, for example, data from the two sides of one surface, we divide the points into six groups depending on the dominant direction of the normal ( $+x,-x,+y,-y,+z$, and $-z$ ). Each of the six groups is stored in a separate octree. Volume data points do not have surface normals, so one octree is sufficient.

Figure 8.50 shows an example of a brick map of surface data. The figure shows the three coarsest levels of a brick map of a textured surface. The coarsest brick map level consists of a single brick, the second level consists of up to $2^{3}$ bricks, the third level contains up to $4^{3}$ bricks, etc. All the bricks in this figure are sparse.

Figure 8.51 shows an example of a brick map of volume data. The volume data represent a marble volume texture, and all the bricks are dense.

## Advantages of the Brick Map Representation

The brick map format combines the best properties of 3D point clouds and 2D textures:

- The brick map is independent of the original surface type: it doesn't matter whether the surface is a polygon mesh, a collection of NURBS patches, a subdivision surface, or whatever.


Figure 8.50: Brick map of a textured surface.


Figure 8.51: Brick map of a marble volume texture.

- No 2D surface parameterization is necessary. This is an advantage since specifying a 2D parameterization for surfaces, such as subdivision surfaces, implicit surfaces, and dense polygon meshes, can be cumbersome.
- Brick maps automatically adapt to the data density and variation. If, for example, a fairly smooth 3D texture has only one small region with a lot of detail, there will only be many bricks in that one small region. This is in contrast to traditional 2D textures where the entire texture has to have high resolution if just a small part of it has a lot of detail.
- The mipmap representation is suitable for efficient filtering at various scales.
- Bricks are ideal for caching. This makes it possible to deal efficiently with huge brick maps-even collections of brick maps much larger than the available memory.
- The user can specify the required accuracy when the brick map is created. This makes it simple to trade-off data precision versus file size.


## Creating a Brick Map

Given a set of points with associated radii, data, and possibly normals, we want to create a brick map representation of the data. We do this in three steps.

First, the bounding volume of the entire dataset is found. Then, as mentioned already, we divide the data points into seven groups, depending on their normals: one group for points with no normal, and one group for each of the six major directions. Data for points with normals close to $45^{\circ}$ are assigned to two (or even three) groups. This is to facilitate fast lookups: given a normal we can just look up in a single octree.

The second step is to store each data group in a sparse octree structure. The octree nodes and bricks are created on the fly as data points are inserted. Each octree node consists of nine pointers: eight pointers to child nodes and one pointer to a brick. For each data point $\mathbf{p}$, we first compute a small volume $V_{p}$ based on its position and radius. For each octree node, starting at the appropriate root, the data are recursively inserted into the bricks of those octree nodes that $V_{p}$ overlaps. When a point's data are inserted into a brick, we determine which brick voxels the point volume overlaps, and add the data values to the data in those voxels. When added, the data are multiplied by a weight ( $V_{p} \cap V_{v}$ )/V $V_{p}$ that indicates how large a fraction of the point volume $V_{p}$ overlaps the voxel volume $V_{v}$. We also increase the voxel weights.

When all the data have been inserted, we proceed to the third step. First, the data values in all voxels are divided by the weight of the voxel. We then determine the data variation of all $2 \times 2 \times 2$ voxel groups of the brick. If the voxel group data variation is smaller than a user-specified maximum error, we eliminate the data in those eight voxels. If all voxel data in a brick are eliminated, that entire brick can be eliminated. If any voxel data of the brick survive, we write the remaining voxel data of the brick to disk. Empty voxels are not written; this saves a lot of disk space for sparse brick maps. We don't write the weights either, since all data have already been divided by their weights.

To reduce the peak memory use during brick map construction, we construct and write out one octant of each octree at a time. Furthermore, brick voxels and voxel data are dynamically allocated and enlarged as needed during construction-this way, we avoid allocating 512 voxels for sparse bricks.

Figure 8.52 shows the five coarsest levels of the brick map constructed for the ambient occlusion data on the Fiat Topolino.


Figure 8.52: Brick map of ambient occlusion data on the Fiat Topolino.

## Looking Up in a Brick Map

Given a position, normal, and filter size, we want to find the interpolated value of the data at that point-smoothed as appropriate for the given filter size.

We first determine which one of the seven octrees to look up in based on the lookup normal. Then we construct a lookup volume $V_{l}$ from the lookup point position and filter size. The lookup volume is an axis-aligned box (i.e., not necessarily a cube). Then, we recursively traverse the octree, starting at the root and visiting all children that the lookup volume overlaps (usually just one child, but it can be up to eight children). This recursive traversal continues until the node contains voxels of approximately the same size as the lookup volume or a leaf node has been reached.

When we have reached the appropriate level in the octree, we determine which voxels overlap the lookup volume. We increment the lookup result by the voxel data multiplied by the fractional overlap of $V_{v}$ and $V_{l}$ (i.e., $\left.\left(V_{l} \cap V_{v}\right) / V_{l}\right)$. Empty voxels do not contribute to the lookup results.

If the lookup volume overlaps a neighbor octree branch that does not have as much detail as the branch that contains the lookup point $\mathbf{p}$, we use the data at the available resolution. The weights of the data are still determined by the ratio of the overlap volume and the (fine or coarse) voxel volume. More information about lookups that overlap different levels of detail can be found in Benson and Davis [BD02].

Generally the lookup volume size will fall between two levels in the octree. In this case, we can choose to look up in both levels and linearly interpolate the resulting values; this ensures smooth transitions between different resolutions.

Figure 8.53 shows the result of re-rendering the Fiat Topolino by looking up the ambient occlusion in the brick map. These images are indistinguishable from the re-rendered images using the point cloud (see Figure 8.32) but use much less memory since the bricks are read on demand and stored in a fixed-size cache.

## Brick Map Caching-3D Texture on Demand

Bricks are read from disk on demand and cached in memory. If the cache lookups are coherent, the cache has a high hit rate and caching is very efficient. Note that even though the individual bricks can be sparse, the cache slots need to have space for all $8^{3}$ potential voxels in a brick since the same cache slot may be filled later with a dense brick. Our cache uses a least-recently used (LRU) replacement strategy. In our implementation, the brick map cache size can be selected by the user. The default size is 10 MB , corresponding to a capacity of 1,574 bricks if the brick data consist of three floats per voxel.

## Brick Map Rendering

In addition to using the brick map data as textures to color surfaces, we can also render the brick maps directly. This has appealing properties since the brick map is


Figure 8.53: Re-rendering of the Fiat Topolino using ambient occlusion from a brick map: (a) ambient occlusion, and (b) ambient occlusion times diffuse color.
an inherent level-of-detail representation of the geometry. Since the bricks are stored in a fixed-size cache and only loaded on demand, we can render very, very complex scenes with this approach. As an extreme example, imagine a complex object defined as a very dense polygon mesh or a large collection of NURBS patches. Even if the object only covers a single pixel in the image, we still have to read the entire object definition into memory-and must keep it there until we are certain we won't need it anymore. In contrast, if the object is represented as a brick map, only the very coarsest brick will be read in.

The appropriate brick map level is determined from the screen size of the object. A reasonable convention is to choose the brick map level such that the brick voxels are approximately the size of an image pixel. Figure 8.54 shows a direct rendering of the Fiat Topolino ambient occlusion brick map at three different sizes, hence using different levels of the brick map.

## Brick Map Ray Tracing

In addition to rendering directly visible brick maps, we can also ray trace them. The appropriate brick map level is determined from the ray differential. The ray differential describes the difference between a ray and its (real or imaginary) neighbor rays. Ray differentials were introduced for specular reflection by Igehy [Ige99] and extended to diffuse reflection by Suykens and Willems [SW01]. More information about the use of ray differentials can also be found in Christensen et al. [CLF ${ }^{+} 03$ ]. We choose the brick map level where the brick voxels are approximately the size of the ray differential cross section.


Figure 8.54: Direct rendering of the Fiat Topolino ambient occlusion brick map at three different sizes.

The ray-brick intersection test can be done in several ways. A brute-force approach simply tests for intersection with each of the (up to 512) nonempty voxels in the brick. This is in fact the most efficient approach for bricks with very few nonempty voxels. For denser bricks it is more efficient to recursively subdivide the brick into octants and test the octants for intersection before recursing. The recursion stops after at most three levels when we reach the level of individual voxels. A voxel grid-stepping approach similar to Bresenham's [Bre65] line-drawing algorithm is also possible. Figure 8.55 shows ray tracing of the Fiat Topolino brick map using three different levels of the brick map.

## Discussion

The description here of brick map construction and lookups is a more up-to-date version of the description in Christensen and Batali [CB04]. One major difference is that we now divide brick maps for surface data into six separate octrees instead of dealing with incoherent normals at the brick voxel level. We have also changed from box-shaped bricks (with a shape that followed the aspect ratio of the bounding box of the point cloud) to enforcing cubic bricks. The advantage is that each data point now typically gets inserted into fewer voxels since the volume we assign to each point is also cubic. We also improved the lookups to allow noncubic lookup volumes (i.e., anisotropic filtering).

An interesting area of future work would be to develop a brick map API and an interactive tool for editing brick maps.


Figure 8.55: Direct rendering and ray-traced reflection of the Fiat Topolino ambient occlusion brick map at three different sizes. (Ray-traced reflection at bottom.)

### 8.4.9 SINGLE-BOUNCE GLOBAL ILLUMINATION

Tabellion and Lamorlette [TL04] presented a method for computing single-bounce global illumination. Their method is implemented in the PDI/Dreamworks proprietary in-house renderer and was first used in the production of the movie Shrek 2. It is exciting that global illumination is finally being used for mainstream computergenerated movie production.

Their method bakes diffusely reflected direct illumination into 2D surface textures. It then samples the hemisphere above each point using final gathering and irradiance interpolation (similar to the photon map description in Section 8.4.7) and uses the 2D texture values at the ray hit points. Here we present a similar, but easier to use, workflow based on point clouds and brick maps.

## Step 1: Baking Diffusely Reflected Direct Illumination

The first step in this method is to bake the diffusely reflected direct illumination as in the Monstropolis example in Section 8.4.3. However, we need to ensure that points are being baked out for every surface that should bleed color onto the surfaces that are visible in the final image-even surfaces are not themselves visible in the final image. To ensure this, we zoom out to include the entire scene in the view. We also need to ensure that all surfaces are rendered, even if they are obscured by other objects or are facing away from the camera. The result is a collection of point clouds similar to the ones in Figures 8.34 and 8.35.

In the Monstropolis example, the point-cloud files now have a total size of 4.5 GB-more than the memory of our current desktop PC. So the point clouds obviously wouldn't fit if we were to read them all in.

The point clouds can be manipulated independently after they are generated. If, for example, we want more color bleeding from an object, we could load the point cloud into an interactive 3D paint package and increase some or all of the colors.

## Step 2: Generating Brick Maps

The next step is to generate a brick map for each of the direct illumination point clouds. In the Monstropolis example, there are 40 point clouds and 40 corresponding brick maps. Figure 8.56 shows two of the brick maps; these correspond to the two point clouds in Figure 8.35.

The total size of the 40 brick map files is 230 MB -a significant reduction from the 4.5 GB for the point-cloud files. We call this collection of brick maps a brick atlas of diffusely reflected direct illumination.

## Step 3: Rendering

Figure 8.57 shows a final gather rendering of the entire scene. We look up in the brick atlas of diffusely reflected direct illumination at the final gather ray hit points. Note


Figure 8.56: Brick maps for a car and a building.


Figure 8.57: Monstropolis city block with single-bounce global illumination: direct illumination from the sun and sky, and indirect illumination computed using final gathering and the brick atlas of diffusely reflected direct illumination. (Copyright © Disney/Pixar.)
the high quality of the indirect illumination in the shaded areas, for example, the houses on the left side of the street. There is also subtle color bleeding from the red car onto the street. Rendering this image took 5.6 hours on a 2 GHz Apple G5 with 2 GB memory and required 429 million final gather rays and 3.8 million shadow rays. During rendering, the scene was divided into 636,000 surface patches, which corresponds to 325 million triangles at maximum tessellation rate. The brick cache size was set to 100 MB , corresponding to around 13,600 brick slots in the cache. There were 2.7 billion brick cache lookups with a hit rate of $99.8 \%$.

## Discussion

The method presented here is easier to use than Tabellion and Lamorlette's method since it does not require parameterized surfaces and the appropriate texture resolution is chosen automatically.

### 8.4.10 THE RADIOSITY ATLAS FOR GLOBAL ILLUMINATION

Photon mapping provides a more general global illumination method with multiple bounces of global illumination. Here we extend the optimized photon-mapping method discussed in Section 8.4.7 to enable it to handle more complex scenes.

## Step 1: Photon Tracing

In the first step, we divide the objects into groups, just as in the previous section. Each group gets a separate photon map. Let's look at the Monstropolis scene again. Photon tracing results in 52 million photons stored in total. Figure 8.58 shows the photon maps for the Monstropolis scene. For clarity, the figure only shows $0.1 \%$ of the photons in the photon maps. We call a collection of photon maps a photon atlas.

Figure 8.59 shows two of the photon maps for the Monstropolis scene in more detail. Both the photon powers and the diffuse surface colors are shown. The photon map for the car contains 76,000 photons, while the photon map for the building contains 2.2 million photons. The photon powers get a green tint when refracted through the windshield. Also notice the red and blue diffusely reflected photons on the building.

## Step 2: Photon Map Sorting and Radiosity Estimation

As in Section 8.4.7, we sort the photons and precompute the radiosity at each photon location. We do this independently for each photon map. Figure 8.60 shows two of the radiosity point clouds for the Monstropolis scene.


Figure 8.58: Coarse photon atlas for the Monstropolis scene. The photon powers are shown.


Photon powers
Diffuse surface colors

Figure 8.59: Photon maps for the car and building.


Figure 8.60: Radiosity point clouds for the car and building.

## Step 3: Generating Brick Maps

The next step is to compute a brick map representation of each of the radiosity point clouds. We call this collection of radiosity brick maps a radiosity brick atlas or simply a radiosity atlas. ${ }^{1}$ Two of the radiosity brick maps are shown in Figure 8.61.

Figure 8.62 shows the entire scene rendered with radiosity from the radiosity atlas. This image gives a rough indication of the global illumination in the scene, but it is far too noisy for use in a movie.

## Step 4: Rendering

Figure 8.63 shows a final gather rendering of the scene. This image was computed using the radiosity atlas. The image is very similar to the single-bounce image in Figure 8.57, but a bit brighter due to the multiple bounces of illumination. Rendering this image took 5.7 hours on a 2 GHz Apple G5. It required the shooting of 413 million final gather rays and 3.8 million shadow rays. There were 3.4 billion brick cache lookups with a hit rate of $99.9 \%$.

[^11]

Figure 8.61: Radiosity brick maps for the car and building.


Figure 8.62: The Monstropolis scene rendered with radiosity from the radiosity atlas.


Figure 8.63: Monstropolis city block with global illumination: direct illumination from the sun and sky, and indirect illumination computed using final gathering and the radiosity atlas. (Copyright © Disney/Pixar.)

## Discussion

As shown in this section, the use of radiosity brick maps allows us to extend the photon-mapping method to compute multibounce global illumination in very complex scenes. The radiosity-atlas method presented here is a slight extension of the irradiance-atlas method introduced by Christensen and Batali [CB04].

It is our hope that this method, along with the method presented in Section 8.4.9, will contribute to more widespread use of global illumination in movie production.

### 8.4.11 VOLUME DATA

The previous sections have been concerned with data on surfaces. However, point clouds and brick maps are also immensely useful for volume data. This section shows an example of the computation of illumination in a volume.

## Step 1: Baking Volume Data

Computing illumination and light scattering in a nonhomogeneous volume can be very time consuming. The computation can be accelerated significantly by precomputing the volume scattering coefficients and direct illumination at sample points in the volume.

Figure 8.64a shows a point cloud of turbulent smoke density values. The data have been generated by a ray marcher that computes the smoke density and writes it out for each ray step. But the data could come from a number of other sources as well. Figure 8.64 b shows a point cloud of illumination values inside a cube. The cube is illuminated by a spotlight, and there is a sphere inside the cube casting a shadow. Each point cloud has around 1.2 million data points.

## Step 2: Generating Brick Maps

These point clouds are then converted to volume brick maps using the same algorithm as for surface brick maps. These brick maps are shown in Figure 8.65. The bricks are dense since there are data points in the entire volume.


Figure 8.64: Volume point clouds: (a) turbulent smoke density, and (b) direct illumination by spotlight.


Figure 8.65: Volume brick maps of smoke density and direct illumination values.

## Step 3: Rendering

Now we can render the illuminated smoky volume using ray marching and brick map lookups along the way. Each ray is marched from the camera through the volume in small steps. At each step we attenuate the contribution of the following steps (depending on the local smoke density) and add the contribution of the illumination from the light source being scattered in this little part of the volume. The resulting image is shown in Figure 8.66.

## Discussion

This example does not take into account that the light from the spotlight gets attenuated as it passes through the smoke before it is scattered toward the camera. In order to compute that effect, the most efficient approach is to ray march through the volume starting at the spotlight and store the attenuated illumination value for each ray step.

Another application of volume point clouds is for photon map global illumination in volumes. Details about this are described in Jensen and Christensen [JC98].


Figure 8.66: Illuminated smoky volume.

### 8.4.12 CONCLUSION

The production of computer-generated movies and special effects requires tools that can handle very complex scenes and very large datasets. Recently 3D point data are being used more and more in movie production. In this section I have provided an overview of some of the current methods that use 3D point data, and have also described some new methods that seem promising.
Point clouds are used for storing information independent of the view direction, surface type, and surface parameterization. They are used for subsurface scattering
and can be used for fast, approximate ambient occlusion and global illumination. Photon maps and radiosity point clouds are other examples of useful point clouds.

Point clouds are simple to generate but not ideal for reading back in. In contrast, brick maps combine the best properties of 3D point clouds and 2D textures, and are much more suitable for reading large datasets than point clouds are. Brick maps can also be rendered and ray traced directly, providing a new geometric primitive that is inherently well suited to level-of-detail representation of objects. Brick maps are useful for storing any kind of surface data, for example, global illumination values. Using a radiosity (brick) atlas enables global illumination computation in very complex scenes.

More details about point clouds, brick maps, ambient occlusion, global illumination, and subsurface scattering, as well as scene files and shader examples, can be found in the PRMan application notes. Another good source of information is the SIGGRAPH 2003 RenderMan course notes [Bat03].

## Copyright

All images from Monsters, Inc. and Cars are copyright © Disney Enterprises, Inc. and Pixar Animation Studios.
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## Index

$\sqrt{ } 3$ refinement, 172-74
application to, 180-81
mesh-based subdivision, 180
3D model acquisition pipeline
overview, 21-23
stages, 21-22
3D scanners, 20, 21
3D model acquisition systems versus, 21
low-cost, 49-66
scan alignment, 41-48
triangulation-based, 23-38
See also specific scanners
3D video
acquisition system, 402
of dynamic scenes, 401-6
frame memory requirements, 395
image-space coding, 396-98
object-space coding, 394-96
real-time, 398-401
recording, 392-98
recording pipeline, 394
scalable bricks, 403
scalable framework, 402
scalable prototype system, 404
simultaneous texture/depth acquisition, 403-5

## A

Acquisition, 19-93
environment mattes, 77
field, 20
pipeline, 21-23
of point-sampled geometry, 20-48
techniques, 20
Active stereo, 24, 30-35
characteristics, 31
static patterns, 31
subpixel estimation, 31
temporal, 30-31
See also Triangulation-based 3D scanners
Adaptive resampling, 218-19
Adaptive sampling, 209, 322
Aliasing
artifacts, 10,250
defined, 255
free reconstruction, 253
frequency analysis of, 252-55
occurrence of, 254
See also Antialiasing
Alpha mattes, 72-76
Alphasphere, 74
Ambient occlusion, 438-39
computation method, 447
illustrated, 450
point-based approximate, 447-50
ray-traced, 449
Animation
elastic objects, 354-55
of fracturing material, 358-73
physics-based, 341-87
Anisotropic particles
deferred shading, 431
implicit geometry rendering, 429-31
representation, 429
visualization, 427-31
Antialiasing, 10-11
full-screen (FSAA), 291
splatting and, 14-15
Approximations
accuracy, 320-21
constant polynomial, 125
differential operators, 376-77
of functional data, 111-17
level of detail (LOD), 156
shape, 128
SPH, 376
Area ratio, 142
Armadillo model, 183
Artifact removal, 54-56
ray skew, 55
signal strength, 55
subpixel variance, 55-56
toolbox for, 191
See also Geometry reconstruction
Artifacts
aliasing, 250
illustrated, 189
as strongly coupled, 189
in topological changes, 383
Artificial viscosity, 380
Attracting potential, 385
Attributes
3D surface points, 210
multiple, PCA for, 410-11
pass, 288
PCA, 420
quantization, 157-58
Audience, this book, 2

## B

Backface culling, 275
Baking
ambient occlusion, 438-39
diffusely reflected direct illumination, 439-43, 463-64
specular reflections, 437-38
transmitted direct illumination, 444-45
volume data, 471
Basis functions, 100-101
Best surfels, 57-58

Bidirectional Reflectance Distribution
Functions (BRDFs), 28
parametric, 67
tabular, 68
Bidirectional Surface-Scattering
Distribution Function (BSSRDF), 85
Binary Gray codes, 33, 49
Binary thresholding, 72
Blending
functions, 102
functions, deformations, 237
particle-based, 233-34
three-pass splat, 284
Blue-c system, 399
Boolean operations, 226-34
applied to sphere, 227
classification, 227-29
difference, 233
illustrated, 226, 229
intersection curves, 229-31
particle-based blending, 233-34
rendering sharp creases, 231-32
See also Shape modeling
Bounded, nonorientable surfaces, 303-4
Bounding sphere hierarchies, 298, 307
Bounding volume hierarchies (BVHs), 154-56
based on space-linearization concepts, 155
use, 154
Bounding volume overlap, 310-11
Brick maps, 456-62
advantages, 457-58
ambient occlusion data, 459
caching, 460
creating, 458-59
defined, 456
format, 456-57
generating, 464, 468, 471
illustrated, 464
looking up, 460
point clouds, 435-36
radiosity, 469
ray tracing, 461-62
rendering, 460-61
of textured surface, 457
of volume texture, 458
voxels, 457
Brush interaction, 210, 211
Brush model, 221-22

Brush resampling, 218
Bucketization, 150

## C

Calibration, 51-53
in data acquisition process, 70-71
extrinsic, 52
intrinsic camera, 52
intrinsic projector, 52
luminous projector, 52-53
patterns, 51-52
turnable axis, 52
Carving, 219-20
Circular splat, 138
Client-server rendering, 417-19
on-demand, 418
view-dependent, 419
Clipping, 303
Closest point query, 181-82
Clustering
hierarchical, 130
methods, 129, 130
out-of-core representation, 161-62
Collision detection, 221, 238-39
accelerating, 239
interactive modeling session with, 240
Collision handling, 239
Combined geometric error, 335-36
Complex glyph visualization, 431-34
particle representation, 432
rendering, 432-34
See also Glyph visualization
Compression coordinate, 158-60
query performance and, 149
Computed tomography (CT), 20
Constitutive law, 344
Constrained minimum-distortion parameterization, 212-17
derivatives along normal sections, 215
discrete formulation, 214-15
nested iteration least squares solver, 215-17
objective function, 213
See also Surface parameterization
Constructive solid geometry (CSG), 4, 226
Continuum elasticity, 343-48
defined, 343
displacement, 343, 344-46
strain, 343, 346-48
stress, 343, 346-48
See also Meshless finite elements
Convolution, 252
Coordinates
compression, 158-60
world, 344
Cracks
elements, 363
front, 363, 364
initiation, 363-65
intersection, 367
merging, 367,368
propagation, 365
splitting, 366-67
termination, 366
See also Fracturing material animation
Creases
detection, 179-80
interpolation, 179-80
refinement, 178-81
sharp, rendering, 231-32
Culling, 338
backface, 275
view frustum, 320
visibility, 334
Curves, intersection, 229-31
Cutoff radius, 265

## D

Data acquisition process, 70-77
alpha mattes, 72-74
calibration, 70-71
environment mattes, 72,77
HDR images, 72
object images, 71
opacity hull construction, 74-76
radiance images, 71
reference images, 71
reflectance fields, 76
reflectance images, 71-72
surface light fields, 76
See also Point-based 3D photography
Data-partitioning index structure, 149
Decimation
speed, 143
splat, 132-39
Decomposition operator, 147

Deferred shading, 287-90, 431
for custom shader implementation, 289
defined, 287
illustrated, 288
per-pixel, 289
See also Splat shading
Defocus, shape from, 41
Deformations, 4
for blending functions, 237
combination translational/rotational motion, 244
free-form, 234-39
functions, 235-38
of plane, 242
translational, of plane, 236
Delaunay filtering, 104-5
Density volumes, 9
Depth factor, 315
Depth Image-based Representations (DIBR), 396
Depth maps, 402
Differential coding, 400
Differential operators, 376-77
Diffuse reflectance model, 58
Diffusion simulation, 445-46
Diffusion tensors, 428
Digital processing, 187-244
editing and painting, 207-25
introduction, 187
preprocessing/filtering, 188-207
shape modeling, 225-44
Discontinuities, modeling, 361-62
Displacement mapping, 12-13
Distance function, 105
Distance metrics, 412-13
Distortion factor, 315
Dividing cubes, 15
Downsampling, 127, 243
Dynamic resampling, 370
Dynamic sampling, 239-43
downsampling, 243
filter operations, 242-43
of plane, 242
surface stretch measurement, 240-42

## E

Editing, 210
carving, 219-20
filtering, 220
normal displacements, 219
painting, 219
steps, 208
surface, 219-20
Effective representation, 156-61
Efficient data structures, 148-65
conclusion, 165
effective representation, 156-61
multiresolution, 156
out-of-core representation, 161-65
overview, 148-49
spatial data organization, 149-56
Elastic objects, animation, 354-55
Elliptical weighted average (EWA) splatting, 79, 279
Environment mattes, 72, 77
acquisition, 77, 92
defined, 72
Epipolar geometry, 27
Epipolar lines, 27
Eraser tool, 206
Error measurement, 141-42, 334-37
Error metric, 44-45
Errors
combined geometric, 335-36
geometric, 334-36
perpendicular, 334-35
tangential, 335
Euclidean distance, 134, 169
Euler integration, 354, 355
Extrinsic calibration, 52

## F

Feature detection, 29
Filtering, 220
brush interpretation, 220
low-pass, 264
Filters
defined, 251
EWA, 292, 293
Gaussian, 258-61
ideal low-pass, 255
interpolation, 242-43
operations, 242-43
relaxation, 242
resampling, 258
Final gathering, 455
Finite difference schemes, 359
Finite element method (FEM)
simulation, $342,348,359$

Flat shading, 281-82
Fluids, 373
incompressibility, 379
viscosity, 379-80
Fluid simulation, 373-87
conclusion, 386-87
Eulerian methods, 373-74
Lagrangian methods, 373
mesh-based FEM, 374
methods, 373-75
overview, 373
particle methods, 374-75
smoothed particle hydrodynamics, 375
with SPH, 378-80
surface representation, 381-83
surface tracking, 383-86
See also Physics-based animation
Focus, shape from, 41
Forward-search paradigm, 302
Fourier transform, 252
Fracture control, 370-71
illustrated, 371
importance, 370
Fracturing material animation, 358-73
conclusion, 372-73
constraint-based methods, 359
crack initiation/propagation, 363-65
discontinuities modeling, 361-62
finite difference schemes, 359
finite-element methods (FEM), 359
fracture control, 370-71
fracturing characteristics, 359
historical background, 359-61
mass-spring models, 359
meshless methods, 359
overview, 358-59
simulation pipeline, 372
surface model, 363
topology control, 365-67
volumetric sampling, 367-70
See also Physics-based animation
Fragment shaders, 274, 278
Free-form deformation, 234-39
functions, 235-38
illustrated, 226
performing, 236
topology control, 238-39
See also Shape modeling
Free-viewpoint video, 391, 395
Frequency analysis, 252-55

Frequency domain
representation, 252
sample distance, 255
Frequency response, 252
Full-screen antialiasing (FSAA), 291
Fuzzy BSP selection, 170-72
Fuzzy geometry, 408
Fuzzy sets, 408

## G

Gaussian filters, 258-61
one-dimensional, 258-59
two-dimensional, 260-61
See also Filters
Gaussian reconstruction kernels, 262
General splatting framework, 267
Geodesic projection, 168-70
Geometric hierarchies, 144
Geometric linearity, 348
Geometry
constructive solid (CSG), 226
epipolar, 27
fuzzy, 408
point-sampled, 20-48
sample-based representations, 9-10
statistical point, 408-14
Geometry reconstruction, 53-58
artifact removal, 54-56
gray code, 53-54
phase shifting, 53-54
view merging, 56-58
Global illumination
point-based, 451-52
radiosity atlas for, 465-70
single-bounce, 463-65
Global registration, 47-48
Glyph visualization, 420-35
anisotropic particles, 427-31
complex, on GPU, 431-34
conclusion, 435
framework, 423-25
hierarchical data structure, 424
isotropic particles, 425-27
motivation, 420-23
primitives, 423
Gouraud shading, 282-84
GPU
anisotropic particle visualization on, 427-31
complex glyph visualization on, 431-34
GPU splatting, 271-93
antialiasing, 290-92
comparison, 292-93
conclusion, 293
OpenGL and, 276
overview, 271-72
splat rasterization, 276-81
splat shading, 281-90
See also Splatting
Gradient flow, 105
Gray codes
binary, 34, 49
example, 34
in geometry reconstruction, 53-54
low-resolution, 33
Guiding potential, 384-85

## H

Hidden-surface algorithms, 10
Hierarchical clustering, 130
Hierarchical instantiation, 324
Hierarchical partitioning, 412
Hierarchies
bounding sphere, 298, 307
bounding volume (BVHs), 154-56
geometric, 144
precomputed, 325
statistical, 411-12
topological, 143
traversal, 160-61
Hierarchy traversal algorithm, 318, 319-20
High-resolution reflectance function, 87
Hole filling, 200
automatic, 206
manual, 204
Hooke's law, 343, 344
Hoope's approach, 121
Hue, saturation, and value (HSV), 410
Hybrid point-polygon rendering, 337-38

## I

ICP (iterative closest point), 42-47, 51 correspondences, 42
error metric, 44-45
matching, 43-44
minimization, 45
point selection, 43
point-to-plane metric, 45
rejection, 44
stages, 42-43
weighting, 44
Ideal low-pass filter, 255
Image-aligned squares, 277-78
Image caches, 10
Image-order algorithms, 10-11
Images
HDR, 72
layered depth (LDIs), 152
object, 71
PCA, 78
radiance, 71
reconstruction, 318
reference, 71
reflectance, 71-72
Image-space 3D video coding, 396-98
pipeline, 397
See also 3D video
Image-space coding, 396-98
Implicit surface methods, 98-103
algorithm basis, 98
basis functions, 100-101
indicator function, 101
MLS/MPU with local functions, 101-3
voxel-based, 99-100
See also Surface reconstruction
Implicit surfaces
from points and offset points, 119-20
from points and tangent frames, 121-26
Impulse response, 251
Indicator functions, 101
Initial alignment, 41-42
Inside-outside test, 228
Interaction modes, 210-11
brush, 210, 211
selection, 210-11
Interactive parameterization, 207
Interpolation
$\sqrt{ } 3,172-74$
of creases, 179-80
filter, 242-43
of functional data, 111-17
kernel, 378
linear intersection, 301-2

MLS, 350-51
trilinear, 269
Intersection curves, 229-31
adaptive refinement, 231
point representation, 232
sampling, 230
sampling density, 230-31
unsampling, 232
Intrinsic camera calibration, 52
Intrinsic projector calibration, 52
Isotropic particles
blending and, 425
rendering, 426-27
visualization, 425-27
Iterative point simplification (IPS), 140
Iterative simplification, 129, 130

## K

K-d-trees, 152-54, 298

## L

Lambertian surfaces, 40-41
Lambertian texture, 61-62
Large model rendering, 313-27
approximation accuracy, 320-21
big boxes use, 327
conclusion, 326-27
costs, quality, and optimizations, 319-24
example implementation, 324-26
expense, 327
hierarchy traversal, 319-20
image quality considerations, 323-24
orientation, 322-23
oversampling, 322
overview, 313
point-based multiresolution, 314-18
in real time, 326
sampling, 321-22, 327
time, 322
Layered depth cube (LDC), 77, 152
Layered depth images (LDIs), 10, 152
Layered point clouds, 161
Least squares
fitting, 114-17
nested iteration, 215-17
Level of details (LOD), 248
approximations, 156
point clouds for, 327
point rendering, 156
Level-set method, 107
Level sets, 382
Levenberg-Marquardt method, 63
LIDAR (light detection and ranging), 38
Light fields, 10, 76, 79-82
Light-stripe scanners, 35-36
characteristics, 36
defined, 35
depth extraction, 36
illustrated, 35
optimization, 35
See also Triangulation-based 3D scanners
Light transport model, 82-85
discussion, 85
illumination environment and, 84
Linear intersection interpolation, 301-2
Linear operator, 252
Line hull, 39
Local-sampling density estimation, 230
Low-cost scanner, 49-66
accuracy, 64-65
calibration, 51-53
conclusion, 66
geometry reconstruction, 53-58
overview, 49
performance, 65
results, 63-65
system illustration, 50
system overview, 49-51
texture reconstruction, 58-63
Low-pass filters, 206, 264
Low-resolution reflectance function, 86
Lumigraph interpolation, 82
Luminous projector calibration, 52-53
Lumitexels, 51

## M

Magnetic resonance imaging (MRI), 20
Mahalanobis distance metric, 412-13
Marching cubes algorithm, 15
Mass-spring models, 359
Matching, 43-44
Matching cost function, 26
Material linearity, 348
Mattes
alpha, 72-74
environment, $72,77,92$

Max Planck model, 231
Memory mapping, 162
Merging, 21
Meshless discretization, 348-50
Meshless finite elements, 342-57
conclusion, 357
continuum elasticity, 343-48
elastic objects animation, 354-55
forces computation, 351-54
meshless discretization, 348-50
MLS interpolation, 350-51
overview, 342-43
passive surfel advection, 357
plasticity, 355-56
strains/stresses updating, 351
See also Physics-based animation
Micropolygons, 14, 15-16
Miniball criterion, 196-97
Minimization, 45
MLS-based surface representations, 109-26
approximation of functional data, 111-17
conclusion, 126
interpolation of functional data, 111-17
normals, 118-19
notation and terms, 110-11
overview, 109-10
from points and offset points, 119-20
from points and tangent frames, 121-26
See also Moving least squares (MLS)
Model-view-projection (MVP), 161
Moving least squares (MLS), 4, 116-17
defined, 112
illustrated, 117
interpolation, 350-51
MPU and, 102-3
optimization, 194
projection, 194
representations, 95
smoother tool, 200-201
spray can, 202
surface representations, 109-26
surfaces, 122-23
Moving surface cache, 14
Multibackground matting, 73
Multibaseline stereo, 24
Multilevel partition of unity (MPU), 102-3

Multiresolution representations, 143-47 multiscale hierarchical, 143, 144-47 progressive incremental, 143, 144 See also Sampling
Multiscale hierarchical representations, 143, 144-47
composing, 147
defined, 143, 144-45
discrete, 146
point clouds sequence, 145-46
single-scale modeling versus, 148
Multiview stereo, 36-37

## N

Nearest-neighbor reciprocity criterion, 197
Nested iteration
least squares solver, 215-17
spatial hierarchy, 216
Newton's first law, 352
Noise
removal, 200
scan, 20
selective removal, 201
Nonrecursive test, 330
Normal displacements, 219
Normalization pass, 283
Normalized cross-correlation (NCC), 26
Normals
direction, estimating, 118
estimation, 97-98
MLS-based surface representations, 118-19
in point constraint generation, 119
surfaces from, 123-26
unit, 410
Nyquist frequency, 255
Nyquist limit, 255, 256

## 0

Object-order algorithm, 10-11, 13
Object-space coding, 394-96
Occlusion/shadow test, 60-61
Octrees, 150-52, 298
Omnidirectional video, 391
On-demand rendering, 418
One-dimensional Gaussian filters, 258-59

One-ring neighborhood selection, 167-72
coarse selection, 167-68
defined, 167
geodesic projection, 168-70
symmetric version, 172
Opacity hulls
construction, 74-76
as textures, 76
as view-dependent representation, 75
OpenGL, 272-76
backface culling, 275
fragment shaders, 274, 278
geometry rendering pipeline, 273
interleaved vertex arrays, 275
performance considerations, 274-76
precomputed lighting, 275
quantization, 275
shading language, 276
vertex arrays, 425
vertex buffer objects, 275
vertex shaders, 274,277
Optimal splat subsampling (OSS), 140
discrete, 142
single-resolution, 143
Organization, this book, 3-5
Outlier removal, 195-99
miniball criterion, 196-97
nearest-neighbor reciprocity criterion, 197
performance classification, 198-99
plane fit criterion, 196
threshold, 195
Outliers, 56, 58
classification, 195, 197-98
classifiers, 199
Out-of-core representation, 161-65
clustering, 161-62
linear memory layout, 162-63
streaming, 163-65

## P

Painting, 219
with haptic device, 222
paint transfer, 223-24
with virtual brushes, 221-24
Paint transfer, 223-24
Parameterization, 208
constrained minimum-distortion, 212-17
derivative of, 215
interactive, 207
by projection, 212
surface, 211-17
Parameter mapping, 208
Parametric surfaces, 12
Particle-based blending, 233-34
Particle potential function, 383
Particles
anisotropic, 427-31
isotropic, 425-27
semantic density, 422-23
simulation, 129, 382, 387
Partitioning
distortion, 411
hierarchical mesh, 412
Partition of unity, 117
Passive stereo, 26-30
characteristics, 30
defined, 23
See also Triangulation-based 3D scanners
Patches, 210
Performance
evaluation, 204-6
low-cost scanner, 65
outlier classification, 198-99
Perpendicular error, 334-35
Perspective projection, 314-16
depth factor, 315
distortion factor, 315
illustrated, 315
Phase-shifting code, 33
Phong lighting, 431
Phong splatting, 284-87
defined, 285
drawback, 287
Gouraud splatting comparison, 287
precomputed normal fields, 287
Phong texture, 63
Photometric stereo, 40
Photon maps, 453-56
passes, 453
sorting, 454-55, 466-67
Photon tracing, 454, 466
Physics-based animation, 341-87 fluid simulation, 373-87
fracturing material, 358-73
introduction, 341-42
meshless finite elements, 342-58
point-sampled representations, 342

## Phyxels

center, 353, 355
defined, 342
fixed mass assignment, 349
masses, finding, 350
resampling, 369
sampling, 368
state, extension, 357
Pixar's RenderMan, 436-37
Plane fit criterion, 196
Plasticity, 355-56
Point-based 3D photography, 66-93
data acquisition process, 70-77
hardware setup, 69-70
overview, 66
point-sampled data structure, 77-79
previous work, 66-68
relighting, 82-93
surface light fields, 79-82
surface-reluctance fields, 68
system overview, 68-69
Point-based approximate ambient occlusion, 447-50
Point-based graphics
early history, 9-16
growth, 1-2
point set generation, 109
potential, 2
ray tracing, 294-312
renaissance, 15-16
Point-based multiresolution rendering, 314-18
algorithm, 314
image reconstruction, 318
perspective projection, 314-16
point selection, 316-18
Point clouds
baking 3D information as, 437-43
datasets, 408
deforming, ray-tracing, 305-9
generation, 456
for LOD approaches, 327
motivation, 435-36
optimizations, 305-9
radiosity, 453-56, 468
static, ray-tracing, 305
subsurface scattering, 443-47
three-dimensional, 436
Points
to display continuous surfaces, 14
implicit surfaces from, 119-26
on intersection curve, 232
lack of connectivity, 5-6
observations, 5-6
offset, 119-20
primitives, 1, 5-6
in purest form, 5
relaxation, 202
representation, 10
selection, 43, 316-18
statistical regeneration, 415-16
upsampling techniques, 139-40
Voronoi diagram of, 104
Point-sampled 3D video, 390-407
conclusion, 407
dynamic point samples, 392
of dynamic scenes, 401-6
interactivity, 391
motivation, 390-91
real-time, 398-401
recording, 392-98
Point-sampled data structure, 77-79
Point-sampled models, 19
Point-selection algorithm, 317-18
Pointshop3D, 190
defined, 2
selection mechanism, 191
Point-simplification methods, 128-32
Point trees, conversion, 332
Poisson's ratio, 346, 347
Polygonal splats, 276-77
Postprocessing
in 3D acquisition pipeline, 22
repulsion, 385
Potentials
attracting, 385
guiding, 384-85
smoothing, 385
surface, 384-85
Power crust algorithm, 105-6
Precomputed neighborhoods, 310
Prefiltering, 256
Primitives complex, 423
prerendered, 425
smooth, 13-14
Principle component analysis (PCA), 78, 408, 409-11
attributes, 420
components, visualization, 91
nodes, decoding, 419
Procedural modeling, 11-12

Progressive incremental
representations, 143, 144
defined, 143
derivation, 144
incremental, 144
QSplat, 144
Progressive rendering, 182
Progressive splatting, 133
Projection
geodesic, 168-70
to image space, 262-63
MLS, 194
parameterization by, 212
perspective, 314-16
splat, 281

## 0

QImaging QICAM cameras, 69
QSplat, 16, 144, 327
color quantization, 158
CPU implementation, 339
effective representation, 157
point selection, 328
streaming, 163, 164
top-down traversal, 328
Quadric error metric (QEM), 143
Quantization
attribute, 157-58
color, 158
of coordinate frame, 414
OpenGL, 275
in statistical point geometry, 414
Quasirandom sampling, 416-17

## R

Radial basis functions, 112-14
constraint locations as, 128
defined, 112
illustrated, 113
triharmonic, 237
Radiosity atlas, 465-70
brick map generation, 468
photon map sorting, 466-67
photon tracing, 466
radiosity estimation, 466-68
rendering, 468
Radiosity point clouds, 453-56, 468
Range images, 9

## Rasterization

defined, 265
footprint, 265-67
splat, pseudocode, 268
Ray casting, 281
Ray marching, 301
Ray-surface intersection algorithm, 295-304
bounded, nonoriented surfaces, 303-4
intersection procedure, 300-301
intersections, 297-302
ray intersection, 299, 300
sharp features, 302-3
surface definition, 295-97
surface intersection, 300
Ray tracing, 294-312
bounding volume overlap, 310-11
brick map, 461-62
center update, 308
conclusion, 312
deforming surfaces, 305-9
implementation tips, 309-12
interactive, 306
overview, 294-95
point cloud optimizations, 305-9
point models, illustrated, 295
precomputed neighborhoods, 310
radius of support, 311
radius update, 308
ray-surface intersection algorithm, 295-304
ray-surface intersection tests, 311
shadow, 311
static point clouds, 305
weighted covariance, 309
Real-time 3D video, 398-401
conceptual components, 399
differential coding, 400
differential update stream, 398
as enabling technology, 399
results, 400-401
See also 3D video
Rectification, 27
Recursive test, 330, 332
Refinement, 165-81
$\sqrt{ } 3$ interpolation, 172-74
algorithm, 172-78
applications, 181-82
conclusion, 183-84
general settings, 166-67
global sampling control, 176
implementation, 181-82
iterative procedure, 166
local sampling control, 176
one-ring neighborhood selection, 167-72
overview, 165-66
sampling control, 174-76
of sharp features, 178-81
smoothness and robustness, 176-78
Reflectance fields, 68
Reflectance function, 76
high-resolution, 87
low-resolution, 86
measured, 90
Reflectance sampling, 60-61
Reflective Gaussian, 88
Refractive Gaussian, 88
Registration
in 3D model acquisition pipeline, 21
global, 47-48
Rejection, 44
Relative depth range, 319
Relaxation filter, 242
Relighting, 82-93
light transport model, 82-85
surface reflectance field examples, 89-93
surface reflectance field rendering, 85-88
Rendering, 247-339
brick maps, 460-61
client-server, 417-19
complex glyph visualization, 432-34
framework, 425
hybrid point-polygon, 337-38
introduction, 247-48
isotropic particles, 426-27
OpenGL pipeline, 273
point-based multiresolution, 314-18
progressive, 182
radiosity atlas, 468
sharp creases, 231-32
single-bounce global illumination, 464-65
statistical, 414-20
subsurface scattering, 446-47
surface light fields, 79-80
surface reflectance fields, 85-88
very large models, 313-27
RenderMan, 436-37

Representations
effective, 156-61
frequency domain, 252
multiresolution, 143-47
multiscale hierarchical, 143, 144-47
out-of-core, 161-65
progressive incremental, 143, 144
sample-based, 9-10
splat-based, 128
surface, 109-26
surface, MLS-based, 109-26
Repulsion potential, 385
Resampling, 208-9, 217-19, 256-58
adaptive, 218-19
brush, 218
dynamic, 370
filter, 258
illustrated, 257
locations, 218
phyxels, 369
reconstruction, 217-18
steps, 256-57
surface, 218
REYES algorithm, 14
Robustness
automatic hole-filling tool, 205
refinement, 176-78
volumetric diffusion tool, 205
Rotation
full, 46
as nonlinear function, 45

## S

Sample-based representations, 9-10
Sampling, 127-47
adaptive, 209, 322
analysis and comparison, 140-43
conclusion, 147
control, 174-76
decimation techniques, 128-40
decoupling, 307
downsampling, 127
dynamic, 239-43
global control, 176
intersection curve, 230
large model, 321-22, 327
local control, 176
multiresolution representations, 143-47
overview, 127-28
phyxels, 368
point-simplification methods, 128-32
quality, 141-43
quasirandom, 416-17
reflectance, 60-61
resampling techniques, $128-40$
signal frequencies above Nyquist
limit, 255
speed, 143
stability, 46
upsampling, 127
volumetric, 367-70
Scan alignment, 41-48
global registration, 47-48
ICP, 42-47
initial, 41-42
Scanning, single-light-stripe, 24
Scattered 3D data, 422
Search data structures, 193
Selection
coarse, 167-68
fuzzy BSP, 170-72
interaction, 210-11
points, 316-18
Semantic density levels, 422-23
Sequential point trees, 327-39
conclusion, 339
error measures, 334-37
function, 328
hierarchical visibility frustum calling and, 334
hybrid point-polygon rendering, 337-38
implementation and results, 338
overview, 327-29
rearrangement, 332-34
sequentialization, 329-32
Shade trees, 12
Shading, 40
deferred, 287-90, 431
flat, 281-82
pass, 288
splat, 281-90
Shadows
detection, 59
removal, 59-60
Shape from defocus, 41
Shape from focus, 41
Shape modeling, 225-44
Boolean operations, 226-34
conclusion, 243-44
dynamic sampling, 239-43
free-form deformation, 234-39
overview, 225-26
Sharp features, handling, 302-3
Shepard's interpolation method, 112, 117
Signal-processing, 250-52
Silhouettes, 75
Simplification
iterative, 129, 130
iterative point (IPS), 140
point-based, 323
third-point, 131, 132
Single-bounce global illumination, 463-65
baking diffusely reflected direct illumination, 463-64
brick map generation, 464
rendering, 464-65
Single-light-stripe scanning, 24
Smoothed particle hydrodynamics (SPH), 349, 373, 375-81
advantage, 387
algorithmic summary, 380-81
approximation, 376
background, 375
differential operators, approximations, 376-77
fluid simulation, 378-80
particle representation, 375
smoothing length, 375-76
Smoothing, 200-206
length, 375
with MLS smoother tool, 200-201
potential, 385
Smoothness, 176-78
Space-carving methods, 39
Space partitioning, 149
Space-warping function, 235
Spatial coordinates, 344
Spatial data organization, 149-56
bounding volume hierarchies, 154-56
goal, 149
K-d-trees, 152-54
octrees, 150-52
Spatial selectivity, 150
Specular reflections, 437-38
Sphere tracing, 298, 301
Splat-based representations, 128
Splat projection, 281-90

Splat rasterization, 276-81
affinely projected sprites, 278-79
image-aligned squares, 277-78
perspectively correct, 279-81
polygonal splats, 276-77
pseudocode, 268
Splats
circular, 138
circular object-space, 278
decimation methods, 132-39
elliptical, 280
extent of, 135
generation, 139
growing, 138
maximum, computation, 137
merge operators, 135
polygonal, 276-77
projection, 281
subsampling, 136
Splat shading, 281-90
deferred, 287-90
flat, 281-82
Gouraud, 282-84
Phong, 284-87
See also Shading
Splatting, 14
algorithm, 249-50
antialiasing and, 14-15
EWA, 79, 279
footprint rasterization, 265-67
fundamentals, 248-71
general framework, 267
GPU, 271-93
illustrated, 249
low-pass filtering, 264
overview, 248-50
Phong, 284-87
progressive, 133, 145
projection to image space, 262-63
pseudocode, 250
results and comparison, 267-70
surface, 261-67
tangent space and reconstruction kernels, 261-62
visibility, 283
Sprites, 9, 278-79
Stability, 377-78
interpolation kernel and, 378
sampling, 46
Standard deviation, 258
Statistical hierarchies, 411-12

Statistical point geometry, 408-14
classification and quantization, 414
defined, 408-9
distance metrics, 412-13
hierarchies, 411-12
for multiple attributes, 410-11
Statistical rendering, 414-20
client-server, 417-19
GPU considerations, 419-20
quasirandom sampling, 416-17
regeneration of points, 415-16
Statistical representations, 407-20
conclusion, 420
motivation, 407-8
point geometry, 408-14
related work, 408
rendering, 414-20
Strain energy, 352
Strains, 343
built-up, 356
elastic, 355
forces computation via, 351-54
linear measure, 348
measured, 355
plastic, 355
as symmetric tensors, 346
updating, 351
Streaming, 163-65
Stream-processing pipeline, 164
Stresses, 343
linear dependency, 348
as symmetric tensors, 346
updating, 351
Structured-light systems, 24
characteristics, 35
defined, 31-32
Gray code, 33
illustrated, 32
phase-shifting code, 33
stripes, 32
temporal, 33
See also Triangulation-based 3D scanners
Structure from motion (SfM), 37
Subsampling
algorithm, 136
optimal splat (OSS), 140, 142, 143
Subsurface scattering, 443-47
baking transmitted direct
illumination, 444-45
with blocking geometry, 448
diffusion simulation, 445-46
illustrated, 444
rendering, 446-47
use of, 443
Subvolumes, 15
Sum of absolute differences (SAD), 26
Sum of squared differences (SSD), 26
Surface area heuristic (SAH), 305
Surface clipping, 303
Surface editing, 209, 219-20
Surface evolution methods, 106-8
Surface light fields, 76, 79-82
examples, $80-82$
illustrated, 81
rendering, 79-80
Surface parameterization, 211-17
constrained minimum-distortion, 212-17
by projection, 212
Surface potentials, 384-85
Surface reconstruction, 96-109
conclusion, 108-9
evolution methods, 106-8
implicit methods, 98-103
normal estimation, 97-98
overview, 96-97
Voronoi methods, 103-6
voxel-based methods, 99-100
Surface reflectance fields, 68, 76
data structure, 79
examples, 89-93
high-resolution illumination, 89-92
low-resolution illumination, 89
rendering, 85-88
Surface representation, 109-26
fluid simulation, 381-83
surface reconstruction versus, 109
Surface resampling, 218
Surfaces
boundaries, 126
bounded, nonorientable, 303-4
defining, 295-97
deforming, ray-tracing, 305-9
implicit, 119-26
Lambertian, 40-41
MLS, 122-23
model, fracturing material animation, 363
from normals and weighted averages, 123-26
parametric, 12
particles, repulsing, 139
Surface sheets, 303
Surface splatting, 261-67
examples, 271
footprint rasterization, 265-67
low-pass filtering, 264
projection to image space, 262-63
results and comparison, 267-70
tangent space reconstruction kernels, 261-62
Surface stretch
illustrated, 241
local, 240-41
measurement, 240-42
Surface tracking, 383-86
surface potentials, 384-85
topological changes, 385-86
Surfels, 342
clipped, 370
passive advection, 357
splitting and merging, 357

## T

Tangential error, 335
Textured fins, 76
Texture reconstruction, 58-63
Lambertian texture, 61-62
Phong texture, 63
reflectance sampling, 60-61
shadow removal, 59-60
Textures, 9
diffuse, 61
Lambertian, 61-62
opacity hulls as, 76
Phong, 63
Time of flight, 38-39
Toolbox, 206-7
central motivation, 191
design goals, 191
Pointshop3D integration, 190
tool complexity, 192
underlying techniques, 192-95
Topological hierarchies, 143
Topology control, 238-39
collision detection, 238-39
collision handling, 239
fracturing material animation, 365-67
Triangulation-based 3D scanners, 23-38
active stereo, 30-35
advantages/disadvantages, 24-26
difficulties for large scenes, 25-26
flexible working volume, 24
illustrated, 23
light stripe, 35-36
low complexity and cost, 24
multiview techniques, 26-27
passive stereo, 26-30
precision scales with camera resolution, 25
sensitivity to shiny/translucent objects, 25
structure from motion (SfM), 37
two-line-of-sight problem, 25
Trilinear MIPmapping, 269
Trimming relations, 303
Turntable axis calibration, 52
Two-dimensional Gaussian filters, 260-61

## u

Upsampling
defined, 127
point, 139-40

## V

Variance, 258
Verlet integration, 380-81

Vertex array range (VAR), 420
Vertex arrays, 425
Vertex shaders, 274, 277
View-dependent rendering
algorithm, 419
View frustum, 314, 320
View merging, 56-58
best surfels, 57-58
bounded projective nearest neighbors, 57
See also Geometry reconstruction
View planning, 21-22
Viscosity, 379-80
Visibility criterion, 361, 362
Visibility culling, 334
Visibility splatting, 283
Visual hull, 83
Visual quality, 142
Volume data, 470-73
baking, 471
brick map generation, 471 rendering, 472
Volumetric diffusion, 202-4 illustrated, 203
point-sampled models, 203
Volumetric sampling, 367-70
Voronoi methods, 103-6
advantages/disadvantages, 106
algorithms, 104
defined, 112
Delaunay filtering, 104-5
diagram of points, 104
distance function and gradient flow, 105
power crust, 105-6
See also Surface reconstruction
Voxel-based surface methods, 99-100
Voxel coloring, 39
Voxels, 305
VRIP, 39

## W

Weighted averages, 123-26
Weighted covariance, 309
Weight functions, 297
Weighting, 44
World coordinates, 344

## X

XSplat, 162

## Z

Z-buffer, 10, 318, 417
Zombies, 243
Z-point brush, 14
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## About the CD-ROM

This book is accompanied by a CD-ROM that contains a library of source code to implement the techniques and demonstrations found in this book. The CD-ROM library is designed to be relatively easy to read and includes copious comments and demonstration programs. Online support materials for this book such as updates, errata, and additional features will be made available at the companion site for this book: http://textbooks.elsevier.com/9780123706041.

## SOFTWARE LICENSE

IMPORTANT: PLEASE READ THE FOLLOWING AGREEMENT CAREFULLY. BY COPYING OR OTHERWISE USING THIS SOURCE CODE, YOU ARE DEEMED TO HAVE AGREED TO THE TERMS AND CONDITIONS OF THIS LICENSE AGREEMENT.

All material on this CD-ROM falls under the GPL and LGPL licenses. These licenses are included on the CD-ROM. Each source file contains explicit information about its specific type of license. More information can also be found at:
http://www.gnu.org/licenses/
For legal reasons we are not permitted to add the Pointshop3D executable to the CD. It can be downloaded from the Pointshop3D web site at:
http://graphics.ethz.ch/pointshop3d/
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[^0]:    1 Stabbing query.

[^1]:    2 Rounded up with respect to center and radius quantization to always enclose the original sphere.

[^2]:    $3 k=31$ and $\left\lceil\log _{2}\left(k^{2}+k\right)\right\rceil-1=9$.

[^3]:    $4 \log _{2}(n+1)$ bits can be achieved using arithmetic coding as in Devilliers and Gandoin [DG00].
    5 Which may need resampling or subsampling of the original surface model $S$ or its point set.

[^4]:    6 The terminal leaf nodes have less than $m$ points in general.

[^5]:    1 Early point-rendering algorithms used a different approach based on image space filtering [GD98, PZvBG00].

[^6]:    2 The term signal is synonymous to the term function.

[^7]:    3 The book by Glassner [Gla95] is a good reference for more details on filter design in computer graphics.

[^8]:    4 Given that objects are initially specified in some local object coordinate system, object coordinates can be converted to canonic camera coordinates using an appropriate linear transformation.

[^9]:    5 In this context, a "uniform" sampling might still allow for some local variations, for example, to adapt the sampling density to surface features such as curvature.

[^10]:    6 The given results hold for most hierarchical techniques (LDC-trees, QSplat, and variants), as described previously. The analysis presented here does not apply to linearized hierarchies, as described in the next section.

[^11]:    1 The radiosity terminology denotes that the data in the point clouds and brick maps are radiosities; it does not imply that they have been computed with a finite element radiosity method.

