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Chapter 1 

The first contribution in this book is by Frank Oberle who gives an ample 
overview and introduction to the field. Based on his broad experience  
in the field of voice user interface design, he identifies the key elements  
for the design of a successful speech application. While we often find 
a “one fits all” approach in today’s systems, Frank points out the needs for 
different target groups – well fitting the book’s subtitle: “Listening to the 
Target Audience”. 

 

Dipl.-Ing. Frank Oberle  

Frank Oberle works as a consultant on architecture and design in the field 
of innovative voice and multimodal solutions at Deutsche Telekom’s sys-
tem integration division T-Systems. He leads work in the field of innova-
tive application design and is responsible for the creation of tools for 
speech application development at T-Systems. He has been involved in 
several Deutsche Telekom innovation projects with a special focus on the 
integration of new technologies into speech dialogue systems and the con-
ception of a framework for multimodal solutions. He studied electrical 
engineering at the Technical University of Berlin and has longstanding 
experience in speech technology and the development of speech applica-
tions. 



 

1 Who, Why and How Often? 
Key Elements for the Design 
of a Successful Speech Application 
Taking Account of the Target Groups 

Frank Oberle 
T-Systems Enterprise Service GmbH, Berlin, Germany 

1.1 Introduction 

Cost reduction is of increasing importance for medium and large enter-
prises. Seen in this context, Interactive Voice Response (IVR) systems are 
becoming more and more significant. IVR systems can help to automate 
business processes as for example in call centers, which are now a growing 
market for IVR systems. 

Automatic speech recognition (ASR) is the key technology that IVR 
systems are based on. Ongoing developments in speech recognition, which 
started some years ago with the recognition of single words or very short 
phrases, mean that natural spoken speech can now be understood (Natural 
Language Understanding – NLU), even though this is still limited to 
a specific speech domain. Restricted to very simple command and control 
tasks with a very low level of complexity in the early days, today speech 
applications can be used in highly complex tasks such as messaging, office 
applications, travel and hotel booking, restaurant and city guides. In addi-
tion to cost pressures, the maturity of ASR technology has now resulted in 
a high level of market penetration. But what are the basic factors that make 
an IVR system really successful? 

The quality of the IVR system is a vital factor whose importance was 
repeatedly underestimated in the past. To ensure that a communication can 
be performed automatically with a content user, the IVR system’s overall 
quality has to meet the customer’s expectations. If the user becomes an-
noyed, irritated or even angry about a low quality in the IVR system so 
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that they break off the communication and hang up, the costs are fatal – 
a customer is lost. Very different parameters contribute to the IVR sys-
tem’s overall quality. The basic condition is of course a working, error-free 
and fully functional IVR system. Stability and performance has to be en-
sured for all components of the IVR system. Although this is a fundamen-
tal requirement for the successful operation, commercial success of an IVR 
system also requires acceptance by the customer. Parameters to measure 
the acceptance thus contribute to the IVR system’s overall quality. 

Because of the complexity of the development process, every single step 
has to be reviewed using specific quality tests, to ensure that the final re-
sult meets the customer’s expectations. Section 1.2 will therefore outline 
a methodical procedural model to build a speech application that is prop-
erly designed for its target group, which covers the analysis of require-
ments, specification, implementation, production, delivery and operation. 
Particular attention will be paid here to the issue of quality assurance for 
IVR systems. 

As mentioned above, commercial success of an IVR system also re-
quires acceptance by the customer. To achieve this, the IVR system has to 
be aware of the customer’s capabilities, needs and expectations. The 
speech dialogue has to be adapted to its target audience; it has to keep in 
mind who its customers are, what they want and how often they will use it. 
Expensive publicity campaigns may indeed help to acquire a large number 
of customers. However, the essential question is whether the customer will 
call again. 

Section 1.3 will give an overview of the most important information we 
need to describe a voice user interface (VUI) suitable the target groups 
concerned and where we can get this information. This chapter also pro-
vides an overview on current and future technical developments in the field 
of speech processing and their relevance for the design of future dialogues. 

To define some fundamental rules for the adaptation of dialogues, 
Sect. 1.4 will outline how to reduce the complexity of information to a sim-
ple, three-dimensional view of the caller, describing the user from the dia-
logue designer’s perspective and focusing on characteristics for which the 
dialogue side can be modified. 

Section 1.5 will discuss design features which enable the designer of 
a voice user interface to exploit knowledge about the user and to focus the 
design of the dialogue on the user’s abilities, competence, expectation and 
needs. 
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1.2 Quality Assurance for the Development 
of IVR Systems – a Procedural Model 

In this chapter a methodical procedural model will be outlined which de-
scribes the workflow to build a speech application suitable for a known 
target group, as used by T-Systems for the development of speech appli-
cations. The various project phases such as the analysis of requirements, 
specification, implementation, production, delivery and operation will be 
described, paying particular attention to the quality assurance issues. De-
spite the sequential presentation below, the procedural model described 
should of course be regarded as an iterative process. 

 
Fig. 1.1. Procedural model for the development of IVR-systems 
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1.2.1 Analysis of Requirements and Specification 

The analysis of the requirements covers the target group, the business 
process and the technical environment, and must be done in close coordi-
nation with the customer for the IVR system. 

When analyzing the target group we have to evaluate who will use the 
IVR system, why and how often. This analysis results in the definition of 
design guidelines describing the dialogue concepts and strategies (see also 
Sect. 1.5) which will be realized within the dialogue. 

The objective of analyzing the business process is to identify the poten-
tial for automation within the process. As a result, the dialogue plan has to 
be defined, describing the rough structure of the speech dialogue (e. g. 
represented in the form of a task tree [Paterno et al. 1997]). 

The analysis of technical requirements deals with all those issues that 
have to do with the integration of the IVR system into existing infrastruc-
ture; the integration with the phone system, the integration with the data-
base as well as loading and security requirements. A technical specifica-
tion results from this, defining the system architecture (definition and 
dimensioning of the modules and components), the interfaces (e. g. to da-
tabases or to the phone system) and the concepts for security, installation, 
configuration and operation (logging, reporting, monitoring). 

A detailed specification of the dialogue has to be defined (most com-
monly represented as a call flow). This starts from the design guidelines 
and from the dialogue plan, specified within the analysis of the target 
group and the analysis of the business process. The specification of the 
dialogue is then the basis for the specification of the voice prompts and of 
the grammatical rules for the speech recognition. The specification of the 
prompts covers the formulation of the system output whereas the gram-
matical specification defines the slots (a slot is defined for each item  
of information that is relevant to the application) and appropriate return 
values for each dialogue state. 

A review of the detailed specification of the dialogue and the system 
prompts by designated usability experts should contribute to the quality 
even at this early stage of development. Whereas for most of the projects  
a review by a usability expert may be sufficient, a Wizard of Oz test might 
be recommended for major projects [Fraser, Gilbert 1991]. The key idea of 
WOZ is to simulate the behavior of the working system by having  
a human act as the system. WOZ thus enables early testing even before 
a prototype exists. 
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1.2.2 Implementation and Production 

The implementation and production phase covers the implementation of 
the front end (implementation of dialogue), the grammatical rules for 
speech recognition (implementation of the rule based ASR grammar files 
or the training of statistical N-gram approaches), the business logic, the 
back end as well as the production of prompts (i.e. the recording and pro-
cessing of the sound files) and the integration of all components. 

If the development environment allows “offline” simulation of the dia-
logue, e. g. text-based by typing the user utterance, it is possible to run 
traversal tests, which are aimed at checking how precisely the implementa-
tion conforms to the specification of the dialogue. Offline simulation of the 
dialogue allows the exclusion of all disturbing influences, e. g. caused by 
the speech recognition or by the prompts. 

In parallel to this, the system prompts have to be reviewed in a separate 
test. Those tests are to ensure that the content of the prompts matches the 
specification and that the audio quality is satisfactory. 

If rule based grammar is used, the first tuning of the ASR grammar 
should be done offline, using test sets. Test sets include a set of possible 
replies to a system prompt. The specification of the prompts has to be 
available for the test sets to be created. 

Tuning the grammar offline includes coverage, NLU, over coverage and 
ambiguity tests. Coverage tests aim to test whether all varieties of mean-
ingful formulations are covered by the ASR grammar. In addition, NLU 
tests have to verify that the varieties of formulations are represented by the 
appropriate semantic interpretation. It is recommended that test sets for 
coverage and NLU tests should not be created by the same person who 
implemented the grammar. Over coverage tests are meant to detect and 
eliminate all senseless and needless formulations. In general, the analysis 
will be based on test sets generated by a random process. Ambiguity tests 
are intended to detect and eliminate all cases in which one formulation is 
represented by more than one semantic interpretation. 

Statistical language models (SLMs) are used when the amount of ex-
pected variation in spoken input is hard to capture with explicit grammar 
rules. When testing statistical language models, the most important con-
cept is that the test set data must not be part of the training set. Tuning is 
done by adding new data sets of utterances, transcribed and labeled with 
the appropriate slot values. 

After the integration of call flow, grammar, prompts and backend, inte-
gration tests have to check the interaction between the components. 

After the integration of the single components, a first version of a com-
plete and executable test system will be available. This represents the basis 
for the execution of the first expert and friendly user tests, where friendly 
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users (e. g. colleagues) have to solve predefined test problems. On the basis 
of test protocols, log files and call recordings, first tuning of the entire 
system (call flow, prompts and ASR grammar) is possible. 

Depending on the project budget available, the implementation and pro-
duction phases have to be completed with evaluation by usability experts or 
with a usability test by users. These tests have to ensure that the IVR system 
fulfills the minimum requirements for the pilot phase. The basic condition 
for these tests is a working, error-free, fully functional test system. During 
evaluation by usability experts, as a rule three independent experts examine 
the system to find any usability problems from the user’s point of view. The 
checks are based on previously defined usability requirements or on gen-
erally applicable usability criteria (e. g. standard ISO 9241-110/-11/-12 for  
the design of interactive systems [http://www.iso.org/]). A test for usability 
means that the system is checked by test persons instead of experts. On the 
basis of test problems, which should reflect representative usage of the sys-
tem, test users are observed by an investigator, while interacting with the 
system. Based on the actions and reactions observed while interacting with 
the system, conclusions about the usability and the quality of the user inter-
face can be drawn. A popular method here is to encourage the test person  
to think out loud, while interacting with the system. It is also usual practice 
to film the test person as they solve the problem. User tests of usability have 
to either be carried out in a usability laboratory or in a natural environment. 

1.2.3 Delivery 

After migration to the target environment, the stability and performance 
(e. g. response times) of the IVR system have to be tested with a perform-
ance or load test. 

In a further step, an acceptance test is needed to ensure that the require-
ments for roll-out are met. To find any potential for optimization, the ac-
ceptance test verifies for example the perceived utility or the reasonable-
ness of the price. For this reason, about 100 or 200 test persons should use 
the system, in a free and natural environment, following predefined in-
structions. Feedback is then collected via questionnaires or log files. Func-
tionality, reliability, orientation, suggestibility, comfort and aesthetics are 
points to be considered and are parameters to measure the acceptance of 
IVR systems. 

Based on the results of the pilot phase – that is log files, call recordings, 
acceptance tests or interviews of pilot attendees – the IVR system has to be 
tuned for one last time before roll out. During this phase, the tuning of the 
speech recognition is particularly time consuming. The speech recognition 
tuning covers the tuning of the speech recognition engine and, if applying 
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rule-based grammar, the tuning of the dictionary, probability tuning and 
once again, grammar tuning. 

When tuning the speech recognition engine itself, the classification rates 
for “correctly accepted”, “incorrectly accepted” and “incorrectly rejected” 
have to be optimized by adjusting parameters such as the rejection thresh-
old, the start of speech and the end of speech timeout or the pruning 
threshold. Prepared utterances will be presented to the engine in batch 
mode and the classification rates achieved for the various parameter set-
tings will be compared. Dictionary tuning works by adding those unusual 
pronunciations to a dictionary, for which recognition errors occurred (e. g. 
the proper names of towns, companies or products). For grammar with a large 
vocabulary, significant improvement can be sometimes obtained by adding 
a priori probabilities to the grammar files, called probability tuning. Thanks 
to a final tuning of the grammar, frequently spoken utterances (which might 
cause an out of grammar event) have to be identified and added to the 
grammar. After tuning the grammar, coverage and NLU tests have to re-
check the performance. 

For statistical language models (SLMs) the new data sets of transcribed 
and labeled utterances, recorded during the pilot phase, have to be added to 
the training set. Because the data recorded during the pilot phase is more 
realistic than the old, laboratory-based data it might even be sensible to 
completely replace the old data set. 

Finally, you should not forget that testing and tuning has to be carried 
on continuously, after roll-out and during operation of the IVR system. 

1.3 How to Collect the Key Information for Design 
for a Target Group 

As mentioned above, a working, error-free and fully functional IVR sys-
tem is not the only essential factor for the commercial success of IVR sys-
tems. In order to get the necessary customer acceptance, the IVR system 
has to take the customer’s capabilities, needs and expectations into consid-
eration. Three important questions have thus to be answered: 

• Who will use the system? 
• Why will they use it? 
• How often will they use it? 

With answers to all of these questions, the designer will be able to best 
match the system to the target group, which will help to increase usability 
and efficiency. But where does the information come from? 
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In most cases, the questions “why” and “how often” are easy to answer. 
The application designer will exactly understand the business process the 
speech application should reproduce. We don’t need to point here out that 
expectations and needs differ enormously; for example if the customer has 
to deal with an infotainment system or with a banking application. Fur-
thermore, the business process allows us to draw conclusions about the 
frequency with which the customer will use the application. Will custom-
ers only use it two or three times a year, or almost daily, as for example 
with a messaging service? This is an important factor for the design of 
speech applications. 

In personalized services with access to user data, the question “who is 
going to use the application?” is also easy to answer, because a lot of in-
formation about the user is available as soon as the caller has been identi-
fied by the system. In many services however, information about the caller 
is not available. In cases like this, the business process might allow us to 
draw some conclusions about the expected, average user. On the periphery 
of infotainment and games, a younger and open minded user can be as-
sumed. Applications with a well defined target audience are however rare. 
Speech applications are mostly conceived for a complex, varied audience. 

So, where do we get the information about the caller from? 
A lot of information can be obtained from analysis of the CLI (Caller 

Line Identity, the presentation of the incoming caller’s telephone number). 
If available, the area code provides information about the location of the 
caller. We can also determine whether the caller is using a mobile phone 
and is probably distracted. If, in addition, a database allows tracking data 
to be kept, the information can be used for the personalization of later 
calls. 

The analysis of environmental information, such as the background 
noise, can provide information as to whether the caller is in a quiet or 
a loud environment or whether the caller is currently driving a car and  
is distracted. Global positioning and navigation systems such as GPS 
(global positioning system) are on the rise. Mobile devices equipped with 
GPS receivers allow the caller’s location, speed, direction and time to be 
determined. 

Information about the human machine interaction such as the frequency 
of certain events (interruption, no match, no input or help), the average 
response delay or the average number of words per user turn is easy to 
trace and can be extracted from log files. 

Another possible solution might be the analysis of the speech signal,  
recorded from the caller. Approaches to the classification of speakers, 
based on the analysis of the speech signal, come under the term “Speaker 
Classification”. Since speaker classification is key technology to close the 
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knowledge gap on the dialogue designer’s side, current research is increas-
ingly addressing this subject, which will lead to an increase in performance 
in the near future. 

1.3.1 Speaker Classification: Parameters and Methods 

The approach here consists of extracting features, which are based on the 
analysis of the recorded speech signal from the user, and feeding them into 
a classifier. As this chapter is not intended to describe this approach in 
detail, the following section will simply give a compact overview of the 
state of the art, of the parameters and of the methods of determining them. 
Instead we will concentrate on rating of the degree of maturity of the ap-
proaches (see Sect. 1.3.2). 

Speakers’ characteristics can be differentiated by the degree of variabil-
ity across time. Characteristics such as gender, native language, dialect, 
accent, age or state of health are more or less time invariant within a dia-
logue. These characteristics are immediately available, after the first user 
utterance, and can be used to modify the whole dialogue. While simultan-
eously supplying the user utterance in parallel to both a speech recognizer 
and a speaker classification module, the speaker classification does not 
restrict the progress of the dialogue, as no additional question is necessary. 
On the contrary, characteristics such as emotion (joy, mourning, anger, 
etc.), can rapidly change within an interaction. They thus have to be tracked 
continuously during the dialogue to ensure that appropriate changes to the 
dialogue are immediately initiated, e. g. transferring the caller to a human 
agent, if anger is detected. 

In the first step, features are extracted to transform the digital speech 
signal into a parametric representation. Depending on the level of informa-
tion, some features are better suited for certain classification criteria than 
others. Distinctions are thus drawn between spectral, prosodic, phonetic, 
idiolectal, dialogic and semantic features. 

Acoustic features such as jitter, shimmer or the position of formants, are 
based on the spectral properties of small frames of speech of about 10–20 
ms. Higher level features like pitch, duration, intensity or the duration of 
voiced and unvoiced sequences can be categorized as prosodic features. As 
an example, an anger detector, primarily based on prosodic features is de-
scribed in [Burkhardt et al. 2005]. The probability that certain speech sam-
ples belong to a phonetic set, as well as the computation of pronunciation 
variants are called phonotactic features and seem to be especially useful to 
detect languages or dialects as well as emotion [Kienast et al. 1999]. Idio-
lectal features like the prediction of the use of certain words can be used to 
assign a speaker to a certain age or social group [Lee, Narayanan 2005].  
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Fig. 1.2. Pictorial depiction of levels of information (from Reynolds et al. 2003) 

Dialogic features comprehend all those features that have to do with hu-
man machine interaction such as the frequency of certain events (interrup-
tion, no match, no input or help), the average response delay or the average 
number of words per user turn (see also [Walker et al. 2002]). Semantic 
features can be used to detect the speaker’s intention or to track the caller’s 
preferences. 

In a second step a classifier describes a set of discrimination functions 
aimed at mapping specific feature vectors to particular target classes. Be-
cause those approaches are based on a training set of the feature vectors, the 
performance of classifiers shows a strong dependency on the quality of the 
training set. The model extracted from the training set is then used to classify 
unknown data. Depending on the classification problem, e. g. classification 
of items with fixed or variable length or the realization of linear or non-linear 
discrimination problems, a variety of approaches is available (e. g. linear 
discriminant functions, dynamic Bayesian networks, K-nearest neighbour, 
Gaussian mixture model classifiers, artificial neural networks [Duda et al. 
2000], support vector machines [Schölkopf, Smola 2002] or hidden Markov 
models [Rabiner 1989]). Depending on the complexity of the discrimination 
problem, they may also be used in combination, thus doing the pre-pro-
cessing with one approach before applying another classifier. 
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1.3.2 Maturity of Speaker Classification 

Experiments to evaluate different approaches to the classification of age 
and gender on telephone speech have shown: “We find that the best system 
performs on average comparably to human labelers, although the perform-
ance of our classifiers is worse on short utterances. [Metze et al. 2007].” 

To what extent age is represented by the voice depends on so many in-
dividual factors, that the detection of age based exclusively on the analysis 
of the speech signal is even difficult for humans. Since there is reason to 
doubt that automatic classifiers will outperform humans instantly, the human 
results may be a good point of reference for the coming years: “Our results 
show that estimates of age are generally accurate only for broad age 
classes and confirm the intuitive expectation that people are able to assign 
a general chronological age category to a voice without seeing or knowing 
the talker [Cerrato et al. 2000].” 

The results of an investigation with 7 age groups of 7 year ranges 
seemed to outline “that the listeners’ performance is not very good” [Cer-
rato et al. 2000]. Forming 7 groups, the overall percentage of correct an-
swers is on average only 27%. Forming only three groups (young, adult 
and old), the overall percentage of correct answers rises up to 71%. 

 
Fig. 1.3. Percentage of correct answers for 7 and 3 age classes (from [Cerrato et al. 
2000]) 
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Furthermore it must be noted that the human as well as the automatic  
results show a “centralization” trend for the perceived age, thus the phe-
nomenon of overestimation of young speakers and underestimation of old-
er speakers. 

The differentiation between male and female here is very dependent on 
the age. Before boys’ voices break, it is difficult to tell girls and boys apart 
by analyzing the speech signal. Differentiation between males on the one 
hand and females and children on the other hand is therefore easier than 
between females and children. 

Since separate training of language models for males and females re-
sulted in an improvement of recognition rates, gender detection is often 
carried out as an intermediate or preprocessing step for tasks such as 
speech recognition or speaker classification. Gender detection thus seems 
to be a mature technology, already offered by well established speech 
technology providers. 

Anger detection, based on analysis of the recorded speech signal from 
the user, still seems to be a difficult task. First experience has shown that 
the encouraging results achieved under laboratory conditions still cannot 
be completely reproduced under real conditions. However, the anger de-
tection already gives “results well above chance level” [Burkhardt et al. 
2006]. Since the occurrence of false alarms still cannot be excluded, any 
resulting modifications to dialogue have to be selected carefully. 

Another approach is the detection of anger based on a semantic analysis 
of speech. The occurrence of four-letter words may help. Also an analysis 
of the word order can lead to success. However insufficient experience has 
been collected so far. 

Automatic language identification may help to pick up foreign language 
speakers before they hang up. By detecting the language of the caller, the 
IVR system will be able to switch the language or transfer the caller to  
a human agent who speaks their language. Seen in the context of an increas-
ingly multicultural population and the effects of globalization, it seems 
more and more important not to exclude this part of the population. Multi-
lingual services with automatic language identification might be the key. 

Language identification can be accomplished as a by-product of speech 
recognition by feeding the utterance into grammar packages of different 
languages. If one of the packages maps to the utterance, the language is 
implicitly detected. If the utterance maps to more than one package, it is 
not easy to predict the language, because the confidence scores of different 
packages cannot be directly compared. The confidence score is a quantita-
tive measure of how confident the recognizer is that it came up with the 
right hypothesis. Even more unsatisfying is the situation when no grammar 
package can map. In this case, determination of the language is impossible. 
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Thus, it is better to feed the user utterance into a parallel language identifi-
cation module, to get a prediction that is completely independent of the 
speech recognition. Both results, i.e. the result of the language identifica-
tion as well as the result of the speech recognition, can then be used, one 
result verifying the other. 

Whereas language identification is almost ready for the market, the 
identification of accents, dialects or sociolects is just at the beginning. 

Accent detection, able to provide the IVR system with hints about the 
native language of the caller would be particularly useful. The IVR system 
would be able to ask the caller, if they would prefer to continue in their 
native language. 

The identification of dialects would be of particular interest, if language 
packages which are optimized for these dialects, to improve the perform-
ance of speech recognition, were available. As language packages that are 
optimized for special accents are not available (with the exception of e. g. 
U.S. and British English), initiatives in this direction are still limited. 

Varieties of speech which are not based on regional but on social differ-
ences are called sociolects. Sociolects will be the key for an automated 
prediction of socio-cultural milieus. Current market research no longer 
only categorizes people depending on their social situation but also reflects 
their orientation. This has resulted in the definition of sociocultural milieus 
such as Sinus or the transnational Meta milieus (http://www.sinus-socio-
vision.de/), defined for Western Europe. 

 
Fig. 1.4. Meta-milieus (from [http://www.sinus-sociovision.de/]) 



16 F. Oberle 

If it were possible to predict a speaker’s membership in a certain socio-
cultural milieu on the basis of their speech signal, it would be possible to 
transfer all of the results and discoveries of modern market research at 
once into the world of IVR systems. Unfortunately, the research has not 
progressed that far and it is not an easy task to describe sociolects e. g. on 
the basis of the occurrence or frequency of specific words or by the posi-
tion of words in a sentence. 

1.4 How to Design Dialogues for a Target Group 

In the above section we described how much information we can get about 
the user even when there is no user profile database available. But what is 
the relevance of this information for the dialogue designer? What are the 
changes to the dialogue that we recommend for the features identified? 

In order to define some significant rules to change dialogue, first of all it 
is important to describe the user from the dialogue designer’s point of 
view, focusing on characteristics for which the dialogue side can be direct-
ly modified. 

Despite the fact that some of the following categories overlap and affect 
one other, they do reduce the complexity of information about the user to  
a simple, three-dimensional view of the caller: 

• the user’s ability to interact, 
• the user’s socio-demographic characteristics and 
• the user’s linguistic characteristics. 

1.4.1 How to Consider the Caller’s Ability to Interact 

First of all, it is the business process that allows us to draw the most impor-
tant conclusions. If it can be assumed that the customer will use the appli-
cation only two or three times a year, we have to build the application for  
a caller who is most probably new and not familiar with the application. If 
we have to assume, that the application will be used with a high frequency, 
e. g. a messaging application, which will be used two or three times a day, 
we also have to offer dialogue strategies, which take power users into con-
sideration, who are possibly very familiar with the application and who 
want to avoid wasting too much time in the application. 

In a second step, we have to consider the affinity of people to informa-
tion technology, whereby a strong dependency on age and gender has to be 
taken into account. 
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For the domain of science and technology the differences which depend 
on gender are so obvious, that there is talk of a “technological gender gap” 
([Canada, Brusca 1992], [Anastasi 1976], [Asendorpf 2003]). Even school-
boys, but also male students are significantly more interested, are more 
self-confident about their own abilities and more often have their own 
computer or at least have experiences with a computer ([Sproull et al. 
1984], [Levin, Gordon 1989]). Transferred to the domain of IVR systems, 
it is still hard to define gender related differences when designing dia-
logues. The only difference which might be assumed is that, on average, 
males will have less fear of contact with new technology and will have  
a greater motivation when learning to interact with it. Designers might thus 
consider how to introduce females more carefully to the interaction with 
IVR systems. 

In terms of the age of a caller the differences are even more obvious. 
Elderly people seem to have increasing difficulty keeping up with the grow-
ing level of technology in everyday life, while the preparedness to accept 
change decreases at the same time ([Strong 1943], [Rudinger 1994], [Gilly, 
Zeithaml 1985]). This phenomenon is due to the substantial limitations 
elderly people are subject to, which has to do with their sensory abilities 
(speed of perception, ability to see and hear) and cognitive abilities (speed 
of answering, memory and ability to learn). Newer studies in developmen-
tal psychology have shown that the speed of reception and handling of 
information decreases rapidly with increasing age [Baltes 1990]. Learning 
the interaction with new computer technology is thus harder for elderly 
people [Gomez et al. 1986]. This has to be considered when designing 
interfaces for senior citizens. 

On the technical side of this topic, experience in applying speech recog-
nition has shown that a negative impact on the performance of speech rec-
ognition can be observed: 

• for inarticulate speech – the probability of this increases for very young 
and very old callers, 

• for over-long and freely formulated sentences – experience has shown 
that people who have no experience in interacting with IVR systems are 
particularly prone to this. As studies have shown, this particularly ap-
plies to the group of very young and old speakers ([Hempel 2006a], 
[Hempel 2006b]), 

• for over-loud or over-emphasized speech, which applies to callers who 
are exited or angry, 

• for non-native speakers (with a strong accent) or for speakers with  
a strong dialect or who use heavy slang or sociolect, 

• for a noisy environment. 
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Summarizing, it can be stated that a negative impact on the interaction 
between human and IVR system can be assumed and changes to the dia-
logue are recommended 

• if a low frequency of usage is to be expected and the vast majority of 
users will be new and not familiar with the IVR system, 

• for very old or very young callers, 
• for exited or angry callers, 
• for non-native speakers (with a strong accent) or for speakers with  

a strong dialect or using heavy slang or sociolect, 
• for a high frequency of the speech recognition events “no input” and “no 

match” or for long response times of the human, 
• if a noisy environment (e. g. railway station or car) or high distraction 

(e. g. call from a car or call from a mobile phone) can be assumed. 

To estimate the caller’s ability to interact, very different parameters can 
be considered, depending on their availability. The more parameters that 
support a specific hypothesis, the more likely this hypothesis can be con-
sidered. 

To prevent callers from not being able to cope and to reflect the caller’s 
ability to interact, appropriate changes to the dialogue might affect: 

• the balance between mixed initiative and directed dialogue, 
• the usage of confirmation and feedback strategies, 
• the design of menu trees (depth of the tree structure, width of the menus), 
• the setting of speech volume, speed and pauses, 
• the highlighting of keywords in the user guidance, 
• the use of touch-tone or the offer of assistance from a human operator. 

1.4.2 How to Fulfill the Caller’s Expectations and Needs 

If the objective is to meet the callers’ expectations and needs, by providing 
an interface tailored to a target group, the focus has to be on a socio-
demographic classification of the caller. 

Socio-demographic caller classification can be based on age and gender 
as well as on the caller‘s membership of certain socio-cultural milieus, 
obtained from a user profile database or the analysis of spoken utterances. 
Since the prediction of membership in a socio-demographic milieu, based 
on the analysis of the speech, is not currently possible, for the moment, 
speaker classification has to be exclusively based on the age and gender of 
the speaker. 
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To meet callers’ expectations and needs and to effectively tailor for tar-
get groups, dialogue modifications might consist of: 

• consideration of target group preferences when defining the order and 
hierarchy with which themes and content are presented – target group 
preferences can result from market research or can be measured, 

• design of the system’s persona and voice (e. g. pitch, intonation, vocabu-
lary, usage of technical terms and colloquial speech,...), 

• consideration of target group preferences when defining background 
music, teasers, jingles or advertisements (e. g. when waiting in a queue). 

But what are the specific preferences of males and females and of spe-
cific age groups? Behavior during leisure time and the use of media seem 
to be very different, depending on age and gender. 

The annual studies AWA [http://www.awa-online.de/] and ACTA 
[http://www.acta-online.de/] by IfD Allensbach, in Germany, show that 
with increasing age, interest significantly recedes for consumer electronics, 
photography, video and for activities such as cinema, discotheques and 
computers. According to the results of the “Media-Analyse 2004/II” study 
carried out by the German television station “SWR” [SWR 2004], interest 
for activities at home or in the immediate neighborhood gains in impor-
tance with increasing age. This preference of older people for activities 
such as reading, watching TV, handicrafts or knitting can be explained by 
their decreasing mobility. 

The differences between males and females are vaguer, as shown by the 
annual studies by “IconKids & Youth” [http://www.iconkids.com/] and by 
the German television station “SWR” [SWR 2004]. Males seem to prefer 
subjects like sports, cars or going out. Females, in contrast, prefer litera-
ture, shopping or cosmetics. Within the teenage target group, girls prefer 
fashion, shopping and cosmetics, whereas boys prefer sports, cars and com-
puters. 

Gender related differences in the evaluation of anthropomorphic inter-
faces and the design of artificial agents are hard to verify. The results of 
different studies on this subject are too diverse to make conclusions about 
concrete recommendations for gender-specific design ([Bickmore, Cassell 
2005], [Catrambone et al. 2004], [Buisine et al. 2004], [McBreen 2002]). 
At most we could take with the statement that females react more sensi-
tively to aspects of artificiality than males ([Kraemer 2001], [Kraemer 
2002], [Sproull et al. 1996]). In general, it can be summarized that apart 
from gender, acceptance always rests on a balance between naturalness on 
the one hand and transparency and functionality on the other one. 

Although there are no substantial differences between males and fe-
males, both having the same vocabulary available, gender-specific usage 
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of language does become apparent. Whereas females interact politely and 
cooperatively, using standard or high-level language with mitigating and 
understating formulations, males rather have a tendency to a colloquial and 
direct brusqueness with an imperative, emphatic and competitive conversa-
tional style (see also [Günthner 1997], [Braun 2004], [Mulac 1999]). This 
knowledge can be applied to realize a more authentic design of persona, in 
which a female artificial agent uses the typically female mode of speaking. 
This knowledge can also be used to meet the caller with the appropriate 
mode of speaking, where the IVR system is able to reflect the conversa-
tional style of the caller. 

1.4.3 How to Consider the User’s Linguistic Background 

Native language, accent, dialect, sociolect and speed of speech contribute 
to the caller’s linguistic characteristics. The results of a linguistic charac-
terization of the caller might be reflected in following changes: 

• switching the system prompts and the speech recognition package to the 
caller’s native language, 

• transferring the caller to a human agent who speaks their native language, 
• improvement of speech recognition by switching to a speech recognition 

package that is optimized for a particular dialect, 
• alter the system prompts to the caller’s mode of speaking (speed of speech, 

dialect, sociolect). 

1.5 Eleven Recommendations for Design 
for a Target Group 

1.5.1 Mixed Initiative vs. Directed Dialog 

In general there is a difference between mixed initiative and directed dia-
logues. If we take a couple of statements within an interaction as a basis 
for our observation, there is a very simple model of interaction if we define 
the first speaker as the acting speaker and the second speaker as the react-
ing speaker – the speaker who asks has the initiative and directs the inter-
action. 

In directed dialogues the IVR system keeps the initiative during the 
whole dialogue. Directed dialogues are based on a conventional menu 
structure, the system’s prompting emphasizes the keywords and the speech 
recognition is focused on the recognition of single words or short phrases. 
Directed dialogues need far less time and effort to implement. 
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Mixed initiative, on the other hand, enables the caller to take the initia-
tive during the dialogue, whenever they want. The IVR system takes the 
initiative only if problems occur or if the dialogue is deadlocked. The 
caller is able to switch between several tasks of an application without 
using a menu structure. As it is usual in natural interaction, one user utter-
ance is allowed to contain multiple items of information. The dialogue 
system should be able to check the completeness and validity of the infor-
mation provided by the user utterance, and ask for any missing or invalid 
information. Mixed initiative requires speech recognition providing “Nat-
ural Language Understanding” (NLU) and “Multi-Slot Grammar”, which 
are able to return more than one slot (i.e. more than one item of informa-
tion) per utterance. 

Example: 

Caller: I want to know the trains from Cologne to Berlin tomorrow. 
IVR: Please tell me the time of departure. 
Caller: Between 6 and 7 a.m. 
IVR: Tomorrow between 6 and 7 a.m. I can offer the following trains:... 

Mixed initiative is accompanied by a lot of other enhanced dialogue 
concepts like overloaded answers, interruptability or ellipsis. 

Answers to a system prompt are overloaded, if a user’s utterance con-
tains information which exceeds the question actually asked by the system. 
Storing this information for later usage in the dialogue allows the dialogue 
to be significantly shortened. More than one subsequent dialogue step can 
be often skipped if the additional information already defines a special 
subtask in the task tree. 

Without overloading the answer, a travel booking dialog would look like 
this: 

IVR: Do you need a flight ticket, a rail ticket or a hotel reservation? 
Caller: Flight ticket. 
IVR: Your point of departure? 
Caller: Cologne. 
IVR: And your destination? 
Caller: Berlin. 
IVR: Please tell me the day of departure? 
Caller: Tomorrow. 
IVR: And the time of departure? 
Caller: Between 6 and 7 a.m. 

When an answer is overloaded, the dialogue can be shortened, if the dia-
logue control is able to handle the additional information. In the following 
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example the option “hotel reservation” can be excluded. The dialogue con-
trol only has to resolve the ambiguity between “travel by airplane” and 
“travel by railway”. Furthermore the query for “destination” as well as the 
query for “day of departure” can be skipped: 

IVR: Do you need a flight ticket, a rail ticket or a hotel reservation? 
Caller: Tomorrow I want to travel to Berlin. 
IVR: By airplane or railway? 
Caller: Airplane. 
IVR: Your point of departure? 
Caller: Cologne. 
IVR: And the time of departure? 
Caller: Between 6 and 7 a.m. 

Interruptability allows the caller to interrupt a task and initiate a new 
task whenever they want. When the new task is finished, the dialogue sys-
tem is able to continue the previous task from the point where the task was 
interrupted. 

In the following example the information “tomorrow” concerning the 
weather task is stored and re-used for the booking task: 

IVR: Do you need a flight ticket, a rail ticket or a hotel reservation? 
Caller: Flight ticket. 
IVR: Your point of departure? 
Caller: Cologne. 
IVR: And your destination? 
Caller: Berlin. 
Caller: How is the weather tomorrow in Berlin? 
IVR: Tomorrow the weather in Berlin is rainy and cold. Take an umbrella 
and warm clothing! 
Let’s continue with the booking of your flight. The day of departure is to-
morrow? 
Caller: Yes. 
IVR: And the time of departure? 
Caller: Between 6 and 7 a.m. 

Elliptical expressions are if a caller provides just part of the information 
within the current utterance. In that case the IVR system needs to integrate 
it into its preceding context in order to infer its complete meaning. Ellipti-
cal expressions are very common in natural interaction. In the following 
example the system needs to integrate “flights” from the second user utter-
ance into the context of the previous utterance, where “trains” has to be re-
placed by “flights” in order to completely understand the user’s concern: 
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Caller: I want to know the trains from Cologne to Berlin tomorrow between 
6 and 7 a.m. 
IVR: Tomorrow between 6 and 7 a.m. I can offer the following trains:... 
Caller: And now I want to know the flights. 
IVR: Tomorrow between 6 and 7 a.m. I can offer the following flights:... 

Since mixed initiative is based on an interaction between the IVR sys-
tem and the caller at a very high level, it requires that the caller be very 
familiar with comparable systems. Directed dialogues thus seem to much 
better suit a caller who isn’t familiar with the IVR system. Those callers 
definitely prefer directed dialogue to mixed initiative, if of course the dia-
logue is well designed. 

This topic was investigated by “Siemens AG, Corporate Technology, 
User Interface Design Center” using a Wizard of Oz test and a usability 
test with 25 test persons each ([Hempel 2006a], [Hempel 2006b]). The 
usability test was based on a prototype T-Systems speech application, of-
fering different dialogue strategies for different user groups. The 25 test 
persons, who attended the usability test, represented 5 different user groups 
(child, adult male, adult female, older male, older female). 

Its results showed that directed dialogue is preferred by the test persons, 
even though it is far less convenient, when compared to mixed initiative. 
This lack of acceptance for mixed initiative in the first instance is due to 

 
Fig. 1.5. Number of words uttered per dialog in the first user utterance  
(AF/AM = adult females/males; SF/SM = senior females/males; C = Teenagers) 
(from Hempel 2006a) 
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the test persons not being familiar with comparable systems. The accep-
tance for directed dialogues is even more pronounced for children and old-
er people. Especially females and older people show a tendency to answer 
more verbosely. When testing mixed initiative they apparently accept the 
offer of a natural dialogue. 

To take target groups into account when defining the balance between 
mixed initiative and directed dialogue, the following can be recommended: 

• It can be assumed that people with a limited ability to interact with the 
IVR system, e. g. elderly people, non-native speakers or children, will 
prefer a directed dialogue. If there are signs of an impaired interaction, 
directed dialogue is recommended. 

• For speech applications which will not be used very often, a directed 
dialogue is able to fulfill the requirements. 

• For those applications which will be used very often, a combination of 
mixed initiative and directed dialogue is recommended. In this case the 
IVR system basically provides the option for the user to take the initia-
tive and only takes the initiative itself if problems occur or the dialogue 
is deadlocked. 

• A lack of acceptance for mixed initiative is primarily due to the caller’s 
lack of familiarity with comparable systems. 

• Open dialogues with mixed initiative cause very different expectations, 
depending on the age and gender of the caller. 

• Even though mixed initiative is more convenient for the caller, it will 
not be accepted if the caller isn’t aware of it. To become familiar with it 
as soon as possible, mixed initiative must be explained to the user. 

• An explanation on how the interaction with IVR systems works might 
be particularly useful for older callers, even if only for directed dia-
logues. This can be done for example by presenting a short example dia-
logue. 

1.5.2 Strategies for Feedback and Confirmation 

Depending on the business process it can be more or less important to be 
sure about the words the caller has said. The system reacting incorrectly in 
an infotainment dialogue is in no way as hard to cope with as a comparable 
incorrect reaction within a banking application. 

To be sure about the caller’s intention, the system has to get confirma-
tion from the caller. Confirmation can be given within an explicit or impli-
cit confirmation state. 
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Explicit confirmation provides an explicit dialog state for confirmation: 

IVR: And your destination? 
Caller: Berlin. 
IVR: Your destination is Berlin? 
Caller: Correct. 

To speed up the dialogue, the analysis of confidence scores may help. 
Most commercial speech recognizers return them in addition to the recog-
nition hypothesis. The confidence score is a quantitative measure of how 
confident the recognizer is that it came up with the right hypothesis. Con-
fidence analysis enables the IVR system to confirm only uncertain speech 
recognizer hypotheses with a low confidence score. However for safety 
critical and security sensitive business processes, an explicit confirmation 
state should always be planned. 

“N best” enables access not only to the speech recognition result with 
the highest confidence score, but also to the N best results. “N best” allows 
efficient handling of confusion for particularly large vocabularies as for 
example all of the towns in the U.S.: 

IVR: And your destination? 
Caller: Austin. 
IVR: Your destination is Boston? 
Caller: No. 
IVR: Your destination is Austin? 
Caller: Yes. 

If the caller denied Boston, the IVR system can be designed to pass over 
Boston and select Austin later in the dialogue, thus not repeating the mis-
take. Together with mixed initiative, the confirmation states can even reach 
a higher level of complexity. “One step negation and correction” enables 
the user to refuse and adjust a detail in one single dialogue step. 

IVR: And your destination? 
Caller: Austin. 
IVR: Your destination is Boston? 
Caller: No, Austin. 

“Multi-Slot-Confirmation” allows the system to confirm more than one 
piece of information within one dialogue step: 

IVR: I resume – you need a flight from Berlin to Cologne for tomorrow be-
tween 6 and 7 a.m.? 
Caller: No, from Cologne to Berlin. 
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The most efficient way of speeding up the dialogue is to apply implicit 
feedback. The caller gets implicit feedback to his utterance within the next 
dialogue step, but without an explicit confirmation state. The handling of 
implicit feedback demands very complex dialogue management, since the 
following dialogue step has not only to handle the next task, but also the 
confirmation of the previous dialogue step: 

IVR: Do you need a flight ticket, a rail ticket or a hotel reservation? 
Caller: Flight ticket. 
IVR: Your point of departure for your flight? 
Caller: No, I want to take a train. 

For usage of feedback and confirmation appropriate to the target group, 
the following strategies can be recommended: 

• The application context is the most important issue for deciding upon 
the appropriate feedback and confirmation strategy. The confidence 
threshold for the activation of an explicit confirmation should first of all 
be adapted to the safety requirements of the actual business process. For 
absolutely safety critical and security sensitive business processes, such 
as transactions in a banking environment, an explicit confirmation state 
is a must. 

• If no explicit confirmation state was activated in the previous dialogue 
state, at least implicit feedback should be given to the caller – at all times 
during the dialogue the caller should be aware about the status of the 
discourse. 

• Since explicit confirmation doesn’t place high demands on the caller’s 
ability to interact with the dialogue system, this kind of approach seems 
to be particularly suitable for callers with a limited ability to interact 
(e. g. elderly people, non-native speakers or children) or for those speech 
applications that will not be used very often and where callers will not 
be very familiar with comparable systems. 

• Because implicit feedback requires that the caller has a very high ability 
to interact with the dialogue system, it doesn’t seem to be suitable for 
callers with a limited ability to interact or for those callers who are not 
familiar with comparable systems. Implicit feedback should thus be used 
carefully in those applications which presumably will not be used very 
often. 

• It is therefore recommended that the confidence threshold for the activa-
tion of explicit confirmation should be adjusted not just to the safety re-
quirements of the current business process, but also to the caller’s ability 
to interact with the IVR system. 
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1.5.3 Structuring the Menu Tree 

Although for mixed initiative dialogues the caller is able to switch between 
several tasks of an application without thinking about it, the menu structure 
should still be in the background as a fallback. This is in case problems 
occur in the interaction or if the dialogue becomes deadlocked. Directed 
dialogues are based on a menu structure anyway. 

When structuring a menu tree, some elementary rules have to be consid-
ered. No more than three options should be presented within one menu, 
details should be in submenus and associated tasks should be grouped to-
gether within an appropriate menu. The caller should not go through more 
than three dialogue steps and not more than one minute should be neces-
sary to reach their target. 

It now seems that, the more complex the structure of an application, the 
more inconsistent the rules are with one another. 

When designing the menu tree, the designer has to be aware of the user 
the application is being designed for. Some general rules can be mentioned 
for this: 

• When designing a menu tree for users with an above average ability to 
interact with the dialogue system or for a speech application that will be 
used very often and where callers will be very familiar with the system, 
it seems sensible to optimize the length of the dialogue at the cost of the 
width of the menus. Also more than three options can be presented 
within a menu. 

• When designing for users with a limited ability to interact with the dia-
logue system (e. g. elderly people, non-native speakers or children) or 
for speech applications that will not be used very often and where call-
ers will not be very familiar with the system, the width of the menus 
should be optimized at the expense of the length of the dialogue. In this 
case a menu should never exceed 3 options. 

• If signs are detected that the interaction between system and user is lim-
ited, the system should hand over to a human agent. If not available, it 
might be useful to verify the interest for each option by posing separate 
questions (“Are you interested in...?”). 

Regarding the order, in which the tasks have to be presented within  
a menu, popular tasks should be presented first and fall-back options like 
“abort”, “main menu” or the option of a human agent should be presented 
last. It is thus useful to measure the frequency of usage of options in  
a menu. If preference for a certain option is very high, e. g. more than 80% 
percent of all requests in the menu, it might be useful to first verify interest 
for this option (“You are interested in...?”) within a particular step in the 
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dialogue before presenting the other options. In this way the dialogue can 
be simplified and distinctly shortened for most callers. 

In this context, personalization is easy if the user’s preferences have al-
ready been determined and saved during past calls. It then will be possible 
to first present the options that the user last requested. In general the ques-
tion as to whether the advantages of such a practice outweigh the draw-
backs, caused by the order in the menus permanently changing, possibly 
confusing the caller, is still controversial. 

It thus seems to be useful to measure the correlation between the user’s 
preferences and the user’s socio-demographic parameters e. g. age and 
gender, obtained from a customer database or from speaker classification. 
The preferences specific to the target group then can be taken into account 
when structuring the menu tree. Compared to the nervy switching of the 
order when just considering the preferences of a single person, the above 
mentioned approach seems to be the better way. In this mode, by the way, 
marketing strategies can be directed exactly at the needs and expectations 
of the relevant target group. 

For callers with a limited ability to interact with the IVR system (e. g. 
older people, children, non-native speakers,...) or if there are signs of im-
paired interaction, a human agent should be offered more directly, if avail-
able. 

If there is information about the caller’s location, speed, direction and 
time, e. g. obtained from a mobile device that is equipped with a GPS re-
ceiver, the offering can be tailored to the caller’s specific situation. Op-
tions with particular relevance to the caller’s current location and time can 
be presented first. 

1.5.4 Escalation- and Help-Strategies 

As mentioned above, a human operator should always be offered to resolve 
a deadlock in the interaction between human and machine and to make 
sure that the caller will not be lost. If only a limited number of human op-
erators or none at all are available, escalation and help strategies have to 
get the caller out of trouble. 

Another option is to offer DTMF (dual tone multiple frequency) control 
to overcome the user’s difficulties with speech recognition. DTMF control 
still has a role anyway, especially in a noisy environment or if personal 
data has to be entered in a public environment as for example when enter-
ing a PIN (personal identification number) in a subway. 

To avoid annoying repetitions and to guarantee progress in the interac-
tion, multi-level escalation has to be offered to the caller. The relevant 
keywords, representing the options of the current dialogue state, and some 
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essential hard keys such as “help”, “abort” or “main menu” have to be 
emphasized. The “help” option as well as the fall-back commands “abort” 
and “main menu” have to be available throughout the application. The 
“help” option should offer some additional, specific information about the 
options in the current dialogue state. Commands such as “abort” or “main 
menu” should offer a way out of the current situation, back to a well de-
fined point in the dialogue. 

Even if escalation is not successful, the progress of the interaction 
should not be blocked. Again, information about the user’s preferences 
may be useful in a case like this. Starting with the most popular option in  
a dialogue state, the relevance for the caller may be verified in an explicit 
question (e. g. “Are you interested in...?”). Alternatively, the system may 
automatically jump back to a well defined state of the interaction (e. g. 
back to the main menu), but not without a detailed comment such as: “I am 
sorry, I didn’t understand again. Perhaps it would be better to start again. 
The current process will be aborted. Let’s go back to the main menu.” 

In order to solve possible blocks in the interaction between human and 
machine, it is again useful to measure preferences and to correlate them 
with socio-demographic parameters such as age and gender, obtained from 
a customer database or from speaker classification. It then will be possible 
for the dialogue management to make a more precise prediction of the 
user’s concern. In this case, statistical scores about the frequency of usage 
no longer have to be calculated using all potential users but can be defined 
for specific user groups. Beginning with the most popular option for the 
current user group, the option’s relevance for the caller may be specifically 
verified (“You are interested in...?”). 

1.5.5 Degree of Automation 

Call center automation is a growing market for IVR systems. In this envir-
onment, the main concern is to narrow down the user task through an 
automated speech dialogue and then to hand over to an agent who is par-
ticularly skilled in addressing the caller’s wishes. The minimum require-
ment for the automated pre-classification is thus to roughly predefine the 
routing destination, i.e. the agent, who has the appropriate skill. Further-
more the automated dialogue can attempt to capture additional information 
from the caller in order to ease the agent’s job. 

In this context, the process can be optimized by adapting the degree of 
automation to the user groups’ ability to interact with the IVR system. For 
user groups with a limited ability to interact, e. g. elderly people, the de-
gree of automation can be restricted to the absolutely minimum, whereas 
for user groups with a proven affinity to information technology and where 
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problem-free interaction with the machine can be assumed, e. g. male 
adults, an attempt can be made to shift the dialogue away from the agent 
and towards the automated dialogue. 

1.5.6 Politeness-, Motivation- and De-Escalation-Strategies 

As a response to the detection of anger, obtained from an emotion detector, 
the IVR system should immediately answer by offering a human agent. If 
not available, motivation, politeness and de-escalation strategies might help. 

Politeness strategies are conceived to prevent negative emotional condi-
tions such as dissatisfaction, stress, frustration and anger. Positive polite-
ness aims to identify with the caller’s objectives and to emphasize com-
mon interests in the interaction between human and machine. Negative 
politeness, instead, aims to relieve a caller under pressure and to eliminate 
all tension that may be caused by the interaction. This can be achieved by 
emphasizing that the caller is the one who makes the ultimate decision and 
that they can take as much time as they want. 

Motivation strategies are especially useful for long dialogues, where the 
caller has to answer up to ten or more questions. A caller can be motivated 
by information about the progress already made and by encouraging the 
caller to carry on. 

De-escalation strategies aim to divert the caller’s attention away from 
the reason for dissatisfaction, stress, frustration and anger. This can be 
achieved for example by pointing out alternatives to the current situation. 

1.5.7 Wording, Phrasing 

The choice of words should support and not interfere with the interaction 
between human and machine. For this purpose, the wording of the system 
prompts has to be short and concise, putting the answer in the caller’s 
mouth. By imitating the IVR system’s wording, the user will answer brief-
ly and concisely too, thus facilitating the job of the speech recognition 
engine. The designer must also take care that the options don’t sound too 
similar and that the speech recognition time outs are sufficient long. 

The results of the Wizard of Oz tests, performed by “Siemens AG, Cor-
porate Technology, User Interface Design Center”([Hempel 2006a], [Hem-
pel 2006b]), point out that good enunciation, i. e. a clear and concise way of 
speaking, is of particular importance for elderly people. 

If a caller with a limited ability to interact with the IVR system has to  
be assumed (e. g. elderly people) or if the dialogue history shows signs of  
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an impaired interaction between human and machine, the IVR system’s 
prompting can be modified by: 

• Raising the volume, lengthening the time-outs for speech recognition to 
more than 3 sec. (commonly 2–3 sec.) and reducing the speed of speech. 

• Use of generally intelligible, self-explanatory expressions, a carefully 
use of technical terminology and emphasis of the current keywords. 

When considering the fulfillment of expectations and the needs of a spe-
cific user group the following strategies are recommended: 

• To adapt the speed of speech and the pauses for speech recognition to 
the speed of speech and the response times of the caller or, if no caller 
related data is available, to the average scores of the user group that the 
caller belongs to. 

• To adapt pitch, intonation and vocabulary to the values that are gener-
ally accepted for that specific user group, e. g. using a rather polite, elab-
orated, high level and cooperative conversational style for females and  
a rather competitive, lean and direct conversational style with an empha-
sis on the imperative for males. 

1.5.8 Persona Design 

To ensure smooth interaction, the artificial agent has to be fast and direct if 
the interaction runs smoothly, and should become sympathetic and helpful 
if the interaction comes to a deadlock. It should be able to control the in-
teraction without being arrogant or overbearing. It should neither apologize 
to the caller nor accuse them of anything. If problems persist, it should 
immediately hand over to a human agent. If possible, it should not only be 
prepared for a special range of tasks, questions or problems. It should also 
be prepared to handle unexpected events. 

The caller infers a lot of information from the artificial agent’s voice. 
“Social Behavior” comprehends all of the characteristics of an artificial 
agent which contribute towards its naturalness and personality: 

• the artificial agent’s age, gender and geographic background, 
• their social function within the interaction (expert, assistant, teacher,...), 
• quirks, foibles and emotions create personality – ultimately the artificial 

agent is allowed to show quirks, foibles and emotions, too. 

To design an appropriate persona, it is not enough to divide customers 
into target groups with a tailored adaptation of the persona. The question 
about the context of the application is at least as important, that is the ques-
tion as to why the caller entered the dialogue. As mentioned before, expecta-
tions and needs differ enormously depending on the scenario; for example 
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on whether the customer has to deal with an infotainment system, or with 
a banking application. The design of the persona has to be particularly 
aware of this. 

Callers create a mental image of the personality of the speaking artificial 
agent. Depending on the target group and the context of the application, 
the persona is able to use very different accents, beginning with “pro-
fessional”, “competent” or “reliable” up to “sympathetic”, “trustworthy” or 
“helpful”. On the basis of the results of the Wizard of Oz and usability 
tests, performed by “Siemens AG, Corporate Technology, User Interface 
Design Center” ([Hempel 2006a], [Hempel 2006b]), even more accurate 
conclusions can be drawn. 

Age: 

• Basically, middle-aged agents are recommended. The age of an agent 
should never be less than 20 years or more than 60 years. 

• For entertainment applications rather younger agents can be selected. 

Speaking style: 

• Extremely casual slang language won’t be accepted, even by teenagers. 
Particularly females are reacting adversely to this. 

Gender: 

• In general there are no distinct trends to be observed – female agents 
seem to be especially suited for applications in the context of infor-
mation and entertainment and for children as a target group. For young  
males as a target group and for applications which have to do with the  
handling of problems, male agents are rather ranked positively. 

• To ensure an authentic design of persona, male and female agents should 
actually use typically male or female conversational styles; a rather po-
lite, elaborated, high-level and cooperative conversational style for fe-
male agents and a rather competitive, lean and direct conversational 
style with emphasis on the imperative for male agents. 

Naturalness versus artificiality: 

• The design of a persona has to reflect a balance between naturalness on 
the one hand and transparency and functionality on the other. 

• Too much artificiality, e. g. caused by using a text-to-speech engine 
instead of pre-recorded, natural prompts, meets with disapproval, espe-
cially from females. 
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• Too much naturalness on the other hand raises expectations too high 
compared to the real possibilities of the human-machine interaction, es-
pecially for children and older people. It should be carefully explained, 
that the caller is not interacting with a human but with a machine, to 
avoid possible misunderstandings. 

Social role: 

• For applications handling problems (e. g. trouble shooting), the persona 
has to display competence. 

• In general, if the artificial agent shows equitable, conversational behav-
ior based on partnership, then it is considered acceptable. 

1.5.9 Background Music, Jingles 

Another tried and tested way of addressing a target group is the introduc-
tion of music, for example as background music, through jingles or to break 
up waiting loops. 

A comprehensive analysis of consumers by Bauer Media KG in 2006, 
initiated by the MIZ (Deutsches Musikinformationszentrum des Deutschen 
Musikrats [http://www.miz.org/statistiken.html]), provides information 
about music preferences in Germany, broken down by age and gender. 
More information about the use of music can also be gathered from studies 
by “Siemens AG, Corporate Technology, User Interface Design Center”, 
based on a Wizard of Oz test and a usability test of a prototype speech 
application, implemented by T-Systems ([Hempel 2006a], [Hempel 
2006b]). 

The results show very plainly that music can polarize more than any 
other criterion. To meet the target group’s expectations, music has there-
fore to be selected very carefully. The basic results at a glance: 

• Regarding age, people younger than 30 years and older than 60 years 
build two comparatively homogeneous groups, in complete opposition 
to one another. 

• For people in Germany below 30, music genres like pop and rock and, 
with restrictions, hip hop, techno, trance, dance floor, hard rock or  
heavy metal are popular. For people older than 60, genres like “Schla-
ger”, “Volksmusik”, oldies, evergreens, classical music, opera, operetta 
or country are popular. 

• Within the group of people between 30 and 60, a crossover between the 
opposing profiles takes place. The preferences in this age group are there-
fore very heterogeneous. 
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• Males in Germany prefer genres like rock, hard rock, heavy metal or coun-
try. On the other hand, females in Germany prefer genres like “Volks-
musik”, “Schlager”, oldies, evergreens, musicals, opera or operetta. 

Of course, this data applies within the cultural context of Germany and 
will differ from one country to another. However, some basic tendencies 
can be transformed into some basic recommendations for the use of music 
in speech applications. 

• The context of the application is again important, thus the question as to 
why a caller enters the dialogue, plays an important role when selecting 
the music. As stated above, expectations differ if the customer is dealing 
with an infotainment system or with a banking application. 

• In the case of a broad, heterogeneous clientele, the selection of neutral 
music that is not polarizing is recommended (e. g. pop music with a soft 
touch, classic music with a popular coloring). 

• For the selection of music, particularly the age of the user must be con-
sidered. The gender seems to be of minor importance. 

1.5.10 Content 

Knowing more about the caller, e. g. the age and gender of the caller, 
thanks to information that can be obtained from a customer database or 
from classification of the speaker, plays a significant role when defining 
the content, teasers, advertisements or marketing strategies that a speech 
application should offer. Determining the user’s preferences and the corre-
lation of the preferences with socio-demographic parameters, such as age 
or gender, may help to optimize the content and the marketing, which can 
be tailored to the target group’s preferences, expectations and needs. 

1.5.11 Multilingual Services 

Up to now, speech applications have offered monolingual services, thus 
excluding all of those callers who are not familiar with that language. In 
view of globalization and an increasing multicultural population it is no 
longer acceptable to exclude a significant part of the potential clientele. 
Offering multilingual services thus represents an increasing market. Seen 
in this perspective, the language identification technology is the door-
opener for catching foreign language speakers before they hang up. The 
solution is to automatically detect the caller’s language and switch the 
language of the IVR system or dispatch the caller to an agent who speaks 
their native language. 
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Within a usability test, performed by “Siemens AG, Corporate Technol-
ogy, User Interface Design Center”, first experience with multilingualism 
in IVR systems was gathered. The test mentioned was based on a multilin-
gual prototype, implemented by T-Systems. Overall 20 German, 18 Eng-
lish and 16 Turkish test persons participated. 

The prototype was provided with automatic language identification. In-
stead of asking the caller which language they would like to hold the con-
versation in, language identification allows the caller to answer directly in 
their native language. The identification of the caller’s language then initi-
ates the switching of the language of the IVR system. 

The focus of the test was to address the question of how to design the 
IVR system’s welcome, so that the caller is immediately aware that they 
can answer in their native language. Different versions were implemented 
and tested. 

The tests provided some important results which have to be considered 
when designing a multilingual IVR system. 

• The invitation to use your native language has to be presented directly 
and immediately to avoid the caller hanging up. 

• The invitation to use your native language must be presented in the lan-
guage concerned, to be sure that the caller really understands. 

• The invitation to use your native language must be spoken by native 
speakers with no accent, to get the required acceptance. 

• The caller may be worried about extra costs, thinking of an international 
call when speaking in another language. So it might be helpful to tell the 
caller that no extra costs arise from the call. 

1.6 Discussion and Conclusion 

Quality is the fundamental requirement for the commercial success of IVR 
systems. To prevent callers from breaking off the communication and 
hanging up, the IVR system’s overall quality has to meet the customer’s 
expectations. The basic condition is a working, error-free and fully func-
tional IVR system. Stability and performance has to be ensured for all 
components of the IVR system. Another important factor is whether the 
application will be accepted by the customer. The essential question here is 
whether the customer will call again. To maximize acceptance, the IVR 
has to be aware of the customer’s abilities, needs and expectations. 

As we have seen, the development of speech applications is a highly 
complex process. To ensure that the IVR system’s overall quality meets 
the customer’s expectations, each step of the development process should 
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be provided with its own specific quality tests. Note that costs for quality 
assurance, testing and tuning will take up at least 50% of the total budget. 
Often underestimated in the past, the calculation of these costs plays  
a fundamental role, if you wish to avoid low quality in the IVR system or  
a budget overrun. 

To estimate the caller’s ability to interact with the IVR system, very  
different parameters can be considered, depending on their availability. If  
a low frequency of usage is to be expected, the vast majority of the users 
will be new and not familiar with the IVR system. Other parameters such 
as the caller’s age, emotion and speech (native language, accent, dialect, 
sociolect), the frequency of certain dialogue events (e. g. interruption, no 
match, no input or help) or the environmental conditions might also con-
tribute to an estimate of the caller’s ability to interact with the IVR system. 
To ensure that the caller can cope and to reflect the caller’s ability to inter-
act, we recommend changes to the dialogue which might affect the strategy 
for the dialogue (mixed initiative, directed dialogue, confirmation and 
feedback), the menu tree, the system output (speech volume, speed and 
pauses, emphasis of keywords) or fall-back strategies (touch-tone, assis-
tance from a human operator). 

If the objective is to fulfill the callers’ expectations and needs, the appli-
cation context and a socio-demographic characterization of the caller have 
to be at the center of attention. Expectations and needs differ if the cus-
tomer has to deal with an infotainment system or if entering a safety criti-
cal and security sensitive business process such as a banking application. 
For a socio-demographic characterization we have to consider the caller’s 
age, gender or membership of a particular socio-cultural milieu. Changes 
to the dialogue might affect feedback and confirmation strategies, the order 
and hierarchy in which the themes and contents are presented, the design 
of the system’s persona and voice as well as the selection of appropriate 
background music, teasers, jingles or advertisements. 

Native language, accent, dialect, sociolect and speed of speech contrib-
ute to the linguistic characterization of the caller. This might cause the 
system’s language to change or a transfer of the caller to an agent who 
speaks the caller’s language. 

In the above section we also described how much information we can 
get about the user, even when there is no user profile database available. 
Speaker classification is the key technology here. Whereas gender and 
language identification seems to be mature technologies, age and anger 
recognition still shows significant error rates and the identification of ac-
cents, dialects or sociolects is just starting. Nevertheless further research 
will lead to an increase in performance in future, thus helping to close this 
gap in the dialogue designer’s knowledge. 
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Chapter 2 

After discussing challenges in the field of phone-based IVR systems, Jan 
takes us to another level: developing and using a speech user interface in the 
context of a ‘real’ living room environment. On the technical side this means 
that the acoustical environment is much harder to control than for a phone-
based system. But a factor of equal importance is that users who use speech 
input may receive system response by both audio and visual means. Indeed, 
speech input may be only one form of interaction in a ‘real’ environment. 
Finally, spatial and semantic issues are also likely to play a vital role. 
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2.1 Introduction 

The EC-funded project INSPIRE took place during years 2001–2004 and 
aimed at building, assessing and evaluating a smart home speech dialog 
system. The two most important reasons for building the system were to 
study new speech dialog system building techniques and to establish a new 
taxonomy for telephone based speech dialog systems. After the project was 
finished the system continued as a core system for further research-like 
user modeling approaches. This chapter will explain some fundamental 
aspects for designing a smart home speech dialog system in general and it 
shows the development process of INSPIRE in the end of each section. 
The chapter discusses basic requirements, dialog strategies, technical reali-
zation, final check, basic advices and closes with a glance of all points 
discussed. 

The present work has been performed in the frame of the EC-funded 
IST-project INSPIRE (IST-2001-32746). Partners of INSPIRE are: Know-
ledge S.A., Patras, Greece; WCL, University of Patras, Greece; IKA, Ruhr-
University Bochum, Germany; ABS Jena, Germany; TNO Human Factors, 
Soesterberg, The Netherlands; Philips Electronics Nederland B.V., Eind-
hoven, The Netherlands and EPFL, Lausanne, Switzerland. The authors 
would like to thank all INSPIRE partners for their support in the experi-
ments and for fruitful discussions. 
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2.2 Basic Requirements 

2.2.1 Aim of the System – Cornerstones 

When the initial plans and aim of the smart home speech dialog system is 
clear the first concrete approach could be to sketch 5–20 different scen-
arios depending on the complexity of the system. From these typical scen-
arios one may clarify the expected cornerstones which are related to: 

• Expected user groups, 
• Devices to be controlled or tasks to be fulfilled, 
• Communication interfaces and modalities, 
• Time and financial limits, 
• Commercial or research system. 

The first check could be done by reflecting the first question: “What is 
the aim of the system?” and ensuring that the question is answered by 
every cornerstone. 

In case of INSPIRE the aim was to build a smart home system with 
a unique user interface for “home” and “remote access” control for evalu-
ating different questions about usability of smart home speech dialog sys-
tems. Some certain assumptions were made: 

• Expected user groups 
− The users are expected to be novices who do have little or no experi-

ence with speech dialog systems. 
− The system should support the technically inclined user by simplify-

ing the control of electronic devices. 
− The system is of assistive or supportive technology, to assist elderly 

or handicapped people, or to support the user in controlling a complex 
environment or a complex device, and finally in merging the control 
of different devices into one unique user interface. 

− There is only one user at the time allowed to operate the system. 
− External users like visitors or intruders are not allowed to use the sys-

tem. 
• Devices to be controlled or tasks to be fulfilled 
− Devices of different complexity and with immediate response to re-

duce experimental time, e. g. controlling a fan because of immediate 
feedback instead of an air conditioning system. 

− Approximately five different types of devices. 
− Single task oriented system. 
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• Communication interfaces and modalities 
− Use the latest speech technology and to reduce complexity, barge-in 

is not excluded. 
− Control via microphone arrays inside the house. 
− Control via remote access by telephone. 
− Output via direct response of the device or by speech. 
− Output via telephone handset for remote control. 
− Output via TV screen could be an option for in-house usage. 

• Time and financial limits 
− Time schedule according to the project plan. 
− Funding mainly covers labor and allows only restricted amount of 

technical realization. 
• Commercial or research system 
− Research system to examine the usability and to contribute to build 

taxonomy for speech dialog systems. 
− After further modifications, the system may go into field studies. 

In the following we will discuss the design aspects of a smart home sys-
tem with speech user interface. There is an example discussion at the end 
of each subsection to show how the decisions were taken based on the 
cornerstones in the INSPIRE project. 

2.2.2 Expected User Groups 

To design the speech dialog system it is expedient to create a set of typical 
user identities or at least profiles for further examination. To describe a typ-
ical user the biography should cover: 

• Gender, 
• Age, 
• Regional provenance, 
• Job position, 
• Financial status, 
• Health status, 
• Family status, 
• Bigger plans for the future, 
• Leisure activities, 
• Additional features as long as they may concern the later usage of the 

speech dialog system. 

These descriptions of typical users are necessary for later example dia-
logs and for building the flow charts. One of the most underestimated 
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points is the age of the user (Docampo Rama 2001). The most relevant 
breakpoint in lifetime could be the transition from work to retirement. Un-
fortunately there are only very few reports about usability or quality ex-
periments with elderly as a target group. In the context of elderly users 
some of the often forgotten features when building the description of the 
typical users are: 

• Vision or hearing impaired users, 
• Physically handicapped users, 
• Users with different experiences; novices or experienced, newbies or 

geeks, 
• Expected group of the adoption process; innovators, early adaptors, 

early majority, late majority or laggards (Möller 2000). 

After generating the description of the typical user the next step is to 
create typical situations or scenarios for using the speech dialog system. In 
case of INSPIRE these were related to using the system via remote access 
from the office, car, or directly at home. These three different environments 
show very different challenges for one task, e. g. calling in a car does not 
allow any keyboard handling at all. 

The expected user group for the INSPIRE system was restricted to nor-
mal hearing and normal sighted users, but the concept explicitly included 
physically challenged users. The system was expected to be used by nov-
ices as well as by experienced users. 

One of the prototypical users in the INSPIRE project is Michael Hoff-
mann. He is 32 years old and living with his wife Anna in North-Rhine 
Westphalia, Germany. He is working as a programmer in a small company 
and earning around 45000 Euros per year. Michael and Anna have no chil-
dren so far, but they plan 1–2 children in the near future. Michael enjoys 
good health, he loves reading the newspaper and all kinds of books. 

2.2.3 Corporate Design 

It should be clarified whether there are any corporate design issues to at-
tend to. The corporate design can affect to the persona of the system, the 
audio design or to specific keywords to mention some points. In case a ce-
lebrity or a certain actor is doing commercials for the client, he or she 
could represent the persona and finally give the voice to the system. Also 
commercials as such or websites (e. g. the wording used in the website) 
may be essential for later keywords and dialog structures. 

For the INSPIRE system there was no corporate design as it was a pure-
ly academic system without any interest in implementing corporate design 
aspects into the speech dialog system. Besides, the web-space was more 
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for the overall project related issues than for the system as such. The only 
corporate design issue was the naming of the avatar or the ghost; his name 
was Inspire. 

2.2.4 Persona of the System 

The persona describes the intended nature or the character of the system. It 
represents the system and finally the company behind. Again, the persona 
of the system should have a biography from which several later design 
aspects can be drawn. In addition, the metaphor of the persona may play 
a role. There are mainly three different possibilities to be considered: 

Intelligent Devices 
Each device is represented by a certain persona or at least each device gets 
its own loudspeaker to attract the attention of the user to the chosen device. 

Ghost 
All devices are operated by an invisible servant. 

Avatar 
All devices are operated by a visible servant, which requires several screens 
in every room, so that the avatar can always be seen from any position. 

Tests have shown that the avatar requires much technical effort, especi-
ally for lip-and-speech synchronization and for optimizing the availability 
of eye contact at nearly every position in the house. Moreover, the users 
felt observed by the always present avatar. 

The “intelligent devices” metaphor shows that the drawback is the non-
uniform handling of the system, since there may be a “master-device” 
which hands over the dialog to the chosen device after it has been indis-
putably selected. Furthermore, every single device needs its own loud-
speaker to make the user to believe that the device is “alive”. 

In later INSPIRE versions only the “ghost” metaphor was finally im-
plemented mainly because of the drawbacks shown by the other meta-
phors. It was developed as a servant system with a servant attitude result-
ing in a polite wording. 

2.2.5 System Output 

The system output is one of the most considerable challenges in speech dia-
log design. On the one hand, there is all the information the system should 
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confirm, questions about still missing information and the presentation of 
final actions or solutions. On the other hand, there is the wish to keep the 
dialog as clear and short as possible. 

So far different kinds of short acoustical or visual “embedded signs of 
understanding”1 are out of reach for the system developer until today 
because of two reasons: The system still suffers from delay times caused 
by the automatic speech recognizer (ASR). Secondly, the ASR is lacking 
the feature of anticipation. During a conversation a human partner can 
indicate by visual or tonal cues that he is familiar with the topic and an-
ticipate what the conversation partner will say next. He can verify a cer-
tain task right in a moment when the word is spoken by nodding or sim-
ply saying “okay” or “yes”. Compared to that speech dialog systems need 
approximately 2–3 seconds for ASR to detect the end of utterance and for 
dialog manager to process the recognized speech signal. However, the 
delay would result in a sign of understanding at an unexpected part of the 
interaction between user and speech dialog system or may just look un-
suitable or sound irritating. It is a kind of art to find the optimum trade-
off which will mostly be a compromise between provided information 
and displeasure. 

It may be worthwhile to hire a professional “listening text” writer. One 
should be aware that a “listening text” differs quite much from normal 
prose. Therefore, the existing persona of the system and the expected user 
groups will pay off, as the writer can work on that persona, and he or she 
knows how to formulate certain phrases for the expected user group. 

In case of the INSPIRE system the prompts were reduced to a minimum 
information and cut to shortest phrases possible. Even the system lost some 
of its politeness, the decrease in annoyance of the users was remarkable 
and advantages offset the disadvantages. This can be shown by the task 
follow-up phrase, which was always given after a successful task, asking 
for the next task by “What else can I do for you?”2 This nice and polite 
prompt as used in the first version was shortened to a more colloquial style 
prompt “Anything else?”3 in the following versions. 

                                                      
1 “Embedded sign of understanding” or “back channel item” is any kind of feed-

back of speaker A during the utterance of speaker B. Speaker A wants to show 
to speaker B that he understood and speaker A wants to keep the dialog short.  

2 German: “Kann ich noch etwas für Sie tun?” 
3 German: “Noch etwas?” 
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2.3 Dialog Strategies 

2.3.1 Keywords 

One of the basic tasks in creating dialog strategies is to identify all the 
relevant keywords. It is worth paying attention to special wordings accord-
ing to the expected user groups. The corpus should contain all the relevant 
keywords, keyword combinations and phrases related to each task. The 
analysis of the corpus can point out certain communicative situations 
which need extra caretaking. 

One example of these special communicative situations was the German 
word “Nachrichten”, which has two meanings: news or messages. News is 
related to the TV whereas messages are related to the answering machine. 
This homonym is one of the communicative situations which need extra 
caretaking. This was solved by associating additional keywords like “watch 
the news”4 and “listen to the messages”.5 

2.3.2 Information Gathering Strategy 

There are some strategies how to collect all the necessary information for 
fulfilling a system driven task. As shown in Fig. 2.1 one basic strategy of 
speech dialog systems is often based on attribute-value pairs (Rajman 2004). 
Information gathering may vary for each system and ranges from asking 
for each attribute’s value in a specific order, to filling the attributes in a com-
pletely unstructured way. Something between those two extremes is nor-
mally taken for a task driven “conversational” speech dialog systems. 

There might be differences in the “cooperation” of the system, like in 
supporting the input with help or how to provide alternative solutions in 
case of mismatch, but also in quitting a dialog because of security consid-
erations. 

The INSPIRE system was designed as a task oriented and cooperative 
system allowing the user an unlimited initial operation. This initial opera-
tion was mainly intended to specify the devices and to collect as much 
additional control information as possible. Therefore the INSPIRE system 
was based on Generic Dialog Nodes (GDN). Each GDN can be filled with 
exact one attribute-value pair. In case of the example as presented in 
Fig. 2.1 the first GDN is filled with Device=fan and the second GDN gets 
the attribute-value pair Action#1=switch_on whereas all other attributes 
stay empty. 
                                                      
4 German: “Nachrichten sehen” 
5 German: “Nachrichten abhören” 
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Fig. 2.1. Generic dialog nodes (GDN) as associated with the attribute-value pairs 
according to Rajman (2004) and attribute-value matrix sample 

In case of incoherencies, like specifying a certain device with an action 
which could not be done by the device (e. g. Device=fan AND Ac-
tion#1=mute_loudspeaker), the system proposed several solutions referred 
as incoherency strategy. This could be either changing the device or 
changing the action. The three possible solutions are shown in Table 2.1. 

Table 2.1. Example of possible solutions to solve incoherencies  

Solution Device Action#1 

1 fan switch_on 
2 fan switch_off 
3 TV mute_loudspeaker 

The system was intended to keep the dialog alive as long as possible and 
not to quit the dialog because of incoherencies. In case there were too ma-
ny incoherencies in one utterance, the system chose the three most likely 
e. g. the most performed actions as proposed solutions. Those three soluti-
ons were offered to the user as a list from which he could choose the final 
task action. 
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2.3.3 Standard Dialog Handling 

The following dialog strategies should be taken into account when devel-
oping a speech dialog system. 

Assertion  
The system assumes that it has understood and informs the user which 
values were filled in (e. g. in INSPIRE “I understood fan as device”). 

Repetition  
The system asks the user to repeat his utterance because no part of the ut-
terance matched with anything in the keyword database,6 or the system 
reacts to the request for repeating its last prompt. 

Help request  
The system reacts to a help request. Help can either be triggered explicitly 
by the user (e. g. in INSPIRE “Which lamps can I operate?”) or be pro-
voked implicitly because the user made at least two incomprehensible ut-
terances in succession. This latter case can occur in certain situations, for 
example while using the INSPIRE system the user did not twice specify 
the location of a specific lamp, which the system in turn interprets that it 
should support the user by listing the possible options to progress in the 
current situation: “The following lamps can be operated: all lamps, the table 
lamp, the white or the yellow floor lamp.” 

No input  
The system does not receive any input either because the user speaks in 
a too quiet voice or because the user does not utter anything at all during 
a predefined time span.7 In such cases the dialog manager has to assume 
that the user feels insecure or is not confident what to say and conse-
quently react by saying e. g.: “I could not hear you” and subsequently pro-
vide help to the user. 

System non-understanding and out of context  
The system could not match any of the user inputs and hence informs the 
user about its misunderstanding for example by saying: “I could not under-
stand you”. This is followed by a help prompt providing the user with all 
the options he has at the current point of interaction. 

                                                      
6 INSPIRE was not working with a dictionary or single keywords, but rather with 

phrases of keywords. 
7 In INSPIRE this span was 20 seconds although other dialog systems may re-

quire different periods of time until no input handling. 
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Dialog dead end management strategy  
In case no solution for the requested task can be found the system provides 
alternatives within the current context and asks the user to choose a suit-
able one. 

Confirmation strategy  
User verifies the values for irreversible actions. 

Dialog termination strategy  
The system decides when a solution can be proposed and therefore termi-
nates the dialog. This strategy is needed in case there is only one possible 
attribute-value pair left because of certain system states. 

Incoherency strategy  
The system received contradictory values and enters a clarification dialog 
as already explained above. 

Canceling  
User requests canceling or restarting the dialog. 

2.3.4 Exceptional Dialog Handling 

Exceptional dialog handling is required in case the system comes up 
against limiting factors. The limitation of a speech dialog system is mainly 
related to its non-existing knowledge of the world and to the fact that the 
system is usually not capable of solving more than one task at a time. The 
latter point is necessary to ensure the system stability and a clear dialog 
structure. Differences in the system limitations can be made between dy-
namic system limitations which have linguistic origin, and technical sys-
tem limitations which are referred as static system limitations. 

2.3.4.1 Dynamic System Limitations (Linguistic) 

References Related to Static Objects 
From linguistics point of view the most challenging question is related to 
different kinds of references. As mentioned before, the system is not capa-
ble of resolving references in the same way as humans can. When the sys-
tem is examined closely, it is not able to resolve any references at all since 
in general the resolution of references is made possible by knowledge of 
the world, which humans have established by making experiences. 
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There are several mechanisms for resolving anaphoric references through 
pronouns in computational linguistics.8 For spoken language dialogs with 
human-machine interaction those mechanisms have to be adapted and al-
tered according to differences which exist between spoken and written 
language (e. g. changing of the grammar structures and covering of pro-
sodic effects). So far only very few dialog systems actually make use of 
reference resolution because for the last few years dialog systems were 
mainly used for call-routing or information retrieval. 

For systems like INSPIRE that were designed to master more complex 
task, reference resolution would be of notable use. The interpretation of 
temporal, thematic and spatial context reduces confusion since ambiguities 
will be handled and users will avoid repeating themselves as often because 
of clarifying the dialog flow. The following extract as an example of a dialog 
in INSPIRE in Table 2.2 illustrates references which point to items across 
several turns. 

Table 2.2. Sample dialog referring to lamps 

S1: What else can I do for you? 
U1:  Switch on the lamps. 
S2: I understood lamp as device and switch on as task. 

Which lamp do you want to operate? 
U2: Left. 
S3: switches lamp on; Anything else? 
U3: Reduce the brightness of the lamp. 
S4: I understood lamp as device and down as task. Which lamp would you 

like to operate? 
U4: Left again. 
S5: dims lamp; What else can I do for you? 

S system, U user 

In this sample the user is first supposed to switch on a lamp and adjust 
its brightness afterwards. The user switches on the left floor lamp by speci-
fying its location (“left”) (U2). After this is done he refers to the same 
lamp by saying “reduce the brightness of the lamp” (U3), but does not 
specify the exact location. The system, however, has started a new dialog 

                                                      
8 Gieselmann (2004) lists various approaches which have been developed be-

tween 1977 and 2003. Most of them work with rules which are based on pro-
nouns and their antecedents by means of which it is possible to resolve more 
than 90% of all references. 
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and therefore deleted the history. Hence it cannot resolve which lamp the 
user addresses, although for a human this would be no problem at all. 

In the INSPIRE system the history feature was mainly discarded to keep 
clear dialog structures. Even no temporal or thematic reference was possi-
ble there were some spatial references, e. g. referring the position of the 
lamp to the “left” of the sofa, or the lamp “on the table”. 

References to Dynamic Objects 
Dynamic objects are objects going through frequent changes such as movie 
titles in a TV database. It can happen that users refer to the program they 
want to choose with a proper name (the actual title) when operating the TV 
or video cassette recorder (VCR). Instead of stating the desired parameters 
(e. g. day and broadcast time), they might say “I want to see Tagesschau” 
or “Record Star Trek”, while the system will ignore these indications.  
Humans, on the contrary, can resolve titles easily. Every adult German,9 
for instance, is certainly aware of the fact that the news program “Tages-
schau” is shown every day at 8 p.m. on channel ARD. Regarding “Star 
Trek” it gets a bit more difficult, however still the program is known well 
enough for the user to be able to tell that the interaction partner is talking 
about a movie. Consequently, at least the feature “movie” could be extracted 
by the system by only being told the title of the program. The machine 
does not have any world knowledge as humans do which is sometimes 
referred as pool of experience. 

Homonyms and Ambiguities 
Homonyms are a difficult task for a system developer. If interpreted in the 
wrong task context, the system will fail to interpret the keyword correctly 
thereby producing a mismatch and a breakdown of the dialog flow. Prom-
inent examples from the INSPIRE experiments were the words “Nachrich-
ten” and “heute”. The word “Nachrichten” means both news and messages. 
Therefore, depending on the context, this keyword can trigger the task 
focus to the answering machine as well as to the TV. Consequently it was 
frequently the case that the system entered a task focus which was different 
to that expected by the user. The word “heute” refers to “today” as well as 
to the news program “heute” which can result in a similar confusion. 

Ambiguous indications evoke confusion as in this example of a user of 
the INSPIRE system: “I would like to operate the lamp next to the TV set”. 
Expressions of this kind confuse the system, since the user mentions two 
keywords referring to devices: the lamp and the TV set. It was impossible 
for the system to tell that “next to the TV set” was merely an indication of 
the location of the lamp and did not refer to the TV set as such. In this case 
                                                      
9 At the time the system was designed. 
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the natural language understanding module failed and one of the input 
words was either matched to a different context or completely ignored. The 
system therefore lacked the ability to interpret syntactic and semantic con-
text. For humans, on the other hand, hardly any ambiguities exist. The 
meaning of a word can easily be determined by means of context interpre-
tation. Finally, the problem was solved by forcing the system to process 
long chunks of utterances first and to check whether there were any indica-
tions related to other device positions, like “lamp next to the TV” in the 
keyword list was giving Device=Lamp AND Position=Table_Lamp, in-
stead of Device=Lamp OR TV. 

Synonyms 
Synonyms are another issue which occasionally can evoke dialog flow 
breakdowns often due to confusion on the user side. Some users have ex-
plicitly stated that they expect the system to use the same wordings as they 
used (as usually happens in interactions between humans). The system, 
however, lacks the desired flexibility to adjust to the need of the user in 
this respect as shown in the INSPIRE sample dialog given in Table 2.3. 

Table 2.3. Sample dialog related to confusion about synonyms  

U1: Electronic program guide. 
S1: I understood program as task. On which day is or was the program  

broadcast? 
U2: Turn on help function. 

S system, U user 

This is a typical example of the system using words which differ from 
those of user. This results in bewilderment on the user side and causes  
a breakdown as a consequence of which the user initiates a help request 
(U2). As a matter of fact the system has processed the user utterance cor-
rectly. The user, however, does not comprehend because he expects the 
system to confirm his utterance using the same words as he does (he would 
have expected the system to say something like “I understood electronic 
program guide”). 

Complex Grammatical Constructions 
Especially elderly people use grammatical constructions which the system 
may not be able to process correctly. An example of such is the participial 
construction “I want the fan turned on”. This kind of phrasing was not 
supported by early versions of the system. The system interpretation is 
based on keyword concatenations such as “turn on fan”. The same holds 
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for negations as in “not the fan”. From a sentence like this the system 
would only extract the device name and ignore the negation. 

2.3.4.2 Static System Limitations (Technical) 

The second major category consists of technical kind of system limitations 
in contrast to linguistic or dialogic problems. Naturally, the problems to be 
outlined now do have consequences regarding the dialog flow, but the 
reasons are to be found in the system architecture. 

Misrecognitions 
Misrecognitions can be split into two sections. The first section includes all 
the misrecognitions brought about by the ASR. These can be caused by 
many problems like bad acoustics, insufficient speech signal pre-processing 
algorithms or a bad or badly trained ASR. The second section of mistakes 
involves insufficient amount of keywords or key phrases for the speech 
understanding section. This hints at an incomplete keyword list. The follow-
ing extract from an INSPIRE dialog shown in Table 2.4 illustrates a typical 
case of misrecognitions by the ASR, which creates confusion. 

Table 2.4. Sample dialog of ASR misrecognition, caused by incomplete keyword 
table 

S1: I understood down. Please state the device you would like to operate. 
U1: Flame. 
S2: I could not understand you. Your options are: the fan, the blinds, the 

lamps, the TV set or the answering machine. 

S system, U user 

The misrecognition occurred in U1 and was induced by the ASR which 
matched the user utterance wrongly to a word, which moreover is not 
a known keyword (“flame” instead of “fan”). As a consequence of the mis-
recognition the system initiates a repair turn. A dialog like this results in 
annoyance or even frustration if it occurs too often within one interaction. 
Though, special care should be taken for the most relevant keywords like 
“yes”, “no”, “help”, “quit” and numbers. Those should come with word 
accuracy close to 100%, as this is sometimes not the case for the ASR 
when receiving it from the vendor. 

Modality 
Even though users are made aware of the fact that the system reacts only to 
speech as input modality, at times they still find themselves disappointed 
because the system does not react to physical pointing or vocal deictic 
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expressions10 (e. g. “this lamp here on my right side”). From the INSPIRE 
experiments it turned out, that a large share of participants stated that they 
would like to have an additional remote control at their disposal for 
“in-house” usage. It should be stated again, that it was in the specifications 
to build a unique voice interface for home and remote use. 

Excessive Demand 
Excessive demands describe the user requests for two or more tasks within 
one task. This is a problem most of the speech dialog systems cannot re-
solve in a satisfying way. One example is given in Table 2.5, which was 
a frequently occurring situation in INSPIRE. 

Table 2.5. Sample dialog of excessive demands 

S1: Anything else? 
U1: Switch on the yellow lamp and dim it. 
S2: What should I do with the lamp? 

S system, U user 

The user tries to include two commands in one utterance: First he wants 
to switch on the yellow lamp and secondly he wishes to dim it. For a hu-
man it is a clear case that the lamp should be switched on before it is dim-
med down, but for the system these are two different tasks which cannot be 
merged to a single one due to the single task paradigm of the system. 

At many points users are probably not even aware of the fact that they 
are uttering more than one command in one input utterance or they cannot 
differentiate when they can give several keywords and when they cannot. 
Single task focused system cannot process user input which aims at fulfill-
ing several tasks at once. Even though after a while users probably find out 
which inabilities the system has, they forget those when they are concen-
trated or excited, or too involved in the interaction process. This user be-
havior is to be attributed to a lack of awareness regarding the limited abili-
ties of the system (e. g. restricted keyword recognition within a certain 
focus). To be able to operate several devices at a time is still a feature that 
many users strongly demand. 

                                                      
10 The focus of sight is expected to be aligned with the focus of the acoustics of 

the speech utterance. From this the relative position of the device could be de-
rived. 
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2.3.5 Additional Modalities 

After starting with a pure speech dialog system several other input devices 
or solutions which can be related to further modalities might be added, e. g. 
the following ones: 

Remote control handset is a customized hardware which comes with 
moderate expenses and is for controlling some or all of the functionalities 
e. g. of the smart home environment. Remote control handsets can be diffi-
cult to configure for every individual system and they offer only limited 
updating possibilities. Also benefits are restricted since usually there will 
be no additional control items compared to speech, and many times the 
remote controls are not immediately at hand. 

Smart mobile phone and PDA are standard hardware with customized 
software. They remain cheap since they are usually easily available. In 
addition to that they allow bidirectional communication and are easy to 
update. Depending on the model, screen size and keyboard limitations 
handling and usability may easily become an issue. The usage of a mobile 
phone or a PDA may be restricted to certain models or operating systems. 
Hybrid solutions of ASR or full dialog manager implemented in a mobile 
communication device can be the future solution, but they require high 
computational load for a full speech dialog system. However, many mobile 
phones already offer a basic ASR and speech synthesizer functionality. 

TV screen is often already available in households. This results in no 
additional expenses except integrating the screen into the dialog manager. 
Even the TV screen is just for output only purposes, it may substantially 
support the interaction especially in case of incoherencies. 

Touch screen is usually not available and obtaining it will cause extra 
costs. It remains questionable if the touch screen will replace a TV screen, 
since there are fingerprints on the screen because of usage and the sensor 
foil may cause visual disturbances when watching moving pictures on the 
screen behind. The touch screen could serve as an additional input and 
output device for possibly all tasks, which means that touch screens should 
be available in all rooms of the smart home environment to compete with 
or to support the speech dialog system. 

Pointer with accompanied sensors or other positioning devices can be 
integrated into a remote control handset. What comes at high price are the 
sensors for receiving the pointer signal, since those should be integrated 
“invisibly” into each device and in the optimum case cover the complete 
surface of the device. 

Direction of speech can be derived by sophisticated microphone array 
solutions. In case microphone arrays are distributed all over the boundaries 
of the living areas, the position and the direction of the talker can be esti-
mated from the microphone signals. Supposing that the direction of speech 
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is the same as the direction of look and the direction of attendance, this 
could resolve the problem of references related to static objects. 

Direction of facing can be derived by sophisticated camera solutions. 
Cameras will come with additional cost as they are of no use for a speech 
dialog system. However, in case of multimodality they could be used in 
case gestures or facial expressions are taken into account. However, many 
users feel observed when a camera is in the room. 

In case of the INSPIRE system a TV was finally integrated to support the 
electronic program guide for giving detailed program information. Never-
theless, it was a compromise to improve the system acceptance by giving 
up the speech only guideline for “home use”. Moreover, the INSPIRE sys-
tem offered only one TV screen for the entire home allowing displayed 
messages only in the living room when sitting at the TV. However, the 
integrated TV screen improved the system acceptance as shown by heuris-
tic experiments with the INSPIRE system. 

2.4 Technical Realization 

2.4.1 Components of the INSPIRE System 

The INSPIRE system was designed in a modular way allowing the project 
partners to work independently on certain blocks or to replace blocks with 
the Wizard-of-Oz methodology (WoZ).11 The final system structure is 
depicted in Fig. 2.2. 

The microphone signals were sent to the beam forming block. From 
there one speech signal went to the noise reduction block. After that the 
signal was sent to the ASR and to the speaker verification/speaker identifi-
cation block (SV/SI). Besides, the ASR and the SV/SI blocks were con-
nected to the telephone input, e. g. to the signal coming from the telephone 
handset microphone at sender side. The ASR delivered a data stream to the 
speech understanding module. This module matched the data stream from 
the ASR with the possible key phrases, as given by the key phrase list. The 
key phrases associated at least with one possible attribute-value pair. 

                                                      
11 The Wizard of Oz, as described in the book “The Wonderful Wizard of Oz” by 

Lyman Frank Baum (1900), is a ruler who impresses the subjects with “magic” 
tricks all of which are based on imagination and physics. The WoZ technique 
refers to the scene “Don’t pay attention to the man behind the curtain.” In 
speech dialog systems the WoZ replaces a module, which is not at its full func-
tionality, e. g. at the time of a test. He brings the speech dialog system to live by 
acting as the replaced module should do. 
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Fig. 2.2. Block diagram of the INSPIRE speech dialog system 

Many times the key phrases linked to more than one attribute-value pair 
e. g.: 

“I would like to listen to my new messages”12 would have given the fol-
lowing attribute-value pairs: 

• Device=answering_machine, 
• Action#1=play_new_message. 

Whereas “I would like to watch the news”13 would have given: 

• Device=TV, 
• Action#1=switch_on, 
• Action#2=select_channel, 
• Genre=news. 

The dialog manager is the core of a smart home speech dialog system. It 
puts the incoming attribute-value pairs into logical relation and decides 
when to perform which action. The action could be a speech output signal 
generated by the speech synthesizer and distributed via an output matrix to 
the loudspeakers. Alternatively, it could be a device action controlled via 
the device interface and the control bus. 

                                                      
12 German: “Ich möchte meine neuen Nachrichten abhören” 
13 German: “Ich möchte die Nachrichten sehen” 
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The speech synthesizer of INSPIRE was based on concatenated speech 
which consisted of chunks of length between one word and a full phrase or 
sentence. The output matrix selected the loudspeakers according to the 
selected device, e. g. not every device had a loudspeaker, and nevertheless 
the sound was coming from the direction of the device. The device inter-
face was built up in different versions. The first version was a simple 
USB-controller for controlling the devices by switching or dimming cir-
cuits, whereas the more sophisticated solution was a LON-bus14 interface 
to control all devices via a local network. 

The control tactics of the dialog manager were enumerated in the dialog 
flow list. This list contained all states which needed special attention of the 
system, e. g. at which point to provide help, or at which point in the dialog 
to offer several meaningful solutions. All possible solutions or final actions 
were listed in the solution table, e. g. the fan would have had two final 
states as shown in Table 2.6. 

Table 2.6. Extract of the solution table showing all possible solutions for the de-
vice “fan” 

Solution No. Device Action#1 Position Action#2 

105 … … … … 
111 fan switch_on not_available not_available  
112 fan switch_off not_available not_available 
121 … … … … 

2.4.2 System Extension 

The extension of the system is linked to the question of system limitations 
which in turn can be caused e. g. by the vocabulary limitations of the ASR, 
the capability of the dialog manager, the amount of controllable sound 
output devices, the device interface capabilities or the additional control-
lers like a remote control handset. In case of a concatenated speech synthe-
sizer the existing phrases may be another limitation for system expansion. 
Nevertheless, keeping the system in a modular way and grounding the 
control of the system in lists (key phrases, dialog flow, solution table), 
allow a system extension with reasonable amount of additional work.  
A challenge coming close to the system extension is the replacement of  
a module or device. Again, the modular structure pays off in this case, as 
only some parts of the system need additional caretaking and not the entire 
system. 
                                                      
14 Local Operating Network, EN14908. 
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2.4.3 Performance 

The quality of single component can only be tested on single-block tests, 
e. g. the component is tested as such before it is integrated into the entire 
system. When choosing the dialog manager itself, e. g. Rapid dialog proto-
typing methodology by Ecole Polytechnique Fédérale de Lausanne or CSLU 
Toolkit, one should be aware of the fact that those are made for small to 
medium size projects and will come soon to their limits, with regard to 
structure, exception handling or performance. 

The real bottleneck or show stopper is any processing block before the 
speech signal reaches the speech understanding block, in other words mi-
crophones, beam forming, noise reduction, telephone lines (in case of re-
mote access) and the ASR. A poor acoustic front-end or a bad ASR, which 
results in word accuracy rates below 85% for a keyword spotting recog-
nizer, will lead to a dissatisfying speech dialog system (Krebber 2005). 

2.5 Final Check 

2.5.1 System Improvement 

For most of the speech dialog systems there is enough room for system 
improvement – every time. In case of INSPIRE majority of the system 
improvement ideas came after the first set of experiments from users out-
side the project. In the following is discussed some examples of the 
INSPIRE system improvements. 

Reset patterns  
This is a function which allows the system to restart at any given point of 
the dialog. This feature is usually used when the dialog flow breaks down. 
It was not implemented in the first version because of structural problems 
of the general dialog manager. 

Generic help vs. context sensitive help  
The system help function was redesigned from universal or generic to 
context sensitive, e. g. whenever the help function is triggered it provides 
help regarding to the current dialog context (e. g. in case the interaction 
focus is set to TV, the contents of help will only refer to TV-related issues 
and it will not present all the possible system functions like in the early 
system version). The universal help goes back to fundamental decisions 
made in the system concept. In the end the concept of universal help was 
rejected after the first set of tests. 
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Longer prompts vs. shorter prompts  
System prompts, which users and developers regarded lengthy, were short-
ened successfully resulting in a reduction of the average dialog length. 
There are also slight but noticeable differences regarding the wording of 
the prompts. Long prompts were created according to the persona of the 
system. The later change of the prompts required a change in the persona 
as well. The very polite and formal “servant” was changed to a more 
friendly and sociable “employee”. 

Custom actions or short cuts  
Custom actions are personalized sequences of an action, for example a func-
tion which allows the operation of various devices by a single command, 
e. g. the possibility of arranging certain default settings which will trigger 
the actions (e. g. switching off all lamps at once). 

Decisions +6 dB  
In the first set of tests users got frequently stuck in yes/no decisions e. g. 
“Would you like to record this movie, yes or no?” They repeated some 
parts of the sentence like “I would like to record this movie” while the 
system expected “yes” or “no”. By simply boosting the volume by 6 dB of 
“yes” and “no” in the question, the problem was solved and no participant 
got stuck at this point during the following experiments. This is a simple 
but very effective example of subliminal user guidance. 

2.5.2 Alternatives 

The ultimate question to find something which overrules the usage of 
a speech dialog system is: “Does the speech dialog system fulfill its aim or 
can it be replaced?” 

For the INSPIRE smart home environments wall mounted switches or 
remote control handsets may come up as first thoughts. 

Wall mounted switches will offer easy access for mobile people, how-
ever for disabled people they are out of scope. Remote controls may be-
come easily unmanageable due to the limited surface area. A high amount 
of buttons results either in small sized buttons or to handle double assigned 
buttons. Besides, the remote control does not allow remote access via a tele-
phone. 

For INSPIRE the universal approach was rated higher by the designers 
because of the research interest. Nevertheless, other system designers may 
opt for an additional remote control as fallback solution. 
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2.6 Basic Advices 

In the following some hints and experiences for building a speech dialog 
system are provided based on the INSPIRE system which a beginner might 
not find that easily from the literature. Most of the following hints may be 
taken for granted, however some of them are sometimes overseen during 
the system design. 

• Do not rely on ready applications until you have tested them in your 
system. 

• Room acoustics is still the most underestimated issue for the speech 
recognizer. 

• The telephone transmission lines may vary from extremely good to ex-
tremely poor with different coding schemes (usually more than five 
within one transmission), packet loss, bit errors or noise. Make sure the 
ASR is robust enough to handle all kinds of signal degradations and test 
it against some of them for verification. 

• Log all the steps the testers are doing. That will help to trace errors. 
• Record the interaction with webcams and microphones to separate sys-

tems in case of system crashes. Be aware of handling huge amounts of 
recording data, take care of proper naming, archiving and give an expi-
ration date, as data warehousing may come costly. 

• Be aware of the fact that you have to inform your participants that they 
are recorded and that you get a signed permission from each participant. 

• Some laboratories require the permission of the ethic commission, e. g. 
of the university. Sometimes also journals require the permission of the 
ethic commission depending on the tests performed. 

• Use a professional “listening text” writer, as listening text or “conversa-
tional” text for the speech output of a speech dialog system differs quite 
much from “reading text” or prose. 

• Use a professional talker for recording the speech prompts. 
• Record the concatenated speech synthesizer prompts as late as possible. 
• The longer it takes the user to reach his aim the more problems he has 

and the less the system acceptance is. 
• The more technically advanced these kinds of systems become or the 

more natural the speech synthesizer sounds, the more the users expect 
from the system capabilities. 

• Expect the unexpected, e. g. losing ready modules because of licensing 
issues. 
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2.7 At a Glance 

The following bullet points will sum up the fundamental questions before 
building a smart home speech dialog system. 

• Basic requirements and user expectations 
− What is the aim of the system, which shall be the cornerstones? 
− Which is the expected target group using and finally paying for the 

speech dialog system? 
− Is there a corporate design available? 
− Persona of the system? 
− Which information or action should be provided as the final system 

action? 
− How good, in terms of quality aspects, does the system have to be? 

• Dialog strategies 
− Are all keywords included? 
− How does the dialog system gather all necessary information for a sys-

tem action? 
− Is the dialog manager capable of handling all expected and unexpect-

ed dialog structures? 
− Which communicative situations may appear which need extra care-

taking? 
− Would additional input devices and modalities give any benefit, also 

taking costs for input and output devices into account? 

• Technical realization 
− Which components will be part of the system and how do they com-

municate with each other? 
− How to expand the system? 
− How good, in terms of performance, are single components within the 

dialog system and which could be the bottleneck or show stopper? 

• Final check – system in the loop 
− Is there any chance left for improving the system? 
− Does the system benefit from further modalities? 



66 J. Krebber, R. Pegam 

References 

Bernsen, N. O., Dybkjær, H., Dybkjær, L. (1998) Designing Interactive Speech 
Systems: From First Ideas to User Testing, Springer Verlag, New York 

Choukri, K. (1997). System Design. In: Handbook of Standards and Resources for 
Spoken Language Systems (D. Gibbon, R. Moore and R. Winski, eds.), Mou-
ton de Gruyter, Berlin. pp. 30–78 

Docampo Rama, M. (2001) Technology Generations Handling Complex User 
Interfaces. Doctoral thesis, Technische Universiteit Eindhoven 

Fraser, N. (1997) Assessment of Interactive Systems. In: Handbook of Standards 
and Resources for Spoken Language Systems (D. Gibbon, R. Moore and 
R. Winski, eds.), Mouton de Gruyter, Berlin. pp. 564–615 

Gieselmann, P. (2004) Reference Resolution Mechanisms in Dialogue Manage-
ment. In Proceedings of the CATALOG Workshop, Barcelona, pp. 28–34 

Jekosch, U. (2000) Sprache hören und beurteilen: Ein Ansatz zur Grundlegung der 
Sprachqualitätsbeurteilung. Habilitation thesis, Ruhr-University, Bochum 

Krebber, J. (2005) “Hello – Is Anybody at Home?” – About the Minimum Word 
Accuracy of a Smart Home Spoken Dialogue System. In Proceedings of 
EUROSPEECH ’05, Lisboa, pp. 2693–2696 

ITU-T Recommendation P.851 (2003) Subjective Quality Evaluation of Tele-
phone Services Based on Spoken Dialogue Systems. International Telecom-
munication Union, Geneva 

Möller, S. (2003) Quality of Telephone-based Spoken Dialogue Systems. Springer 
Verlag, New York 

Möller, S., Krebber, J., Smeele, P. (2004) Evaluating System Metaphors via the 
Speech Output of a Smart Home System. In Proceedings of 8th International 
Conference on Spoken Language Processing (Interspeech 2004 – ICSLP), Jeju 
Island. Vol. 3, pp. 1737–1740 

Rajman, M., Bui Trung H., Portabella, D. (2004) Automated Generation of Final-
ized Dialogue Based Interfaces. In Proceedings of Swiss Computer Science 
Conference SCSC04: Multimodal Technologies, Bern 

Trutnev, A., Rajman, M. (2004) Comparative Evaluations in the Domain of Auto-
matic Speech Recognition. In Proceedings of 9th International Conference on 
Language Resources and Evaluation, Lisboa. Vol. 4, pp. 1521–1524 

Trutnev, A., Ronzenknop, A., Rajman, M. (2004) Speech Recognition Simulation 
and its Application for Wizard-of-Oz Experiments. In Proceedings of 9th Inter-
national Conference on Language Resources and Evaluation, Lisboa, Vol. 2, 
pp. 611–614 

 



 

Chapter 3 

Now that we have learned about the need for designing for different user 
groups – what user groups are there actually? What makes a user group 
distinct from another one? How can the dialog system know? 

Caroline shares some insights on research findings and solution ap-
proaches from her work on automatic classification of user groups for 
speech dialog systems – work that I was given the opportunity to mentor 
from an industry usability engineer's perspective. 
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3.1 Introduction 

Although the usability lacks of early speech dialog systems had been dis-
cussed in expert circles for quite some years, it took until the 2004 ‘study 
on acceptance and usability of speech applications’ to make this evident to 
the German scientific and industrial community. In this study, Peissner 
et al. (2004) had come up with a systematic and at the same time pragmatic 
approach to measuring acceptance and usability of existing speech dialog 
systems. Among others, results show: 

• The frequency of use of such systems is very low in German speaking 
countries. 

• Many users are not satisfied by the overall quality of the systems and 
thus are reluctant to use speech dialog systems at all. 

• The success of a dialog system is strongly dependent on the usability of 
the voice user interface. 

• So, from a usability perspective focusing on word recognition rates alone 
is by far not sufficient to achieve desired user acceptance. 

Fortunately, today these issues do not sound too ground-breaking any 
more and most were known to experts even before. But 2004 these find-
ings had huge impact on the voice business in the German speaking world. 
It led to re-designs of existing systems and influenced the community in 
a way to incorporate usability issues at much earlier stages of the system 
development process. In 2006 a second study states that the usage of speech 
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dialog systems has continued to increase in Germany but also emphasizes 
the need for further efforts for increasing the usability of such systems 
(Peissner et al. 2006). 

So, whereas in the 1990s technical functionality was the focus, nowadays 
development processes increasingly concentrate on usability aspects. To 
guarantee an elaborated dialog design it is necessary to target a prospective 
system development process from the early development phases on. 

Put in technical terms human beings are perfect speech dialog systems 
of which an important characteristic is that they adapt to their conversation 
partner. Even in conversations without face to face contact – like telephone 
calls – people consciously or unconsciously optimize their behavior to the 
respective dialog partner. In the near future, computers will probably never 
reach this ability in a comparable performance. This would demand a ma-
chine that passes the Turing test. Science fiction computers1 impress with 
perfect speech interfaces that allow spoken language conversation like 
talking to a real person. Some of those have a distinctive personality and 
are humorous and charming.2 It might be considered a hypothesis whether 
they raise popular expectations and make current speech dialog systems 
seem disappointing but it is a fact that today’s systems are not that power-
ful and cannot copy human communication skills. Concerning this gap 
between expectation and performance, we detected an interesting effect in 
our usability tests: If the persona design of a speech dialog system is very 
realistic (i. e. human like), some users behave in a way that decreases the 
dialog success. It is known that users who do not respect the limitations of 
the systems decrease the performance. In our studies, some users overesti-
mated the speech dialog system and expected it to behave like a real per-
son. The recognition problems then increased and the users became dis-
appointed. If this assumption is evidenced one could conclude that it is 
a disadvantage if a speech dialog system is designed to be too human-like 
unless it performs correspondingly. The aim should be designing success-
ful dialog systems in terms of user satisfaction, dialog efficiency and 
matching the user’s expectations. Obviously, this cannot be achieved by 
just humanizing the system. 

In our opinion the work of voice interface designers in commercial pro-
jects still is underestimated and misunderstood. Reducing their working 
field to the surface of a dialog system with its audio style and prompt writ-
ing is on the same level like saying that graphical user interface (GUI) 
designers choose nice colors and shapes of buttons. Designing speech dialog 
                                                      
1 The computer of Starship Enterprise or HAL, the computer of 2001: A Space 

Odyssey, for instance. 
2 The car KITT in Knight Rider or Eddie on board Heart of Gold in Adams’ 

Hitchhiker’s Guide to the Galaxy series, for instance. 
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systems concerns the complete design process on all levels. It begins with 
an analysis of the aims of the dialog, its functions and requirements. When 
the target group was defined, decisions are made about the target style. 
Subsequent implementation steps will be based on this, and the architec-
ture, menu and navigation are going to be determined. After that, key-
words, audio design, texts, recordings and grammars can be set. For all 
these steps today designers still rely on their experience and an intuitive 
estimation of the users. Of course there are books that provide general 
guidelines (e. g., Morgan and Ballentine 1999; Pitt and Edwards 2002) but 
it is fruitless to do a literature review in order to find requirements that are 
characteristic for different types of users. Designers often try to put them-
selves in the position of a typical user. But who is this typical user? What 
are her or his attitudes, needs, wishes and preferences? And even more 
difficult, what about different types of users? Experience shows that there 
are definitely big differences between users. But how are they character-
ized? Can this be measured? Novice vs. power user is an established dis-
tinction, but again: how are they characterized? Questionnaires (Bearden 
and Netemeyer 1998; Brunner and Hensel 1994) can be used to observe 
the user’s behavior, but, of course, it is impossible for every user to fill in 
a questionnaire before using a dialog system. 

3.2 Automatic Information Retrieval and Adaptation 

In the majority of cases, speech dialog systems are made for a large num-
ber of users. In many systems the users are anonymous and do not log in, 
so there is no advanced information about the user. In these cases a de-
tailed analysis of each individual user by human experts is impossible. 
Therefore, information about the user and their behavior has to be gathered 
automatically. Three fields of benefit can be seen for automatic user classi-
fication – adaptivity of systems, clues for the designers, and marketing: 

Adaptivity of systems  
First of all it is needed to clarify the concept of adaptivity, because there 
are similar concepts like personalization, individualization, adjustment, 
adaptation and adaptivity. Personalized means customized to a specific 
person. Personalization or individualization is only possible if the user is 
known and identified by the system. This could be done using a password 
for the login. An example of adjustment is a car seat that can be adjusted 
to suit the user. If a system can adapt itself automatically to modified 
conditions it is called adaptive. Adaptivity is the possibility to adjust a sys-
tem according to the requirements. User oriented systems adapt the sys-
tem behavior to the user behavior. As there are big differences between 
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users (heterogeneous audience) it is clear that adaptive dialogs are a great 
step forward. For this, an automatic detection of user features is neces-
sary. In speech dialog systems, several levels can be adapted to gain 
a user-friendly dialog, such as content, presentation and interaction style. 
It has been shown that effects of an automatic adaptation can be higher 
system performance, more efficiently resolved dialog anomalies, thus 
higher overall dialog quality (Chu-Carroll and Nickerson 2000; Litman 
and Pan 1999). 

Clues for the designers  
Today’s research has to focus on the possibilities of building dialogs that 
fit as well as possible to the actual user. Only a few studies offer helpful 
design rules for speech dialog systems. Of course there are standards (ISO 
9241-110 2006; ISO 9241-11 1998) which contain dialog design guide-
lines. But such standards are very general and do not help the designer 
concerning a detailed design decision. If automatic user classification was 
in place it could automatically derive patterns of use and user interaction 
and provide it to the designers. 

Marketing  
Marketing needs to know as much as possible about the target group. Au-
tomatic user classification could deliver information in a very economical 
way. Extracting user features automatically would be of high value for 
complementing user profiles. 

After analyzing existing adaptive dialogs we inspected the technological 
feasibility of user classification. Although we used telephone-based speech 
dialog systems, most non-specific characteristics are also relevant for non-
telephone-based systems. User interface designers came together in expert 
workshops to discuss scenarios of automatic adaptation and evaluated esti-
mated benefits. An extract of the results is presented in the following. 
Sources of information for automatic user classification and adaptation are 
mainly audio signals, log files and – in case of telephone based dialog sys-
tems – the telephone number: 

• The audio signal contains the speech signal of the user as well as back-
ground noise. Room characteristics and the transmission influence on the 
acoustic signal. In the speech signal there is information about individual 
voice, speech and linguistic characteristics like age, gender or accent. 

• In a running computer program, log files automatically document when 
certain program steps take place. They offer the opportunity to register 
events in a speech dialog system with a precise timestamp. Many events 
of a dialog are initiated by the user. It is recorded which menu point the 
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user has chosen at a particular time. There is also documentation of 
which input is recognized by the speech recognition system or if there is 
a no-match or no-input. The reaction time of the user can be calculated 
from the timestamps. 

• Where the telephone number is transmitted it represents an information 
source. The number consists of a prefix and the extension. If the call is 
coming from a foreign country the country prefix is transmitted, too. 
The prefix is either an area code or mobile network number. So you 
know whether the user has called from a landline or a mobile phone. 
The area code tells you which region the user is calling from or the mo-
bile network number tells you which mobile network is being used. It is 
technically possible to detect how often and at what times a certain tele-
phone number is calling the speech dialog system. 

The following examples show how the dialog system can adapt to auto-
matically retrieved information. All adaptations suggested here are techni-
cally feasible and some of them have already been realized, such as a clas-
sification of gender and age (Stegmann et al. 2006, Metze et al. 2007) and 
adaptations to the user’s observed level of expertise (Jokinen 2006). 

Age:  
Existing automatic age classifiers can differentiate between broad age 
groups. In languages that use different forms of address like German 
(“Du”/“Sie”) or French (“Tu”/“Vous”) the form used by the system could 
be fitted to the age group of the user. Speaking and language style as well 
as target group focused advertising could be chosen. 

Gender:  
There are classifiers that can detect the gender of a speaker with a high 
success rate. According to the detected gender the system could be adapted 
adequately. For instance, if it is known that men and women prefer differ-
ent speakers then a suitable speaker could be chosen. 

Car:  
An acoustic analysis can detect if the speaker is in a car. While driving, the 
user might get distracted by the driving task and not react immediately. 
Then the timer could allow longer reaction times for a no-input time out. 

Emotions:  
Emotions such as anger or frustration can be detected automatically (Ang 
et al. 2002). The system could react by transferring to an operator and thus 
avoid a hang up. 
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Native language:  
There are techniques to find it out which language a user is speaking in and 
the dialog system could switch to this. 

Number of barge-ins:  
Many barge-ins that do not produce no-matches can indicate an experi-
enced power user. The system could react with a faster navigation, shorter 
prompts and fewer explanations. 

Timestamp of barge-in:  
Early barge-ins show that the power user knows the next input before the 
prompt is played completely. Shortcuts could be offered to allow a shorter 
dialog for the next call. 

Number of no-matches or no-inputs:  
If many no-matches are produced the user may need more explanations. It 
might be helpful to reduce the input possibilities to keywords in order to 
improve the recognition rate. If recognition is still problematic, the user 
could be transferred to an operator. 

Path and pattern of navigation:  
If a user wanders around in the navigation, the system could help with 
declarations and a more directed dialog. 

Number of help requests:  
A large number of help requests shows that the user needs more declara-
tions and a more directed dialog style. 

Telephone extension number:  
Storing telephone numbers in a database allows checking whether a num-
ber has called before, how often, and at what time of day. Extensions of 
some companies or public authorities all begin with the same numbers. 
When it comes to saving data, privacy has to be respected. Of course the 
same telephone number does not guarantee the same user which makes it 
necessary to handle sensitive data responsibly. 

Telephone prefix:  
If the prefix is an area code, local services could be offered for the location 
the user is calling from. The prompt texts could be chosen in accordance 
with local conventions. 
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To supplement the results of the expert examination two focus groups 
were organized with five members each. After a short introduction to tele-
phone based speech dialog systems, there was time for a moderated discus-
sion about possible adaptations of such a system. The results of the two 
focus groups confirmed those of the expert examination. The focus groups 
delivered some additional ideas but showed up the same critical points and 
no really new aspects. After both the expert and the focus group studies 
were examined we decided to focus on log files in further studies, because 
as a source of information they offer possibilities that are easy to realize 
and powerful at the same time. Other sources of information are either too 
complex and therefore too expensive to develop or their automatic classifi-
ers are still not mature enough for state of the art performance. 

3.3 User Features and Log Files 

The following list shows a clustered collection that describes the wide 
range of personal, cultural and situational factors that influence the user’s 
behavior: 

• situation, location, attendant persons, time pressure, other activities and 
tasks beside using the system itself (e. g. driving as major task); 

• demographic factors like age, gender, native language; 
• experience, knowledge, skill, expertise, intelligence, cognitive workload, 

memory decline, attention, capability, expectation, preferences, habits, 
interests; 

• personality, traits, type, character, attitude; 
• mood, health, emotions, stress, condition, state; 
• the person’s task and aim of use; 
• the speech dialog system itself. 

Determining all these factors is impossible. It is important to know how 
the user behaves and how the dialog can adapt to that behavior in the best 
way. The features can be grouped in four dimensions: User features con-
cern the user and the user’s interaction features; Task features picture the 
task of the concrete use case; Technical features are set by devices and 
infrastructure used for solving the task; Surrounding features like situation, 
setting, local and temporal context. 

Given our focus, user features have to be extracted from parameters that 
are retrieved from log files. Depending on the architecture of the system 
there is more than one module that creates a log file like the speech recog-
nition system or the dialog management server. If several log files have  
to be combined it is important to assure synchronism. Typically, log file 



76 C. Clemens, T. Hempel 

entries will have a form like [timestamp|event|detail1|detail2|...]. Events 
that are logged are basically: Start of the dialog, switches to sub-dialogs or 
menu points, events of the recognition system including recognition rate 
and recognized words, and end of dialog. From the logged dialog events, 
parameters have to be extracted that can describe the user’s interaction: 

• Dialog duration; 
• User turn duration; 
• User response delay; 
• Number of user turns; 
• Words per user turn; 
• Number of help requests; 
• Number of time-out prompts; 
• Number of ASR rejections; 
• Number of error messages; 
• Number of barge-ins; 
• Number of cancel attempts. 

Interaction features extracted from log files have already been used to 
predict the quality of a dialog system (Möller 2004). To make the interac-
tion features more comprehensible they can be aggregated: 

Speed: 

• Reaction time of user in prompts; 
• Mean duration of inputs; 
• Call duration; 
• Difference between the length of the user’s path in the dialog and a de-

fined optimal path for solving the task. 

Competence: 

• Use of barge-ins; 
• Number of no-inputs; 
• Number of no-matches; 
• Number of help requests; 
• Goal-oriented navigation. 

Cooperativeness: 

• Use of proposed keywords; 
• Number of words per utterance. 
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Learning effect: 

• Decreasing number of no-inputs; 
• Decreasing number of matches. 

Politeness, conformance with conversation rules of human-human dialogs: 

• Number of barge-ins; 
• End of call: leave-taking/good-bye. 

3.4 Testing and Findings 

A preceding usability test was conducted in cooperation with T-Systems 
Enterprise Service GmbH, Berlin, Germany. We examined differences 
between users of different gender and age, resulting in the user groups: 
adult male, adult female, senior male, senior female, and children. After  
a questionnaire about demographic data, the test person made calls with 
a Wizard of Oz speech dialog system. This was a fictitious timetable in-
formation system for public transport that included an automatic age and 
gender classifier. After the test calls, the user’s opinions and experience 
were observed in guided interviews. 

The test showed a higher drop-out rate for senior test persons. The prob-
lematic or unsuccessful calls showed noticeable characteristics like a high 
number of no-matches, long inputs with many words in long phrases and 
few keywords only. No noticeable learning effect could be observed and 
the interaction of the test person conformed strictly to human-human inter-
action conventions. Additionally, those test persons appeared nervous, 
aroused or frustrated, some reported they felt misunderstood by the system. 

All user groups in the test preferred a more directive dialog style in con-
trast to mixed-initiative dialogs. The more calls the test persons made the 
more target oriented they performed. This learning effect is reflected in 
lower error rates. 

The automatic classification of gender and age to the user groups was 
correct in 56% of the cases. All wrong classifications regarded the age of 
the test person whereas all gender judgments were right. 

In our main study, data was collected from test persons in three age groups 
(children 9–14 years, adults 20–45 years, seniors 63–72 years). Addition-
ally, personality related data were gathered. We retrieved log files of around 
12 calls per person with different tasks and scenarios as well as additional 
material such as video and audio recordings and notes of the test leader. 

The telephone-based speech dialog system we used included automatic 
speech recognition for spoken language input and played recorded audio 
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files as acoustic output. Common global navigation keywords were active 
and barge-ins were accepted. The current state3 of analysis points out the 
following issues: 

• The collected data indicates that there is a relation between users’ exe-
cution speed and their overall technical experience. 

• Increasing experience with the dialog system under test leads to changes 
in some users’ behavior (learning effect).3 The common terms novice 
and power user are in fact useful. 

• There is a relationship between age and learning effect. 
• There is a bigger variance in the results of the group of seniors than in 

the group of younger adults. 
• There are more elderly with low tempo and little technical experience. 
• There is a greater variance in performance of users with little or no ex-

perience compared to the variance among experienced users. 

3.5 Summary and Outlook 

The usability of a speech dialog system depends crucially on the quality of 
the dialog design. For obtaining high user acceptance for the system, the 
user centered dialog design should already be focused on during the early 
phases of the system development process. 

From the perspective of our studies the usage of adaptive speech dialogs 
is a big technological and creative step since this enables both new user-
centered speech dialog designs and new marketing opportunities. 

Furthermore, automatic classification and analysis data is about to lead 
to yet undiscovered relations within measurable parameter sets in users’ 
interaction behavior. Therefore, it is important to collect the named inter-
action features during the dialog – and based on such results research is 
about to develop more advanced classifiers. 

Also, it is important to determine details like the time needed by a clas-
sifier to reach a reliable classification result during a user’s call. But even 
if it takes too long technically to be able to use the result in the current user 
dialog, the result could be stored and be available for the next call from the 
same telephone number. 

There might be more detectable patterns in the navigation behavior of 
users. Recurring navigation patterns like loops, jumps or iterations in the 
dialog flow can correlate with known user features. But even in some years 
                                                      
3 Parts of the analysis are still pending. For further findings and a detailed de-

scription of procedure and results see first author’s doctoral thesis (to be pub-
lished 2008). 
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when automatic classification is expected to work even more reliable, 
voice dialog designers will face their true challenge of how to adapt the 
dialog to the satisfaction of the respective user group. Results of user tests 
of the different user groups have to be carefully analyzed. Only then the 
results could help to formulate adequate style guidelines for the design of 
better – user focused – dialog systems. 
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ther: How can automatically obtained user information be exploited in a 
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Users’ assessments from real usability tests were taken and compared 
with data collected in the system’s log files. 
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4.1 Introduction 

As it has been pointed out in the first part of this book, the development of  
a usable, high-quality spoken dialogue service requires the development 
cycle to be user-centered. Demands and expectations of potential users have 
to be anticipated early in the design process in order to build systems which 
fulfill or even exceed these demands and expectations. Determining the 
degree of demand fulfillment, however, is not an easy task: Members of the 
target user group have to be invited to the usability laboratory, confronted 
with prototypical tasks in an interaction experiment, observed with respect 
to their interaction behavior, and finally asked for their opinion about the 
interaction experience. Unfortunately, measurement of quality and usability 
is not yet possible without the direct involvement of human test participants, 
acting as perceiving and judging “measurement organs” [1]. 

On the other hand, commercial spoken dialogue telephone services are 
usually implemented on dialogue platforms that are able to log a multitude 
of information upon request. Such information includes the audio signals 
recorded from the user, the signals played to the user, the recognition and 
understanding results, or information on the state of the dialogue machine. 
Because of its large amount and diversity, this information is very difficult 
to interpret. However, since the cues of dialogue flows that are experienced 
by the user, and thus the cues of the perceived quality and usability, might 
be hidden in this log information, analysis of the log data could be very 
useful for quality and usability analysis, optimization, and monitoring. 
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In order to take full profit of log data, their relationship to perceived 
quality and usability has to be estimated. This relationship is not straight-
forward. For example, a system developer may initially assume that a bet-
ter coverage of the users’ utterances by the recognizer’s vocabulary will 
decrease the frequency of system non-understanding instances and increase 
dialogue efficiency and user satisfaction. However, a larger vocabulary 
will also reduce the overall recognition performance, and may finally be 
detrimental to dialogue efficiency and user satisfaction. Apparently, there 
is no simple one-to-one relationship between vocabulary coverage (or sys-
tem characteristics in general) and user satisfaction (or user perceptions in 
general). In order to find an optimum setting for a specific system and 
design problem, we need to know 

• the impact of each change of the system on the interaction behavior, and 
• the relationship between interaction behavior and perceived quality and 

usability. 

Provided that both relationships are known, it is possible to estimate the 
impact of each system characteristic – and each change in one of several 
characteristics of a complex system – on perceived quality and usability. 

Making use of log-file information and combining them with prior 
knowledge of the system to predict quality and usability will largely accel-
erate the design and implementation cycle, and (surprisingly) will turn it 
more user-centered: If information on the behaviors of system and user is 
available without directly asking the user, and without the need for an ex-
pert transcription and annotation, and if quality and usability can be esti-
mated on the basis of this information, the user’s demands can be taken 
into account in all stages of system development, without additional costs. 
For example, the system developer can estimate the consequences of each 
modification of her design with respect to the ultimate target – getting 
highly satisfied users. The log data at the basis of the estimation can be 
obtained e. g. by offering the prototypical service to a limited number of 
“friendly users”; there is no further need for a formal usability test at this 
stage of the development cycle. 

In this chapter, we make use of information which can easily be logged 
by state-of-the-art dialogue platforms for analyzing, optimizing and moni-
toring the quality of spoken dialogue interactions. Our focus is on parame-
ters which can be extracted automatically, without requiring a tedious and 
time-consuming transcription or labeling process. We further limit our 
analysis to telephone-based services, which form a large class of current 
commercially-deployed services. 

We extract information both on the signal and on the symbolic level. The 
algorithms used for this purpose are described in Sect. 4.2. With the help of 
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these algorithms, we analyze data collected within a usability test of a pro-
totype implementation for a pre-qualifying application of Deutsche Tele-
kom AG, as it is described in Sect. 4.3. The test was performed in coopera-
tion with Siemens AG, Corporate Technology, Competence Center “User 
Interface Design”. The extracted parameters are analyzed in Sect. 4.4, first 
by addressing their relationship to the recognition performance of the sys-
tem, and then to the subjective judgments obtained from the test users. We 
finally describe how the algorithms are integrated into a graphical testbed 
for an easy and efficient log-file analysis in Sect. 4.5. We conclude and 
give an outlook on possible use cases of the testbed in Sect. 4.6. 

The chapter extends previous work described in [2] and [3] and includes 
previously unpublished results obtained within the TIDE project funded by 
Deutsche Telekom AG [4]. 

4.2 Basic Information Related to Quality and Usability 

Different types of information may be useful for addressing the quality and 
usability of spoken dialogue services. This information is either part of the 
system characteristics (which usually remain stable during a particular 
interaction, except when dealing with adaptive systems), or it evolves 
when users interact with the system (interaction behavior). The latter may 
be obtained on a signal or on a symbolic level. 

The primary information exchanged between user and system is re-
flected in the audio signals from the user and the system. These audio sig-
nals are usually available on the system side, both on the input (originating 
from the user and directed to the system) and the output side (originating 
from the system and directed to the user). Because the system is not always 
“listening”, i. e. the speech recognition channel is not always open, the 
audio signal recorded from the user may be influenced by the voice activ-
ity detection (VAD) algorithm implemented on the platform. It may also 
be enhanced by noise and echo suppression algorithms. The system’s 
speech signal is commonly available as a clean pre-recorded audio file, or 
as a clean file generated by a text-to-speech (TTS) module. 

The interaction between user and system can additionally be quantified 
on a symbolic level, in terms of interaction parameters. These parameters 
describe the behavior of the user and the one of the system, and reflect the 
performance of the system in the interaction. Examples include the number 
and length of user and system utterances, timing information, the frequencies 
of help requests, cancel attempts, or barge-ins, recognition and understand-
ing accuracies, or task success parameters. In ITU-T Suppl. 24 to P-Series 
Recommendations [5], a large number of such interaction parameters are 
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described. However, the determination of most of these parameters requires 
a manual transcription and annotation by a human expert. 

Some information is also hard-coded in the system, e. g. in terms of the 
interaction logic, the vocabulary, or the grammar which is available at each 
state of the dialogue. These system characteristics have a significant im-
pact on the dialogue flow and on the quality of the interaction, as it is per-
ceived by the human partner. Quality, however, can only be determined by 
collecting subjective judgments in controlled experiments. ITU-T Rec. 
P.851 [6] describes methods for carrying out such subjective interaction 
experiments. They are usually very expensive, and as a consequence, sys-
tem designers try to avoid them as far as possible. 

In the following sub-sections, we describe which information has been 
extracted for the purpose of our experiments described in Sect. 4.3, both on 
the signal and on the symbolic level. This information will form the basis 
for experimental analyses and quality predictions in Sects. 4.4 and 4.5. 

4.2.1 Information on the Signal Level 

The audio signals that have been recorded at the dialogue platform in our 
experiments include 

• the user’s speech signal, transmitted through the telephone channel and 
cut out by the VAD, and 

• the system’s speech signal available as a clean audio file. 

No audio signals are available on the user’s side. Thus, we do not have 
any information on how the system’s speech signal is degraded by the 
transmission channel before it is perceived by the user, nor on the clean 
speech signal uttered by the user. 

Based on the observations of the database described in Sect. 4.3, the 
user’s speech signal is analyzed with respect to the characteristics of the 
user as well as of the transmission channel. For this purpose, the following 
parameters are extracted: 

1. Active Speech Level (ASL): This level is calculated from the segments 
extracted by the VAD, following the algorithm described in ITU-T Rec. 
P.56 [7]. It consists of a histogram analysis with multiple variable 
thresholds and results in a level relative to the overload point of the digi-
tal system. 

2. Noise Level: Noise mainly stems from background noise present at the 
user’s side and picked up by the telephone handset, as well as from cir-
cuit noise induced by the subscriber line. Two algorithms have been 
compared to determine the noise level: (a) Speech pauses have been ex-
tracted with the help of the GSM VAD [8], and then a smoothed noise 
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power spectrum is determined from the windowed non-speech seg-
ments. (b) Alternatively, minimum statistics [9] has been used to extract 
the noise power during speech segments. Method (b) tended to overes-
timate the noise level on a set of controlled test data, and therefore we 
decided to use method (a) for noise level determination. 

3. Signal-to-Noise Ratio (SNR): With a similar processing as for the noise 
power, a smoothed power spectral density of the speech signal is deter-
mined during speech activity. The SNR is calculated as the ratio be-
tween both power densities, calculated per utterance. 

4. Mean Cepstral Deviation (MCD): It is known that multiplicative noise 
is introduced in telephone channels by logarithmic Pulse-Code Modula-
tion (PCM) or Adaptive Differential Pulse-Code Modulation (ADPCM) 
coding. In order to determine the level of degradation introduced this 
way, we assume that the recorded speech signal y(k) is determined by 
the clean speech signal s(k) and a white Gaussian noise component n(k) 
with a certain ratio Q: 

 )(10)()()( 20 knksksky Q ⋅⋅+= −  (1) 

Falk et al. [10] proposed to measure the noise in the degraded speech 
signal via the flatness of the output speech signal y(k). The underlying 
idea is that – because the multiplicative noise of Eq. (1) introduces a fair-
ly flat noise in the spectral domain – the lower the Q value, the less the 
spectrum of s(k) can be preserved in the noise output y(k), and the flatter 
the spectrum of the noisy output is.We use the MCD as a measure of the 
amount of multiplicative noise present in the degraded speech signal, 
because analyses have shown that the correlation between Q and MCD 
is about −0.93 [10]. To calculate MCD, we determine speech segments 
with the help of the GSM VAD, calculate cepstral coefficients for the 
speech frames, and average the standard deviations of the cepstral coef-
ficients. 

5. Single-ended Speech Quality Estimate: Multiplicative noise is not the 
only degradation introduced by modern telephone channels. In particu-
lar, non-waveform speech codecs generate distortions which have dif-
ferent perceptual and signal correlates, and which have shown to de-
grade recognition performance [11]. In order to cover these channel 
degradations, we used the single-ended model described in ITU-T Rec. 
P.563 [12] to obtain an indication of the overall speech quality degrada-
tion introduced by the channel. This model generates a clean speech ref-
erence from the degraded speech signal by means of an LPC analysis 
and re-synthesis. Both the generated clean and the recorded degraded 
speech signals are transformed to a perceptually-motivated representa-
tion. An estimate of the overall quality, MOS, is then determined from 
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a comparison of both representations. The approach can also be applied 
to TTS signals generated by the system, as it has been shown in [13]. 

6. Active Speech Duration: We use the GSM VAD to cut off pauses at the 
beginning and at the end of the speech signals which remain after the 
VAD of the dialogue platform, probably to comfort the speech recognizer. 

7. Fundamental Frequency (F0): Hirschberg et al. [14] have shown that 
mean and maximum F0 can be useful predictors for the recognition er-
ror. We adopted the autocorrelation analysis from Rabiner [15] and 
some simple smoothing algorithm in order to obtain reliable F0 esti-
mates. From the F0 contours obtained for each user utterance, we calcu-
lated the mean, the standard deviation, and the 95% percentile. 

Parameters according to 1–5 mainly reflect the characteristics of the 
telephone transmission channel, whereas 1, 6 and 7 address the characteris-
tics of the user. Thus, by determining these parameters, it may be decided 
whether recognition failures are due to the transmission channel or to user 
particularities. 

4.2.2 Information on the Symbolic Level 

Apart from the audio signals, the dialogue platform logs information re-
lated to the dialogue state the system is in, as well as to the speech recog-
nizer. For the dialogue state, the system logs the ID of the respective state, 
a time stamp when the system enters the state, the prompt which is played 
in this system state, as well as the ID of the vocabulary and the grammar 
used by the speech recognizer in the state. 

The vocabulary of the system has been analyzed with respect to its con-
fusability, as this is expected to be predictive of the recognition perform-
ance of the system in that specific state. We calculate four types of confu-
sion measures: (1) The Minimum Edit Distance (MED) with an equal 
weight for substitutions, insertions and deletions; (2) an articulatory pho-
netic distance, where the substitution costs of the MED have been weighted 
according to an articulation-based phonetic distance; (3) a perceptual pho-
netic distance, where the MED has been weighted according to perceptual 
similarities; (4) an HMM distance based on the Kullback-Leibler diver-
gence between two Gaussian mixture models. Details on the measures are 
given in [3]. They show that methods 2–4 all provide reasonable correla-
tions with word confusion. Because the acoustic models of the speech rec-
ognizer are not accessible on the dialogue platform, only the articulatory 
(2) and the perceptual phonetic distances (3) are discussed here. 

The speech recognizer of the dialogue platform provides a status flag 
indicating “recognition” (correct or incorrect), “rejection” (due to the re-
jection threshold of the system), “hang up” (the user hangs up), “speech 
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too early” (the user speaks too early), “no speech timeout” (the user did not 
speak in the time interval where the recognizer was open), or “leftovers” 
(the user leaves the dialogue without speaking). The labels “recognition” 
and “rejection” refer to the behavior of the recognizer and can be evaluated 
with respect to the recognition performance. 

4.3 Data Acquisition 

The described algorithms have been applied to data collected with a tele-
phone-based system for telephone tariff information. This system is im-
plemented on a Nuance dialogue platform. It provides information on fixed 
and mobile telephone and internet tariffs, and allows internet problems to 
be reported. In addition, callers are classified according to their age and 
gender, and the system persona is adapted accordingly. Personas differ 
with respect to their voice, prompt style and form of address. The system 
generates log-files and records the user’s speech signal in each dialogue 
state. 

25 native German test subjects interacted with a prototype implementa-
tion of this system. The subjects were recruited according to 5 groups: AF 
(adult female), AM (adult male), SF (senior female), SM (senior male), 
and C (child), where seniors were 60–80 years old, adults were between 
25–45 years of age and children were 9–13. All subjects had to carry out 
12–13 interactions with the system, targeting on fixed telephone tariff in-
quiry, mobile telephone tariff inquiry, internet tariff inquiry, and internet 
problem report. In some of the dialogs, a wrong system persona was cho-
sen deliberately to examine the consequences of user classification errors. 
As some senior and child participants were not able to complete all tasks, 
the experiment resulted in a set of 280 dialogues and 1672 user audio files 
in the database. 

After each interaction, the users rated a questionnaire with several items 
related to their current experience. Here we consider user judgments on the 
four general items 

• overall impression (1…very good – 6…unsatisfactory), 
• system wording comprehensible (1…yes – 5…no), 
• system understood what user wanted (1…yes – 5…no), 
• dialogue should be changed (1…yes – 2…no), 

which have been collected after each dialogue. 
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4.4 Data Analysis 

All user audio files have been transcribed by a human expert. The tran-
scriptions and the recognizer’s hypotheses have been compared with the 
help of NIST’s “sclite” software [16], determining the number of correct 
words, substitutions, deletions and insertions for each user utterance classi-
fied with the “recognition” or “rejection” label. 

Table 4.1. Summary of user speech characteristics 

Parameter Mean STD 

ASL (dB) −24.5 07.8 

Noise level (dB) −57.4 07.9 

SNR (dB) 032.1 13.3 
MCD 000.103 00.008 
Single-ended estimate 002.46* 00.85* 
Active speech duration (s) 001.53 01.87 
F0 mean (Hz) 165.0 45.2 

*) Due to the short utterance length, P.563 estimations had to be derived from 
artificially concatenated segments per dialogue, which might have caused low 
MOS values. 

A general analysis of all user utterances is given in Table 4.1. It shows 
that the utterances have a high signal-to-noise ratio and are of relatively 
high speech quality. We think that this is due to the test set-up where subjects 
interacted with the system from two test cabinets equipped with a good 
wireline telephone. In addition, the utterances are relatively short, indicat-
ing that the subjects preferred to use a simple command language towards 
the system. 

4.4.1 Analysis with Respect to User Groups 

An analysis by user group was carried out for parameters related to the 
signal quality (ASL, noise level, MCD, recognizer status labels). Data was 
aggregated on a dialogue level (mean values for utterance-wise variables) 
and ANOVAs were calculated taking into account that each test participant 
contributed 3–13 cases to the data set. As was expected, the signal quality 
parameters do not differ between participant groups, while the label “rec-
ognition” shows a significant effect (ANOVA parameters F = 3.9; p = 0.02), 
which however does not hold for the label “rejection”. 
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Groups differed significantly with respect to their commanding style as 
parameterized in active speech duration, timeout and barge-in frequency 
(F>4.3; p<0.01). SF (senior female) show highest means for duration and 
barge-ins and directly follow C for timeouts, while M, F and SM have 
comparatively homogeneous means for duration and timeout. 

Interestingly, the judgment on overall impression differs significantly 
depending on the groups (F = 8.4; p = 0.00), SM rating worst, followed by 
SF, M, F and C. The judgment on system understanding shows the same 
tendency, however, SF and F each gain one rank, which is in accordance 
with the observed recognition performance being lower for F than for M 
and for SF than for SM. 

4.4.2 Signal Level Parameters and Recognition Performance 

In order to represent recognition performance, the recognition results are 
classified into two classes “correctly recognized” and “error”, where the 
first term refers to the complete match between the transcript of the user 
signal and the recognition result and the second refers to any mismatch or 
rejected situation. Table 4.2 summarizes the ASR performance for differ-
ent user groups. 

Table 4.2. Summary of ASR performance for different user groups 

User group No. of 
recognized 
utterances 

No. of rejected 
utterances 

No. of cor-
rectly recog-
nized utt. 

% of correctly 
recognized utt. 

Adult male 295 41 273 81.25 
Adult female 248 52 225 75.00 
Senior male 193 82 166 60.36 
Child 131 63 119 61.34 
Senior female 97 92 85 44.97 
All 964 330 868 67.08 
All but senior 
female  

867 238 783 70.86 

The user group SF experienced most of the recognition failures because 
they tended to use complex and long sentences; because of this, we decided 
to exclude this user group from further analysis. After exclusion, 29.14% of 
the 1105 remaining recognition results are classified as “error”. So without 
any parameters in the prediction model, we can predict the recognition  
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error with an error rate of 29.14%. Any model that reduces this error rate 
can help to predict the recognition performance. 

Inspired by the work of Hirschberg [14], we adopt the rule-learning pro-
gram “RIPPER” from Cohen [17]. “RIPPER” is used here to generate 
plausible rules based on the extracted parameters from the speech signal 
that can be used to predict ASR performance. Figure 4.1 is an example of 
the resulting rules from “RIPPER” that can decrease the prediction error 
from the baseline 29.14 % to 21.63%. 

if ACTIVE_DURATION>=1.39 && MCD>=0.11,  
then Error. 

if ACTIVE_DURATION>=1.82 && SNR>=-51.30 && MCD>=0.098 && 
MCD<=0.11 F0_MEAN>=129.92,  
then Error. 

if ACTIVE_DURATION>=0.92 && F0_MEAN<=105.14,  
then Error. 

else Correct. 

Fig. 4.1. Rule set for predicting recognition errors. The prediction error is 21.63% 
+/− 1.24%. 

The parameters used in the prediction model are selected using the 
“stepwise” method: At first, we just select one of the nine candidate pa-
rameters into the prediction. Then, more parameters are added to the model 
one by one if they decrease the prediction error. Table 4.3 contains the 
selected best results for the prediction model with 1, 2, 3, 4 and 5 parame-
ters, respectively. 

From these results, it seems that the active speech duration and multipli-
cative noise are the most significant parameters in the prediction model 
using our database. 

Table 4.3. Prediction error for predicting ASR performance 

Model parameters Error % Model parameters Error % 

Active duration, MCD, Noise 
level, ASL, SNR, Mean F0 

20.69 Active duration and 
MCD or Active dura-
tion and ASL 

22.71 

Active duration, MCD, SNR, 
Mean F0 

21.18 Active Duration 25.52 

Active duration, MCD, ASL 22.26   
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4.4.3 Vocabulary Characteristics and Recognition 
Performance 

The three distance measures (1) Minimum Edit Distance (MED), (2) MED 
with articulatory phonetic features, and (3) MED with perceptual phonetic 
features were optimized on held-out word confusion data. We did not use 
the HMM distance here, because we had no access to the acoustic models 
that generated the test data. The optimized measures were used to evaluate 
the correlation between word-confusion and word-distance, and between 
interpretation-confusion and interpretation-distance. 

The test data for this evaluation consisted of 1091 utterances from our 
spoken dialogue system, with a Word-Error-Rate (WER) of 16.4%. The 
understanding error rate was however only 10.9%. This error rate was de-
termined by comparing the natural language (NL) interpretation of the 
reference utterance with the one of the recognized utterance. If a gold stan-
dard for interpretations is applied, then the understanding error rate is only 
6.5%. A gold standard is a mapping between word strings and interpreta-
tions, e. g. between syntax and semantics, which determines the correct 
semantic interpretation of a string of words in a certain context. Up to this 
day, such a standard can only be established through manual labeling, 
which we did not perform for our test set. 

Table 4.4. Example of word errors and understanding errors 

 Words NL interpretation 

Recognized NACHFRAGE zu aufträgen target-aufträge 
Reference NACHFRAGEN zu aufträgen [no interpretation] 
Recognized 
Reference 

ABRECHNUNG 
ABBRECHEN 

target-rechnung 
abbrechen 

To evaluate the performance of the measures for the test set, we esti-
mated the correlation of word confusion and phonetic distance of words. 
Additionally, the correlation of natural language interpretation confusion 
and phonetic distance between natural language interpretations was esti-
mated. For measuring the phonetic distance between interpretations, we 
take all utterances in the test data that lead to a certain interpretation (e. g. 
“target-aufträge” in Table 4.4) and compute the phonetic distance to all 
utterances that lead to another interpretation. We take the mean or maxi-
mum values as a measure of the confusability between interpretations. 

There are correlations between word confusions and (2) articulatory and 
(3) perceptual phonetic distances. This allows for the introduction of 
a threshold for confusability prediction. No such correlation was found for 
the distances between interpretations and the confusion of interpretations. 
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This can be however due to the small amount of confusion data for inter-
pretations. From these results we concluded that we have to base our 
analysis tool on word similarity. To relate word similarity to interpreta-
tions we search for similar words that lead to different interpretations. 

4.4.4 Relationship Between User Judgments and Parameters 

A method to automatically predict usability judgments is provided by the 
PARADISE framework [18], in which a linear regression (LR) function is 
trained on interaction parameters with subjective judgments as targets. 
PARADISE has mostly been used with parameters describing the dialog 
flow. The parameters defined in this study extend the conventional set of 
predictors of user judgments in two ways: 

1. Inclusion of signal-level information which potentially contains infor-
mation of the users’ emotional state. 

2. Inclusion of symbolic-level parameters which describe the system char-
acteristics; this allows predictions to be made already before the system 
has been tested in an interaction experiment. 

The precondition to predictability of user judgments from parameters is 
a relationship between the parameters and the user judgments. The training 
of an LR function, as in PARADISE, further assumes the predictors and 
target to be correlated linearly. However, in case of known non-linear cor-
relations, the parameters can be transformed or alternative prediction func-
tions can be used. Therefore, Spearman’s ρ, which is sensitive to correla-
tions on an ordinal level, was used to examine the potential of our 
parameters for user judgment predictions. 

Concerning the prediction of “overall impression”, the strongest, how-
ever still moderate relations were found for the channel-related signal pa-
rameters (noise level, MOS, MCD) including ASL (|ρ| ∈ [0.25;0.31], 
p<0.01), and for barge-ins (ρ = 0.28, p<0.01), followed by the recognizer 
labels (|ρ| ∈ [0.14;0.22], p<0.05). This means that the impact of channel-
related parameters on the judgment cannot be due to their impact on the 
ASR performance alone, because the latter correlation is lower. An alterna-
tive explanation would be that the noise in the user utterance is indicative 
of the noise the user perceives in the system prompts. 

Parameters describing confusability on the word level correlate only 
weakly with “overall impression” (|ρ| ∈ [0.14;0.16], p<0.05). Thus, this 
item cannot be predicted from the system characteristics – as long as these 
are instantiated by the grammar confusability parameters alone – before 
any interaction takes place. 
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For “perceived system understanding”, highest correlations were found 
with dialogue-related parameters and recognizer status labels (|ρ| ∈ [0.22; 
0.46], p<0.01). Furthermore, phonetic similarities across concepts avail-
able in the system grammar are weakly correlated with the same item 
(|ρ| ∈ [0.17;0.25], p<0.01). Thus, they explain some crucial part of the rec-
ognition problems, as different extents of phonetic similarity are (indi-
rectly) perceivable in the dialog. Ironically, signal-related parameters show 
no significant correlations with “perceived system understanding” except 
the noise level (ρ = 0.22, p<0.01). This is surprising, since they were found 
to be correlated on high significance level with most of the ASR labels 
(|ρ| ∈ [0.22;0.40], p<0.01). 

An LR model was trained on the z-transformed parameters (normalizing 
the input parameters to zero mean and unity variance, and including the 
parameters stepwise), predicting “perceived system understanding” with an 
accuracy of R2

adj = 0.354. Parameters included in the model are the number 
of correctly recognized utterances (with a coefficient of −0.399), the num-
ber of turns (0.277), the noise level (0.202), and the number of barge-ins 
(0.147). Training the function on “overall impression” leads to the num-
ber of correctly recognized utterances (−0.277), ASL (−0.440), and the 
number of ASR rejections (0.217) as predictors, describing the data with 
R2

adj = 0.225 accuracy. 

 
Fig. 4.2. Subjective ratings (filled bars) and PARADISE predictions (open bars)  
of “perceived system understanding” (mean and 95% confidence intervals) for 
different user groups (F = females, K = children, M = males, SF = senior females, 
SM = senior males) 
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Figure 4.2 shows the mean judgments and PARADISE model predic-
tions for “perceived system understanding”, separated by user groups. The 
mean values for each group can be predicted much better than the values 
of R2

adj suggest (cf. [19]); especially the bad average judgment of senior 
users can be predicted by the model. However, the model does not explain 
why senior males judged as badly as senior females do. Also, the chil-
dren’s mean perception of the system understanding was better than for 
adults, while the model estimates it to be worse. This indicates that for 
different user groups different aspects of the system and its usage formed 
their judgment. Therefore, a more homogeneous sample of users might 
also have yielded higher correlations in the database. 

4.5 Testbed Integration 

The algorithms are used in a grammar and dialogue analysis tool with 
a graphical user interface. This tool is helpful for two different types of 
analyses. (1) The first type is related to the computation of phonetic simi-
larities between and within grammars and vocabularies. (2) Another type 
of analysis on the dialogue level can also be performed with the grammar 
and dialogue analysis tool. 

In an analysis that belongs to the first type (1), phonetic similarities be-
tween vocabularies for different semantic interpretations in a grammar can 
be computed. The tab in the graphical user interface on Fig. 4.3 shows  

 
Fig. 4.3. Similarities between vocabularies for different interpretations 
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words that are phonetically similar and lead to different interpretations. 
The “Word 1” column contains words that appear in a certain interpret-
ation. “Word 2” shows different words in other interpretations that are 
phonetically similar to “Word 1”. The grammar designer can analyze the 
similarities and find highly confusable words that lead to different inter-
pretations. 

In our test spoken dialogue system, the confusability between “bestel-
lung” and “störung” produced 2% of the understanding errors. As one can 
see from Fig. 4.3, it is easy to localize this confusability with the grammar 
analysis tool. Concerning interpretation 3 the three word tokens that are 
most similar to “bestellung” are all instances of the word type “störung” 
that appear in different interpretations. When such a high confusability is 
found, the grammar designer has to decide what to do. 

The functions hidden under the other tabs allow highly confusable 
phrases across interpretations and confusable words and phrases within an 
interpretation to be found. 

Figure 4.4 shows the user interface for the second type of analysis (2) 
that allows a user to browse dialogues and find problematic dialogue turns, 
based on “RIPPER” rules derived from signal level parameters. 

Dialogue states are extracted from log files of the spoken dialogue sys-
tem. These states have properties that are derived from the log files or are 

 
Fig. 4.4. TIDE dialogue browser 
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computed from the signal level. Additionally, properties for the whole dia-
logue like the number of “rejected” states and the noise level can be loaded. 

Problematic dialogue states and dialogues are highlighted with gray  
arrows, as can be seen in Fig. 4.4. These states are classified through 
“RIPPER” rules derived from signal level parameters. It is also possible to 
manually specify dialogue state properties that are regarded as problem-
atic. States having these properties are also highlighted. 

Successful dialogue states are dialogue states that lead to an agent con-
nection and are also highlighted. This property can also be set in the option 
menu. Especially interesting are problematic dialogues that lead to an 
agent connection. This type of dialogues can be easily detected with this 
tool. For further analysis it is also possible to listen to the recorded speech, 
comprising the system prompts and the user input. 

These are the two major types of analyses that can be performed with 
the grammar and dialogue analysis tool. With the help of these analyses, 
the grammar designer can quickly evaluate and optimize the grammars and 
dialogues of a spoken dialogue system. 

4.6 Discussion and Conclusions 

In this chapter, we have addressed the question of how to estimate user-
perceived quality and usability on the basis of system and interaction char-
acteristics. For this purpose, we built a testbed which automatically ex-
tracts information from vocabulary and grammars as well as from log-files 
generated with state-of-the-art dialogue platforms. The aim was to opti-
mize dialogue systems with respect to the user’s (estimated) perception, 
and not with respect to individual system performance metrics. Thus, our 
testbed helps to consequently take a user-centered view-point in the system 
design process. 

On the signal level, parameters have been extracted which allow the 
sources of recognition errors to be allocated to channel and user character-
istics. Active speech duration, the mean cepstral deviation, speech and 
noise levels, the signal-to-noise ratio, as well as the mean fundamental 
frequency were shown to be useful for usability prediction. Because the 
available signals have been collected after the voice activity detection of 
the speech platform, problems of an improper voice activity detection al-
gorithm cannot be evaluated with our database. 

On the symbolic level, phonemic similarities have been computed 
which allow the confusability of lexicon and grammar to be evaluated. 
Two phonetic distance measures have been optimized to show an ordering 
of lexicon items which reflects recognition confusability, and applied to our 
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dialogue database. The results show that an optimized phonetic distance 
measure can be used for predicting the word confusion and thereby the 
word error rate, by introducing a threshold. Finally, different coherence 
measures have been defined which can be used for estimating within- and 
between-interpretation coherence on a sentence or word level. 

We further analyzed the applicability of the extracted information for 
a semi-automatic usability evaluation, based on predicting recognition 
performance and user judgments. For this purpose, PARADISE-style lin-
ear regression models have been calculated, taking the user judgment on 
perceived system understanding or the overall impression as the target. 
Perceived system understanding could be predicted with higher accuracy 
than overall impression, while neither judgment could be predicted from 
the parameters extracted with the accuracy achievable with large interac-
tion parameter sets like the ones defined in ITU-T Suppl. 24 to P-Series 
Recommendations. Correlations between the extracted parameters and 
recognizer performance have been calculated, showing that neither the 
signal parameters nor the similarity parameters allow very accurate predic-
tion of recognizer performance. However, it was possible to derive some 
relations which might be useful when considered in the system design. 

The complexity of the task of predicting quality judgments from log 
data became clear in the light of results of this study. In general, correla-
tions between the extracted parameters and user judgments are very low. 
E. g., correlation between recognizer performance and the perceived sys-
tem understanding, though among the highest found in this study, are still 
below ρ = 0.5, which is very low considering that rating and measure in 
principle describe the same issue – one as a subjective measure and one as 
an instrumental score. Although signal parameters are correlated with rec-
ognizer performance, they do not correlate with the judgment, which shows 
that concluding from such relations to “what matters” is not a straightfor-
ward task. 

For the experience of quality of spoken dialogue systems the recognizer 
performance is of vital importance. Unfortunately, complex, mixed initia-
tive, natural-language-understanding, interruptible spoken dialogues with 
large and complex grammars make the analysis of ambiguity and confu-
sion the most important issue. Our testbed provides methods that are effec-
tive for analyzing and predicting such ambiguities. For example, the fact 
that the same word can have several meanings within one grammar, or 
within different grammars running at the same time, usually has serious 
consequences. Those homonyms have to be tagged with different semantic 
meanings, depending on the spoken context. Even more problematic are 
phonetic similarities between different keywords. They are hard to identify 
but can result in a collapse of the whole application. In short, developers 
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and designers of dialogue systems should be aware of the ambiguities of 
the implemented vocabulary and grammars. 

It is therefore essential to have a tool which alerts them and keeps track 
of all the potential problems before launching a system. The testbed de-
scribed in this chapter enables the designer and developer to automatically 
detect potential problems. In this way, nerve-racking and time-consuming 
test and error-search periods may be avoided, development costs be re-
duced, and time-to-market significantly be shortened. It is important to 
note that such savings coincide with an optimization of the ultimate cri-
terion for spoken dialogue interactions: that they satisfy the user. Thus, 
semi-automatic usability evaluation with the help of the testbed will finally 
increase the user acceptance of future spoken dialogue services. 
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Chapter 5 

Wiebke is the first in line of our authors who share the view that in future 
systems, while speech may be a prominent mode of interaction, it will not 
be the only one. We should be aware that any multimodal system raises 
many more issues than just the sum of the issues relating to each single 
modality. 

As an introduction to the field, Wiebke starts with a practitioner’s view 
on speech and text input and output – using a common example from the 
telecommunication world. 
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5.1 Preface 

In the past few years, man-machine-interfaces developed quickly. While 
the fast increase of internet usage lead to a great demand for good graph-
ical user interfaces (gui) other user interfaces like for example voice user 
interfaces (vui) profit mainly from the growth of technical possibilities. 
But still there are lines the interfaces cannot cross by themselves. Con-
sidering the natural way humans communicate with each other, it can be 
observed that – speaking in technical terms – human communication is 
mainly based on using several input channels simultaneously (e. g. a per-
son says: “give me that” while pointing at a book). Most of the popular 
man-machine interfaces are only able to use one input channel at a time 
(e. g. conventionally designed web pages). Therefore most of these man-
machine interfaces will be considered to be complicated and unnatural. 

The basic idea of multimodal interfaces is to support the human way of 
communication, to develop applications that everyone will be able to use 
intuitively without reading long and complicated manuals and without long 
learning periods before using them properly. The main focus is to offer 
more than one input channel to the user and to offer them at the same time, 
so that the user can switch from one channel to another without thinking 
about it and without even noticing it – just like in a normal dialogue. Of 
course this concept will also affect the output channels (e. g. providing 
additional graphic output on the display when asked for railroad connec-
tions via voice). 
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In this article basic thoughts about the development of multimodal inter-
faces will be presented. This includes the characteristics of the different 
input and output channels as well as the basic rules needed to create a mul-
timodal interface, which is really a step closer to human communication 
than the well known one-channel interfaces. 

This article will focus on the combination of graphical and voice user 
interfaces since it is hardly possible to discuss the full spectrum in the con-
text of this publication. Also graphical and voice user interfaces are the 
most common ones at the present time and are therefore well suitable for 
illustration. 

5.2 Basics of Multimodal Applications 

5.2.1 Components of Multimodal Applications 

The first step to design a multimodal application is to give an overview of 
the possible input and output channels. Already existing gui- or vui-appli-
cations could either be combined or expanded or already existing systems 
could be re-designed to use the advantages of multimodal systems to full 
capacity. Combinations of voice and graphics are not the only imaginable 
and useful ones, more input and output channels can be combined to sup-
port special applications. This chapter is intended to give food for thought 
by introducing commonly known input and output channels. 

5.2.1.1 Input and Output Mode 

In the beginning of human-machine interaction, communication was strict-
ly restricted to one type of input channel only. The user was limited to a key-
board in the widest range of meaning since special keyboards could be 
produced for special input demands (e. g. the telephone keys), but still in-
put was restricted to keys. Hardly any other technical way to realize an 
interface existed. When graphical interfaces and the usage of a computer 
mouse were introduced, the possibilities almost exploded. Speech based 
systems also took influence on the variety of possibilities. Each of these 
systems is suitable for a certain task depending on which input and output 
channel is used. The following input modes can be used: 
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• Text: texts can either be typed via keyboard or softkeys or via handwrit-
ing recognition 

• Click/touch: all input modes in this category perform in the same way in 
principle. With the help of a graphical user interface symbols or buttons 
can be chosen simply by clicking them. The most popular devices are: 
− mouse 
− stylus (e. g. PDA in combination with a touchscreen) 
− touchscreen 

• Speech: the user can control the system by using speech. There are dif-
ferent ways of speech recognition: single word or keyword spotting and 
natural language understanding (NLU). Of course, using NLU is more 
intuitive than using single word spotting, but as technical speech re-
cognition methods are not the focus of this article, they will not be dis-
cussed here. 

• Gesture/haptics: here everything concerning mimics, body speech and 
tactual sensations, like pointing at things, the posture, looking at things 
or movements done with the device itself, are taken into consideration. 

As an output mode two different modes are common these days: 

• Graphic: this includes all information that humans visually perceive, 
e. g. videos, photographs, but also text files or tables. Needless to say 
that the graphic interface is the most important and the need for a pro-
fessional design is no longer questioned. 

• Acoustic signals/speech: this includes all acoustically perceived informa-
tion. It is mainly speech which transports information. The output is pre-
sented with pre-processed speech files or with the use of text to speech 
systems. In addition, acoustic signals (e. g. earcons or jingles) can be 
employed. They give the user a hint that something has happened. Feed-
back of this kind is important. Otherwise the user may not recognize that 
e. g. he had made a mistake or that a certain event occurs. As soon as one 
gets used to the application, these signals can support the user. 

First steps are being taken to integrate also haptic feedback (e. g. using 
the vibration alert to confirm input or to signal errors). Since the main fo-
cus of this article is set on voice and stylus, no further attention will be 
turned to this feature. 

Not all different input and output modes can be used in every kind of 
situation. For example an output via speech does not make sense if one is 
in a noisy environment. Sometimes the user has to do other things at the 
same time which occupy most of his concentration, so that he is not able to 
use all input or output channels. A car driver, for example, cannot use 
graphical interfaces while driving or cannot use his hands for operation, 
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but he can use a speech interface to communicate (e. g. to get to know the 
latest traffic news). Sometimes the user does not want to work with a cer-
tain input channel for security reasons. The user certainly will take care 
that data like passwords cannot be overheard by another person: Nobody 
would give his or her PIN to a speech recognition system while traveling 
in a crowded underground train. 

In the following table some typical situations are listed. In this context 
“partly suitable” means that generally this combination is not suitable but, 
nevertheless, it is possible to design special applications, which could 
make sense. 

Table 5.1. Suitability of input and output modes 

 Input (user) Output (system) 

 Hands 
occupied

No  
attention 
to  
display 

Noisy 
environ-
ment 

Security 
aspects 
(bug-
ging) 

No  
attention 
to  
display 

Noisy 
environ-
ment 

Security 
aspects 
(bugging) 

text not 
suitable 

not 
suitable 

suitable suitable no output 
mode ***

no output 
mode ***

no output 
mode *** 

graphic no input 
mode 

no input 
mode 

no input 
mode 

no input 
mode 

not 
suitable 

suitable suitable 

click/ 
touch 

not 
suitable 

not 
suitable 

suitable suitable no output 
mode 

no output 
mode 

no output 
mode 

speech suitable suitable not 
suitable 

not 
suitable 

suitable not 
suitable 

partly 
suit-
able** 

gesture/ 
haptic 

partly 
suitable 

partly 
suitable*

suitable partly 
suitable*

poten-
tially 
suitable  

poten-
tially 
suitable 

not 
suitable 

* = suitable if the design is adapted 
** = use of headphone necessary 
*** = variety of output mode “graphic” 

5.2.1.1.1 Intuitive User Guidance 

In addition to offer more flexibility, multimodal applications are also one 
step closer to a natural man-machine communication. One big difference 
between humans and machines is the way of how information is processed. 
Machines, at least the ones that are common nowadays work strictly serial: 
One command after another, in a well defined order. Humans are able to 
process information in parallel (e. g. they can listen and watch simultane-
ously and put the information automatically into the right context). This is 
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also visible in the way how humans communicate with each other. People 
look at each other while talking to each other. If one of them turns his head 
around (e. g. because of a noise), the other one will stop talking because he 
sees (and therefore knows) that his dialogue partner is distracted for a mo-
ment. A common voice user interface, for example, would not notice this. 
When working with this type of machines, this needs to be taken into con-
sideration, or in technical terms: One has to adapt to the system. 

For a natural and intuitive usage of man-machine-interfaces the process 
has to turn: machines should adapt to human habits of communication. Or 
putting it in a different way: machines have to support multimodal inputs 
and outputs. 

Of course there is no complete solution for machines to distinguish be-
tween conscious and unconscious input like humans do, as the machine 
cannot observe the intention of the user [5]. It is reasonable to question if 
this aim can be achieved in general, nevertheless first steps in this direction 
are made (e. g. push-to-talk activation, on-view/off-view detection). 

Another aspect is that applications and devices are getting more and 
more complex and therefore also their usage is getting more and more dif-
ficult. Some of the processes cannot be separated into clearly distinguish-
able units any longer. 

5.2.1.1.2 Co-operation of Modalities 

A multimodal system should be able to support at least some of the intro-
duced input and output modes. There are different ways of how the differ-
ent modalities can co-operate: 

Two input modes co-operate when they have similar input possibilities. 
For example: the graphic interface supplies a button named “exit”. Saying 
“exit” should lead to the same result in this case. In addition, the different 
modes can work together in a coordinated or a non-coordinated way [2]. If 
the modes work non-coordinated, no exchange of information will occur 
between the single modes. Each step of the dialogue can be done by each 
mode, but before each step the user has to choose one input channel. If the 
modalities work coordinated, all information from all input channels will 
be put together and will be interpreted at the same time to find out the in-
tention of the user. For example: a user points at a map with a stylus and 
asks, “Is there a bakery close to this area?” at the same time. 

The focus in the technical development is on the coordinated multimo-
dality because there are still a lot of technical questions that need to be 
solved, like, among others, the problem to guarantee a time-synchronous 
handling of the input modes and a concept for a joint analysis of the differ-
ent modes. 
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5.2.1.2 Devices 

The devices have changed a lot in the past few years. Based on the “clas-
sic” telephone and PC, a wide variety of portable versions of these two 
devices has been developed. Also, they get smaller and smaller and get 
combined with each other (e. g. smart phones). 

In principle, there are three different types of devices when talking 
about telephones and PCs: 

• telephones or mobile phones 
• PDAs or smart phones 
• PCs or Notebooks 

The following table shows, which input and output modes are supported 
by the devices. The focus here lies rather on the useful hardware compo-
nents and the size of the display than on the computing power. Since this 
document concentrates on speech and stylus only the relevant modes for 
these input and output channels are listed. 

Table 5.2. Devices – input and output modes 

 input (user) output (system) 

 text click/touch speech graphic** speech 

telephone/ 
mobile 
phone 

partly 
suitable 
(SMS) 

not 
suitable 

suitable suitable* suitable 

PDA/ 
smart phone 

suitable suitable suitable 
(need of microphone) 

suitable* suitable 
 

PC/ 
notebook 

suitable suitable suitable 
(need of microphone) 

suitable suitable 

* = restricted because of small display 
** = includes text 

The progress tends to increasingly compact and mobile devices. But 
mobility needs small devices, which in turn means restriction in functiona-
lity and convenience of use. The small displays of e. g. PDAs can only 
show little information at a time. Nevertheless, the importance of mobile 
devices will be growing. 

5.3 Designing Multimodal Applications 

The creation of a multimodal application does not only include the realiza-
tion of technical requirements. Another almost even more important aspect 
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is the design of the man-machine interface or better: the man-machine 
interaction. 

The design of a user-focused interface has to support a lot of different, 
sometimes even opposite, aspects: the technical requirements, the charac-
teristics of the different input and output channels and the habits and abili-
ties of the people using the device. For example, when designing a speech 
application one should take into consideration that there is a limit in the 
listing of elements. Due to the capability of the human short time memory, 
no more than 5 entries should be presented [4]. When designing a graph-
ical user-interface, this is not an important point to take care of. 

The goal of multimodal applications is to unite two or more input and 
output modes to improve the simplicity of use. The number of aspects 
which have to be taken into consideration will grow with each mode 
added. The fact that the different modes will interact with each other will 
even increase this number. The list of facets that have to be taken into con-
sideration will therefore be longer than the one when looking at each single 
mode separately, which shows the main point: to create a harmonic inter-
face you have to look at the application as a whole. 

In the following chapters the four major aspects are introduced which 
are important in order to design a multimodal interface [3] [6]. 

5.3.1 Consideration of External Circumstances 

The major mantra of creating applications should be, “Help the user to 
reach his aim as fast and as easy as possible”. But what is the fastest way? 
This mainly depends on the choice of the input and output channel because 
not all modes are suitable for all surrounding situations. Even the situation 
itself has an impact on the way the application will work and/or present the 
results. Not to forget the user: there is a big difference between young, 
elderly or even disabled people. Depending on their technical background 
and physical capabilities different designs of the interface might be expe-
dient. In principle there are three categories, which have to be considered: 

• the characteristics of the input or output channels that are available 
• the personal settings of the user 
• the current environmental conditions 

There is no mode which is suitable for all surroundings or requirements 
and sometimes the type of input and output channel has an influence on the 
efficiency of the mode. Speech for instance is good to enter words and 
text, but shows its limitation when the name of a certain object is unknown 
or when a symbol has to be described. On the other hand, it is easy to draw 
a symbol or even a rough sketch of more complex things, like maps, with 
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a stylus. You can provide pictures of objects which then can be chosen 
simply by clicking on them (which helps if you do not know the correct 
name). But for phrases or long text passages speech will still be to best in-
put mode. Conclusion: 

Always favor the input or output mode that is most suitable for the relevant 
purpose and target group. 

This rule cannot be taken in consideration in all possible situations. 
Imagine a user, who has only limited possibilities to communicate with the 
system, because he is e. g. just driving a car. He will not be able to do inputs 
via stylus or concentrate on a complicated graphical output. One has to use 
other ways in this situation, e. g. speech. There are three typical situations 
[1] describing the amount of concentration the user can afford for the ap-
plication: 

• “home/office”: the user is in a stationary situation, this means he will not 
change his location and he can completely concentrate on the device. 

• “passive mobile”: the user is e. g. in an underground train and can con-
centrate – with few restrictions – on the use of the device. 

• “active mobile”: the user changes his location by his own (e. g. driving 
car, walking) and is therefore limited in concentrating on the device. 

The application has to be designed in a way, that an easy input or output 
has to be guaranteed in all possible situations. It has to be planned care-
fully, in which situation the user could possibly be, when he is going to use 
the application. Conclusion: 

Pre-select the input and output mode, which offers the best performance in 
the current situation. 

Additional to the limitations that occur because of the mobility of the 
user, there are also restrictions caused by the current surroundings. It is not 
sensible, for example, to use speech as an input mode in an environment 
with a lot of background noise. A general rule says: you can only work 
with speech as an input signal as long as a normal conversation would be 
possible as well. On the other hand: if the light is low and there is no way 
to change the brightness of the display, a graphical output is of no use. 
Conclusion: 

Adapt the modes to the current environmental conditions. 
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Of course, even the most talented designer cannot predict how the user 
will really act and which input or output mode he will prefer and use. The 
need to support more than one mode at the same time will always be pre-
sent. But the designer can take into consideration how the majority of users 
might react in a certain situation. And he should never forget that his own 
applications might change the environmental conditions, maybe even in 
a way that the user has to switch the input or output mode (e. g. turn on/off 
the lights). 

5.3.2 Clear Communication on all Levels 

One secret of a successful application is to support the user in a way that 
he will reach his goal without effort. The structure has to be so simple and 
clear that the user does not even need to think about what he has to do 
next. This means the application itself should not attract any attention to 
itself. The user should be able to fully concentrate on getting his business 
done. He should not be forced to put any effort into the handling of the 
system. This can be achieved by using clear communication and an inter-
face that is adapted to the habits of the user. 

But what is clear communication? An essential step is to use identical 
cues and prompts throughout all modes. For example: All words that are 
shown on the buttons of a graphical interface should also be used as key-
words for the speech commands. Of course, the system has to react in the 
same way regardless which mode was chosen. If e. g. there is a button  
titled “Exit” to quit the application, the word “exit” used as a speech com-
mand should also quit the application. There are no limits to expand the 
amount of keywords for the speech application (e. g. “Quit”), as long as 
“Exit” remains as a keyword. 

The need for more than one keyword in speech applications shows the 
different characteristics of different input modes. The graphical interface 
must rely on the recognition of vocabulary by the user. Everyone under-
stands the meaning of the word “exit” when he reads or hears it, but not 
everyone would use this word to quit an application if he has a free choice. 
Speech applications deal with the active vocabulary of the user and there-
fore have to integrate more than one keyword to provide a good support. 

With respect to the original topic there is one final thing to mention: all 
visible buttons should have at least one corresponding speech command. 
Conclusion: 

Use the keywords throughout all modes for identical commands. 
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Another aspect is consistency. This means that the input or output mode 
chosen by the user should remain the same throughout the whole commu-
nication unless the user changes it. In general the user expects that the sys-
tem answers in the same way he communicated. When using speech as an 
input, users usually expect an audio output. Depending on the context, 
some exceptions are possible. It is pretty clear that a speech command like 
“Show me the map of Berlin” implies a graphical output. Another exam-
ple, in which a different output mode is the more appropriate way to an-
swer: when the user asks for “the fastest way to the train station”, he may 
expect an audio output, but a graphical output would support it. As illus-
trated above, it is possible to add things which may give additional support 
or which at least reduce the effect of an unwanted change of modes. Con-
clusion: 

Avoid the change of modes, except when limitations of the chosen mode or 
the context imply it. 

Apart from using the right output mode, it is also very important how 
the information is presented. Using the right output mode but the wrong 
way of presentation can lead to a total disaster. In the worst case the in-
formation will not be understood at all. A good example for the importance 
of well-structured information is the reading of telephone numbers. In the 
first step a short break between the area code and the local code is very 
important to provide the structure almost everybody is used to. When pre-
senting the number as bundles of two or maybe three, two more advantages 
will be obvious: first, the number will be easily identified to be a telephone 
number and second, it is therefore much easier to memorize. Conclusion: 

Structure the information in a way that is commonly used. 

Especially telephone numbers can be presented in different ways. Some 
people make bundles of two; some enumerate one digit after the other. 
Some will pronounce 2-digit numbers as single numbers; some say it as 
one number (e. g. 3–4, “three–four” or “thirty–four”). User-friendly sys-
tems are able to adapt to the way the user says the numbers and repeat 
them in the same way. Apart from a good structuring of information, it is 
always helpful if the system is able to adapt to the user’s preferences. 

Besides the presentation of information, the design of the user interface 
is part of a clear communication strategy. Only if the interface is clearly 
designed, the user will have a feeling of simplicity when working with the 
application. To increase the clearness you have to take care that the user 
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never looses the orientation. For graphical interfaces you can handle this 
by using symbols or icons. By using the same symbols consistently 
throughout the whole application, the user will soon learn their meaning 
and in consequence will easily find his way through the application. Feel-
ing safe, he can completely concentrate on working with the application 
instead of serving the application. 

For graphical interfaces it is quite easy to gain a good amount of orienta-
tion, because seeing does not need much “active” concentration. People 
simply do it, all the time, subconsciously. If there is no graphical interface 
to support the orientation, you need much more effort to help the user, 
because he has to apply concentration which he would prefer to spend on 
reaching his aim. In speech application systems you can use acoustic sig-
nals to guide the user. You can use them to indicate success or failure of 
the users’ input. You can also use earcons to show him which part of the 
application he is currently using. But you need to be careful: Too many 
acoustic signals may distract his attention from his original aim. Neverthe-
less, acoustic signals can be used to support the guidance of the user. The 
use of signals as an input confirmation can shorten the exposure time in the 
dialogue which will lead to a higher acceptance. Conclusion: 

Use graphic or acoustic support to gain orientation in user interfaces. 

5.3.2.1 Quick and Effective Error Handling 

Error handling – especially the handling of mistakes occurring due to wrong 
inputs or misinterpretation – and the way help functions are implemented 
is a large and open field. Books could be easily be filled on this topic, so it 
cannot be discussed in this article satisfactory. But a few basic principles, 
which should be taken into consideration when designing the error hand-
ling of an application, have to be presented. 

Assuming that the error occurs because of a malfunction of an input 
mode, it is always a good idea to support an alternative input mode and – 
even better – to offer it to the user immediately. So, a prompt can be played 
while showing a symbol on the graphical interface. Of course, all security 
aspects have to be fulfilled (e. g. it is no good idea to use an acoustic out-
put for telling the current account balance without knowing if the user is 
alone). Despite of this fact, a parallel offer of two or more output modes 
will have the effect that the user will chose intuitively the most suitable 
medium. Conclusion: 

Offer at least two modes for error handling. 
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It is self-evident that one can use more than two modes at once for error 
handling. Especially for help functions this is essential. For example, a user 
can listen to a prompt explaining him the usage of an application while on 
the graphical interface the necessary steps are shown. This increases the 
chance that the user will remember the process when using the application 
again and therefore will be successful faster. A variation of this proceeding 
is to play explaining-prompts while the user is already doing the needed 
steps (e. g. with a stylus). The advantage is that the user reaches his aim 
after using the support function. Of course, speech cannot be used as an 
input channel in this example, because a speech input would interrupt the 
prompt of the support-function. 

For a lot of people information about the device itself is important. 
There are several factors that can take influence on the performance of the 
device and therefore are significant for error handling, for example the 
battery status or the quality of the internet connection. Normally, the 
manufacturer of the device will take care of these aspects. It is not the fo-
cus of the application designer, but it is his responsibility to include all the 
information about the device that is provided by the manufacturer. 

5.3.2.2 Layout of the User Interface 

The main influence on the judgment of an application is the user interface. 
If the design is simple and the application can be used intuitively, some 
small shortcomings of functionality will simply disappear. But, on the 
other hand, if the design is complex and not clear at all, the user will de-
cide against it by simply not using the application. Even if the functionality 
is higher than that of alternative products, the user will never use this ap-
plication intensely enough to explore these features. 

Of course, all the aspects that we have already discussed have impact on 
the design of the user interface. Therefore, they will not be repeated in this 
chapter. 

The most important factor when designing a user interface is the possi-
bility for the user to suppress some of the modes. For example, it must be 
possible to switch off the acoustic output while attending a meeting, so that 
no one will be disturbed. Also, security sensitive or personal data should 
be presented in a bug-proof way. It should be possible to save different 
profiles, so that a quick switching is possible. Another step is to personal-
ize applications. Conclusion: 

Provide control of the input and output modes to the user. 
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Humans have one big disadvantage: they forget things. And they forget 
even more if they have to handle a big amount of information in a short 
amount of time. It is therefore important to present the information in suit-
able portions. The average short-term memory can master a maximum of 
seven information-units. Especially voice user interfaces have to consider 
this fact. Menus or listings should not contain more than five items, other-
wise the user will be overburdened. Multimodal applications should use 
graphical output to support e. g. the output of timetables. Conclusion: 

Support the short-term memory by using graphical interfaces. 

One of the most often mentioned criticisms is that the current state of an 
application is not visible. Imagine the use of a telephone: After picking up 
the handset and dialing the number, one will hear a dialing tone. This 
acoustic signal shows that a connection is established and one has to wait 
until someone on the other side will take up the handset. If the acoustic 
signal were missing, you would not be able to distinguish if the connection 
has succeeded or failed. This simple example illustrates the importance of 
this aspect because almost everyone takes information like this for granted. 
Especially when the application has to get data from the system or is doing 
some internal calculation, it is possible that the input channel will not be 
working for a few seconds. The user might get the impression that the sys-
tem has stopped working although only some internal processes are acti-
vated. You can easily indicate this by showing some graphical output (e. g. 
a clock in lots of computer applications). Conclusion: 

Provide transparency concerning the system status. 

Symbols can also be used as hints. Dependent on the purpose (e. g. hint 
for a new feature) this can amplify the announcement effect. There are no 
limits for this, but you have to take care that these symbols have no effect 
on the clearness of the interface. 

5.3.2.3 Motivation to Use Multimodal Interaction 

Multimodal applications mark the first step in the progress to design intui-
tive user interfaces which really support human communication and inter-
action. Like all technological innovations, multimodal components are not 
‘natural’ for most people. They have to be introduced and, although this 
sounds contradictory, their usage has to be learned. Most users already have 
experienced conventional systems (e. g. graphic only user interfaces) and 
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simply do not know that they can choose their preferred way to communi-
cate with the system. The challenge for the designer of multimodal applica-
tions is to introduce the possibilities of multimodal interaction while the 
user is busy dealing with the application. The familiarization with these 
new potentials has to be designed in an intuitive way. In the best case, the 
user does not even realize that he gets introduced to something new. 

Tests have shown that especially the simultaneous multimodal input is 
hard to explain and needs time to be accepted by the users [8]. Other tests 
have shown that users will not always choose a multimodal input. It de-
pends on the situation [7]. The user interfaces therefore should be designed 
in a way that it is easy to recognize, when simultaneous multimodal inputs 
are possible. An animated introduction to the multimodal features is surely 
a good start to illustrate the multimodal principles, but the right way to use 
such features can only be learned by practicing. There have to be hints, 
which lead the user to using simultaneous multimodal input. For instance, 
graphic symbols can highlight multimodal functions. Of course, the hints 
themselves also need to be designed according to the rules of an intuitive, 
multimodal interface. How to realize these hints depends on the character-
istics and the intended purpose of your application. 

The integration of the hints is a big challenge because most multimodal 
applications are mobile applications and therefore are strictly limited con-
cerning the size of the graphical interface. The user interface could appear 
to be overloaded very quickly, which opposes the requirement of a clear 
and structured interface. You also have to take into account that after 
a while some users of your application might already adapt to multimodal 
interaction and could be annoyed by too many hints. A well balanced 
compromise has to be found. 

5.4 Summary and Conclusion 

Multimodal applications have a big potential to create really new and user-
friendly applications on the one side and make especially mobile devices 
more powerful on the other side. 

For designing multimodal applications different aspects have to be taken 
into consideration. First of all there is the choice which input and output 
modes are the most suitable ones for the planned application. This depends 
mainly on the used devices, the assumed environmental conditions and of 
course of the target group. 

In the next step the application has to be carefully designed. Besides the 
environmental conditions and the knowledge and abilities of the target 
group a lot of other facets have to be considered: the guarantee of a clear 
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communication, quick and effective error handling and the layout of the 
user interface as a whole. If the integration of multimodal functionalities is 
a new feature of the application you also have to introduce the new mo-
dalities carefully. 

Unnecessary to say that accompanying usability testing might help you 
to find out what the user expects of you application and how you can im-
prove your design. 

The design of a sophisticated multimodal application, which really takes 
advantage of this potential, is a time-consuming process that needs not 
only a lot of technical skills but also sensitivity and experience – but it is 
worth all the effort. 
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Chapter 6 

Now we come right to the forefront of multimodal research. Roman gives 
us an in-depth view of the state of research in the field. On the basis of 
a broad diversity of scientific studies and industry projects, he is the first to 
have developed a new process model for designing and evaluating any 
fully multimodal system. 
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6.1 Multimodal User Interfaces 

Sometimes you want more: With more than one input modality available 
in a technical system you can interact more effectively across a large range 
of tasks. Moreover, you can adapt to environmental variables like noise or 
low visibility or increase efficiency in multiple task situations by support-
ing an alternation between differently suited input modes. And sometimes 
you need more: For instance, in order to avoid cognitive tunneling when 
focusing attention on a very demanding visual task the presentation of 
task-relevant information outside of the highly attended area in an add-
itional non-visual modality will increase the probability of event detection. 
Providing the users with multiple input and output modalities in the inter-
action with a system can make this system more accessible to diverse user 
groups, accommodate the users’ preferences or increase the (feeling of) 
control on the human side. 

Regarding the steadily increasing literature on multimodal user inter-
faces, there seems to be a wide-spread consensus on the usefulness of de-
signing multimodally. However, probably caused by the interdisciplinary 
nature of the field different researchers mean different things when de-
scribing the properties of multimodal interfaces (cp. Benoît et al. 2000). 
Depending on the main research some contributions stress the advantages 
of multiple input modes whereas especially in the psychological context 
a huge part of available studies concentrates on the effects of addressing 
multiple sensory modalities, i. e. multimodal output. To get the most out of 
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a multimodal system from a user-centered point of view a more holistic 
approach is necessary. The human abilities to perceive information and to 
issue commands have to be more closely aligned to the interaction with 
a technical device in a given task environment. A good definition in this 
respect comes from the European Telecommunications Standards Institute. 
ETSI EG 202 191 (2003) defines multimodal as an “adjective that indi-
cates that at least one of the directions of a two-way communication uses 
two sensory modalities (vision, touch, hearing, olfaction, speech, gestures, 
etc.).” In this sense, multimodality is a “property of a user interface in 
which: a) more than one sensory is available for the channel (e. g., output 
can be visual or auditory); or b) within a channel, a particular piece of in-
formation is represented in more than one sensory modality (e. g., the com-
mand to open a file can be spoken or typed).” The term sensory is used in 
a broader sense here, meaning human senses as well as sensory capabilities 
of a technical system. Nigay and Coutaz (1993) point out that “modal” (in 
multimodal) covers “modality” (type of communication channel used to 
convey or acquire information) as well as “mode” (state that determines in 
which way information is interpreted). 

Multimodal systems have developed significantly during the last two 
decades. Especially systems involving speech input exhibit a general trend 
to more robust and natural interaction (Benoît et al. 2000; Kaber, Wright & 
Sheik-Nainar, 2006; Oviatt, 2003; Reeves et al. 2004). Bolt’s (1980) 
ground-breaking “Put-That-There” prototype with a combination of voice 
commands, deictic gestures and a large video screen is generally regarded 
as the starting point of a new area because of the concept demonstration of 
multimodal fusion. The integration of multimodal feedback, however, has 
a longer history in applied research. Auditory warnings have always been 
part of safety critical systems. Tactile feedback has already been evaluated 
in the 1960s as an output modality in addition to auditory and visual dis-
plays for aircraft warning systems (Van Laer, Galanter & Klein, 1960). 

The advantages of multimodal interfaces have been demonstrated in 
various application scenarios. Nevertheless, the success of multimodal 
applications is not only challenged by increased costs for additional hard-
ware and complex implementation and testing procedures. Relying too 
much on intuition in design instead of empirically proven knowledge on 
the users’ interaction patterns seriously limits the applicability of multimo-
dal systems (Oviatt, 1999). Anticipated positive effects cannot occur if the 
users’ expectations are not met or if the design of different interaction mo-
dalities is not adequate for the task. Users will not profit from multimodal 
input if they are not able to use all interaction channels equally well and 
they will not benefit from output for different sensory modalities if they do 
not understand its meaning. Thus, the successful design of multimodal 
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solutions requires guidance from cognitive science and depends on an 
early integration of systematic user tests in the development process. 

The next section summarizes briefly some experimental results on 
speech-based interaction in multimodal environments. Subsequently, the 
effects of multimodal output on perception will be discussed. Special em-
phasis will be placed on the design process in the last section by address-
ing the essential question of a systematic and generalizable approach for 
user-centered development of multimodal systems. A process model will 
be proposed which combines usability engineering methods with the rele-
vant development steps of the technical realization of multimodal systems. 

6.2 Multimodal Input and Interaction Behavior 

Using speech in synergistic combination with other interaction modalities 
changes the linguistic structure of verbal user input. Oviatt (1997) showed 
that a fewer number of command words and thus shorter sentences and less 
complex constructions are the consequences of a fusion of speech and man-
ual or gestural input. Of course the simplifying effect of multimodal input 
is most prominent in tasks with spatial components. Here, unimodal verbal 
input is not suited well. Trying to define spatial parameters and locations 
results in long and cumbersome natural language constructions with a large 
number of self corrections (Oviatt, 1997; Oviatt & Kuhn, 1998). This is 
not very surprising in itself, but it is quite astonishing how quickly users 
can adapt to the characteristic advantages of different input modalities and 
how this simplifies their language. 

The fusion of input modalities requires a well-founded hypothesis about 
the users’ intention. When performing verbal and manual input in short 
succession: Did the user want to issue one multimodal command implying 
a complementary or a synergistic merging of the modalities? Or should the 
information from the different channels be interpreted separately in terms 
of two independent commands? Time-stamps and temporal thresholds 
form in many cases the basis for this decision (Allen, 1983; Nigay & Cou-
taz, 1993; Oviatt, 2003). Establishing a good criterion is essential as vast 
differences exist between users and tasks. An additional factor in multimo-
dal constructions is that the integration of for example speech and manual 
input may be sequential or simultaneous. Whereas in simultaneous integra-
tion both input modalities are partially overlapped in time, there is a cer-
tain time lag in sequential integration after the end of a command in one 
modality and the beginning of the other (Oviatt, Lunsford & Coulston, 
2005). These intermodal lags can take up to four seconds (Oviatt, De-
Angeli & Kuhn, 1997). In order to avoid that systems need to wait this  
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relatively large period of time – which would slow down the interaction 
process – Oviatt et al. (2005) suggest to make use of stable individual pref-
erences in integration patterns and implement user adaptive instead of 
fixed temporal thresholds. Sharon Oviatt and her research group (Oviatt 
et al. 2003; Oviatt et al. 2005) were able to show that about 70% of all us-
ers tend to simultaneous integration and that a dominant (simultaneous or 
sequential) integration pattern can be identified within the first few multi-
modal commands which remains stable over time. An appropriate classifi-
cation procedure in multimodal systems can substantially reduce delays for 
dominantly simultaneous integrators. 

As far as usability is concerned, however, sequential integration of 
speech and manual input seems to be preferable. The long-term study of 
Oviatt et al. (2005) revealed that sequential integration leads to a far sim-
pler command-like language with a smaller user vocabulary with less varia-
tions. This led as a direct consequence to less input errors and fewer self-
corrections, pauses, interjections and hesitations. Earlier experiments have 
already shown that spontaneous spoken disfluencies increase linearly with 
progressively longer utterances due to higher planning demands (Oviatt, 
1994). Considering that especially in dual-task situations the quality of 
speech production is further reduced (Baber & Noyes, 1996) it may be 
beneficial to keep systems simple by shaping user behavior to sequential 
integration. Of course this needs careful evaluations to ensure acceptance – 
especially if the user has a natural tendency for simultaneous integration. 

Whether users will tend to formulate their wishes in natural language or in 
terse command style also depends on the application area. Experiments with 
speech-based infotainment and navigation systems for cars show a clear 
preference for command style over conversational input (Graham, Aldridge, 
Carter & Lansdown, 1999). In general, many aspects of users’ verbal behav-
ior depend on the perceived identity of a system (Richards & Underwood, 
1984). As most machines and automated systems do not display human-like 
qualities, command-based interaction will match peoples’ expectations es-
pecially for first or casual contacts (Akyol, Libuda & Kraiss, 2001; Richards 
& Underwood, 1984; Zoltan-Ford, 1991). This fact should be kept in mind 
when making use of the growing conversational capacities of modern speech 
dialog systems – a simple but well-designed command-based voice user 
interface should always be available in a multimodal system as a fallback 
(Vilimek & Hempel, 2005b; Vilimek, Hempel & Otto, 2007). 

Not all modalities are equally suited to convey a specific class of infor-
mation. Wickens and Hollands (2000, p.419) stress that the human voice is 
especially adapted to transport linguistic, symbolic and categorical infor-
mation like “acquire the red square”. Analog information in contrast, like 
“a little to the left; now up a bit” can better be accomplished by manual 
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input. They conclude that speech as an input modality for position control 
will only make sense if the target destination can be unambiguously de-
termined. As each modality (voice, manual) has an inherent compatibility 
for its favored information (symbolic, spatial) these coherences should be 
respected in the assignment of primary modalities to a task. 

Some of the advantages which are typically attributed to multimodal in-
put do not necessarily show up in real life. Bengler (2001) reports that the 
range of available interaction possibilities is hardly used. Furthermore, one 
of the common assumptions on the combination of probabilistic modalities 
like speech recognition and conventional manual input is not well proven in 
practice: In theory, in the case of multiple recognition errors people could 
flexibly change the input modality to a less error-prone technology. In prac-
tice, users were not willing to change a once selected way of input for a cer-
tain task step (Althoff & McGlaun, 2001, as cited in Bengler, 2001). Con-
sidering operator workload, multiple input modalities do not always reduce 
strain. If, for instance, in order to use gesture input new interaction prin-
ciples have to be learned, higher mental and physical demands can be dem-
onstrated even over a long period of time (Keates & Robinson, 1999). 

6.3 Multimodal Output and Perception 

Systematic research on the effects of multimodal stimuli on human percep-
tion started almost one hundred years ago with Todd’s (1912) experiments 
on the redundant signals effect (RSE). Todd presented his subjects with 
visual stimuli with or without a simultaneous auditory stimulus. The bi-
modal stimuli led to significantly shorter manual reaction times. The facili-
tation effect can also be achieved with tactile stimuli, is influenced by 
stimulus intensity and onset asynchrony and can be further increased by 
trimodal signals (Diederich & Colonius, 2004). It is quite interesting that 
despite age-related deficits in divided attention the ability to profit from 
multimodal stimuli is preserved in advanced age (Bucur, Allen, Sanders, 
Ruthruff & Murphy, 2005). However, although the RSE is very stable and 
reproducible, the magnitude of the effect is not sufficient in itself to justify 
the increased effort of implementing multimodal feedback. In general, the 
reduction of response times lies between 20 to 90 milliseconds (Gielen, 
Schmidt & van den Heuvel, 1983). Nevertheless, his basic research finding 
is highly relevant for interaction design as it points to a specific capacity in 
human information processing. 

For some application scenarios reaction time enhancement is less impor-
tant than detection probability. Early basic research showed that redundant 
multimodal presentations can increase the probability of stimulus detection 
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(cp. Buckner & McGrath, 1963; Howarth & Treisman, 1958). Although this 
finding was replicated in some applied research studies (for a discussion 
see Wickens & Hollands, 2000), several experiments did not find particu-
lar advantages in presenting a stimulus for a single task with redundant 
output (e. g., Kobus et al. 1986; Seagull, Wickens & Loeb, 2001; Tzelgov, 
Srebro, Henik & Kushelevsky, 1987). As redundant multimodal output 
never leads to a lower detection probability but bears at least the chance  
of better detectability, Kobus et al. (1986) suggested to always prefer it if 
suited for the task. 

Anyway users can only then profit from a redundant multimodal signal 
if they perceive it as one simultaneous event. This depends on the already 
mentioned stimulus onset asynchrony. If a time lag between an auditory 
and a visual stimulus exceeds a certain maximum, the signals will be re-
garded as two consecutive events. General recommendations on the maxi-
mum delay range between 25 ms (Altınsoy, 2006) and 50 ms (Card, Moran 
& Newell, 1986). Especially even very small auditory-tactile time lags are 
easy to detect. For most modality combinations an asymmetry in sensitiv-
ity for the detection threshold in signal lead and signal lag exists (Altınsoy, 
2006; Hempel & Altınsoy, 2005; Kohlrausch & van de Par, 2005), making 
humans comparably more sensitive for audio lead with respect to a visual 
signal (40 ms audio lead vs. 100 ms visual lead) and for auditory lead with 
respect to a tactile signal (25 ms auditory lead vs. 50 ms tactile lead). Be-
tween visual and tactile stimuli there seems to be no such asymmetry 
(45 ms in both directions; Vogels, 2004). 

Focusing more directly on experiments in the HMI context, where reac-
tion time and detection probability are only two relevant variables among 
others, benefits of multimodal feedback are well proven. Multimodal feed-
back has been associated with a lower error rate, shorter task completion 
times and other task performance-related measures, better time-sharing 
performance and decreased workload in comparison to unimodal output 
(e. g., Arsenault & Ware, 2000; Brewster, 1998; Cockburn & Brewster, 
2005; Göbel, Luczak, Springer, Hedicke & Rötting, 1995; Kaber et al. 
2006; Liu, 2001; Oakley, McGee, Brewster & Gray, 2000; Vilimek & 
Zimmer, 2007; Vitense, Jacko & Emery, 2003). Especially older users may 
increase their level of performance with additional feedback (Jacko et al. 
2004; Jacko et al. 2005; Liu, 2001). 

For some use cases positive effects arise by specializing different modali-
ties for different events like e. g. auditory warnings (Edworthy & Adams, 
1996). But when it comes to effects of divided attention which are typical 
for multiple task situations, great care has to be taken not only in the design 
of these warnings but also to avoid negative effects of attention switching. 
Spence and Driver (1997) discuss some of these effects. If a person has to 
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react to an event in one modality but expected a piece of information in an-
other modality (e. g., because events in this modality happen more often), 
the reaction performance gets significantly slowed down. If one of several 
sources of information gets more important because of a higher event prob-
ability, the attention can get focused on this channel and rare events in an-
other modality may not be answered optimally. 

In the context of multiple task situations and time-sharing performance 
it is very helpful to consider theoretical models. In the late 70s, capacity 
models introduced the concept of multiple resources in attention and in-
formation processing to explain human performance in multiple task situa-
tions and capture effects like training and automation (Kantowitz & Knight, 
1976; Navon & Gopher, 1979). The more two concurrent tasks rely on 
independent resources, the weaker the interference between these tasks. 
Wickens (1984, 2002) proposed an elaborated multiple resource model of 
human information processing and provided an insight into the nature of 
these resources. Based upon a meta analysis of a wide variety of multiple 
task experiments as well as on his own research results he identified sev-
eral structural dimensions that can be conceptualized as separate resources. 
In the original version of the model three independent dimensions have 
been identified: stages of processing, perceptual modalities and processing 
codes. The modality dimension is of course a vital aspect for the design of 
multimodal interfaces. As long as all other resource demands are equal, the 
model states that two tasks which both demand visual perception will in-
terfere with each other more than two tasks that demand different levels of 
that dimension, i. e. one visual and one auditory task. Benefits of multimo-
dal feedback can be nullified, however, by increased demands in other 
resource dimensions, for instance in case of a cognitive bottleneck (central 
processing). Furthermore, it is not only important to take into account to 
use independent modalities but also to consider the effects of processing 
codes: If for instance one task involves reading visually presented verbal 
information and another task consists of shadowing auditory verbal infor-
mation there will be a large interference between these tasks despite the 
different presentation modalities. Similarly, auditory output may reduce 
visual load, but different types of auditory system messages (verbal/non-
verbal) have different effects on central resources like the limited capacity 
of working memory (Hempel & Vilimek, 2007; Vilimek & Hempel, 2005a). 

Although it is quite apparent that attention can be divided better between 
the eye and the ear than between two auditory or two visual sources of 
information the relative advantage of cross-modal over intramodal time-
sharing may not always be the result of using separate perceptual resources 
but rather of peripheral factors. If for instance two displays which theoreti-
cally allow parallel scanning are placed far apart from another, additional 
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costs arise in terms of necessary head or body movements. Spence and 
Driver discuss various other findings that question the multiple resource 
model (Driver & Spence, 2004; Spence & Driver, 1999). Nevertheless, the 
model provides good guidance for the design and evaluation of multimodal 
interfaces because it helps in asking the right questions. 

It is self-evident that in absence of a complete theory which allows de-
ducting the effects of multimodal design on human performance the em-
pirical evaluation of design variables becomes crucial. Considering the 
complexity of multimodal interfaces user testing and ensuring the usability 
of a multimodal system is one of the most difficult aspects in design. The 
process model which is introduced in the next section tries to provide a frame-
work for a systematic approach on this topic. 

6.4 Making it Real: the Design Process 

One of the most prominent challenges in designing multimodal user inter-
faces is to find a way for systematic user testing and affordable prototyping 
efforts despite the huge complexity of these systems. A common strategy 
is to build a working prototype of a multimodal system first and then to try 
to evaluate whether the desired effects on human performance occur. Thus, 
one can assure that all components of the system work properly before 
engaging in user tests and it is possible to work directly on the target plat-
form. On the other hand, there are three significant disadvantages. First, it 
is almost impossible to keep the prototype flexible enough for a systematic 
test of all design variables of interest. The effort to implement this con-
figurability simply exceeds the budget provided for programming. Sec-
ondly, even if the first aspect can be handled, putting all relevant questions 
on variants of input and output into one experiment would require a very 
large number of test participants in order to get sufficient sample data. 
Schomaker et al. (1995) point out that the number of experimental condi-
tions grows with each additional independent variable due to combinatorial 
explosion. The needed number of experimental subjects as well as the re-
quired strict experimental control over the design variables can hardly be 
realized. Thus, a lot of important design decisions in the construction of 
a multimodal system are typically based on intuition and not explicitly 
tested. Thirdly: The more complex a prototype is, the harder any changes 
in hard- or software will get. If the results of the user tests indicate major 
overthrows, the manpower and costs for these changes may threaten a suc-
cessful completion of the project. 

Therefore, a process needs to be established which allows to address the 
relevant design questions 1) with as far as possible simple and easy to set 
up prototypes 2) in a way that allows to decompose the user tests into 
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small separate experiments which can be handled systematically and 3) 
early enough in the implementation process to keep costs controllable and 
to allow for a coordinated information exchange between user experience 
experts and technical experts. These prerequisites form the basis of the 
proposed design process. By integrating typical steps and problems of the 
implementation of multimodal systems with an iterative and evolutionary 
user-centered design approach, a solid foundation for systematic research 
as well as for successful product solutions can be achieved. 

User-centered design means first of all to have a very good understand-
ing of the users. In the context of the first book exclusively focusing on this 
subject (edited by Norman & Draper, 1986), Norman (1986) states that “the 
needs of the user should dominate the design of the interface, and the need 
of the interface should dominate the design of the rest of the system.” Thus, 
the context of use, the users’ goals, tasks and needs play a dominant role. 
There are several key principles for user-centered system design. Besides 
the already mentioned user focus which implies user involvement at early 
development stages, some aspects summarized by Gulliksen et al. (2003) 
deserve special attention. One aspect is evolutionary systems development, 
i. e. the development process should be iterative and incremental. The sys-
tem needs to be divided into parts which can be delivered for real use and 
the evaluation context should reflect relevant characteristics of the target 
use context. As early as possible, repeated tests with simple prototypes 
should be carried out. Another aspect is the integration of usability know-
how, either by involving usability experts or by narrowing down the range 
of possible design solutions based on published research results. And, as 
already mentioned in the first section of this paper, a holistic design ap-
proach is essential. Optimizing only one interaction channel without ana-
lyzing the whole interaction process might lead to benefits where they are 
not needed while leaving the real bottleneck in the system unaltered. 

The ISO 13407 (1999) defines specific requirements for any user-
centered design process. The process framework of ISO 13407 can be 
viewed as the common foundation of many usability engineering process 
models which vary in scope and level of detail according to their specific 
focus (Reichenauer, 2005). According to this standard, four main activities 
should take place during system development: 

• Understand and specify the context of use. 
• Specify the user and organizational requirements. 
• Produce design solutions. 
• Evaluate designs against requirements. 

The process model proposed here (see Fig. 6.1) reflects the consider-
ations on the general usability engineering process as described above and  
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Fig. 6.1. Process model for the construction and evaluation of multimodal systems 

merges them with the special requirements of the design of multimodal 
systems. One of the most important aspects of the model is the breakdown 
of the empirical evaluation in several sub-activities. Instead of working 
directly on the final prototype, early work on simple prototypes and the 
integration of theoretical knowledge on multimodal interaction are expli-
citly included. Besides the known differentiation between formative and 
summative evaluation, there is a split of the formative evaluation into 
a theoretical and an experimental test part addressing the design alterna-
tives for the different interface components, i. e. alternatives of modality-
specific and multimodal design. The specification of each phase of devel-
opment, the description of activities within these phases and the intended 
results or goals is supposed to contribute to a transparent project or research 
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plan for multimodal systems which increase the probability of delivering 
the expected advantages of multimodal interaction. 

The process model tries to solve some basic problems of multimodal  
design. Some important steps to be taken in interaction and user interface 
design in general cannot be elaborated here. For an overall approach it is 
necessary to combine the aspects of multimodal design as described here 
with established design methods like e. g. scenario-based design (Rosson & 
Carroll, 2001, 2003). This method also includes the evolutionary design 
principle starting with a basic interaction concept and moving forward to  
a detailed user interface design concept (or from a “root concept” to an “ar-
ticulated concept” in the words of Go & Carroll, 2004) but is especially 
suited to avoid the hazards of a “solution-first” strategy. It helps to analyze 
what is already known about a problem and the possible solving strategies. 
Thus, it can guide the process of solution generation and help to find situa-
tions in which multimodal interaction principles can provide optimal benefit. 

In the following, the different phases of the process model will be intro-
duced by posing the central questions of the respective process step. As an 
illustration, examples from the design of a multimodal system for ad-
vanced in-vehicle interfaces will be provided. In order to keep explana-
tions simple these illustrations will not be exhaustive or cover the use case 
in full detail. 

6.4.1 Phase 1: Analysis – Current State 

The first phase of the model is focused on the question How is the given 
context of use characterized? The ISO standard 9241-11 (1998) on usabil-
ity defines that this context comprises of a description of the users, tasks, 
equipment (in terms of hardware, software, material associated with the 
task) and relevant environment variables. A good representation of the 
context of use is not only essential for design; the respective parameters 
also serve as criteria for the ecological validity of the final summative 
evaluation. For in-vehicle interaction, only a few characteristics of the 
users help in narrowing down the target group. All drivers need a driver’s 
license, but the test may lie back in the distant past. The design of on-board 
systems has to consider a really large user group, containing casual users, 
changing users (e. g., drivers of rental cars) and non-professional users. 

These circumstances pose high demands on the selection of test partici-
pants in user tests – at least for the later stages of evaluation. Considering 
task and environment, the design may be guided by well-proven hierarchi-
cal models of driving which describe the demands on the driver associated 
with different aspects of the task (e. g., Michon, 1985). The interaction with 
on-board devices increases the workload by introducing a multiple task 
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situation with high visual load. Additionally, the steadily increasing amount 
of additional functions needs to be handled. To avoid an excessive amount 
of controls and displays, a growing number of car manufacturers rely on 
a menu-based interaction concept with a display in the center console and 
a single central control for manual input (e. g. a rotary push-button). 

6.4.2 Phase 2: Analysis – Weak Points 

The second phase is based upon the analysis results of the prior step: 
Which aspects of the interaction situation need to be improved? For in-
stance, the large number of comfort functions increases the time needed to 
locate a specific function thus increasing the gaze durations at the display. 
Multimodal in- and output may help the driver to allocate more attentional 
resources back to driving. It is very likely that these weak points are al-
ready known a priori or are even the reason for the decision to build a new 
system. Nevertheless, both the first and the second phase should be walked 
through with conscious effort. This will increase the chance to identify 
wrong assumptions on optimization potential early enough. 

6.4.3 Phase 3: Interaction Concept – Choice of Modalities 

The central question of the third phase can be formulated as Which ele-
ments of the problem space can be improved by multimodal interaction? 
Theoretical models like the multiple resource model and experimental as 
well as other empirical findings from multimodal interaction research can 
provide a helpful framework for this phase. Finally, one or several partial 
concepts for the employment of in- and/or output channels need to be es-
tablished. For instance, realizing additional auditory output or speech input 
may reduce the visual load of the user while driving. Conducting first tests 
on technical feasibility of the desired solutions already in this phase will 
help to detect technical challenges early enough to choose an alternative 
solution or to find a workaround. 

6.4.4 Phase 4: Interaction Concept – Combination 
of Modalities 

A concept for the combination of the modality candidates will be devel-
oped in phase 4 (How should the available in- and output modalities co-
operate?). In this respect, the results of phase 3 pre-determine this phase. 
Partial concepts for each combination form are considered in still com-
parably abstract form. Different suggestions for these combinations each 
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require appropriate interaction concepts as they typically come along with 
a change in the logic of operation. This becomes clear when regarding the 
possible types of cooperation in detail. Based upon the terminology of 
Martin (1997), Benoît and colleagues (2000) differentiate between six 
types of cooperation which relate primarily to input modalities but are 
extendible to a certain degree to output modalities as well: complemen-
tarity, redundancy, equivalence, specialization, concurrency and transfer. 
On the output side, one has to ask for instance whether redundant output 
by equivalent modalities should be preferred or whether each output mo-
dality should be uniquely assigned to a special and distinct class of events 
by specialization. On the input side a decisions has to be made if a syner-
gistic combination of modalities would make sense. In the interaction with 
a multimodal system this combination is typically more characterized by 
complementarity than by redundancy (Oviatt, 1999). In many cases, paral-
lel ways of input (equivalence) will be necessary to ease interaction in 
multiple task situations, e. g. by providing equally powerful manual and 
voice control. 

The holistic design approach is advantageous especially in this phase. 
Frequently, an additional input modality like speech recognition is intro-
duced on top of an existing interaction concept and the optimal combina-
tion of modalities is not considered. The best results will be achieved by 
integrating the interaction concepts for each modality at this early stage of 
the development process and by regarding the means of in- and output as 
a whole, i. e. not designing them in isolation. The concepts in this stage 
will still leave a lot of freedom for interaction design. In this sense they 
can be regarded as a basis or framework for the development of concrete 
design proposals. Crucial at this point is furthermore a very clear picture of 
the technical feasibility. The architecture and demands on hard- and soft-
ware of some types of cooperation are more difficult to realize than others. 
Although a high technical quality is not sufficient for usability, it is defin-
itely a necessary prerequisite. 

6.4.5 Phase 5: User Interface Concept – Detailed Designs 

The abstract ideas produced in the phases of working on the interaction 
concept will be transformed to use case and user oriented interface con-
cepts in form of design drafts with the central question Which concrete 
design variations are imaginable with the planned in- and output modali-
ties and their planned combinations? Although phase 3 and 4 provide di-
rect input for this phase, there is still a lot of work to do. Like visual design 
is one of the most difficult tasks for conventional user interfaces, multimo-
dal systems need sound design, haptic design, voice dialog design, etc. 
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Each of these subsets alone implies respecting special guidelines. In add-
ition to these unimodal questions, special design requirements exist for 
multimodal design itself (e. g., Larson, 2006; Reeves et al. 2004). 

The plural in “detailed designs” already indicates that typically different 
design solutions will result. Some of them may complement each other, 
others may conflict and form completely different alternative solutions. In 
many cases it will not be possible to make a choice a priori, so some de-
sign aspects must be tested with simple prototypes or experimental ap-
proaches. For instance, a unimodal design question can be whether to use 
speech- or non-speech sounds as an additional non-visual feedback modal-
ity. Besides influences from the physical and social characteristics of the 
task environment, this decision depends on characteristics of the sounds or 
speech messages to be used and may result in questions like “How good 
can the users distinguish between these sounds?” or “Does verbal output 
interfere more or less with other task components?”, etc. Furthermore, all 
auditory events need to be designed in detail. For sounds this means 
among other things to specify presentation technique, frequency, ampli-
tude, loudness, duration, direction, rhythm, dynamics, timbre, pitch and 
register. The goal of this phase is to get all user interface components to 
a level on which they can be tested empirically or reviewed theoretically. 

6.4.6 Phase 6: User Test/Review – Formative Evaluation 

In Phase 6 decisions will be made on the suitability of the available alter-
native designs. Open design aspects will be clarified by theoretical review 
or empirical user testing. The efforts should answer the question Which 
design variables lead to a successful multimodal UI concept? and deliver 
unambiguous design guidelines based upon a thorough review. Some of 
these guidelines can be achieved by theoretical review, i. e. consulting 
handbooks and other relevant literature. Other open issues need separate 
experimental testing. Regarding the example on sound design given above 
it makes sense to try to find the best design alternative first within the dif-
ferent modalities and conduct experiments on this modality as far as pos-
sible in isolation to keep the number of experimental conditions manage-
able. Subsequently, aspects across modalities need to be addressed. For 
instance, testing starts with an experiment on voice input and gathers sub-
jective and/or objective data if speech is a useful modality in the given 
context or which speech input strategy should be supported. The next step 
may be to evaluate which combination of voice and manual input (equiva-
lent, specialized, etc.) delivers the best results. As this procedure allows to 
address the relevant questions in separate experiments, simple prototypes 
are sufficient. The whole complexity of multimodal interaction does not 
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necessarily need to be simulated at this point. Focusing design questions in 
single experiments leads furthermore to a higher degree of experimental 
control and reduces artifacts. 

Like in any formative evaluation procedure, the results of the experi-
ments or the theoretical reviews can lead to a concept or design rework. 
This is illustrated by solid arrows in Fig. 6.1 pointing back to the concept 
phases. Any conceptual changes need of course to be reviewed again. 

6.4.7 Phase 7: Integration 

Phase 7 concentrates on the problem Which design alternatives proved to 
be useful after formative evaluation and may be integrated into a fully-
featured prototype? These interaction and design concepts form the foun-
dation of the architecture and the properties of the multimodal system. In 
this phase – and not sooner – the work on realizing the multimodal target 
system starts. Before engaging in final summative user tests the prototype 
needs careful technical testing to ensure full functionality. 

6.4.8 Phase 8: User Test/Review – Summative Evaluation 

The last phase serves as a final summative evaluation with usability tests 
and usability expert reviews. The test setting should resemble the intended 
use context as far as possible, i. e. typical environmental and task variables 
need to be simulated and the test participants should represent typical users 
to answer the question How do the users interact with the multimodal sys-
tem in a real-life setting? This means for example in the context of in-
vehicle interaction to use driving simulators or real driving tests on a closed 
roadway. It is important to understand in which way users interact with the 
system, how they utilize multimodal interaction principles, whether modal-
ity preferences will emerge and especially if there are any problems. Spe-
cial attention should be given to the question whether the identified suc-
cessful solutions from unimodal tests (phase 6) are equally successful in 
the overall test or whether the integration of these solutions into a multi-
modal system may have caused a completely new situation leading to an 
altered user behavior. The test results of the prior experiments in phase 6 
may serve as a baseline for this decision when inspecting the new data of 
summative evaluation. In many cases only a few problems will be found at 
this stage when following the proposed process. However, sometimes a re-
work of some design aspects may yet be necessary although a summative 
test is intended to be the final step. The process model depicts this by 
dashed arrows (instead of solid lines) pointing back to the conceptual 
phases and allowing for a final iteration step. 
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6.5 Summary 

Multimodal in- and output can increase task performance in the interaction 
with technical systems. The advantages of multimodal user interfaces will 
only show up if they are designed to support the abilities and characteristics 
of the users. Thus, it is necessary to integrate research results from cognitive 
sciences in the development process. The experimental findings discussed 
in this paper demonstrate this necessity. The proposed process model for 
multimodal design shows how the interplay between the development of 
system components and user-centered evaluation can be organized. 
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Chapter 7 

Did you find yourself hesitating for a second here, wondering what brand-
ing issues might have in common with the other chapters in the book? 

Well, this is where it gets real: voice dialog systems live in the real 
world, so they not only need to be easy to use but are typically set up by  
a company for a certain purpose. As a natural consequence, this new in-
strument has to reflect the overall identity of the company. It's as easy as 
that: a commercial voice dialog system is per se a communication tool and 
must therefore follow the rules of branding and corporate identity. 

Keeping this in mind, leave the rest to Carl-Frank. 

Prof. Carl-Frank Westermann 

Professor Carl-Frank Westermann joined MetaDesign in September 1996. 
He has been in charge of developing and managing its sound branding unit 
since 2001, working with clients such as Allianz, Lufthansa, Siemens, 
eBay, Audi and Volkswagen. Westermann has a degree in business ad-
ministration and studied, among other things, organizational psychology 
and music. Since 2002 he has been a guest professor at the Berlin Univer-
sity of the Arts, where he is responsible for acoustic conceptualization in 
“Sound Studies”, an advanced studies program. 

Carl-Frank Westermann believes in the holistic presentation of brands and 
multi-sensory brand communication. “Today companies are usually aware 
of how important visual design is for their brand image. Yet corporate 
sound is rarely a part of brand strategy – even though sound has a direct 
impact on human emotion. Corporate sound sharpens brand image and 
enhances recognition.” 

Carl-Frank Westermann is Creative Director of Sound Branding at Meta-
Design AG. 



 

7 Sound Branding and Corporate Voice –  
Strategic Brand Management Using Sound 

Carl-Frank Westermann 
MetaDesign AG, Berlin, Germany 

Developing the value of a brand requires a long-term communication strat-
egy that builds and hones a unique brand personality. 

Whereas visual forms of expression have captured a great deal of atten-
tion in this context, sound was neglected for a long time. Only recently 
have sounds, music and voice attracted greater interest. Of all our senses, 
hearing is the one that we are least conscious of in our daily lives, and it is 
for this reason that the auditory dimension of strategic brand management 
has previously been overlooked. There is huge difference between our con-
scious perception of sound and its true significance. But what special im-
pact can sound branding have, and what benefits does the auditory realm 
have for brand identity? 

7.1 The Importance of the Auditory Dimension 

It is beyond dispute that hearing is a constant feature of our lives, one that 
provides guidance, support and balance every second of the day. The find-
ings of perceptual psychology even show that, when it comes to delivering 
messages, sound has an advantage over visuals. Our sense of hearing is 
based on sound waves penetrating directly to the brainstem. It absorbs 
information more quickly and allows us to find our bearings at an uncon-
scious level. We cannot simply “turn it off” in the same way we can avert 
our glance. We cannot stop hearing. 
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Professionally produced audio brand identities can already be heard in 
individual applications of a temporary nature such as communication cam-
paigns, promotions and some products. But at the time of this writing, the 
implementation of audio brands often lacks continuity and consistency 
when it moves beyond the boundaries of individual applications. This is 
especially true of the voices that are used. Even so, the same laws apply to 
sound branding as to consistent visual design. 

7.2 The Sound of a Brand 

When developing the sound of a brand – the corporate sound – it is crucial 
not to choose a sound that is pleasant or appealing primarily for faddish 
reasons. A well-conceived audio identity must be based on the sonic equiva-
lents of brand values. Proceeding from these sonic equivalents, sound brand-
ing aims to develop sound creations that are derived from the details of 
brand values and that characterize the brand. The final audio results used 
to define a brand must contain a story about the brand’s origins that is as 
credible as possible. This ensures a comprehensible uniqueness and an en-
during acoustic foundation (brand-sound connotation) for corporate sound 
as part of the interplay between all the multi-sensory factors of integrated 
brand communication. 

 
Fig. 7.1. Brand and Multisensory Perception 
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7.3 The Sonic Equivalents of Brand Values 

A sonic brand requires an underlying story that is so compelling that people 
enjoy and take pride in telling it. It must also be a story that others under-
stand, enjoy hearing and respond to with enthusiasm. To find this story, the 
sound branding process begins by examining and selecting the sonic equiva-
lents of brand values. Once these have been defined, brand-specific influ-
ential factors such as history, guiding ideas, service/product details, cul-
tural links, etc., can be harnessed to transform the sound of a brand into  
a specific corporate sound. All the methodological steps necessary to de-
velop corporate sound are rooted in an audio concept that, in turn, provides 
a foundation for all briefs on concrete audio applications. 

7.4 The Building Blocks of Corporate Sound 

Corporate music, corporate soundscape and corporate voice are the stra-
tegically based building blocks of corporate sound. These elements can be 
used to design a great variety of applications based on individual require-
ments. Depending on the application, the elements of corporate sound can 
be weighted differently. If companies succeed in using corporate sound 
consistently in an ongoing process across all the brand’s audio touchpoints,  

 
Fig. 7.2. Sound Branding Elements  
Source: Sound Branding Elements/MetaDesign 2006 
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they will establish a high degree of brand recognition. The sound branding 
process provides the brand with a communicational, emotional tool in the 
world of multi-sensory perception. One element of corporate sound whose 
effect is often underestimated is the human voice. 

7.5 The Power of the Voice 

The sound of a voice influences communication in a very special way. 
A product of evolution and socialization, the sound of a voice is precisely 
analyzed by the listener for its information and communication content. It 
is nearly impossible to suppress this decoding process – as becomes evi-
dent when cultural practices diverge from the familiar and cannot be deci-
phered immediately, or when the language spoken is not understood. 

Analyzing and classifying the information carried by the voice is one of 
the most important skills in human interaction. The sound of a voice trig-
gers a series of complex associations in the listener, allowing him or her to 
“recognize” the speaker or to form an idea about that person. These com-
prehensive processes are mostly unconscious. An astonishing fact is that 
human beings have the capacity to form complex mental images based on 
very little information, particularly when they lack the visual information 
corresponding to aural phenomena. A comparable process is our purely 
visual perception of a person’s stature, which also expresses certain per-
sonality traits. To a certain extent, our perception of these traits may vary, 
yet stature remains a characteristic perceptual feature of that person. 

7.6 Brand-Specific Application 

Corporate voice is currently attracting increased attention, yet it is still 
treated as a marginal topic. Brand managers who wish to learn more about 
it often question the economic sense of this brand management tool. With-
out wanting to suggest this questioning is unjustified, I believe it is worth-
while to analyze why brand managers no longer question the efficacy  
of visual forms of corporate design. After all, there are currently no studies 
of either audio or visual brand communications that can validly prove  
that a euro spent on corporate design or corporate sound has a positive 
effect after implementation (never mind measuring that effect). Even the 
most reliable market research methodologies are incapable of precisely an-
swering this question, which touches upon highly complex impact factors 
of brand perception. That said, key financial figures lead to the clear con-
clusion that multi-sensory communication measures taken in advance  
to increase brand value do indeed pay off (including a focused strategy, 
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corporate communications, design, sound). Since brand development pro-
cesses are long term in nature, brand managers should from the outset rely 
on their own views and understanding and on the trust they place in the 
value of brand-building investments. 

The human voice has an impact that goes far beyond the meaning of 
words. Not only does the quality of a voice influence the listener’s level of 
attention and willingness to take in information. It also has a strong emo-
tional impact. Thirty-eight percent of the effect we have on other people 
can be attributed to our voice, only 7 percent to the words we utter, and  
a whopping 55 percent to our body language. As far as brand personality 
goes, we can see the enormous potential of designing this voice, the corpo-
rate voice, to reflect the brand. 

A conceptually developed voice can make an immense contribution to 
sonically defining brand identity. A concordant relationship between brand 
personality and the voice’s expressive character is a decisive factor for 
consistently and credibly delivering a brand message. 

As a “product of nature”, the human voice eludes strict definition, yet 
concepts from music theory can to a certain extent be applied to the sound 
of a voice. This means that the voice and its use as an element of corporate 
sound can be controlled to reach specific objectives. 

An integrated approach to corporate sound not only guarantees a brand-
specific implementation of corporate voice. It also ensures that a coherent 
overarching perception grows out of subsequent combinations of this voice 
with a corporate soundscape and corporate music. 

Used in brand communications, the voice transfers the effects of its 
“personality” to the brand. However, the effects of a voice are not equally 
powerful in all media in the different branches of brand communication. 
Focused, brand-specific usage requires companies to take into account the 
goal of the application and the context of the target group. In purely audi-
tory channels such as the telephone or radio, a voice has much greater 
force than in audio-visual presentations. In such cases, sensory modalities 
are tied to the audio channel. Furthermore, there is no further information 
to assist interpretation. 

Corporate sound takes brand personality into sonic dimension. Addi-
tional applications that can be developed from corporate sound are based 
on a holistic concept of brand identity. The corporate sound brief defines 
the framework for the creative work and clearly formulates the objectives. 
What is at stake here is not a rigid structure of design rules, but a concep-
tual foundation that can be flexibly transformed into the respective applica-
tion – and that, above all, contributes to efficient work. An application 
designed in this way conveys brand identity through the audio channel, 
making it recognizable and differentiating the company from competitors. 
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7.7 Vocal Character 

The telephone is a purely auditory channel that is currently experiencing  
a renaissance thanks to sophisticated new applications. The large number 
of contacts facilitated by the phone and their relatively long duration make 
it a medium that should not be neglected in terms of audio design. Techno-
logical developments have given rise to interactive voice systems that are 
increasingly supplementing and replacing call centers. This means that  
a single voice is being used to influence brand perception. Efforts to design 
the character of this voice, the so-called persona, are assuming greater 
importance for the success and acceptance of such applications. An add-
itional point is that customers are addressed directly. 

 
Fig. 7.3. Voice Touchpoints   
Source: Brand Identity/MetaDesign 2006 

7.8 Voice Applications 

Verbal interaction in electronic systems represents a huge technological 
challenge, and technological developments have taken a quantum leap over 
the last decade. Even so, voice applications suffer from image problems. 
Now that technologies have matured, the next goal must be to create distin-
guishing features. Besides technical and dialogue design, one central char-
acteristic of voice dialog systems is the human voice. All of these factors 
taken together determine the user’s impression and customer acceptance. 
The “staging” of the human voice is also taking on growing importance in 
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this field. Manufacturers and providers no longer set store by technical 
expertise alone, but also by identity. 

Companies with a corporate sound program of their own possess the 
necessary tool to design voice applications or to have others do the work. 
The process begins with guidelines for the selection of male or female 
speakers and covers presentational criteria for the desired expressive char-
acter and sound, as well as musical elements that provide a framework for 
the system. A conceptually developed corporate voice and its consistent, 
integrated use as a basic element of corporate sound can provide orienta-
tion for both providers and users of voice applications. Most importantly, it 
can intensify the feeling associated with a brand. 

An examination of present-day brand communications shows that there 
are hardly any applications that get by without a voice. From commercials 
to voice-user interfaces, brands speak to and with customers. The voice 
incorporated into such applications always has an effect. Corporate sound 
contributes to making this effect consistent with brand personality. Grasp-
ing corporate voice as an instrument of brand communication – one that 
conveys both information and brand feeling – will herald the next stage in 
the evolution of voice applications as tools of communication. 
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Chapter 8 

Finally, Paul advises the reader not to overlook the probably most neg-
lected ‘target audience’ when designing speech dialog systems: our decid-
ers within the own organization. With bright anecdotes and witty footnotes 
from his professional life as a decade-long speech user interfaces devel-
oper, Paul addresses some issues that are known to many of us but taking 
a view from the far side – always with a wink in his eye. 
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8 Speak to the Target Audience – Some 
Observations and Notes on the Pragmatics 
of Spoken Dialog Systems 

Paul Heisterkamp 
Daimler AG, Ulm, Germany 

8.1 Introduction 

In this book, most chapters deal in one way or another, with techniques to 
build and improve spoken dialogue systems that deliver the best possible 
service to their users. The sub-title of this collection implicitly assumes 
that the people who call in to telephone-based services or who use multi-
modal interaction with mobile systems are this target audience. And, of 
course, under scientific, technical and engineering aspects, this is undoubt-
edly true. 

In real life, however, this assumption is not always correct and some-
times even misleading. Rather, under economical, political and practical 
aspects, the first target audience, and, in some cases the most decisive one, 
are the people in those organizations who deploy these systems, i. e. make 
them available for their customers. These people, first of all have to buy 
the dialogue system and its design. They pay (out of their budget) for its 
development, they allow it to be integrated in their company’s workflow, 
or offer it as a product or service to their company’s customer. 

Of course, these people want a good system that helps them with their 
business goals, but: they also want to have a word in it – and sometimes 
quite literally: This is what makes dialogue and interaction design special in 
some respects. While few decision makers have actual experience with 
many technical details of complex systems, and rarely have a personal 
preference as to whether you use one or the other hardware or programming 
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language, they all can speak and do conduct dialogues and do have and do 
pronounce personal preferences. 

This chapter is not a scientific contribution. To the best of our know-
ledge, no scientific examination of the practicalities of deploying spoken 
dialogue systems exists. This contribution is based on the author’s experi-
ence and the exchange with colleagues over a substantial period of time. 
This chapter is not aimed at having us dialog designers and engineers in-
dulge in mutual ‘dilbertism’, slightly self-pitying anecdotes of what went 
wrong because of ‘them’ – managers, accountants and all those influential 
people who, by virtue of being able to speak, have an ‘opinion’ of what 
a good Voice User Interface should be like – (although more exchange in 
the community on these issues not only can not be avoided, but even 
would be a desirable side-effect). 

Rather, we try here to raise the awareness of Spoken Dialogue System 
designers early on to the fact that about every technical system that makes 
it to the market is, in many ways, a compromise. Time, cost, supplier dead-
lines, bad weather – you name it – influences of all of these kinds are con-
stantly driving the product away from the originally intended form, and it 
is part of the everyday life of engineers and product managers to twist and 
turn their plan in order to come as close to the original design as possible. 
This task is made easier if all the parties involved agree on a common goal: 
to create, build, sell … the best possible compromise considering all the 
influences. Therefore, it is good to know, and to invest some time and ef-
fort in finding out, who the parties involved really are: Who is my first 
‘target audience’? 

One of the tasks of dialogue designers is to convince this audience of 
those decisions in the dialogue design that do not conform to this audi-
ence’s initial preferences. This means, first and foremost, that we also have 
to listen to this audience: What lies at the base of their wishes? And: How 
can I prepare and formulate arguments for the ‘better’ design such that it is 
accepted? This chapter addresses these questions. 

Bear in mind, however, that we address these questions in the context of 
commercial dialogue systems. While conversational dialogue might be 
a desirable goal, and a very interesting research topic, “…naturalness and 
freedom of expression are not necessarily a prerequisite for usability, given 
the constraints of the current technology” (Pieraccini & Huerta, 2005). 

8.2 A Long, Long Time ago in a far Away Galaxy… 

…(in fact, this was in the early nineties…) a car insurance company asked 
a team of researchers and developers (…when there was virtually no 
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speech industry around) to build a spoken dialogue system that would offer 
price quotes to people who called in. The task was described as ‘to elicit 
all relevant personal information from the caller so that the (insurance 
company’s) calculation system can immediately provide a reliable quote 
for both liability and full body insurances’. The project was started by 
a tech-wise assistant call centre manager who had convinced his immediate 
superior that speech and dialogue technology had advance far enough to 
grant the specialized direct insurance company (a low/cost subsidiary of 
a major insurer) more competitive edge. 

As a description of what the spoken dialogue system should do, the 
speech team received an application form sheet, the one that people re-
ceived who wrote to the company for information. The potential applicants 
were asked to fill in information like their car’s make, model, motoriza-
tion, their birth date, marital status and so on. The dialogue designers hap-
pily went to build an initial prototype system. 

Some time into building that system, which for the technology at that 
time was quite an ambitious enterprise, the dialogue people found out that 
apparently there was some inherent logic in the questionnaire, as some 
questions were dependent on the answers to other questions – and thought 
that this could be useful to optimize the dialogue by reflecting this logic 
and not ask everybody everything. The insurer’s answer to this was simple: 
“No, you can’t do that. We won’t disclose our business logic and our cal-
culating principles neither to you nor to our callers. The way we calculate 
our rates is our major competitive instrument. We regularly plant fake 
applications with our competitors, as they do with us, to find out how they 
calculate their prices – no way you can reduce the number of questions 
asked to the caller such that our competitors could infer some of our calcu-
lating principles.” 

Next, the dialogue development team wanted to gather some live data 
on the calls handled in the company’s call centre. Mind, this was in the 
days when insurances still owned and operated their call centers them-
selves and not everything was outsourced yet. The call centre manager 
agreed and told his employees in a quite direct fashion that from now on 
their calls would be recorded “to prepare for automatization”. This was the 
first time the call centre operators officially heard of the project. Conse-
quently, the trade union representative stormed into office of the call centre 
manager’s boss and yelled at him about job losses and lay-offs and so on. 
The higher-ranking manager was completely shocked by this, as he as-
sumed, rightly, that the speech dialogue system was planned specifically to 
handle only call overflow as it regularly happened in the three minutes 
after a TV advertisement. In any case, to avoid quarrel with the trade union 
and to calm down the employees, the manager decided on the spot that no 
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recordings would take place. Later, however, he permitted the dialogue 
designers to talk to call centre operators on a volunteer basis. Regrettably 
(or understandably), few of the still quite aroused operators volunteered 
and fewer still had their calls recorded – far too few to create anything like 
a database, and only giving anecdotal evidence of what really happened in 
the calls – just enough to show that successful dialogues more often than 
not deviated considerably from the dialogue from sheet the operators 
should nominally follow. 

In the course of the discussions of these events, the dialogue designers 
were made aware for the first time of the ‘overflow’ situation. The prob-
lem the insurers really had was the following: Immediately after a TV 
broadcast of their advertisement, people would dial the number displayed 
on the screen, so many, in fact, that not even two additional call centers 
could possible handle but about half of these calls. As market studies had 
revealed, within three minutes the callers who did not get through would 
hit the re-dial button no their phones, If again they were put on hold or 
received a busy signal, they would not call that particular number again for 
the next three months – invalidating the company’s spending for the ex-
pensive airing of the advertisement. 

So, from the point of view of the marketing and sales people at the in-
surance, the task of the spoken dialogue system was first and foremost, to 
keep callers in the line and keep them happy and occupied until a call centre 
agent became available again, i. e. for an average time of 3 minutes 16 se-
conds. They wouldn’t mind if the spoken dialogue also collected some 
useful data that would help the agent speed up the quote-providing human-
human dialogue, but they didn’t really care either. 

Before the dialogue people could set out to adapt their system to these 
new requirements, however, the story ends: at about that point in time, the 
car insurances mother company was taken over by a competitor, the busi-
ness was transferred to that competitors respective subsidiary, and the dia-
logue project found another user and eventually became quite successful. 
So, there are no stories here about finding a voice talent, quarrelling over 
prompt wording or emphasis, budget cuts or other things that make life 
interesting. 

8.3 Identify Key Players 

Who are the people in your customer’s organization that are really impor-
tant? Directly, the designers and developers are dealing with the project 
managers and technical people at the deployers’ side. Now, quite often,  
the people who are in immediate contact with the technology, and whom 



 8 Speak to the Target Audience 163 

technology helps to achieve their goals, are on the side of the developers 
and designers. They will rarely press through changes that endanger the 
performance of the system. However, just as rarely, the project managers 
and techies have the final word. They are bound into their company’s hier-
archy. 

In the fairy tale above, the speech and dialogue team was quite naïve. 
They believed that their immediate points of contact on the insurer’s side 
were actually the people who decided it all. In fact, they did decide much – 
but not everything. They had above them and around them many others 
who also had some stake in the game. Now, some of the troubles that par-
ticular project did run into were due to the tech people within the insurance 
company not fully realizing who was or might be concerned (and yes, they 
were not too skilful in handling the internal communication as well). To-
day, a hopefully less naïve dialogue team would see it as part of analyzing 
the task to ask questions beforehand: “How will this spoken dialogue sys-
tem integrate with the workflow of your organization?” “Which of your 
internal processes are involved and who are the owners of those pro-
cesses?” “How are your customer relations people involved in the speech 
project and do we need to pay special attention to – say – branding and 
corporate identity issues?” etc. 

With good answers to questions such as this, one can ask the deployer’s 
tech people to invite the key players to meetings and demos early on. Mind 
you, this does not assure you’ll not get into trouble with some of them, but 
having a higher-ranking decider supervise the decisions in such a project 
reduces the risk of getting caught between the fronts of intra-corporate 
trench wars. And you want decisions. It is the managers’ task to make de-
cisions, reluctant as some may seem to do so. You want decisions early on 
in the project that hopefully will be stable and also can help you to fence 
off attempts to influence the project from the sidelines. 

While the above holds true for just about every industrial project, in 
spoken dialogue systems you have to live with the fact that even non-
technical decision makers have an opinion on the subject matter. 

Sometimes, even, the most important people are very hard to find. 
A long time ago, a company had a prototype system running where people 
could speak digit strings (order numbers). The project team proudly and 
successfully demo’ed the prototype to the CEO and gave him the internal 
phone number. The CEO complained after a few days that the recognition 
rate on the digit strings was not sufficient. The project lead tried to make 
the best of it and asked: “Oh, did you try it out?” “No, but my wife did, 
and it doesn’t work for her – you’d better do something about that, I won’t 
accept it the way it is…” Inspection of the log files (good there were any) 
revealed that the CEO’s wife apparently knew the company’s order numbers 
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by heart and did not listen to the prompt asking for the numbers in groups, 
as in written form they were separated by blanks into groups of three dig-
its. Rather, with her very high-pitched voice she rattled of the whole 
12-digit string in one breath, the energy level consequently dropping to-
wards the end and often under the segmentation threshold. As it was out of 
the question to tell the CEO’s wife to behave and listen to the prompts, 
eventually the project team decided to lower the segmentation threshold 
considerably for the prototype – and consequently, the lady succeeded in 
getting her order numbers through no problem. Though the recognition 
rate dropped for everybody else, the CEO came back and said: “Well done, 
now the system may go live!”, upon which the segmentation was reset to 
the original level and the system went into production, performed beyond 
all expectations, and, if it has not been replaced, still serves the company 
well to this very day… 

The point here is that the CEO, the decider, had, in some weird way, his 
own evaluation criteria. He considered his wife to be a representative sam-
ple of his ‘target audience’. What saved the project was the dialogue team 
being able to track down these criteria and adjust their system such that it 
could meet them. If the CEO hadn’t disclosed whose impression of the 
system it was that he based his decision upon, the project would have been 
doomed. 

8.4 Understand Decision Makers 

What do the decision makers want and what lies at the base of their 
wishes? Managers and project leads on the deployer side want to decide, 
want to make a contribution, want to have at least al little bit of their own 
represented in the system that they can point to and say: “I did this!” – and 
this the more as they do assume that their understanding of what dialogue 
is, what prompts should be like etc. is as good as everybody else’s. More-
over, it is in general their job and their task to decide, and, rather often, 
they are forced to decide on something they have little personal knowledge 
of. Small wonder that when it comes to something they think they under-
stand, like spoken dialogue, they want to make decisions and bring in 
something of their own. 

The point is not that managers aren’t allowed to make contributions, 
make decisions and even make bad decisions. Provided they have some-
how obtained the relevant decision criteria and take the responsibility for 
what they decide, this is fine. If they are aware of the consequences of their 
decisions in terms of success of the overall system, this is even better. In 
our field, however, more often than not their contributions and decisions 
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are based on what can best be described as personal taste and some ac-
quired ideas and/or prejudices.1 They come up with some weird ideas: 

• e. g. insist on speech as ‘automatic crutches’ for IVR systems: “For Sales 
say ‘One’, for Support say ‘Two’, or say ‘Three’ if you want to be put in 
the waiting queue for an operator.”, instead of: “Do you want Sales, 
Support or an Operator?”; 

• e. g. insist on the system using technical slang in prompts rather than the 
common language expressions people are much more likely to un-
derstand, like ‘LED’ instead of ‘little red light’; 

• e. g. insist on some kind of ‘over-politeness’, littering the prompts with 
‘please’es, ‘could you be so kind as to’s and all that stuff that gets on 
users’ nerves really soon; 

• e. g. insist on the voice talent for the prompt recording to either use 
a completely exaggerated or – conversely – an extremely dull tone of 
voice, in any case not the appropriate one for the task… 

While there are managers (the sceptics) who outright say: “Personally, 
I hate the idea of talking to a computer” or: “It didn’t work when I last saw 
it fifteen years ago, so why should it work now?” and are very reluctant all 
through the project that has somehow fallen into their hands as to what the 
speech dialogue system is capable of and what it should do, others (the 
believers) fall into the opposite extreme. They can’t believe that speech 
systems have any limitations at all. There are those who get along very 
well with their dictation system, and those who’ve seen it all in ‘2001 – 
A Space Odyssey’ (or worse, on ‘Knight Rider’). Both tend to want to 
overload spoken dialogue systems with interpretative capacity and func-
tionality requirements current technology cannot possibly meet. And both 
tend to be quite disappointed when speech engineers point to the difference 
between dictation geared towards visual control and post-processing of 
speech recognition results and constructing meaning for meaningful ac-
tions out of a speech signal, or simply the difference between realistic vo-
cabulary sizes and science fiction. 

The problem here is that it is hard to convince these decision makers 
that their opinions and tastes will result in sub-optimal system perform-
ance without presenting a full-blown study to prove it. And even then (cf. 
                                                      
1 This the case for other human-computer interfaces as well: Allegedly, it was 

the personal decision of the chairman of (another) major automotive manufac-
turer to adopt a red-blue color scheme for the instrument cluster of a whole 
generation of their vehicles. The proven fact that this design made the display 
very hard to read for color blind people (about 3% of the population, give or 
take a few) did not deter the company from even widely advertising their cool 
‘underwater design’ – at least they stuck to that decision!  
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footnote 1), this calls into question the personal opinion of the decision 
maker as well as his or her decision competence on the subject – both of 
which you want to avoid, as you loose either way. Remember, this is the 
first target audience, and it has to be listened to. So, what can we do not to 
fall into this trap? 

8.5 Encourage Decisions 

As the ‘speech industry’ matures, the developers and designers rarely have 
initial direct contact with the deployers. It is the task of the sales people on 
the side of the speech enterprises to find potential customers and get them 
interested in their product or service. And it is the task of the sales people 
to offer to the customers what the customers want (or think they want) for 
the lowest (or highest, depending on which way you look) possible price. 
Quite often, the developers get stuck between a rock and a hard place in 
trying to reconcile the demands as negotiated between their sales and the 
customer with the budget they get allocated. 

So far, so bad – that’s how it goes everywhere. In speech industry, you 
get the deployers managers’ personal opinion on top of that! What can you 
do about it? 

Manage expectations: The first task is to include the sales people of 
your company as closely as possible (sure, they always are away on cus-
tomer appointments) into the internal communication loop. This is not the 
case in each and every company. Not only should sales be aware of what 
the techies can do (or can not do), development should also try to find out 
as much as possible of what may be in the pipeline for them in terms of 
customer demands. The goal here is to try and prevent sales from ‘over-
selling’ spoken dialogue systems to the ‘believers’, whilst providing with 
convincing example installations and fresh and stable demos for the scep-
tics. If we make a strong point as to what we can or can not do for a given 
budget, then all the extras can be tagged with a price.2 

Be cost-aware: While decision makers may be quite touchy as far as 
criticizing their opinions and beliefs are, they also (mostly) are very aware 
of the financial aspects of their decisions. In many companies the devel-
opment budget is not directly related to the savings or revenue side, i. e. the 
person out of whose budget the spoken dialogue system is financed does 
                                                      
2 Some companies (e.g. SpeechCycle http://speechcycle.com/why/improve.asp) 

already base their business in continuously adapting their systems and improv-
ing caller success rate and caller satisfaction, hardly doing any customer tuning 
at all. They get paid per successfully handled call, so they don’t sell a spoken 
dialogue system, but offer a service.  
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not necessarily benefit from the added value it (ideally) generates. That is 
why for some decision makers, the system’s overall performance is secon-
dary to them having their mark stamped upon it. Consequently, in most 
cases the best arguments one can have to prevent decisions that would 
deteriorate system performance are arguments related to cost rather than 
escaped revenue. If your specifications and the expectations of your sales 
people permit it, for every decision or proposal you don’t agree to, you can 
raise a sign with a money amount on it and see if the proposal is main-
tained. 

Offer alternatives: Managers want to decide (cf. above). So, you give 
them something to decide over. And if that is just a yes/no, take-it-or-
leave-it decision, you’ll get something like “Naw, I don’t like either…” – 
or, worse, a fit of creativity that might spoil the coherence of your design, 
flaw the system and endanger its success. So, it is better to prepare at least 
two options that fit in the system design. Make sure you get a chance to 
present them and have the pro’s and con’s ready to offer as a basis for the 
manager’s decision. 

A slight more deviant version of the process to offer alternatives is to 
deliberately build more or less obvious flaws into the system. You can start 
with simple ones like typing errors in system prompts, inducing garbage 
words in some prompts. Make sure your demo includes these flaws, and 
also make sure that none of you nor your team lets out the least sign that 
they noticed the flaw. Wait for the manager to notice it and point it out to 
you. Then, rather than falling into excuses, praise the manager for his/her 
sharp attention and say that without his or her help this would possibly 
have gone into production and you can’t express your thanks enough that 
the manager prevented you from putting such a flawed system out into the 
world. It may seem quite a cheap trick, but it has worked in surprisingly 
many cases, and continues to do so… 

Be affirmative: If you get confronted with a fit of managerial creativity, 
most of the time it is not a good idea to argue against it. You don’t want to 
try to talk the decider into admitting, possibly in front of their own entou-
rage, that the idea they just proposed might, all things considered, not be so 
good after all. It is usually a more promising approach to accept the notion 
of the proposal and say something positive but non-committing like “This 
is an interesting proposal. We will try to build this into the system, but this 
requires careful consideration and assessment of the mutual influence it 
has on the other parts of the system…” If you really hate the idea, then, for 
the next meeting, prepare an argumentation that goes along the lines like 
‘locally, idea is good; in fact, we consider integrating it in our next gener-
ation; globally, introducing it at this point of the project entails that this 
and this doesn’t work any more (or gets a lot more expensive or delayed); 
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do you want to bear the consequences?’ Caution: do not introduce the topic 
on your own initiative: Managers have little time, and some have a rather 
short attention span – in more than one case, the bad idea had been com-
pletely forgotten by its proposer, and only was introduced into the system 
because the designers (or their sales people) forgot to forget it – so don’t 
say no, but don’t rush either! 

Be open: Listen closely to what the decision makers say. In the fairy tale 
above, if the dialogue designers had had a hunch earlier on that they might 
have been allowed to achieve the goal of keeping people on the phone for 
just over three minutes on the average without necessarily going through 
all the grounding etc. of task-oriented dialogue, they would have come up 
with a whole set of creative ideas as to what an interactive social dialogue 
could be like. Listening to decision makers can, at times, reveal much of 
the background and the basic intentions of the deployer. Rather than hav-
ing a narrow view of delivering the best technical solution, this may lead 
you to find that ‘dialogue success’ may, under certain circumstances, be 
measured differently than by common metrics. 

8.6 Live with it – but Keep up the Effort! 

Regrettably, in some cases none of the above mentioned techniques yield 
the desired result. We see bad spoken dialogue systems all around us, and, 
when you mention to laypeople what you’re doing you’re more than liable 
that one of the people around you will complain to you about how bad 
speech systems are – and, mind you, in all of the above, we speak of pro-
fessional spoken dialogue designers being somehow forced to deliver 
flawed systems: there are all these systems around where people who have 
no knowledge in speech and dialogue at all just take an off-the-shelf rec-
ognizer and produce yet another complete disaster.3 Bad systems out in the 
marketplace endanger the reputation of everyone in the business, endanger 
the continuous development of the technology and, eventually, our jobs. 
So, it is not just the designer’s pride that is hurt (although every engineer 
and designer feels a little personal pain if he or she are not to allowed to 

                                                      
3 The author intended to provide a reference here, but rather than risking a law 

suit asks the reader: Haven’t you yet seen systems where people foreign to the 
field ‘just added voice capability’, to an already bad user interface for some 
spreadsheet data entry, only to declare in a paper submitted to one or the other 
major international HMI conference that ‘voice technology obviously isn’t ma-
ture enough to really be useful’? (Of course, such papers are rejected at decent 
conferences – but who knows where else they appear?) cf. also Skantze (2007). 
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deliver the best they can), but it is in the interest of the community that we 
continue to strive to build systems that work really well. 

The fact is that still more and more systems are being deployed, that 
more people accept and even begin to like these systems and that, overall, 
even the new bad systems we see are at least a little bit better than last 
years’; the fact that enterprises continue to introduce successful systems,4 
and that with each one of them, the technology gains ground. So, it is fair 
to say: 

“I have to admit it’s getting better,   
a little better all the time…”5 

Still, other than seeing to it that every system we turn out into the world 
is a good as it possibly can be considering the circumstances, there is more 
we can do. Manage expectations big way is one possibility: a combined 
speech industry effort in educating customers. This might be a good idea in 
principle, but as every participant from the speech side would have to point 
to and lay open the particular limitations of their systems, and as, united 
tough they may be in suffering from bad systems, they remain competitors 
and could never be sure the others in speech industry wouldn’t try to ex-
ploit the admittance of these limitations.6 

We, the designers, can use a different path. Why don’t we all agree to 
build into every system in a clandestine, covert operation at least the 
‘Speech Graffitti’ functionality (Rosenfeld 2000ff., Heisterkamp 2003): 
being able to say with a reasonable list of synonyms, at any time in the 
dialog, something like keyword:value and make sure this works – neither 
your bosses nor the deployers need to know about this: yes, we don’t even 
                                                      
4 Everybody knows at least one; e. g. the by now well established ‘Julie’ system 

for Amtrak receives wide acclaim:   
http://www.nytimes.com/2004/11/24/nyregion/24voice.html?_r=1&adxnnl=1& 
pagewanted=1&adxnnlx=1197828065-syCmmPCsvcBkK1shZp9F1w&oref= 
slogin –   
or refer to the winners of the German Voice Awards (http://www.voiceaward.de/). 
However, the author tends to disagree with the Voice Awards people saying on 
that page: “…in 2007 there was no more direct developer’s contest, as the de-
velopment on the market, and the developer’s competence available in the mar-
ket by now, only produces good solutions.” (translation PH).  

5 Lennon/McCartney. The author apologizes to any company that might potenti-
ally have used this song in their advertising for revealing the true continuation. 
Wikipedia says: ‘In response to McCartney's line, ”It's getting better all the 
time,” Lennon [cynically, ph] replies, ”It can't get no worse!”‘   
(http://en.wikipedia.org/wiki/Getting_Better).  

6 cf. the complaint about ‘companies’ naïve approach to spoken dialogue pro-
jects’ (Voice Days 2007).  



170 P. Heisterkamp 

have to know this between each other! Try out the next foreign system you 
stumble upon, and see if this approach works there once you got stuck – if 
it does, then you know we’re winning! 

Economy (and time) is on our side…7 
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