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Preface

We all use research skills constantly in our everyday lives. Sometimes research skills
are used to describe the different numbers in our lives. We know how much of our in-
come we spend on different things, for example, approximately how much on
rent/mortgage payments, food and clothes. You would also be able to estimate what
percentage of your income you spend on these things. We know roughly, on average,
how much a week we spend. We know the average house prices on the street where
we live. We could also find out from looking at the house prices which house in our
neighbourhood is the most expensive and which is the cheapest. You also know how
people generally feel about living in your neighbourhood, how people view your com-
munity and to what extent you live in a close-knit community. You use research skills
to gain knowledge and to be able to assess these things.

Research skills in nursing are very similar. Nurses need to know about which
sorts of drugs and treatments work and the best way to administer them, which pa-
tients have suffered the most side effects with a certain drug, which patients have
had the least side effects and to what extent they have felt these side effects.
Nurses have to know about which percentage of patients with a leg ulcer recover
the quickest with a certain treatment so that they can implement practice that is
evidence-based. Nurses should know about the likelihood that patients with a spe-
cific cancer can survive with early treatment by using facts and figures of survival
rates and also differences in approaches to treatment. Nurses also need to under-
stand service users' and carers' perspectives and experiences of health and health
care. In the nursing profession, many of the things that affect your work have been
guided by research skills.

The aim of this book is to provide an introduction to research methods and
analysis tools using a simplistic approach to give you a basic working understand-
ing of research methods and analysis skills in a real-world health setting. There is a
multitude of research methods available to researchers and in this book we will
present research methods, analysis and decisions in research to you in a user-
friendly, approachable and practice-based way. This will help you address issues
underpinning more advanced thinking and research problems in research. This pro-
gression will help you create a knowledge and skills base for yourself, giving you
confidence, knowledge and skills that will be invaluable throughout your nursing
career.

Xiii
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Chapter 1

An introduction to research
methods

KEY THEMES

Research process ® Theory ® Research ¢ Quantitative research ¢ Qualitative
research ¢ Variables ¢ Evidence-based practice

LEARNING OUTCOMES
At the end of this chapter you will be able to:

Outline the research process

Understand the nature of variables and how to identify them in research
papers

Outline the distinction between theory and research and see how the two
are intrinsically linked

Understand that there is a distinction between quantitative and qualitative
research

Understand what is meant by variables and how they are important to the
research process

Appreciate how theory, research and the research process fit into ideas of
evidence-based practice and implementation.



Chapter 1 An introduction to research methods

Clntroduction ]

You engage in research every day. Don't believe us? Well take for example the sce-
nario that you get up slightly late and you are wondering whether you should skip
breakfast this morning. You know that if you skip breakfast in the morning that it is
possibly bad for you, but you know that you will be ok. That is, you have researched it.
You know from reading health articles that there is evidence that people who skip
breakfast are less able to concentrate during the day. However, you know that you
have missed breakfast on a number of occasions and are quite able to skip breakfast
regularly without any noticeable effect on your concentration. Therefore the whole
issue of whether you can skip breakfast or not, you have researched. You have col-
lected evidence from magazines and your own experiences and you analysed this
research and decided that on balance you can skip breakfast this morning. This,
basically, is what research is. It is the process of collecting evidence that allows you to
make decisions regarding certain questions.

And there is a lot of it. Research is going on all the time. You are surrounded by re-
search. Research is going on every minute of the day, and it is informing all sorts of
things, including the type of food that is available to you in your local supermarket,
the type of television that is scheduled for you to watch in the evening, what the cur-
rent interest rates are and what clothes are fashionable. For the large majority of as-
pects of life out there, research will have been involved. Your local supermarket will
have researched what types of food are bought regularly by people in your area, and
this will inform what is available. Television researchers will have found out what
types of programmes are more popular in the evening and this will inform the sched-
ules. Those determining interest rates will have researched whether prices of a range
of commodities will have gone up.

Of course in your profession there is also a lot of research going on. Medical re-
searchers investigate what are the best types of drug. Surgeons will have determined
what the best operating procedures are. Your hospital will have researched what is
the best type of care to provide to individuals on head injury wards. You yourself will
have researched the best way that you can help a patient on a ward who is in distress.
The role of research in your profession is crucial, from the types of drugs you admin-
ister to the level of care you provide.

As a nurse you will use research in your practice: in your work you must carry out
evidence-based practice, that is, nursing involves making decisions in your work on
patient characteristics and situations but also on the available evidence. Research in-
forms that available evidence and therefore you need to be able to search out, under-
stand and use research to support your practice. For example the National Institute
for Health and Clinical Excellence (NICE), an independent organisation responsible
for providing national guidance on promoting good health and preventing and treat-
ing ill health, emphasises the importance of evidence-based practice and proper im-
plementation of research by suggesting in their guidelines that all practitioners use
the best available evidence for the appropriate treatment and care of people.

2



The research process

The aim of this book is to break down the research process for you and show you
how it applies not only to your academic thinking but your everyday practice, so you
can carry out evidence-based practice. There are many different types of research
out there and we will slowly and deliberately take you through many of these aspects
so you can build up your confidence and repertoire of research methods.

[1.1 The research process )

Formally the research process looks something like Figure 1.1. Generally all research
projects will follow a certain order of stage and in Figure 1.1 we have outlined each of
these stages. In the first column we outline these stages in everyday language. In the
second column, each corresponding row gives more formal titles to each stage.
Therefore all research processes start with an assessment of what is known about
a particular topic (1), going on to some sort of determination of something that we
need to know more about with regard to that topic (2). The next stage of the research
process is to devise a way to look at that something we need to know about and then
after looking at it (3). Then after looking at the topic, we determine what we have

1. What is known or thought about ' ' Existing literature
a topic (theory and research)

2. An identification of something
that we need to know more about “ Research questions
with regard to a topic

3. Devising a way to look at what is
not known about that topic “t Method

4. Determining what we have

discovered about a topic by “t Analysis J

looking at it

found out about the topic

SR C T “t Presenting our findings }

Figure 1.1 A breakdown of the research process.



Chapter 1 An introduction to research methods

discovered about a topic (4). We then present to others on what we have found out
about the topic (5). To then present this in more research-based language:

e Allresearch processes start with an assessment of what is known or thought about
a particular topic (1), = existing literature (theory and research, i.e. books and
journal articles on the topic).

e Going on to some sort of determination of something that we need to know more
about with regard to that topic (2) = research question.

@ The next stage of the research process is to devise a way to look at that something
we need to know about and then after looking at it (3) = method.

e Then after looking at the topic, we determine what we have discovered about a
topic (4) = analysis.

e We then report to others on what we have found out about the topic (5) =
presenting our findings.

Let us illustrate with an example you are likely to come across in your sample. Say for
example a new disease is discovered that attacks the liver. We will first visit the exist-
ing literature, i.e. what theory and research exists. Within this literature we discover
there is good and bad news. The bad news is that we find out that there is no cure for
this disease. However, the good news is that the literature suggests that the develop-
ment of a drug will combat the disease, as similar drugs have been used with similar
diseases and have cured such a disease. We will then have a research question, will
developing a compound of these drugs help us combat the disease? We will have to de-
velop a method for seeing whether it will work, i.e. we will have to trial the drug among
patients. We will have to perform an analysis of the effects of the drug on those
patients will inform us whether the drug can successfully combat the disease. Let us
imagine that the drugis successful (it is too early in the chapter to bring bad news). We
would then present our findings (by talking about them, written reports or discussion)
back to the medical community reporting on the success of the new drug.

A further point is that what you will find in the research process usually forms
a circle of activity (see Figure 1.2), with the presentation of findings feeding into the

Existing literature theory/research

Presentmg our Research

f|nd|ngs questlons

AnaIyS|s Method

Figure 1.2 The research process cycle.
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Variables

literature and researchers thinking up further research questions, methods and
analysis to carry out leading to more and more presentations of findings. Nonethe-
less the chapters in this book are broken down into the first cycle of stages, and we
will use the next sections to introduce you to each of these stages (literature, re-
search questions, method, analysis and reporting your findings), before you go on to
study them in detail in the different chapters. Though you will see that it is sometimes
useful to pair these process together.

O.Z Variables )

In the last section we introduced you to the research process. One central key aspect
to the research process is the variable. The variable is the most crucial part of re-
search. If we were to describe the research process as a moving car, then we would
call the ‘variable’ the engine of the car, the mechanism that drives the car (research)
so that it can move forward.

How do you view the world? Do you view it as made up of good and evil, of right-
or left-wing political thought, or of those who are rich and those who are poor? Or do
you view the world in terms of your profession, those who care for others, and those
who are cared for? Or those who are well or those who are ill? In this section we are
going to introduce you to another way of viewing the world . . . that is, by seeing the
world as made up of variables.

=3 IMAGINE THAT ...

" You are a leg ulcer specialist nurse and are trying to decide on the most effective meth-
ods for treating your patients' leg ulcers - do you use a short-stretch bandage or a
medium-stretch one? How would you assess the effectiveness of the dressing? Through
its (1) comfort, (2) ability to alleviate pain or (3) effect on how quickly the leg ulcer
heals? All three ways of looking at the effectiveness of a type of dressing can be la-
belled ‘variables' as they can vary for different groups of patients and depending on
how severe the leg ulcer is (another variable). We will be identifying more variables in
this chapter as the notion of having variables to analyse is the cornerstone of any sta-
tistics that you will be doing in your studies and your nursing career.

The idea of variables is central to statistics. In this chapter we are going to tell you
what variables are and get you working with them. You use variables every day in
your life (the time you get up in the morning, the amount of money you spend on dif-
ferent things during the day), and the notion that many things are variables in your
life is a key aspect of statistics. What we will show you in this chapter is how variables
can be understood and defined in our lives, which will then give you a powerful basis
for understanding some of our later points about research methods and statistics.
Variables are quite simply things that vary. We are surrounded by variables, for
example different types of events or objects, our feelings and attitudes and other
people's feelings and attitudes. Instances of these could be the different times that

5



Chapter 1 An introduction to research methods

people get up in the morning, the different types of breakfast they might have (if
any), the way that people feel about work, the number of hours they spend watching
television at night and the time they go to bed. These examples are slightly flippant,
but valid. As researchers we tend to be interested in those variables related to our
discipline. An economist would be interested in interest rates, unemployment figures
and levels of supply and demand. However, as nurses, you will be most interested in
how well patients recover after becoming ill, the different types of illness they face,
and the treatment options available to them.

In this section you will explore how to identify variables and then how to do so
within academic titles and text.

Identifying variables

One important skill that researchers must have is to be able to identify accurately the
variables which exist in an area of research. We are going to spend a little time look-
ing at how to develop the skill of identifying variables. Read the article by James
Meikle in Box 1.1.

BOX 1.1 TASK

Scientists warn of 30 per cent rise in human BSE

Government scientists yesterday warned of a sharply accelerating trend in the incidence
of human BSE after studying the pattern of the disease so far.

They said the number of reported cases may in fact be rising at between 20 per cent and
30 per cent a year despite the apparently varied annual death rates over the past five years.

The prediction came as it was revealed that the death toll from the incurable condition
officially known as vCJD had risen by a further 2 in the past fortnight to a total of 69, and
14 so far this year.

The scientists said that there was now a ‘statistically significant rising trend’ in the
number of victims since the first casualties first displayed signs of the disease in 1994, al-
though it was still too early to forecast the ultimate number of deaths caused by vCJD.

This year’s toll is already equal to that for the whole of last year when the number
dropped. A further seven people still alive are thought to be suffering from the condition.
The scientists have come to their conclusion about the progress of the disease after analy-
ses of monthly figures, including studying the dates at which friends, relatives or doctors
first noted symptoms.

The period between this and eventual death has varied between 7 and 38 months,
with an average of 14 months, although the incubation period before symptoms become
evident is believed to be several years longer.

Stephen Churchill was the first known death from the disease in May 1995, although it
was not formally identified or officially linked to the eating of beef in the late 1980s until
March 1996. Three people died in 1995, 10 in 1996, 10 in 1997, 18 in 1998 and 14 last year.

Members of the government’s spongiform encephalopathy advisory committee took
the unusual step of publishing the figure immediately after their meeting in London yes-
terday because of the recent interest in a cluster of five cases around Queniborough in
Leicestershire. These included three victims dying within a few of months in 1998, a fourth
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who died in May and another patient, still alive, who is thought to be suffering from the
same disease.

The scientists said this was ‘unlikely to have occurred by chance but this cannot be
completely ruled out’ and they would be closely informed about local investigations. The
Department of Health last night said it could not elaborate on the significance of the new
analysis until ministers and officials had considered the scientists’ new advice.

The figures came amid reports that sheep imported by the US from Europe were show-
ing signs of a disease, which could be linked to BSE in cattle. Government scientists are to
hold talks with their US counterparts after the US agriculture department ordered the de-
struction of three flocks of sheep, which were in quarantine in the state of Vermont.

Source: James Meikle, ‘Scientists warn of 30 per cent rise in human BSE: What's wrong with our
food?’, The Guardian, 18 July 2000. © The Guardian Newspapers Limited, 2000, reproduced with
permission.

You will see from this article that there are many variables in which government
scientists are interested. At one level it may seem that scientists are interested only
in the levels of vCJD, and in how many people have died of vCJD. However, there are
other variables that can be identified within this article:

e the year in which people died (to consider trends in the disease);
e changes in the frequency of vCJD, by looking at changes from one year to the next;

e the time period between which ‘friends, relatives or doctors first noted the symp-
toms’ and eventual death, which varies from 7 to 38 months;

e whether people have died of vCJD or another related disease;

e where the vCJD case occurred. Here there is an emphasis on Queniborough in
Leicestershire.

We can see, therefore, that even within a fairly straightforward area of research,
many variables emerge during the course of an investigation.

A useful thinking skill that you can develop is to be able to identify what possible
variables are contained within a research area. Read the next article by Kirsty Scott,
which appeared in the same issue of The Guardian (Box 1.2). Try to identify, and list in
the box, as many variables as you can see emerging from this report. You should be
able to name several.

Identifying variables within academic titles and text

What is particularly interesting about the example in Box 1.2 is that the report begins
to speculate about some of the causes of lung cancer. The researchers suggest that
a number of different variables have contributed to lung disease. These include
whether workers have worked excessive hours, the number of times they may have
worked excessive hours, and whether protective equipment is worn.

Also, being able to identify how variables relate to other variables is central to any
research. All researchers are interested in asking, and trying to answer, research

7
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BOX 1.2 TASK

Miners’ long hours blamed as lung disease returns

Miners at a Scottish colliery are suffering from a serious lung disease that health experts
thought had been virtually eradicated.

Routine tests have found that nine miners at the Longannet colliery in Fife have devel-
oped pneumoconiosis, or black lung, which is caused by inhaling coal dust. A further
11 have abnormalities in the lungs, an early stage of the condition. The condition, which
can lead to debilitating and sometimes fatal respiratory disease, was thought to have
almost disappeared with the introduction of new safety and screening measures in the
mid-1970s.

Last year a compensation scheme was agreed for miners affected by the disease after
the biggest ever personal injury action in the UK. A Health and Safety Executive report on
the Longannet findings is expected to blame excessive working hours and a failure to use
protective equipment properly.

Dan Mitchell, HSE chief inspector of mines, said it was unusual to have found such an
outbreak. ‘But certainly in recent years the number of workers in mines attending for
X-ray has been falling,” he said. ‘It’s not as good as it used to be and we only know about
the prevalence of disease from the people who are X-rayed.’

The re-emergence of the disease has also surprised medical authorities at the Scottish
pulmonary vascular unit at the Western Infirmary in Glasgow. ‘I am really quite surprised
because we have known about this condition for years and screening measures have been
in place for years,” said the unit head, Andrew Peacock. ‘We know what causes it. We ex-
pect old cases from the past but new cases coming along now does surprise me.’

Under regulations introduced in 1975 miners are only supposed to work 7-hour shifts,
but many work overtime. They are also expected to have lung X-rays every five years, but
at Longannet only around 70 per cent of men took part on the last occasion.

Representatives from the National Union of Mineworkers met HSE officials yesterday
to discuss the situation. Peter Neilsen, vice-president of the NUM in Scotland, said: ‘We
thought that disease had disappeared. As a union we are concerned and it is our intention
to take stock of the situation.’

The Scottish Coal Deep Mine Company, which runs Longannet, issued a statement say-
ing that health of employees was of the utmost concern. More than 82,000 claims for
compensation have been filed since the miners won their health case against the govern-
ment and the nationalised coal industry. They claimed it had been known for decades
that dust produced in the coal mining process could cause diseases like emphysema and
chronic bronchitis and that not enough was done to protect them.

Source: Kirsty Scott, ‘Miners' long hours blamed as lung disease returns’, The Guardian, 18 July
2000. © The Guardian Newspapers Limited, 2000, reproduced with permission.

Now list as many variables as you can find in the above article.
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guestions about the relationships between variables. Some researchers will refer to re-
search questions in different ways as hypotheses, aims or objectives, but basically
these are terms used to answer a question about research. Therefore, a research ques-
tion a nurse might ask is whether smoking (Variable 1: whether a person smokes) is a
cause of heart disease (Variable 2: whether a person develops heart disease).

So far, we have used examples where researchers may be seeking to establish con-
nections between variables. However, it is also worth noting that researchers are
sometimes equally interested in not finding relationships between variables. For ex-
ample, a research nurse would be interested in ensuring that a new drug does not
have any major side effects.

Using the captions from the newspaper articles in Box 1.3, try to identify the vari-
ables and what possible links the journalists and researchers are trying to identify
and establish.

BOX 1.3 TASK

Try identifying variables from these headlines from a variety of nursing publications.

Adult branch nursing articles

‘Cold comfort: the impact of poverty on older people’s health’
Nursing Standard (2004) 19(5): 1

‘Pain-free heart attacks raise risk of death’
Nursing Times (2004) 100(33): 6

Learning disability branch nursing articles

]

‘The impact of nurse education on staff attributions in relation to challenging behaviour
Learning Disability Practice (2004) 7(5): 16

‘Choice-making for people with a learning disability’
Learning Disability Practice (1998) 1(3): 22

Mental health branch nursing articles

l

‘Half of mental health service users back concept of compulsory home treatment
Nursing Times (2004) 100(41): 5

‘The role of lithium clinics in the treatment of bipolar disorder’
Nursing Times (2004) 100(27): 42
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Child branch nursing articles

‘Sedentary kids more likely to get ME’
Nursing Times (2004) 100(41): 9

‘How nurse intervention is tackling child obesity’
Nursing Times (2004) 100(31): 26

Repeat the exercise with some academic journal titles (Box 1.4).

BOX 1.4 TASK

Try identifying variables from these journal article titles.

‘Symptoms of anxiety and depression among mothers of pre-school children: effect of
chronic strain related to children and child care-taking’
(Naerde, 2000)

‘Characteristics of severely mentally ill patients in and out of contact with community
mental health services’

(Barr, 2000)

‘Gender and treatment differences in knowledge, health beliefs, and metabolic control in
Mexican Americans with type B diabetes’

(Brown et al., 2000)

So now you should be thinking of many things as variables. This is an important re-
search skill to learn, so let us do a little exercise to finish. In your nursing practice, you
will need to handle different ways of measuring things, ranging from assessing a pa-
tient's health needs to seeing how well a treatment has worked. In Box 1.5, write down

BOX 1.5 TASK

Energiser table

Things measured in nursing practice Unit of measure
1. Size of leg ulcer Ih cm?
2. Patient’s pain From 1to 5 (1 = low pain to 5 = extremely se-
vere pain)
3. Severity of person’s learning disability From ‘mild’ to ‘moderate’ to ‘severe’
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in the space provided the things that you may need to measure in your everyday
practice. Also, write down in the second column how you measure these things. Three
examples have been provided to give you some ideas.

1.3 Looking more closely at aspects of the research
process

Now you have seen the important aspects of the research process there are two im-
portant distinctions in the research cycle that we want to bring to your attention:

e The distinction between theory and research
e The distinction in research between qualitative and quantitative research

The distinction between theory and research

The literature on any topic you are likely to study is likely to be huge. The first way
that you can break down any literature is by theory and research. You may have used
the term theory, before, in sentences such as ‘it's only a theory' as if to say ‘it's only
an opinion’ or ‘it's just pure speculation’. In the nursing literature (and indeed many
literature), a theory does not mean opinion or speculation. A theory means a frame-
work for describing a set of phenomena.

To use a rather simple example, let's imagine there are two wards in a hospital,
Ward A and Ward B. Both wards deal with similar sorts of patients, female patients
over the age of 65 who have had some minor surgery. You regularly work on Ward A
with a team of four that you have worked with over the last 18 months, however they
require some cover on Ward B because there have been a lot of illnesses and time off
among staff on that ward. So you have taken some shifts on Ward B. You've only
worked a few shifts on Ward B, but despite dealing with similar patients you've no-
ticed a number of differences between the two wards. What you've discovered is that
in contrast to Ward A, there seems to be a high level of non-concordance, for example

1
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Theory?
A
Non- Disruptive Inconsistencies Damage to Loss of
compliance behaviour in notes equipment weight

Figure 1.3 Creating a theory.

treatments and medication not administered as prescribed and patient complaints.
You've found a lot of inconsistencies in the notes of patients, that there is damage to
equipment and among many of the patients there is a tendency to lose weight.

You might wonder why this is happening. Clearly something is happening on Ward B
that marks it out from Ward A, despite dealing with a very similar ward of patients.
A good theory would be something that sought to explain this set of phenomena; i.e.
non-compliance, disruptive behaviour, inconsistencies in notes, damage to equip-
ment, loss of weight). In the box in Figure 1.3 write down your theory which might
explain the following phenomena.

We would argue that it is not just to do with the type of patients admitted to Ward B.
It would be unusual if a series of patients with these potential problems ended up on
a particular ward, while those who did not have these potential problems ended up
on another. We would suggest therefore that it may be something to do with the envi-
ronment, and one possible theory (and we emphasise theory) here is that it is to
do with high levels of staff turnover on Ward B while Ward A seems to have relatively
low levels of staff turnover, with the same four people working on the same ward for
18 months.

However, we never know whether a theory has any support or not, regardless of
how likely or reasonable it is that the theory might explain a phenomena. For example
you may have come up with another theory which might equally explain the set of
phenomena describe above. However, there is a way you can find out whether there is
any support for your theory, and this is where research can help.

To see if you could find some support for your theory you could try to find evi-
dence by carrying out research in other hospitals and examine whether wards in
other hospitals show a similar pattern, i.e. do patients in wards with high staff
turnover show higher levels of patient complaints than patients in wards with a low
staff turnover? The research part of the process would be to identify wards where
there had been a lot of absence through iliness and time off among staff and identify
wards where this was much less common. Then you would find a way of assessing
non-concordance and complaints, inconsistencies in notes, damage to equipment and
loss of weight among these wards.

12
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When you had finished this research, if you found a similar pattern of behaviour in
other hospitals to the first hospital, this finding would provide further support for
your theory. If you didn't find a similar pattern, and there were similar behavioural
patterns across wards with high and low staff turnover, then you did not find support
for your theory.

This is the main point about theory and research. They are intrinsically linked. The-
ory informs research, and research informs theory. All theories, particularly scientific
ones, are always provisional and always subject to modification or to be challenged,
when considered in the context of research findings. For example, in the light of find-
ing similar behavioural patterns across both wards with high and low staff turnover
you might reject your theory or modify your idea in some way.

The distinction between quantitative and qualitative research

One of the main themes of this book is the distinction that is made between quantita-
tive and qualitative research. All through this book we will illustrating the different as-
pects of these two different types of research, but we're just going to spend a little
time here outlining their characteristics.

Put simply quantitative research is based around numbers. You remember maths
at school, no doubt with fondness. It involved numbers, but it also emphasised other
things. Quantitative research does so in much the same way: it uses numbers, meas-
urement, quantities and patterns and it seeks to quantify information. On the other
hand, qualitative research aims to provide an in-depth understanding and seeks to ex-
plore the reasons behind any phenomena. Therefore it is concerned with meaning,
particularly the meaning people attach to their actions and their beliefs.

To illustrate this, we are going to give you a simple example, by asking you a ques-
tion, and we would like an honest and full answer. We're going to use your answer to
illustrate some of the points we are going to make in this chapter. Don't worry, there
are no right or wrong answers, so we are not going to analyse it (there is no key at the
end of this chapter saying if you put this you are mostly this . . .) but we need you to
answer it as honestly and as fully as you can.

In the box below, answer the question ‘How do you know that you (as in you the per-
son reading this book) are a good person?’ Try to write as many things as possible.

13
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Now you, and other people, will have written different answers to this question.
They will be many and varied, but we can use some of the possible answers to this
guestion to illustrate the distinction between quantitative and qualitative research.

Some people might have written down answers such as:

| give money to charity.
| do volunteer work.

I am kind to people.

These answers lend themselves to the quantitative side of research because we can
do things with these questions that lend themselves to ideas of quantity, measure-
ment and numbers. For example, we can quantify how much money people give to
charity, or how often they give to charity. We can quantify how often people do volun-
teer work or what type of volunteer work they do. We can quantify how kind people
are to others or in what ways they are kind. The point is that we can quantify these
qguestions in terms of understanding ‘what it is to be good'. That is, we can research
the idea in a quantitative way by measuring how often or how much people engage in
certain acts.
Imagine someone had written in response to the question above:

| have a kind and caring nature, and believe that we should help people whenever
possible. This is important because it helps society as a whole, because kind acts
can be passed on from one person to another. | had a difficult childhood and |
wouldn't want people to suffer in the same way.

This comment is much more difficult to quantify. It would be really hard to measure
this, in the same way that we can easily attach numbers to how much people give to
charity. Nonetheless it does provide us with a very powerful example of what it is to
be good. That is because it lends itself much more readily to the qualitative tradition
by providing an in-depth understanding of a question, and seeks to explore reasons
behind any phenomena.

This is perhaps a good starting approach: you should employ research methods
when first considering quantitative and qualitative research. That is, these research
distinctions allow us to approach questions and problems in research in different
ways that can be used largely to complement each other. A good way of remembering
this distinction is that quantitative research is primarily concerned with the What,
Where, and When of research and qualitative research is concerned with the How and
Why of research (see Figure 1.4).

Please note we have presented a rather simplistic interpretation of the differences
between quantitative and qualitative research as there are debates about this distinc-
tion. However, we have done this to get you started in the area and the way we have
presented these two research traditions is an excellent starting point. We will expand
your view and appreciation of the differences and similarities between the research
traditions over the course of this book.

14
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[ WHAT ] [ WHERE ] [ WHEN ] [ HOW J { WHY }
Quantitative

Figure 1.4 The what, where, when, how and why of research.

1.4 The research process, theory and research:
guantitative and qualitative aspects: analysing
variables - the basis of the book

The reason we have highlighted the research process, theory and research and quan-
titative and qualitative aspects to research is that these themes continue through the
rest of the book. Again and again throughout this book you will be revisiting these
distinctions and ideas. Therefore, in this last section we are going to set out the rest
of the book so you can not only plan your study but will also be aware about how the
book is telling you about each of the main aspects of the research at each stage. We
have presented an overview of this in Figure 1.5.

Existing literature Research question

Variables

Presenting
our findings

Figure 1.5(a) An overview of the development of core themes of the book.
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As you can see from Figure 1.5, we start looking at some of the thinking and theory
that underpin research methods. In Chapters 2 (Quantitative methodologies and re-
search designs) and 3 (Qualitative research methodologies and methods) we look at
different research designs and methods but draw a distinction between how quantita-
tive and qualitative dimensions of research impacts on different research methods.
These chapters will inform a decision-making process and demonstrate the theoreti-
cal emphasis when planning research designs and the general research approaches
that one can take in selecting a research method. In these chapters we will detail the
types of method that are available to you such as experiments, clinical trials, surveys,
interviews, focus groups and case studies, and the type of research designs that un-
derpin these methods.

In Chapter 4, Reading the literature and generating research ideas, we will be con-
centrating on the literature and research question aspects of the research process,
emphasising theory and research. First we will provide a systematic approach to find-
ing and appraising relevant literature for any topic. In this chapter we will include in-
formation about how to identify good literature sources and use them effectively. We
will then visit research ideas, identifying avenues for generating research ideas and
how to identify important research questions.

In Chapter 5, Setting up your study: methods in data collection, we will get you
started in actually carrying out research. As you can see from Figure 1.5, this research
concentrates on the ‘methods’ side of the research process and is based around
the idea of things to consider before collecting data. This chapter will also detail the
different considerations that need to be made before and when collecting your data
depending on the type of methodology chosen.

Chapters 6, Qualitative analysis: a step-by-step guide, 7, Blending qualitative and
guantitative methods: action research, 8, Quantitative analysis: using descriptive sta-
tistics and 9, Interpreting inferential statistics in quantitative research, deal with the
analysis side of research and are again split, largely, between quantitative and qualita-
tive analysis techniques. In these chapters we will introduce you to a number of quali-
tative analysis techniques such as conversational analysis, discourse analysis,
grounded theory, interpretative phenomenological analysis and content analysis, and
guantitative analysis techniques such as descriptive and inferential statistical tests.

Chapters 10 and 11 are designed to get you thinking properly and accurately about
your research and the possible contributions that it can make in terms of two aspects
of the research process, analysis and presenting your findings. Chapter 10, Critical
appraisal of quantitative and qualitative research, is concerned with critical appraisals
of your research using both quantitative and qualitative approaches and will contain
technigues and strategies for making sure you get the best out of your research
analysis. Chapter 11, Presenting your work to others, is concerned with presenting
your research, whether it be in oral or written form. Therefore this chapter contains
sections on being an effective speaker and presenter, deciding on your message and
using feedback effectively.

Chapters 12 and 13, Advanced thinking in research methods and practice: from
novice to expert nurse researcher and Going forward: a step-by-step guide from
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research idea to ethics application, bring together all aspects of the research
process in the context of considering theory and research, as well as quantitative
and qualitative aspects of the research process. In Chapter 12 we will raise some is-
sues that you may immediately find of benefit when taking your research forward,
but may not have encountered in the first instance during the book. Chapter 13 is
designed to get you to experience parts of the next stages in research that you are
likely to experience so you are able to move on confidently to more independent
research work.

(1.5 Evidence-based practice )

All of this knowledge feeds into the approach adopted in nursing today of evidence-
based practice. The need for knowledge in research has become increasingly crucial
in the practice of nursing in modern-day medicine. Previously, nursing emphasised
the medical model, that is, health problems were diagnosed and treated medically.
However, today this type of practice has evolved into another model, evidence-based
practice.

Within nursing evidence-based practice (EBP) is an approach where all people
involved in the profession use the best, most appropriate, most suitable methods to
treat patients. The approach is a framework for you to work within and it is re-
ferred to continually throughout health care. As a nurse evidence-based practice
will help you make sense of knowledge derived from research and use it as a basis
for making decisions. Evidence-based practice emphasises that nursing care today
is complex, treatments are uncertain, patients are different, nothing always works
100 per cent, no provision of care is always effective, and patients react differently
to different types of care. EBP is designed to highlight these issues, and ensure
that your judgement is based on a number of sources. That your treatment of any
patient is based on the integration of a number of sources about the patient which
includes:

e Patient reports (i.e. what the patient tells you) and information from relatives,
carers and views from other health professionals, your observations about the
patient, and

® Research-based evidence.

It is this last section of this list, research-based evidence, that this book con-
tributes to. It is important for the modern-day nurse to bring research-based evi-
dence to their everyday practice: evidence-based practice relies on you as a nurse
reviewing information and collecting data, rather than just relying on the rules of the
profession or single observation of patients. The rest of the book will teach you all
about different aspects of research so you can identify, understand and use research
evidence in your practice.

18



Summary

@ CSeIf-assessment exercise ]

At the end of each chapter we are going to give you a quick task to do. You will have
done a number of tasks throughout the chapter to test your learning but here we're
going to give you a task to help you in your research career. For this chapter your task
is to do the following:

e Register with Nursing Times. The journal details nursing practice, clinical research,
and NHS and health care news with nurse specialist pages. It can be found online
at http://www.nursingtimes.net/.

e Throughout this book you will asked to look up research. At this stage, you should
find out what online library resources including databases and e-journals you have
access to.

CSummary ]

You have now been introduced to some of the main ideas that will be detailed
throughout this book. You know the main aspects of the research process; litera-
ture, research questions, method, analysis and presenting your findings. You know
how variables are important to research, and you should also be able to outline the
distinction between theory and research and appreciate how the two are intrinsi-
cally linked. You should now appreciate that there is a distinction between quantita-
tive and qualitative research. Finally, you should now know how the development of
your research knowledge will aid you in your evidence-based practice.

In the next two chapters we are going to tell you about all the different methodol-
ogy and research designs that are available to you in your nursing research. In
these chapters we want to give you a background to what methodologies and re-
search designs are out there for you to use. There are many of them, and all of
them can be used to answer a research question, but they split down into two main
areas; guantitative and qualitative. We will cover quantitative research methodolo-
gies and designs in Chapter 2, and qualitative research methodologies and designs
in Chapter 3.
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Chapter 2

Quantitative methodologies
and research designs

KEY THEMES

Quantitative methodologies ® Quantitative designs ¢ Positivism ¢
Experimental ¢ Quasi-experimental ¢ Survey designs ¢ Clinical trials
Randomised controlled trials « Case-control design ¢ Cohort studies
Cross-sectional surveys ¢ Longitudinal surveys

LEARNING OUTCOMES
At the end of this chapter you will be able to:

® Describe how quantitative methodology results from the philosophy of
positivism, and that certain assumptions are being made about the way the
world can be measured in a scientific and objective way

@ Appreciate that positivism underpins three major groups of quantitative
research designs in nursing research: experimental, quasi-experimental and
survey designs

@ Understand that the methodologies and research designs covered in this
chapter, and the next chapter, all help to inform evidence-based practice in
nursing.



Chapter 2 Quantitative methodologies and research designs

Clntroduction ]

In this chapter, we are going to learn more about research that involves the measure-
ment of health and health care in a quantitative way, which means information is col-
lected in quantities. The common theme to virtually all quantitative research is that it
involves the handling of numerical information (information involving numbers) and
guantitative research is best known for its use of numerical information. Numbers
can provide insights into many aspects of health and health care. It can inform you
how common a disease is at any given time among the population (i.e. prevalence, the
percentage of the population who have a disease comprises numerical information),
the risks of contracting a disease (the odds of catching a disease comprises numeri-
cal information) and can tell you a lot about whether one method of treating an ill-
ness is better or worse than another mode of treatment by comparing the number of
symptoms of people following each mode of treatment (the number of symptoms
comprises numerical information). Therefore quantitative research and the use of
numbers can be used to inform effective evidence-based practice. Let us look at a
typical example of why quantitative methods are so important ...

IMAGINE THAT ...

You are a hospital trustee of a new hospital, Saint Research Methods hospital. Your job
as a trustee is to find out all about our hospital. In each area of the hospital you will find
a little bit more about research methods, so by the end of your tour you will be fully
versed with all aspects of research methods. You may think of it as a simple hospital
visit, or try to think of it as the nursing equivalent of a visit to Willy Wonka's chocolate
factory - only with research instead of chocolate as the main product!

So welcome! Sir, Madam. Welcome to Saint Research Methods hospital. This hospital
was built in recognition of all the nursing research stuff that goes on in the world and
today we are going to show our different departments. We have broken your visit to
the hospital up into two areas that comprise the west and east wings of the hospital
(see Figure 2.1). We have split up the hospital into two areas, an area that is concerned
with quantitative research methods and an area that is concerned with qualitative re-
search methods.

In the west wing is the area concerned with quantitative research methods that
contain two related areas:

e Quantitative methodology
@ Quantitative research methods.

In the east wing is the area concerned with gqualitative research methods that rep-
resent two related areas:

e Qualitative methodology
e Qualitative research methods
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West wing
East wing
Quantitative methodology Qualitative
methodology
Quantitative
research -
methods
Qualitative
research
methods

Figure 2.1 Map of Saint Research Methods Hospital.

We are first going to visit the west wing with our quantitative methodology and quan-
titative research methods in this chapter and follow up with qualitative methodology
and qualitative research methods in Chapter 3. Figure 2.2 shows what is available in
our high prestige west wing.

In the west wing there is activity relating to quantitative aspects of research in two
areas of activity. The first area is concerned with quantitative methodology and here
you will find out about:

e The theory that lies behind all quantitative research designs, which is known as
positivism.

The second area is to do with research designs. There are a number of different
research designs that can be put into three groups:

e There are experimental research designs which involve different types of clinical
trials and randomised controlled trials

e There are quasi-experimental research designs that involve case-control and
cohort research designs

e There are survey research designs that involve cross-sectional and longitudinal
research designs.

It is this wing of the hospital we are going to visit first in Saint Research Methods
Hospital; the department that deals with quantitative methodology.
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West wing

Quantitative methodology
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® Experimental: clinical
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e Survey designs: cross-
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research designs.

Figure 2.2 The west wing of Saint Research Methods Hospital: quantitative methodology
and research designs.

C2.1 Quantitative methodology ]

The word methodology is a very specific term. It refers to the general outline, or ap-
proach, of a number of methods (which are more specific approaches), rules and proce-
dures that allow the systematic investigation of a particular discipline or profession (e.g.
nursing). Therefore, a methodology can be a number of concepts or ideas; it can provide
an overview of an area which allows the comparison of different approaches within the
area. Most of all it is an overall rationale, a philosophy, that guides practice in that area.

The philosophy that underlies quantitative methodology is positivism. Positivism was
developed by a French nineteenth-century sociologist called August Comte. Comte saw
all societies as going through three stages following a universal rule; theological, meta-
physical and scientific. The first stage, theological, reflects society's view of the truth
about the world relying on belief in God and the word of formal religion. Therefore, in
this stage the knowledge of what we know about the world is based on religious teach-
ings and belief.
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The second stage is metaphysical, and this emphasises what is called logical ra-
tionalism. The second phase is concerned with the nature of philosophy and deals
with knowledge that concerns philosophical thinking. The knowledge and awareness
of humanity in this stage would have concerned discussion on determinism and free
will, mind and matter, ideas of space and time and identity and change.

The third stage is what Comte emphasised as the scientific stage (or positivism)
and the emphasis that all knowledge is scientific, that everything can be explained
through science and all things are observable and measurable. Therefore, this ap-
proach emphasises that many things can be explained if we look for laws and princi-
ples. You will recognise this approach because it underpins much of your practice.
The administration of drugs to patients to help them combat disease is based on the
scientific approach rather than the metaphysical or the theological approach. You will
also recognise this approach from your time at school in subjects such as physics,
chemistry and biology where you did experiments use the scientific approach.

It is the scientific/positivist approach that underpins much of the quantitative ap-
proach. Quantitative research is very much concerned with the systematic and scien-
tific investigation of phenomena and the relationship of particular phenomena to
other phenomena. Therefore, the objective of quantitative research is to use observa-
tions, numerical analysis, hypotheses and measurement to understand the world.
Some of these terms — measurement, hypotheses, etc. — may be new to you, so let us
give you a general introduction to some of these ideas.

Hypotheses

Simply put, hypotheses are suggested explanations for phenomena or a suggestion
of the possible relationship between different phenomena. You make hypotheses all
the time.

In quantitative research methods, researchers are usually looking to test hypotheses.
At a simple level, researchers may have an idea and they want to see if that idea has any
worth. Usually, researchers will be trying to test hypotheses based on things that the dis-
cipline may have previously observed, or trying to advance scientific theories. Every
time someone introduces a new drug, their general hypothesis is that it will make people
taking the drug 'better’, given that previous drugs have made people better.

Hypotheses take many forms. Sometimes they will be designed to suggest that
one thing causes another. So for example, a new drug might be expected to cause
greater recovery rates in individuals. However, sometimes a hypothesis might just
say there is a relationship between two variables. Therefore, we expect one thing to
be related to another thing, inflation related to higher living costs, eating chocolate to
be related to gains in weight, and use of a new drug to be related to better health.

Another distinction made in research methods is between the ‘alternative hypothe-
sis’ and ‘null hypothesis'. Alternative hypotheses are the sort of hypotheses outlined
above and will suggest that something will occur between the variables being studied.
The two hypotheses above of causation and relationship are examples of hypotheses
(e.g. ‘a certain drug will lead to people getting better’). However, we sometimes identify
the null hypothesis. This is a statement that runs contrary to the alternative hypothesis
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and suggests that one variable won't cause an effect on the other, or that there won't
be a relationship between the two variables. That is, we have to consider that a certain
drug will not lead people to get better. How and why these different hypotheses operate
will be discussed later in the book. What is important to note now is that in quantitative
research methods, the ideas of testing a hypothesis, be it to say something will happen,
or that it won't happen, is important in research.

Measurement and statistics

When you can measure what you are speaking about, and express it in numbers, you
know something about it; but when you cannot express it in numbers, your knowl-
edge is of a meagre and unsatisfactory kind; it may be the beginning of knowledge,
but you have scarcely in your thoughts advanced to the state of science.

Lord Kelvin (in a lecture to the Institute of Civil Engineers)

This is a well-used quote and illustrates the nature of measurement very well. Lord
Kelvin is saying that when you are interested in a particular phenomenon, to gain a
real and fruitful understanding, you need to somehow measure it with numbers. Not
surprisingly, @ major aspect underlying quantitative research methods is the idea
that everything is quantifiable and therefore measurable. Formally, measurement
means the estimation regarding the properties of any variable. For example, this
might be height or your weight. In nursing, it might be a patient’s temperature, aver-
age waiting times in Accident and Emergency, or length of remission. There are many
different ways of measuring things in quantitative research methods. Some of these
are based on categorising things (i.e. putting people into different wards in a hospital,
for example, surgical or medical ward) or assigning numbers to things (temperature,
the amount of a drug a person needs, the number of hours an average nurse does
during the week). Measurement allows you to be precise, and to some extent accu-
rate, about things in nursing. What dire straits might we be in if we had to guess at
how much of a drug designed to lower blood pressure we had to administer to a pa-
tient and we were unable to list its side effects or assess the possible improvement to
a patient’s blood pressure.

One important thing to note here is that measurement often leads to lending nu-
merical values to phenomena. This is something we will explore in greater depth in
this book, but the important thing to remember here is that quantitative researchers
are very interested in describing phenomena in numerical terms.

So, if we go back to the Saint Research Methods Hospital that we introduced you to
at the beginning of the chapter, you will find the staff in the quantitative methods
wards talking about their research in terms of possible hypotheses and measurement.
For example Charge Nurse Williams in Room 222 has hypothesised that if his patients
drink five cups of green tea per day, this will reduce their risk of heart problems. Next
door, in Room 223, Sister Day is testing out a new drug Dayloxophine, and has hypoth-
esised that administering 200mg of the new drug daily to patients suffering from
headaches will reduce the amount of pain they feel by 60 per cent. Equally, this wing's
administrator, Mr Maltby, is looking at ways to reduce hospital waiting times. Here, he
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has hypothesised that hiring three more doctors will halve patients' waiting times for
receiving elective surgery within an acceptable six-month period. It is in all these situ-
ations that our team are generating hypotheses that they can test in order to have a
positive effect on the hospital, and are assessing their results by numbers.

So, now we have introduced you to positivism, hypotheses and measurement, let
us take you to the next part of the west wing of Saint Research Methods Hospital, and
introduce you to some specific research designs that are used in quantitative
research methods that are influenced by the ideas of positivism, hypotheses and
measurement.

CZ.Z Quantitative research designs )

From the positivist methodology a number of quantitative research designs emerge.
In this section we are going to show you three guantitative designs that are com-
monly used in the hospital:

e Experimental design

e Quasi-experimental design

e Survey design.

2.3 Experimental design: clinical trials and
randomised controlled trials

The first set of quantitative research designs is known as experimental designs. You
will remember experiments at school, in chemistry or physics, where you tested out
scientific ideas (i.e. chemical reactions, the movement of objects) under controlled
conditions (in a laboratory, using test tubes) to examine particular phenomena. Our
first set of quantitative research designs very much follow in this tradition, and they
are clinical trials and randomised controlled trials.

Clinical trials

The use of clinical trials was first introduced around the year 1025, in The Canon of
Medicine (or The Law of Medicine), which was a 14-volume medical encyclopaedia
written in Arabic by the scientist and physician Avicenna. In this medical encyclopae-
dia Avicenna wrote guidelines for examining the effectiveness of new medical drugs
which still underpin many modern-day clinical trials. He said clinical trials of a drug
should ensure:

e There must be no strange or accidental influences on the drug being tested.
e The drug must be used on a simple disease, not a disease made up of separate
parts or elements.
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The drug should be tested on two very different types of disease. Avicenna sug-
gested this on the basis that a drug may cure one disease due to the unique quali-
ties of the drug, but there may be other properties in the drug that may cure
another disease.

The quality of the drug must in some way correspond to the strength of disease.
Avicenna was advocating that drug treatment must start with a weaker type of dis-
ease and then be used with diseases of gradually increasing strength.

That the effects of the drug must be closely observed to ensure that any beneficial
effects can be attributed to the drug and not the result of accidental causes.

That the effects of the drug must have a constant effect, i.e. the drug should con-
sistently help people improve, and among many people, or else it again could be at-
tributed to an accidental effect.

That experimentation with the drug must be done among humans, as testing
among another species (i.e. animals) might not prove anything about the effect of
the drug on a person. So for example, testing a drug on rats and observing an im-
provement does not necessarily mean we will see an improvement among humans.

THINGS TO CONSIDER

Intervention studies versus observational studies

Researchers conduct clinical trials in one of two different ways; intervention and ob-
servation. In an intervention study, researchers administer a medicine or another in-
tervention to a group of participants and compare this group with another group of
participants who are taking a placebo (i.e. an inactive pill, liquid or powder that has no
treatment value); the researchers can then assess the effects of the intervention. For
example an intervention study might involve the researcher administering a new drug
to groups of patients.

The observational study is where researchers observe effects of a phenomenon.
Here the researcher will simply observe the subjects and measure the outcomes, but at
no point do they actually make an intervention (i.e. administer a treatment). Sometimes
this is referred to as a natural experiment. One example of an observational study is the
series of Nurses' Health studies. The Nurses' Health studies consist of two studies, the
first established by Dr Frank Speizer in 1976, the second by Dr Walter Willett in 1989.
These studies have been described as ‘One of the most significant studies ever con-
ducted on the health of women' by Donna Shalala, Former Secretary of the US Depart-
ment of Health and Human Services. This observational study followed over 120,000
female nurses, initially aged 30 to 55, from 1976 to look for risk factors in cancer and
cardiovascular disease. This also involved assessment of diets and exercise and
analysing relationships with risk of sudden cardiac death or breast cancer survival.

However, the organisation and carrying out of clinical trials are much more devel-
oped today. Today, clinical trials are classified in different ways. The United States of
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Figure 2.3 Different types of clinical trials.

America's National Institutes of Health, which is the primary organisation of the
USA's government responsible for health-related research, has found a way of classi-
fying clinical trials by their purpose. The National Institutes of Health suggest there
are five different types of clinical trials (see also Figure 2.3):

e Prevention clinical trials

e Screening clinical trials

e Diagnostic clinical trials

e Treatment clinical trials

e Quality of life clinical trials.

To illustrate these different types of trials we are going to use some examples of the
treatment of cancer, and specific examples described by the National Cancer Institute

(National Cancer Institute, 2008) which forms part of the USA’'s National Institutes of
Health.

Prevention trials

In prevention trials there are research methods for looking for better techniques to
prevent disease. You may take a lot of preventative measures in your life to guard
against disease. Eating five portions of fruit and vegetables a day, taking vitamins,
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taking reqular exercise, having your rubella vaccine as a child, are all preventative
methods that are undertaken to prevent or lower the chances of contracting a dis-
ease in the future. In nursing research prevention trials are a research method that
looks at the way of preventing disease. This might be to prevent the disease occurring
among individuals who don't have the disease, or it may be to prevent the disease oc-
curring among individuals who may be prone to the disease. These measures could
prevent a disease from recurring among individuals who have previously had the dis-
ease or they could prevent the chance of the individual developing a new type of dis-
ease. An example of a prevention trial in nursing research is the research carried out
by the National Cancer Institute on the Breast Cancer Prevention Trial (BCPT). Be-
tween April 1992 and September 1997 over 13,000 women aged 35 or over were re-
cruited to test whether taking the drug tamoxifen can prevent breast cancer in
women who are at an increased risk of developing the disease.

Screening trials

Screening trials are research methods designed to develop and assess screening
tools to detect certain diseases. Therefore, they are techniques designed to see if it is
possible to detect certain health conditions before they emerge. Often this is done to
see whether finding certain health conditions before symptoms emerge would help
the treatment of the disease. Therefore, at the National Cancer Institute in the USA
they use screening trials to study ways of detecting cancer before symptoms of can-
cer display themselves in the individual. These could lead to the development of
screening tests. The sort of tests that emerge from screening trials might be:

e Imaging tests: these are screening tests that use X-rays, radioactive particles,
sound waves or magnetic fields whose information can be analysed after passing
through tissues of the body and that produce pictures of areas inside the body. In
cancer a mammography (X-ray study of the breast) can be used to screen for can-
cer even though there are no symptoms of the disease.

® Laboratory tests: these are screening tests that check body fluids, such as blood or
urine, and tissues. These tests would be used to see whether the results of what-
ever is being checked for in the individual falls inside the normal ranges expected.
Also tests may be compared to previous tests for the individuals, so changes can
be checked for.

® Genetic tests: these are screening tests that look for inherited genetic markers
that may have a link to some cancers. For example, genetic make-up has been
linked with bowel/womb cancer and breast/ovarian cancer. Within these screening
tests, not only is the individual's genetic make-up examined, but deoxyribonucleic
acid (DNA) (a person’s genetic code) from family members is also analysed by col-
lecting samples of blood or saliva. This allows a series of screening tests, including
a mutation search, which sees whether there is a changed gene (mutation) that
might run in your family that is linked to cancer. Then a genetic test screening will
be used to see if the individual has inherited this mutation of the gene that is
linked to cancer.
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Diagnostic trials

Diagnostic trials are research methods that surround developing tools that can be
used for recognising or detecting a particular disease. When a certain disease or
health problem is suspected, diagnostic tests can be used to diagnose the underlying
disease or problem. For example, in detecting lung cancer, imaging technologies such
as magnetic resonance imaging (MRI) or computed tomography (CT) provide re-
searchers with information on changes in the anatomy of the individual, but recently,
researchers using diagnostic trials have found that positron emission tomography
(PET) imaging, which uses biochemical processes, may be able to detect lung cancer
before anatomic changes occur (Ung et al., 2007). The purpose of diagnostic and
screening trials are often the same, i.e. to detect the health problem or condition
early. Therefore, you will often find these two terms being used together, because a
screen test can also be a diagnostic test.

Treatment trials

Treatment trials are research methods that are used to test new drugs or new com-
binations of drugs, new treatments, or new types of surgery. For example in the treat-
ment of cancer, there are always treatment trials being carried out, in terms of a new
drug to treat cancer, new approaches to surgery and new types of radiation treat-
ment. These treatment trials involve comparing differences before and after treat-
ment has been received to see if the spread of the disease has been halted. A typical
treatment trial design can be seen in Figure 2.4.

Compare between

Time 2: Time 2:

Experimental groups Control group
group of of participants
participants after still not
after receiving
treatment treatment

Compare
within
groups

Compare
within
groups

Time 1:

Time 1: Control group of
Experimental participants at
group of ﬁ same time
participants before
before Compare between experimental
treatment groups group is

treated

Figure 2.4 A treatment trial design.
31



Chapter 2 Quantitative methodologies and research designs

Quality of life trials

Quality of life trials are a research method for exploring ways to improve the quality
of life for individuals with an illness. Therefore, in the exploration and treatment
of cancer, quality of life trials would look at ways of helping individuals who were suf-
fering from the effects of cancer, such as nausea, problems with sleeping, or depres-
sion. If you look back over Avicenna's original criteria you will see that there is an
emphasis on closely controlling the conditions of the experiment while observing,
testing and exploring other elements in terms of beneficial effects. This emphasis
still underlies the way that many of the different clinical trials are carried out today. In
the next section we are going to concentrate on a particular feature of clinical trials,
called randomised controlled trials, a method in clinical trials that helps researchers
establish confidence in the findings and the effectiveness of the clinical trial.

Randomised controlled trials

Randomised controlled trials (RCTs) are the most commonly used in nursing and
medicine across all the types of clinical trials described above. Randomised con-
trolled trials are research designs that are considered to be of a high-quality stan-
dard, as it can provide researchers with some of the strongest evidence that the
treatment, or intervention, has had the expected effect on treatment outcomes.

One of the major threats to any nurse researcher is the issue of bias. Bias exists in
our everyday life: sometimes it happens naturally, sometimes it happens deliber-
ately. Certain newspapers have a bias toward certain political thought, some we
might consider more closely aligned to right-wing thought, and some more closely
aligned to left-wing thought. You are biased in terms of what type of clothes you
wear, whether you would prefer to take a friend or a stranger out for dinner, unless
of course that stranger was Brad Pitt or Angelina Jolie. Therefore, we have certain
biases towards certain strangers. We show bias in our choice of TV programmes
we watch. We would like to watch a programme that interests us rather than bores
us. Bias is an exciting part of our life. It helps us understand about ourselves (shop-
ping or the library?). However, when it comes to establishing the truth, bias can
sometimes distort that. Take for example our politicians. All politicians claim to
act in our best interests, but we know that sometimes politicians are biased and may
try to spin the ‘facts’. Therefore, we can never be certain of what the ‘truth’ of the
matter is.

This is also an issue when it comes to research methods. In research it is important
that we establish the truth (or as close to it as we can). For example, if we are trialling
a new drug, we want to know that if people get better when using the drug, it is the
drug that is actually helping people. Therefore, researchers are always guarding
against potential bias.

The main aspect of RCTs is the idea of controlling against potential bias to estab-
lish confidence in the result. You can read more about RCTs, and how to implement
them, in Chapter 5.
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; " THINGS TO CONSIDER

4)), The four phases of new treatments

When a new treatment or drug is being introduced clinical trials using that treatment
(i.e. drug) are often classified into four phases. The drug-development process can
take many years, so that everyone involved in making and administering the treat-
ment can be as sure as possible of its effectiveness and any potential problems, and
that it can then be approved by the national regulatory authority. Though there are
many issues surrounding these four phases, in very simple terms they are:

@ Phase 1 trials are the earliest trials in the process. These would establish whether
the trial treatment is actually safe or whether it has any harmful side effects.
Examples of phase 1 trials might be to see how the body copes with the
treatment or to see which is the best level of dose of the drug or treatment to
use. If the treatment is considered safe enough, then the testing will move onto
Phase 2.

@ Phase 2 trials will comprise studies that look at how well a treatment works. There-
fore, studies in Phase 2 will look at the effectiveness of the treatment, which as-
pects of the disease does the treatment work well for, how possible side effects can
be managed. If these trials provide evidence to suggest the treatment is positive
then researchers will move onto Phase 3.

@ Phase 3 trials will comprise studies that test the new treatment against exist-
ing standard treatments, or the best available treatments. For example, Phase 3
studies will compare the new drug against an existing drug. If the new drug
seems to provide evidence of its effectiveness, particularly over other treat-
ments, it is at this stage that it will be granted a licence by the national requlatory
authority.

® Phase 4 trials are research studies carried out after the new treatment has been li-
censed by the national requlatory authority. Researchers will carry out further
studies about the drug as they collect information about its effectiveness and
side effects among the general population. It is at this stage, over a longer period
of time, researchers will be able to assess the long-term risks and benefits of the
treatment.

Below are two trials that are undergoing in our research methods hospital. Decide
whether each is a prevention, a screening, a diagnostic, a treatment or a quality of
life trial.

* A trial to measure the effect of a new cancer drug upon anxiety and depression.
¢ A trial designed to see whether taking the drug Foscrar-O can prevent prostate cancer.
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2.4 Quasi-experimental research designs:
case-control and cohort research designs

In the next section we are going to introduce you to quasi-experimental designs. Al-
though experimental randomised controlled trials are recognised as a high-quality
standard for quantitative research by attempting to minimise bias and only focusing
on the impact of one intervention, sometimes in research it is not always possible to
give placebos to a control group or carry out randomised experiments. For example, if
researchers want to look at the growth or development of the disease within a partic-
ular community or population particularly over a period of 20 to 40 years (e.qg. the de-
velopment of lung cancer) a randomised controlled trial would not be the best
approach to take. Here, quasi-experimental designs (quasi meaning resembling) may
be more appropriate. Quasi-experimental designs ‘resemble’ experimental designs,
but they differ from experimental designs in one important aspect, quasi-experimen-
tal designs lack the random assignment to treatment groups and presence of place-
bos that you are likely to see in experimental design, e.g. RCTs. In this section we are
going to introduce you to two quasi-experimental research designs, case-control de-
signs and cohort designs, and show you how they can be important research designs
to researchers.

Case-control designs

Case-control designs are research designs that researchers use to identify or study the
possible variables that may contribute to various health factors. For example, if a re-
searcher was looking at the possible influences on the development of heart disease, they
would compare the life of a group of patients who have heart disease with a group of pa-
tients who do not. Therefore, in case-control designs, researchers look back over individ-
ual’s clinical, medical and lifestyle history and compare people who have the disease with
those who do not. An example of a case-control design can be seen in Figure 2.5.

One of the most famous case-control designs was carried out by Richard Doll and
Austin Bradford Hill in the 1950s. Today it is generally accepted that tobacco smok-
ing is @ major cause of all lung cancer mortality in the Western world. However, in
1950 no-one knew the extent of the health problems associated with smoking. In a
research study Doll and Hill 1950) looked at the various factors by surveying pa-
tients in 20 London hospitals. These authors were able to determine that when com-
paring lung cancer patients with non-lung cancer patients smoking was the only
variable that was strongly related to lung cancer, as the disease was rare in non-
smokers. This study by Doll and Hill also showed that smoking was linked to heart at-
tacks and emphysema (disease of the lungs evidenced by an abnormal increase in
the size of the air spaces, resulting in difficult breathing and increased susceptibility
to infection). Most notably this research study was the basis for the first health re-
ports and concerns regarding the possible dangers of tobacco.
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Figure 2.5 A case-control research design.

A recent example of case-control study is by Norwegian researchers (Jacobson et al.,
2008). Here, the researchers were interested in incidence and the risk of formation of
a thrombus within the veins (venous thromboembolism) in pregnancy and in the four-
week period following childbirth. The researchers looked at a number of variables
from 613,232 pregnancies from between 1990 to 2003 in Norway, and compared those
individuals who had developed thrombus within the veins with those who had not.
They compared these two groups on a number of antenatal (before childbirth) and
postnatal (subsequent to childbirth) factors. The antenatal factors included assisted
reproduction (e.q., in vitro fertilisation [IVF]), gestational diabetes, whether the age of
the mother was older than 35 years, whether the mother had had multiple pregnan-
cies, and primi-parity (whether this was a first pregnancy). The postnatal factors in-
cluded whether the mother had received a Caesarean section, pre-eclampsia (a type of
blood poisoning associated with pregnancy, characterised by hypertension and fluid
retention), assisted reproduction, abruptio placenta (refers to separation of the nor-
mally located placenta after the twentieth week), and placenta previa (a complication
that occurs in the second and third trimesters of pregnancy). From comparing these
two groups on these different antenatal and postnatal factors, Jacobson et al. (2008)
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found that assisted reproduction and gestational diabetes were significant antenatal
risk factors and Caesarean section and pre-eclampsia were strong postnatal risk fac-
tors for thrombus within the veins.

One of the main advantages of case-control studies is that they is relatively sim-
pler, cheaper and quicker than many clinical trial designs. For example, in the study
above the researchers will have simply collected the data and then carried out the
analysis, with no random allocation of people into groups or controlling for the influ-
ence of potentially biasing variables. However, these advantages from case-control
studies are not as strong as RCTs with regard to the extent of the conclusions you can
draw. For example, with a case-control study, you can't draw exact effects of certain
variables, because they have not been closely controlled for. If the researchers found
out, among patients with lung cancer that they had smoked, while among those who
hadn't got lung cancer that they hadn't smoked, this indicates the influence of smok-
ing. However, what it doesn't do is tell you too much about the level of risk or the inci-
dence of smoking. Often, case-control studies suggest a certain pattern of disease or
certain risk factors that may then lead to other studies that need to be conducted to
look more exactly at the nature of the relationships. One of this type of study is cohort
designs.

Cohort designs

A cohort study (‘cohort’ means a group of people) is a study that examines a common
characteristic among a sample of individuals. This characteristic might be the year
they were born, or the area in which they live, or something that has happened to a
group (e.g. a breakout of a disease in a residential area) or whether they are given a
particular treatment or drug. The crucial feature to remember about cohort studies is
that researchers look forwards and focus on a group of people who are tracked over
a period of time and their health/illness patterns are tracked simultaneously, along
with factors that might contribute to the cohort’s health or illness. An example of a
cohort study design can be seenin Figure 2.6.

Time

Time 1: Time 3:

Track risk Track risk

Cohort factors factors

(i.e. study group
of interest)

Time 2: Time 4:
Track risk Track risk
factors factors

Figure 2.6 A cohort study research design.

36



Quasi-experimental research designs: case-control and cohort research designs

Let us return to our example of smoking and lung cancer. In a cohort study the re-
searchers would recruit a sample of smokers and non-smokers. They would follow this
cohort for a period of time to see whether smoking or the degree of smoking leads to
the development of lung cancer. One important aspect of this research would be that the
groups would be matched. In many quantitative research designs you see that the
groups are ‘matched’. Researchers then match these samples on a number of criteria.
Matching samples in research is where you ensure that the samples of participants are
as alike as possible, therefore a researcher may try to match a sample based on a num-
ber of variables, i.e., sex, age, employment status, area of residence. A researcher in a
study on smoking and health would make sure that if there was a 23-year-old, unem-
ployed male who was a father of two who lived in a city in the smoking sample, the re-
searcher would get another 23-year-old, unemployed male who was a father of two who
lived in the city who didn't smoke to be in the non-smoking sample. Matching is done in
research so that researchers can be sure that when they find a difference between the
two groups (i.e. development of lung cancer) they can strongly suggest it is the result of
differences between the two groups in terms of smoking, rather than the result of an-
other variable, i.e. sex, age, employment status, how many children you have. Like many
guantitative research designs, matching is a process designed to reduce possible error,
control for other variables and establish confidence in your results.

A cohort study is a research design that is used to try to confirm or negate the pro-
posed existence between certain variables and a disease. So for example, following
the case-control study by Richard Doll and Austin Bradford Hill in the 1950s, with the
possible link between smoking and lung cancer, one avenue for researchers would
have been to carry out a cohort study of smokers to try to confirm or refute the find-
ings. Imagine for example that they found evidence to support the link between
smoking and lung cancer, researchers could also overcome one of the disadvantages
with a case-control study and draw a conclusion about the amount of risk that smok-
ing poses. For example, at the end of our smoking and lung cancer cohort design re-
searchers would have information about the extent of risk over time. They would
have statistics that would tell them that, within a defined time point, 6 in 10 people in
the smoking group had gone on to develop lung cancer, whereas only 1in 10 people in
the non-smoking group had developed lung cancer during the same time, giving us
some idea of the extent of the risk.

Other advantages of the cohort study are that it is longitudinal in nature, which
means that researchers follow a sample of individuals over time by collecting data at
regular intervals to examine the onset and extent of the influences of certain vari-
ables on disease (for example, does lung cancer first emerge after 5 years, 10 years,
or 20 years of smoking regularly?). However, cohort studies do have issues to con-
sider. They are time-consuming and individuals may drop out of the study.

Therefore, in contrast to case-control designs, where researchers look back over
individuals' clinical, medical and lifestyle history and compare people who have the
disease versus those who do not, cohort designs look at things that are likely, or
expected, to happen; these studies are carried out over time and look for factors to
see how a disease has been acquired.
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THINGS TO CONSIDER

An example of a cohort study - the Framingham Heart Study

The Framingham Heart Study (based in Massachusetts, USA) is a cohort study looking
at cardiovascular disease (CVD), the leading cause of death and serious illness in the
United States. Cardiovascular disease refers to diseases that affect the heart or blood
vessels (arteries and veins). The Framingham Heart Study started in 1948 and has in-
formed medical research and knowledge on the effects of things such as diet, exer-
cise, high blood pressure, high blood cholesterol, smoking and the use of medicine on
heart disease. Significant findings include cigarette smoking being found to increase
the risk of heart disease (1960), physical activity found to reduce the risk of heart dis-
ease (1967), high blood pressure found to increase the risk of stroke (1970) and a link
between hypertension (elevation of the blood pressure) and heart failure (1996).
The study comprises three cohorts:

@ Original cohort: this is an original cohort of 5,209 men and women aged between
30 and 62 years from the town of Framingham, Massachusetts. The study has in-
volved participants undertaking medical history and lifestyle interviews, physical
examinations and laboratory tests every two years from 1948, with the data then
being used to understand the development of CVD. Participants were examined
again every two years to establish a detailed medical life history.

o Offspring cohort: this is the next generation of participants and comprises 5,124 of
the original participants’ adult children and their spouses. This cohort underwent
similar physical examinations and lifestyle interviews every two years.

@ Generation Il cohort: this is the next generation of participants and this cohort
comprises around 4,095 grandchildren of the original cohort.

For more details on the Framingham Heart Study go to
http://www.framinghamheartstudy.org/.

C2.5 Survey designs: cross-sectional and longitudinal ]

The final quantitative research design we are going to highlight here is survey re-
search designs. This is when researchers administer a survey to a number of people
to find out about general attitudes, opinions, or certain behaviours. One of the fea-
tures of surveys is that they can additionally be made up of a number of questions
about a number of things. While clinical trials or cohort studies look for information
relating to a particular disease, or testing of a drug that looks to get information on
peoples’ lifestyles (how much they smoke), or health (i.e. have they developed a cer-
tain disease), what you will see sometimes in surveys are a lot more questions about
attitudes or behaviours that may be used to answer a number of different research
ideas. So, typically, a survey may ask a respondent about their health behaviours,
their attitudes to local health services, their relationships and all sorts of topics. Dif-
ferent surveys are designed to get different information. We are going to go over the
development of survey questions in a later chapter, however, be aware that in surveys
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Cross-sectional survey
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Figure 2.7 Cross-sectional versus longitudinal survey research designs.

you might be asking many different questions about various aspects of individuals’
lives (i.e. their opinions, their hopes, their feelings as well as getting information
about health behaviours or medical records). The best example of a survey is the
National Census. In the United Kingdom, the Census is a survey of all people and
households in the country and the questions are designed to provide the government
with essential information about society. Surveys can occur at a single point in time
(i.e. cross-sectional designs) or over a number of different time-points (i.e. longitudi-
nal designs). A comparison between cross-sectional and longitudinal survey designs
can be seen in Figure 2.7.

Cross-sectional survey research designs

Cross-sectional surveys are research designs that provide the researcher with a pic-
ture of what might be occurring in a sample or population of people at a particular
time. The important thing to remember about cross-sectional designs is that it's like
taking a snapshot with a camera. You are looking at a group of people at only one
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moment in time. All of the information that you get from these people will be ‘frozen’
in time. If you want to see if people’s experiences of health and illness have changed
over time, then it might be best to use a longitudinal survey design, which we will tell
you more about later on in this chapter.

Surveys can be used for a number of reasons. Examples of cross-sectional surveys
would include a researcher trying to gain an assessment or understanding of the
prevalence of a disease, or the researcher may look for information on general atti-
tudes towards a number of things in society (e.g. drinking, smoking) or the engage-
ment in a number of behaviours (e.g. smoking, visits to the doctor). Cross-sectional
surveys can also be used to explore links between variables. For example, a re-
searcher might use a survey to see whether there is a connection between poor diet
and being overweight, or to examine the relationship between the amount an individ-
ual smokes and drinks and the number of times an individual is absent from work.

An example of a cross-sectional survey arose in 2006 following discussions be-
tween the Royal College of Nursing (a nursing organisation promoting excellence in
practice and shaping health policies), the Royal College of Paediatrics and Child
Health (a nursing organisation which takes a major role in postgraduate medical edu-
cation and professional standards) and the Council of Deans (representing the views
of university facilities for nursing, midwifery and health professionals). Together, they
organised a questionnaire to establish a national picture of workforce requirements
for children’s and young people's services, and examine the effect of the NHS deficits
on children’s services. Therefore, they surveyed registered and non-registered nurses
working in the NHS in children’s and young people’s services on a number of issues in
their practice to investigate just that.

You will tend to find cross-sectional surveys are used in three main areas of nurs-
ing; attitudes and practices, need assessment and evaluation. A cross-sectional sur-
vey looking at attitudes and practices are used across nursing research to engage
current attitudes and practices within the profession. So for example, Eller, Kleber
and Wang (2003) used a survey of 746 health professionals (including 538 nurses) to
assess general practice-based knowledge and attitudes about research among the
profession. In this survey they found that current knowledge and practices about
the research was high, so the authors felt they could make recommendations about
the usefulness and development of multidisciplinary teams. The use of surveys to
help nurses gain an understanding of needs in an area is also a common feature in
nursing research. Often in community nursing, surveys will be used to assess the
needs of certain populations, particularly those who are potentially vulnerable (i.e.
old people; disabled people), so practitioners and service providers working in the
area can develop policy and strategies for meeting that need. Finally, surveys can be
used to evaluate an area’s practice and outcomes within nursing. For example, Limb
(2004) carried out an evaluation survey of limb reconstruction, a procedure used in
orthopaedics following surgical intervention, with the application of the new limb
requiring extensive rehabilitation. In Limb's (2004) survey of 60 patients who under-
went these procedures, the researcher was able to evaluate the patients’ recovery in
terms of the patients’ self-concept and physical, social and personal well-being.
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Longitudinal survey research designs

In contrast to cross-sectional surveys are longitudinal survey designs in which the
same surveys are observed repeatedly over a period of time. There are two main types
of longitudinal research designs - cohort/panel surveys and those that look for trends.

The first longitudinal survey design is a cohort/panel survey design. We've already
mentioned what a cohort design is. This is a research design that follows the same
sample (cohort) over a period of time, and therefore a cohort survey design is a re-
search design where the same survey is administered to a cohort over a period of
time. A common example of a cohort survey design is a panel survey. A panel survey
is one that takes samples of certain populations and presents the same survey (or
similar surveys) to respondents over a period of time.

An example of a panel survey in nursing takes place in the USA and is known as The
National Nursing Home Survey. These surveys are a continuing series of national sam-
ple surveys that are conducted in over a thousand nursing homes throughout the USA
that were first carried out between 1973 and 1974, and have been repeated reqularly
since then (1977, 1985, 1995, 1997, 1999 and 2004). In the survey, questions are asked
about the nursing homes, their staff and their residents. Data for the surveys are gath-
ered from service providers or administrators of the nursing home and from family
members. Consequently, reports are made regarding each survey so that, over time, re-
sults can be compared. So for example, Gabrel and Jones (2000) reported on the 1995
survey, and Jones (2002) reports the following findings from the 1999 survey. Here, re-
searchers can view findings from the two surveys to see how nursing homes have
changed over time. Figure 2.8 shows some of the findings from the two surveys.

Here you can appreciate from these two simple facts that people concerned with
nursing homes, be it through government or health provision, would see from
the survey there had been a growth in residents received nursing home care (from
1.5 million to 1.6 million) and that there had been a rise in how many of these residents
were 65 and over (from nearly 90 per cent to 90 per cent). Therefore, someone con-
cerned with nursing policy for care of the older person would use the information to
help them plan resources strategically, i.e. you would be aware that there was an in-
creasing demand to provide for those needing care. Typically, these type of surveys
deal with a lot of information. For example the 1999 survey (Jones, 2002) told nurs-
ing researchers information such as:

e 72 per cent of current residents were female,

e 57 per cent of current residents were widowed.

1995 survey (Gabrel and Jones, 2000) 1999 survey (Jones, 2002)

About 1.5 million residents were receiving care About 1.6 million current residents received
during 1995 nursing home care during 1999

Nearly 90 per cent of the residents were aged 90 per cent of current residents were aged 65
65 years and over years or over

Figure 2.8 Comparing panel survey data collected in 1995 and 1999.
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o Nearly half (46 per cent) of current residents were admitted to the nursing home
from a hospital.

e The average length of time since admission for current residents was 892 days.

@ Most nursing home discharges were female (62 per cent). The main reasons for
most discharges were admission to a hospital (29 per cent) and death (24 per cent).

e The average length of stay for a discharge was 272 days.

All this information allows researchers in later years to compare findings from one
panel survey to another.

The other type of longitudinal survey research design is trend analysis. This is sim-
ilar to a cohort study, but where a cohort study may look at a number of variables at
fairly reqular intervals that may be over a number of years, trend analysis is a re-
search design that aims to collect information on specific variables to identify a par-
ticular pattern or trend in data over time, but at much shorter and more regular
intervals. The most obvious example of trend analysis that you will come across is
housing prices. Here, building societies collect information monthly across the coun-
try regarding one variable, housing prices. This allows people to look for trends in
house prices in the housing market. Typically though, the important thing about
trend analysis is that it is used to make forecasts about the future. By monitoring
house prices, commentators are able to say from data collected whether they expect
house prices to continue to increase, or note that they are beginning to slow down in
their increase and, therefore, might predict that in the long term there may be a mar-
ket crash. You will see trend analysis used in all types of things in everyday life, par-
ticularly the stock market, and it will be used by the Bank of England in terms of
deciding interest rates (i.e. if the Bank of England believes there is a trend for infla-
tion in the country, they will increase interest rates to curb inflation).

In nursing, trend analysis survey designs are used to do similar things; i.e. forecast
future events. For example, Xu and Kwak (2007) used trend analysis to help them un-
derstand trends and implications for the nursing profession of using internationally
educated nurses in the US workforce, given that there is a nursing shortage in the
USA and employers were targeting their employment efforts towards internationally
educated nurses. What Xu and Kwak (2007) were able to show was that, when com-
pared to US-educated nurses, internationally educated nurses were younger but
more clinically experienced as nurses, and better prepared educationally; the interna-
tionally trained nurses had worked more hours in both primary and secondary nurs-
ing positions and they were primarily employed in urban hospitals as staff nurses in
direct care roles. This type of information would have led policy makers to decide in
the nursing profession that in the future there may not be a problem in recruiting
more and more internationally educated nurses into the US workforce. Xu and
Kwak (2007) also forecast that recruiting these nurses would relieve the US nurse
shortage and make important contributions to the care of Americans, particularly
older Americans, and those cared for in inner-city hospitals.

There is one major thing to note in regards to quasi-experimental cohort research
designs and the longitudinal surveys mentioned in this section. A distinction between
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a quasi-experimental cohort research design and the longitudinal surveys mentioned
here is that while the quasi-experimental cohort research design looks at the same
population over a period of time, longitudinal surveys may look at the same population
on each occasion but that population may change. For example, in the panel survey in
nursing homes mentioned earlier, the survey would be conducted in as many nursing
homes as possible; therefore, it is possible that certain nursing homes might be in-
cluded in the second survey that weren't included in the first. Similarly, with trend
analysis it may be that when looking at trends in nurse employment, you would be
looking at different individuals each time, because nurses are entering and leaving the
nursing profession all the time, and therefore, at each data collection point, the sample
will contain many different people. In theory, if the time gap between two data collec-
tion points was substantial it might be a completely different sample, which could
occur if the trend analysis was looking at attributes of nurses entering their first year
of their gualification (as this would change yearly).

(Self-assessment exercise ]

Identifying different types of quantitative studies: which is which?

These abstracts are from real-life research studies that have been carried out. After
reading each abstract, have a go at trying to identify what type of study has been
conducted and give a reason for your answer. Choose from the following:

e Randomised controlled trial (RCT)
e Cohort study

e Case-control study

e Cross-sectional study

Study 1

The aim of this study was to describe the incidence and prognosis of wheezing iliness
from birth to age 33 and the relation of incidence to perinatal, medical, social, envi-
ronmental, and lifestyle factors.

Reference: Strachan, D.P, et al. (1996) Incidence and prognosis of asthma and wheezing illness from
early childhood to age 33 in a national British cohort. British Medical Journal, 312, 1195-1199.

Subjects: 18,559 people born on 3-9 March 1958. 5801 (31 per cent) contributed infor-
mation at ages 7, 11, 16, 23, and 33 years. Attrition bias was evaluated using information
on 14,571 (79 per cent) subjects.

Main outcome measure: History of asthma, wheezy bronchitis, or wheezing obtained
from interview with subjects’ parents at ages 7, 11, and 16 and reported at interview by
subjects at ages 23 and 33.

Results: The cumulative incidence of wheezing illness was 18 per cent by age 7, 24 per cent

by age 16, and 43 per cent by age 33. Incidence during childhood was strongly and independ-
ently associated with pneumonia, hay fever and eczema. There were weaker independent
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associations with male sex, third trimester antepartum haemorrhage, whooping cough, re-
current abdominal pain and migraine. Incidence from age 17 to 33 was associated strongly
with active cigarette smoking and a history of hay fever. There were weaker independent as-
sociations with female sex, maternal albuminuria during pregnancy and histories of eczema
and migraine. Maternal smoking during pregnancy was weakly and inconsistently related to
childhood wheezing but was a stronger and significant independent predictor of incidence
after age 16. Among 880 subjects who developed asthma or wheezy bronchitis from birth to
age 7, 50 per cent had attacks in the previous year at age 7, 18 per cent at 11, 10 per cent at 16,
10 per cent at 23 and 27 per cent at 33. Relapse at 33 after prolonged remission of childhood
wheezing was more common among current smokers and atopic subjects.

What type of study is this?

Study 2

The aim of this study was to compare the clinical effectiveness of general practitioner
care versus two general practice-based psychological therapies for depressed patients.

Reference: Ward, E. et al. (2000) Randomised controlled trial of non-directive counselling, cognitive-
behaviour therapy, and usual general practitioner care for patients with depression. I: Clinical effec-
tiveness. British Medical Journal, 321,1383-1388.

Results: 197 patients were randomly assigned to treatment, 137 chose their treatment,
and 130 were randomised only between the two psychological therapies. All groups im-
proved significantly over time. At four months, patients randomised to non-directive
counselling or cognitive-behaviour therapy improved more in terms of the Beck depres-
sion inventory (mean [SD] scores 12.9 [9.3] and 14.3 [10.8] respectively) than those ran-
domised to usual general practitioner care (18.3 [12.4]). However, there was no
significant difference between the two therapies. There were no significant differences
between the three treatment groups at 12 months (Beck depression scores 11.8 [9.6],
11.4 [10.8], and 12.1 [10.3] for non-directive counselling, cognitive-behaviour therapy,
and general practitioner care).

Conclusions: Psychological therapy was a more effective treatment for depression than
usual general practitioner care in the short term, but after one year there was no differ-
ence in outcome.

What type of study is this?

Study 3

The aim of this study was to assess the impact of a social marketing programme for
distributing nets treated with insecticide on malarial parasitaemia and anaemia in
very young children in an area of high malaria transmission.

Reference: Abdulla, S., ef al. (2001) Impact on malaria morbidity of a programme supplying insecti-
cide treated nets in children aged under 2 years in Tanzania: community cross-sectional study. British
Medical Journal, 322, 270-273.
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prevalence of parasitaemia and haemoglobin levels.
Setting: 18 villages in the Kilombero and Ulanga districts of south-western Tanzania.

Participants: A random sample of children aged under 2 years.

sample and the presence of anaemia (classified as a haemoglobin level of <80 g/L).

on the prevalence of parasitaemia and of 63 per cent (27 to 82 per cent) on anaemia.

impact on morbidity when distributed in a public health setting.

Design: Data were collected at the beginning of the social marketing campaign (1997)
and the subsequent two years. Net ownership and other risk and confounding factors
were assessed with a questionnaire. Blood samples were taken from the children to assess

Main outcome measures: The presence of any parasitaemia in the peripheral blood

Results: Ownership of nets increased rapidly (treated or not treated nets: from 58 to 83 per
cent; treated nets: from 10 to 61 per cent). The mean haemoglobin level rose from 80 g/L to
89 g/Lin the study children in the successive surveys. Overall, the prevalence of anaemia in
the study population decreased from 49 to 26 per cent in the two years studied. Treated nets
had a protective efficacy of 62 per cent (95 per cent confidence interval 38 to 77 per cent)

Conclusions: These results show that nets treated with insecticide have a substantial

What type of study is this?

Study 4

The aim of this study was to investigate the association between consumption of green
tea and various serum markers in a Japanese population, with special reference to pre-

ventive effects of green tea against cardiovascular disease and disorders of the liver.

Reference: Imai, K. and Nakachi, K. (1995) Cross-sectional study of effects of drinking green tea on

cardiovascular and liver diseases. British Medical Journal, 310, 693-696.

Setting: Yoshimi, Japan.

subjected to several biochemical assays.

trend = 0.02).

and disorders of the liver.

Subjects: 1371 men aged over 40 years resident in Yoshimi and surveyed on their living
habits including daily consumption of green tea. Their peripheral blood samples were

Results: Increased consumption of green tea was associated with decreased serum con-
centrations of total cholesterol (P for trend < 0.001) and triglyceride (P for trend =
0.02) and an increased proportion of high-density lipoprotein cholesterol together with
a decreased proportion of low and very-low lipoprotein cholesterols (P for trend =
0.02), which resulted in a decreased atherogenic index (P for trend = 0.02). Moreover,
increased consumption of green tea, especially more than 10 cups a day, was related to
decreased concentrations of hepatological markers in serum, aspartate aminotrans-
ferase (P for trend = 0.06), alanine transferase (P for trend = 0.07), and ferritin (P for

Conclusion: The inverse association between consumption of green tea and various
serum markers shows that green tea may act protectively against cardiovascular disease

What type of study is this?
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Study 5

This study was aimed at investigating the association between keeping birds and the
risk of lung cancer in Sweden.

Reference: Modigh, C., et al (1996) Pet birds and risk of lung cancer in Sweden: a case-control study.
British Medical Journal, 313,1236-1238.

Design: Study based on cases of lung cancer and community controls. Interviews were
performed by two nurses specially trained for this project.

Setting: Three major referral hospitals located in south-west Sweden.

Subjects: All patients aged 75 and under with newly diagnosed lung cancer and of Scan-
dinavian birth who lived in one of 26 municipalities in Gothenburg and Bohus county or
Alvsborg county. Potential control subjects matched on county of residence, sex and clos-
est date of birth were selected from population registries. In the context of a larger study,
information on pet birds was obtained from 380 patients with lung cancer (252 men) and
696 controls (433 men).

Main outcome measures: Odds ratios for lung cancer in relation to whether or not pet
birds were kept and the duration of keeping pet birds.

Results: The adjusted odds ratio for ever versus never exposed to pet birds at home was
0.94 (95 per cent confidence interval 0.64 to 1.39) for men and 1.10 (0.64 to 1.90) for
women. There was no evidence of a trend for increased risk of lung cancer with duration
of bird ownership.

Conclusion: Bird keeping does not seem to confer any excess risk of lung cancer to
Swedish men or women.

What type of study is this?

CSummary ]

So far, we have introduced you to a range of research designs in our west wing of
Saint Research Methods Hospital. With the description of positivism as a philoso-
phy for informing and quiding research practice, we've introduced you to:

e experimental designs through clinical trials, and in particular, randomised con-
trolled trials,

e quasi-experimental designs such as case-control and cohort studies, and
e survey research designs which comprise cross-sectional and longitudinal studies.

Now, in the next chapter we're going to take you to our east wing, where qualitative
methodology and qualitative research methods are being used.
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Chapter 3

Qualitative research
methodologies and methods

KEY THEMES

Qualitative methodology ° Qualitative research methods * Phenomenology °
Ethnomethodology * Symbolic interactionism ¢ Grounded theory °
Constructivism ¢ Interviews ¢ Case studies ° Focus groups ° Participant
observation ¢ Ethnography ¢ Action research ¢ Fourth generation evaluation

LEARNING OUTCOMES
At the end of this chapter you will be able to:

@ Recognise that phenomenology, ethnomethodology, symbolic interactionism,
grounded theory and constructivism guide the use of qualitative research
methods in nursing research with data collection, analysis and interpretation

@ Appreciate that the use of qualitative research methods involves deploying a
range of tools, including interviews, case studies, focus groups, participant
observation, ethnography and action research.
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Clntroduction ]

In this chapter, we are going to learn more about research that involves the measure-
ment of health and health care in a qualitative way, which means the in-depth, rich ex-
periences of participants are unearthed through a range of philosophical approaches
and methods. To tap into the deeper experiences of these participants, this will often
require a great deal of time and effort and revisiting the data you collect on many
occasions. Just as if you were immersing yourself into a swimming pool, qualitative
approaches usually need you to ‘immerse’ yourself in the worlds of your participants
and understand the world from their perspective. You will often need to be 'knee-
deep’ in plenty of transcripts from interviews you have conducted or in observations
that you have made and recorded in your observation diary. Let us introduce you to
what qualitative research is all about in nursing research . . .

IMAGINE THAT. ..

You are that very same cardiac nurse from the Introduction in the previous chapter. You
have got the most trustworthy statistics about smoking as posing a major risk to heart
health and you reqgularly give this information to your patients. However, you have
found that many of the patients do not give much credence to the statistics that you
guote to them. They say to you that you don't know what it's like to be a smoker and
they also mutter to you that they don't like the double standards of some of the health
professionals who advise giving up smoking and yet these health professionals don't
stick to their own advice when it comes to smoking. Something tells you that you may
have missed out on the all-important ‘human’ dimension. These patients are human be-
ings who are interacting with others around them; they are not passive recipients of ad-
vice and they may use role models who have smoked for many years and still not
become ill from it. These patients are not worried about statistics. Instead, you perhaps
need to focus on these patients’ lifestyles, how they see themselves and their health
and how others might influence what they do. You'll need to use qualitative research to
get insights into these areas.. . .

C3.1 Qualitative methodology and research designs )

Figure 3.1 shows you the work that is available in our high-quality east wing. In this
wing we have activities relating to many aspects of qualitative research. The first
area is concerned with qualitative methodologies, and here we will cover things you
need to consider with the overall philosophies and assumptions that are made
when doing qualitative research. To develop on from these philosophies, there is
the second area in the east wing, known as qualitative research methods, which is
a part of the hospital to do with the tools that are used when undertaking qualita-
tive research. So let us show you around and tell you about the work in the first
area in the east wing.
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East wing

Qualitative methodologies
® Phenomenology

® Ethnomethodology

® Symbolic interactionism

® Grounded theory

® Constructivism

Qualitative methods

® Interviews

® Focus groups

® Participant
observation

® Ethnography

® Case studies

® Action research

Figure 3.1 The east wing of Saint Research Methods Hospital.

C3.2 Qualitative methodologies ]

Unlike quantitative methodologies, whose research designs are underpinned by the
philosophy of positivism, qualitative methodologies have a number of philosophies
that underpin the research that is done using this approach. In this section we're
going to outline the more typical and popular qualitative methodologies. We're not
going to cover all qualitative methodologies that exist, but we will rather give you a
‘taster’ of the major ones so that you get a feel for the main ideas underlying this
area of research. In this section, we will introduce you to:

Phenomenology
Ethnomethodology

°
°
e Symbolic interactionism
e Grounded theory

( J

Constructivism.
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Phenomenology

Phenomenology emphasises an understanding of the world from the view of the in-
dividual who is viewing the world; it does not attempt to come to a consensus and an
objective ‘truth’” about how all individuals see the world but it instead gives priority
to each person’s unigue viewpoint of the world. Phenomenology has been written
about and developed by many philosophers. However, for our purposes we are going
to concentrate on the writings of three philosophers, Georg Wilhelm Friedrich Hegel,
Edmund Husserl and Martin Heidegger.

What all of these authors emphasised in their writings is that the key importance
of understanding any phenomena is to understand from the first-person point of
view. This differs from the positivist perspective, which emphasises that only true
knowledge comes through objective observation of the area of interest. By contrast,
phenomenology acknowledges that instead of there being only one ‘truth’, there can
be many ‘truths’. In phenomenology, knowledge results from uncovering each individ-
ual's perceptions, their experiences, the intuitive senses of what they are thinking and
feeling in different encounters with the world. Phenomenology also attaches impor-
tance to measuring the meanings that individuals attach to their experiences. Overall,
the main thing to remember about the phenomenological approach is that the key to
knowledge is obtained by fully understanding how individuals perceive the phenomena
(i.e. the experiences) around them and how they make sense of these phenomena.

Let us give a simple example of the difference between positivism and phenome-
nology. Let us see through the eyes of someone who loves shopping. A positivist re-
searcher would emphasise the person’s love of shopping via how much they spend,
how much time they spend shopping, how many shops they visit. That is, they ob-
serve the person’s behaviour and measure their love of shopping. However, a phe-
nomenologist would emphasise the love of shopping through the person's ‘eyes’, i.e.
their personal experience of shopping. They would want to know how they feel as
they enter the shops, what feelings they experience as they cast their eyes over a
product they want but wonder whether they can afford it, how excited they feel when
they've bought something they really love and they rush home to try it out.

When researching health and health care, phenomenological research can be used
to explore and understand how people cope with chronic illness. It could analyse how
these people see their illness as an integral part of who they are and their relation-
ships with others. For example, does a person with type 1 diabetes see the diabetes as
being a vital part of who they are? Do they feel that they are meeting with ‘kindred
spirits’ when meeting other people who also have type 1 diabetes? Or do they reject
the ‘diabetic’ label and see the disease as only a small part of themselves? Many of
these questions were asked by Watts, O'Hara and Trigg (in press) who explored the
phenomenologies (i.e. experiences) of people with type 1 diabetes.

Ethnomethodology

Ethnomethodology was developed by Harold Garfinkel in the 1960s. It emphasises
that people make sense of the world and are active agents in it; they communicate
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the way they understand the world to others and construct a social world from those
shared understandings. To remember what ethnomethodology is all about, think
about the phrase ‘ethnic’ (as in ‘ethnic group’) as a clue to the perspective that is taken
when using this approach. With ethnomethodology, we are looking at a collective
group of people, with their unigue practices in doing things; through careful observa-
tion of their rites and rituals, ethnomethodology can show you how practices and pro-
cedures in a given group were developed and how certain ways of doing things are
reinforced so that newcomers to this shared social world will be able to re-enact such
practices. Nursing research based on ethnomethodological perspectives would be to
treat the area to be researched as if someone is an outsider and studying a totally new
tribe in an undiscovered world. The questions to be answered in health care research
would be directed at learning more about this ‘tribe’; for example, many nursing stu-
dents have probably adopted this approach when first starting up on a new clinical
placement. They would be looking for the formal, but also the unspoken informal, rules
in the placement. How do fellow nurses treat each other and how do they interact with
other health professionals, the administrators and the patients? Which administrator
is the most influential if you want to get appointments changed? What jargon should
you be using to showing that you are one of the health care team?

This approach can be contrasted with the positivist philosophy underpinning doing
guantitative research with its emphasis on objective measurements. Instead, eth-
nomethodology emphasises the importance of context. Nurse researchers who used
this approach would ask questions like ‘what is going on in the social context within
which nurses are building a rapport with their patients? Do the nurses portray them-
selves as “experts” when it comes to the rights and wrongs of providing health care
or do the nurses see the patients as “co-experts” of their own health and well-being?’
The ethnomethodological perspective would also be enquiring with questions like,
‘What do people usually do around here and how do they justify these habits?' As you
can see, ethnomethodology works from the premise of learning more about the spo-
ken and also the unwritten rules, the rites of passage that newcomers need to under-
take, and the network of activities and interrelationships between people within a
vibrant, ecosystem-like entity.

Symbolic interactionism

Symbolic interactionism was developed from the work of George Herbert Mead,
though the term was introduced by a student of Mead, Herbert Blumer. Symbolic in-
teractionism, like ethnomethodology, is an area of philosophy emphasising that peo-
ple are products of the social world: it also emphasises that people are creative and
have purpose within the social world. Let us unpack what symbolic interactionism is
all about by dissecting its label - researchers using this approach are interested in the
‘'symbols’ in our worlds and the ‘symbolism’ that certain objects and environments
can assume. For instance, what might you be feeling and thinking when you see a fel-
low nurse in their uniform? Are you looking for any signs of rank or status to see who
might be in charge? Is that person wearing a name badge to signify this status? What
might be the importance of nurses introducing themselves to patients by their first
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name as opposed to their job title, rank or surname? How might the patients see
these nurses as a result of being introduced on a more informal level? This is another
crucial aspect to symbolic interactionism, namely that we interact with the objects
that we're presented with. Some patients might feel more relaxed and communicated
to as an equal if treated by a nurse who introduced themselves just by their fore-
name. On the other hand, some patients might see such an approach as being too in-
formal or disrespectful. As you can see from this example, the interactionist part of
this research methodology shows that we are not passive recipients of information -
we are continually responding to it.

In essence, with symbolic interactionism, people don't just conform to the social
world; they place their own meaning and interpretation of social events within the
world and interact in relation to these meanings and interpretations. Blumer (1969)
suggested three things in human behaviour that are illustrative of the dynamic
processes of symbolic interactionism. The first is that those individuals attach mean-
ings to things, and act towards those things based on the meaning they have at-
tached to other things. The second is that the reasons people develop and attach
meaning to things, and how they do so, come from their social interactions. The third
is that meanings that people possess are developed and changed as the person
moves through life and the interpretations the individual makes to different life
events.

An example of symbolic interactionism as a research methodology in a health care
context can be found in Kelly Smith Papa’s (2008) blog (i.e. a weblog or diary on the
Internet), which recounts the findings from her Masters thesis investigating how
older people react to the symbolism that the environment of a nursing home might
evoke. In her research, she was able to illustrate through interview data from nursing
home residents how they saw some of the threatening features that meant a nursing
home was very unlike a 'home' in the conventional sense. For instance, the nursing
homes that Papa (2008) studied were replete with symbolism of death, iliness and
dependency. Indeed, the environment often had a cold and ‘clinical’ feel to it with the
following miscellaneous items . . .

Unfamiliar medical tools such as blood pressure cuffs, medication cart, a poster on
cardiopulmonary resuscitation, reminder notices about proper hand hygiene tech-
niques, large linen carts, and a strange-looking mechanical lift cluttered the
hallways.

Papa (2008) makes a strong case for being continually aware of the messages that
can be conveyed through environments, objects, language and the ways in which all
of this is used in a care setting. As a health professional, are you helping to reinforce
a sense of helplessness and dependency among patients through symbols that foster
such feelings? Or are you tapping into how your patients see you, your health care
team and the care environment? Do you call them ‘patients’ or are they ‘service
users' or ‘clients'? Symbolic interactionism gets you to be mindful of the impact that
various symbols can have on the recipients of your care; these symbols can often be
used to repress, but they might also be used to empower or liberate.
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Overall, symbolic interactionism is an approach that demonstrates how people
make sense of their role in different social contexts, their identity, their own and
others’ behaviours and their interactions with others, based on the meanings they
attach to things. This approach is a significant contrast from positivist approaches
and the use of quantitative research methods in nursing, which tends to assume that
everything means roughly the same thing to people and everything is simply meas-
urable and quantifiable. Symbolic interactionism emphasises the idea that even the
same phenomenon can have many different meanings for many different people and
these dynamics need to be explored through a range of tools that analyse how sym-
bols are interpreted, and used to powerful effect in our social lives. This methodol-
ogy is closely related to the development of grounded theory, which we shall turn to
in the next section.

Grounded theory

Though often a research method, grounded theory is also a perspective (i.e. method-
ology) that informs modern qualitative research. This approach was developed from
the 1960s onwards by Anselm Strauss and Barney Glaser (e.g. Glaser, 1978). It is in-
tended to be ‘a systematic way to generate theoretical concepts and/or concepts that
illuminate human behaviour and the social world' (Tavakol et al., 2006; p. 1).

In a similar way to symbolic interactionism, grounded theory is often used to
analyse social systems and dynamics that become more prominent through careful
scrutiny of how people interact with each other. The analyst who employs a grounded
theory approach is usually focused on the cycles of negotiation and re-negotiation
between people as they develop social norms, values and standards of conduct.

The main thrust of grounded theory is directed towards building theory from spe-
cific samples of data (i.e. it is inductive), rather than having any hypotheses or theo-
ries that are generated first and then tested with the collection of data (this would be
called a hypothetico-deductive or deductive approach). As a result, the development
of research questions with grounded theory is one where there are no hypotheses;
the questions set are open-ended and broad, which allows for an in-depth investiga-
tion of the subject of interest. Research questions evolve in the course of the entire
study as several iterations of data generation and analysis take place.

With sampling of study participants, research using grounded theory does not
start with a predefined sample. Instead, the process is driven by the principle of 'the-
oretical sampling’ (Glaser, 1978). This means that data should be collected with the
express intention of generating theory. To get theory to emerge, progressive cycles of
collecting, coding and analysing data need to be undertaken. Along the way, the the-
oretical sampling will help inform decisions on what data to collect and from whom.
Scott (2003) used theoretical sampling and a range of data sources (i.e. government
reports, observations of practice and 25 interviews) to develop a theory about how
Australian registered nurses adopt different positions when negotiating different en-
counters in the nursing home environment with staff and residents. Scott (2003)
called this theory 'situational positioning’ and she showed how these nurses needed
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to 'position’ themselves according to who is making a request for an action, what de-
cisions were required, etc. This meant the registered nurses needed to negotiate their
position along two dimensions of being more (or less) flexible or rigid and more (or
less) yielding or confronting towards those persons making a demand on the nurses’
time. The theory that developed from Scott's (2003) work has implications for how
registered nurses in such a setting can manage the demands of their roles; such re-
search can show us how the ideals of high-quality nursing care can be compromised
by the practicalities of juggling multiple roles. Overall, grounded theory, in the in-
stance of Scott's (2003) research, was able to show us that registered nurses’ roles
were ill-defined and not used very efficiently. As a result, such research can help in-
form us of more effective ways of managing health care staff resources.

When using grounded theory, data collection and analysis is typically about ‘im-
mersing oneself’ (i.e. living, breathing and regularly thinking about!) in the subject
matter and the social context of the study. Grounded theory would entail collecting
data through interviews (usually unstructured as there needs to be minimal bias from
the researcher’s perspective), observation and analysis of documentary evidence
(textual and/or graphical, such as posters, minutes of meetings, etc.). Data collection,
coding and analysis would all be done in a similar time frame. This would allow the
study to take different turns, or it could progress in a similar direction, depending on
how the first cycle of activity progresses. Overall, the key thing to bear in mind with
many of these qualitative methodologies is that there is an acknowledgement of the
socially constructed nature of knowledge and various perspectives of what consti-
tutes 'reality’. We will now turn to this process of how knowledge is constructed over
time and how this informs qualitative research that uses this approach.

Constructivism

Constructivism is a theory that was developed by Jean Piaget, who emphasised that
individual knowledge in internalised within each person. Piaget argued that much of
the knowledge that we gather through our lives comes from our own experiences,
and that this new knowledge is then placed in our consciousness with all our other
knowledge. However, constructivism emphasises that our previous knowledge im-
pacts on how we treat new knowledge and what that means to us. Constructivism
suggests that we have a framework of understanding that we use to interpret most
new knowledge within that framework. For example, if you are at work and there is a
new patient in the ward and they seem upset, you may understand this new experi-
ence as being a normal reaction by patients who are new to wards because they are
clearly anxious or upset about being in hospital. What is important to note is that
your knowledge has fitted into a framework of previous knowledge. However, what it
also means is that we may sometimes misinterpret new knowledge, or have misun-
derstandings about knowledge. It may be that the patient is in pain or upset about
something else altogether. Of course new experiences may change your framework.
If, for example, you found out later that the new patient was in pain, the next time you
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saw a new patient crying you might additionally check whether they were in pain,
thus changing your framework about knowledge of why new patients might cry.

What constructivism emphasises is that we are constantly receiving (formally
known in the theory as accommodating) and changing (formally known in the theory
as reframing) our knowledge about the world due to our experiences and the experi-
ences of others.

What constructivism has particularly taught us is about learning - that learning is
a very active process, in which we are accommodating and reframing what we know
all the time. In nursing research, the theory of constructivism is used to inform cer-
tain research methods because research can be seen as a learning process, therefore
if it is treated as such there is a need to acknowledge that in research knowledge
needs to be accommodated and reframed based on our and others’ experience.

Overall, as you walk around the east wing of Saint Research Methods Hospital you
will see research that uses some of the above methodologies to get deeper insights
into patient experiences and ‘how things are done around here'. For example, nursing
sister Day is looking at how patients due to have elective surgery perceive and under-
stand the nature of their operation; she is examining the meanings that these patients
are attaching to the consequences of the surgery and the impact on the patients’ feel-
ings about themselves before, and after, surgery. Nurse consultant McGarry is talking
to older patients about the different types of social support they receive, and to what
extent they feel they have experienced a network of support that meets their varying
needs. Research nurse Maltby is talking to patients who do not have English as a first
language, via an interpreter; he is asking them about how they access appropriate
health services in primary care and whether they perceive any barriers to fully access-
ing health care for themselves or for other family members.

So it is within this part of the hospital you will find the staff talking about their re-
search in terms of gqualitative terms of perception, social interactions, meaning and
experience. Let us take you to the next part of the east wing, and introduce you to
some specific common qualitative research methods that are based on qualitative
methodologies.

C3.3 Qualitative research methods )

In this section we are going to discuss the following research methods that are typi-
cally used in qualitative research:

Interviews

Focus groups

Participant observation

Ethnography

Case studies

Action research.
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Figure 3.2 An interview research method.

Interviews

You will have come across the concept of the interview before. That is, an interview is
one person asking another person questions and there is two-way communication in
which the interviewee responds to the questions and further questions often arise as
a result. For a typical illustration of an interview, have a look at Figure 3.2.

In nursing research, interviews are often used to get in-depth qualitative data.
However, a distinction is made between different types of interview and centres on
the difference between structured, semi-structured and unstructured interviews.

Structured interviews are designed to ensure that the interviewer covers the same
specific areas with each interviewee. They would generally comprise of a list of ques-
tions all of which need to be asked and covered in a set order; the interviewer would
normally not be allowed to ask additional questions. This would be done to ensure
that the interviewer didn't influence the information given by the interviewee in any
way. The interviewer might ask the interviewee to sometimes elaborate on something
they have said, or clarify what they said, but the interviewer would not be able to ask
a supplementary question or be permitted to give their own opinions on things.

In nursing practice you would tend to come across structured interviews in the as-
sessment of patients. An example is the Edinburgh Postnatal Depression Scale (Cox
et al., 1987) that health visitors sometimes use, in which a certain number of ques-
tions are asked about a mother’s experiences after having given birth. Although the
mother can elaborate on her responses, there is little in-depth, rich information that
can be gleaned from this structured interview. The mother needs to give a rating for
each question that is asked of her and a score is generated at the end of the interview
session. Structured interviews could be used to gain information, give information or
to motivate the patient/service user in some way.

Semi-structured interviews are a little bit like a natural conversation, in that the in-
terviewer has a schedule of questions or topics that need to be covered, but there is
less emphasis on these areas being covered in a set order or questions being asked in
the same way. As a result, this approach seems to approximate more to a genuine in-
teraction between interviewee and interviewer. The interviewer is looking at the con-
tent of the interviewee's responses and whether the interviewee is addressing the
issues that are of interest or perhaps on the agenda for discussion later on in the in-
terview schedule. The interviewer needs to be an active, responsive and flexible lis-
tener in relation to what the interviewee is saying.

In a similar way, unstructured interviews are more informal when compared to
structured interviews and are also conversational in nature. There might be a few pre-
determined questions or topics for discussion but overall the interviewee is setting
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the agenda. The interviewer might be generally interested in a specific topic but there
is sufficient flexibility for the interviewee to focus on a range of areas that the inter-
viewer might not have anticipated beforehand. An unstructured interview might even
be a lot more dominated by the interviewee doing most of the talking; it could result
in a ‘stream of consciousness' in which interviewees start to say almost everything on
their minds unless there is some careful marshalling of the conversation to cover
areas of mutual interest.

In nursing research, structured, semi-structured and unstructured interviews are
used in many qualitative studies. An example of interviews used in research was pub-
lished by Janice Brown and Julia Addington-Hall (2008). In this, research interviews
were used to explore patients’ experiences of living and coping with motor neurone dis-
ease. Motor neurone disease is a group of progressive neurological disorders that de-
stroy the cells that control voluntary muscle activity such as speaking, walking and
breathing and, therefore, many people who suffer from the disease experience the loss
of mobility and the inability to communicate. From their interviews of 13 adults over an
18-month period, Brown and Addington-Hall were able to identify four major issues that
were most prominent for a person with motor neurone disease. These were:

e Being able to live life as well as possible by keeping active and engaging fully in life.

e That motor neurone disease presents an insurmountable situation leaving the per-
son feeling disempowered, unable to fight for life or against death.

@ The person with motor neurone disease wanted to survive the disease.

e There were considerable feelings of loss and fear about what was going to happen
to them.

Focus groups

In the last section we talked about interviews. A research design that is an extension of
the interview is the focus group. A focus group is a qualitative research design in
which a group of people are asked about their opinions and ideas on a particular topic.
You may have heard of a focus group before. They are used extensively in marketing
to discuss new products or to give feedback on services. Focus groups are also used in
nursing research. Within a focus group a number of questions are put to the group and
participants freely respond, often also interacting with each other, to the question.
Figure 3.3 shows an example of what a focus group set-up might look like.

Focus groups are thought to present a more natural setting than interviews which
are normally one-to-one, and can be quicker (due to there being a number of people)
than gaining information on a one-to-one basis.

Focus groups can be set up in different ways. Sometimes the researcher won't run
the focus group, but get what is known as a moderator to run the group while they ob-
serve the session. Sometimes the researcher might be in the room recording re-
sponses, or they might be behind a glass screen observing the focus group. In many
cases the focus group session might be recorded (either video or audio) so that the
opinions expressed can be accurately monitored. The reason for videoing such sessions
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Figure 3.3 A focus group research method.

is that facial expressions, or expressions of mood, made by participants during the ses-
sion might also be useful information to the observer. This type of information might
help the researcher decide how strongly the group felt about something. For example,
the idea of making patients pay for their time in hospital might be met with a sudden
gasp and look of horror, rather than a collective shrug of shoulders.

There are different variations of focus groups, and the extent of the involvement
of researchers in this process. For example, there is a dual moderator focus group in
which one researcher ensures that the session runs well in terms of interactions be-
tween the participants, while another researcher ensures all the topics are covered.
This contrasts with the duelling moderator focus group in which the researchers
may take opposite sides of a debate. Indeed, one type of focus group research
method is the two-way focus group, where one focus group watches another focus
group and they themselves discuss the opinions of the other focus group.

There are some issues with focus groups. The most often cited problem is some-
thing called ‘groupthink’ (Janis, 1972). This is where people may tend to conform to
the majority position or opinion, even though they don't really agree, because they
feel they will be derided if they disagree with the group, or made foolish for express-
ing their own opinion. As a result, people might come up with extreme and radical
proposals for action rather than taking a more careful approach if they were asked
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about things on their own. However, if a focus group is carefully facilitated by the
moderator, it should be possible for the group setting to create original thought or
generate ideas on a topic or phenomena that researchers wouldn't have found out
about if they had just interviewed each of the participants on a one-to-one basis.

There are other issues that emerge with focus groups. For example, while in a one-
to-one interview the researcher has greater control over the direction and the struc-
ture of the interview. However, with a focus group, keeping this sort of control over
the discussion is much harder, and the group may wander off topic, or their reactions
or opinions may be difficult to gauge.

An example of the use of focus groups in nursing research is presented by Willis
and Wortley (2007). These authors were interested in finding out about attitudes to-
wards influenza immunization among nurses. In the USA, the Advisory Committee on
Immunization Practices suggests that all nurses are immunized against influenza to
reduce the spread of influenza between workers and patients. However, Willis and
Wortley wanted to find out why, despite these recommendations by the Advisory
Committee, influenza immunization coverage of nurses is less than 50 per cent.
These authors ran eight focus groups; four of which were nurses who had been vacci-
nated, and four of the groups contained nurses who had not been vaccinated. What
Willis and Wortley were able to find out from these focus groups is that many nurses
(whether they were vaccinated or unvaccinated) were concerned about influenza vac-
cine effectiveness and safety. They also found that unvaccinated nurses tended to be
less aware of the Advisory Committee recommendations for vaccination.

Participant observation

In the last section we talked about the involvement of the researcher in the research
process as part of the focus group. There is another research method in which the re-
searcher ‘immerses' themselves in the research process, which is known as partici-
pant observation. Figure 3.4 illustrates what the use of participant observation might
look like.

Participant observation is a research method designed so that the researcher can
get close to the research participants, and usually involves the researcher getting in-
volved with the participants within their natural environment. The origins of this re-
search method comes from sociology (the study of the origin, development,
organisation and functioning of human society) and the work of sociologists in the
study of different human societies. Some of the most famous work is Margaret
Mead's work (e.g. Mead, 1928; 1930; 1935) looking at sexual practices among commu-
nities of South Pacific and South East Asian traditional cultures which sought to
broaden traditional attitudes in the West towards sex in the 1960s.

In this work, the researcher goes into a particular community or population and
lives within in that community by participating and observing that culture. In doing so
they are able to develop accounts of the lives of that community and gain unique in-
sights. Participant observation is often done over longer periods of time, sometimes a
few months to many years. The reason for this is that the researcher, over longer time
periods, will be able to get a detailed and more accurate picture of the community.
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Figure 3.4 A participant observation research method.

There are three ways that the researcher might carry out a participant observation
among a community.

Complete participant: this is where the participant completely immerses themself
in the community they are researching. Their participation in the community is not
made known, and thus their true role will be hidden from the community. This is
because the researcher may want to hide the research from participants. We've al-
ready talked in this chapter about how researchers might influence the research
process, but participant observation is usually used when the researcher fears
their presence might affect the participants or might affect the accuracy of the in-
formation. For example, if a researcher was investigating an extreme political
party, they might join the party and pretend to be a member to do their research,
not revealing anything about the research, because they may feel that individuals
will moderate their views or actions if they knew a researcher was present.

Participant as observer: in some situations it is not possible for the researcher to
fully participate in a community. For example, if a researcher was investigating a
drug community who took heroin, it would be ill-advised (in fact irresponsible) that
they started taking heroin so they could undertake a participant observation. Here,
the researcher tells the community they are studying what their role is and in-
volves themselves in the everyday life of the community.

Observer as participant: on this occasion, the researcher almost drops the whole
idea of being a participant. They will visit the community, and may observe its prac-
tices over a period of time and will do in-depth interviews with many of the partici-
pants. However, they will tend to observe processes rather than participate in them.
They will tend to do in-depth interviews with everyone in the community.

An example of how participant observation is used in nursing research was that
carried out by McKnight (2006). One aspect of this study that the researcher was
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interested in was looking at how on-duty critical care nurses seek information about
their practice in their job in terms of how to best treat their patients. McKnight carried
out the information seeking behaviour of on-duty critical care nurses on a 20-bed
critical care unit in a community hospital for 50 hours. McKnight found that the
nurses’ main information-gathering was centred on the patient, seeking information
from people and records of the patient. McKnight found, however, that nurses tended
not to use other information from research papers to inform their practice. She found
that nurses felt taking time to read published information on duty was not only
difficult, but perhaps also ethically wrong.

Ethnography

From participant observation comes ethnography. Ethnography is a research method
used in nursing that has emerged from the qualitative methodology of ethnomethod-
ology. It is used to present an overall picture of a population or sample that will use a
number of methods to build up a picture, one of which could be participant observa-
tion. Figure 3.5 is an example of an ethnographic research method. As you can see,
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Figure 3.5 An ethnographic research method.
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often ethnographers (i.e. those who do ethnography) might use more than one method
to get insights about the social worlds of interest.

As with participant observation, the researchers will involve themselves with the
population being studied over a period of time. They will not only rely on participant
observation but use a number of further techniques to present an overall picture of
that population. Therefore, an ethnographer will undertake a number of activities in
an ethnographic study, including:

e Making direct observations of daily behaviour; this may include participant observa-
tion but can involve other methods of observation, such as unobtrusive observation.

e Conducting interviews and conversations with members of the groups that the re-
searcher is interested in. This might range from minor conversations to in-depth
interviews.

e Examining documentary evidence about how people in the group of interest do
things through documented meetings, displaying signs showing what is or isn't ac-
ceptable behaviour, emails that are sent among group members, etc.

We've put ethnography in the gqualitative research method chapter, however, the evi-
dence collected in ethnography could include quantitative (i.e. number-based) re-
search information, such as how often group members meet, which of the group
members speak the most often in meetings, etc. However, effective ethnographic
analysis will often use this type of evidence to supplement the data collected from in-
depth observations, interviews and the like.

An example of ethnography in nursing research was carried out by Laurie Clabo
(2008). In this work, the researcher examined nursing assessment of pain across two
postoperative units in one teaching hospital in the USA between 2003 and 2004.
Through collecting information from a number of sources, Clabo was able to show
that nurses’ pain assessment practice is not shaped solely by their education and ex-
perience but can be shaped by the social context of the unit on which practice occurs,
suggesting that the ethos, the relationships that exist within the unit and the general
understandings shared by people working in the unit influence how nurses assess
pain among patients.

In the United Kingdom, McGarry (2009) has used an ethnographic approach to ex-
plore how nurses working in the community and older patients negotiated the bound-
aries of their relationships and how these boundaries can impact on the caring
experience for these older patients. McGarry collected data via participant observation
of the work of community nurses and their interactions with each other and with the
patients. She also conducted interviews with the community nurses and older patients
and found that the location and social context of care was pivotal to effective caring re-
lationships; most importantly, McGarry was able to find that the taken-for-granted rela-
tionships between community nurses and older patients are significantly altered when
the location of care has shifted from the hospital to the home. In essence, community
nurses are often keenly aware that they are ‘guests’ in the patients’ homes and that
appropriate boundaries and methods of building a rapport between patient and nurse
need to acknowledge the social context of delivering care.
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Figure 3.6 A case study research method.

Case studies

In nursing research a case study details a particular instance, or instances, that can
be used to provide evidence or data for researchers. A graphic illustration of what
goes on in using the case study can be seen in Figure 3.6.

For example, a nursing researcher wants to look at practices that occur in an accident
and emergency department. To present a case study our researcher might, for exam-
ple, visit one hospital and collect information about the practices that occur within that
department over a week. Then, when the researcher has finished, they would present
the information collected about the practice in that department as a case study.

The case study is a research method that investigates a phenomenon within a real-
life context. A case study might be a single example or the combination of many ex-
amples, and it may include a range of different sources of evidence. In fact like
ethnography, we've put case study in the gualitative research method section; how-
ever, the evidence for a case study might include qualitative and gquantitative re-
search information. A case study might seem like an ethnographic study at face
value, but the important difference is ethnography seeks to describe a community or
population to a full extent based around a social context, whereas a case study will
look at an instance, or instances, to illustrate a particular problem(s) or issue(s).

An example of a nursing case study was carried out by Lauretta Luck, Debra Jackson
and Kim Usher (2008) looking at violence in emergency departments. These authors
picked up on the fact that the prevalence of violence in health sector situations, par-
ticularly in accident and emergency departments, is very high and nurses have an in-
creased risk of being victims of such violence. Luck et al. were particularly concerned
at looking at why violence incidents are under-reported by nurses. In this study Luck
and her colleagues looked at the meanings that emergency department nurses place
on individual acts of violence from patients, their family and friends and what impact
these meanings have upon how they respond to such acts. They explored this in an
Australian emergency department among 20 consenting registered nurses. Using a

63



Chapter 3 Qualitative research methodologies and methods

case study design, in which the researchers used a mixture of qualitative and quanti-
tative research methods (participant observation, semi-structured interviews, numer-
ical data including counts of the number of incidents of violence), Luck ef al. found
out three things that were common to nurses' assessments of violence in their work-
place. They discovered that nurses don't interpret all violence in the same way, and
don't simply report all violence; instead they take into account how much they feel
the violence was personal towards them, what mitigating factors there were and the
reason for the violence in the first place. Therefore, the meanings that nurses ascribe
to the violence contributed to the under-reporting of violence, i.e. they may not re-
port it if they felt the person who was violent didn't mean it, or it was a result of them
having a difficult day, or they were a vulnerable person.

Action research and fourth-generation evaluation

You may remember that earlier we discussed constructivism and the view that re-
search can be treated as an active learning process in which knowledge is accommo-
dated and reframed continually by ourselves and others. Constructivism has been
used to inform action research and fourth-generation evaluation methods. Figure 3.7
shows graphically the cyclical process that is involved in action research in which the
research is carried out, action is implemented and there might be further pieces of
research and further actions as a consequence.

Problem to be
investigated

Stakeholder/
co-researcher

Stakeholder/
co-researcher

Stakeholder/
co-researcher

Stakeholder/
co-researcher

Researcher

Action plan agreed by all

Y

Further collaborative
enquiries and action
plans as necessary

Figure 3.7 An action research method.
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Action research is a process whereby researchers seek to research a problem by
being involved in a collaborative process with a number of other ‘interested parties'.
These interested parties, usually called stakeholders, are representative of agencies or
organisations who are interested in the ‘problem’ being researched. Therefore, if an or-
ganisation (a hospital) was interested in researching a problem in a patient group (i.e.
providing support for people who had cancer), they might, rather than research it them-
selves, hold meetings with some of these stakeholders (e.g. academics who have studied
cancer care, representatives from patients and relatives who are affected by cancer,
health professionals who provide cancer care) to organise and develop the research, so
that it meets the needs of everyone who has a stake in the outcome of the research. The
point is that for these different stakeholders, knowledge of an area will be improved if it
is not just based on the knowledge and experience of a few expert researchers, but on
the knowledge and experience of a number of co-researchers who will have different
knowledge and experience of the problem to be investigated. This also means that there
is more ownership among the stakeholders (and, by definition, co-researchers) when the
research is completed and actions are recommended as a result.

One specific example of action research has been put forward by Guba and Lincoln
(2001) who suggest a certain framework for a certain type of action-based research,
called fourth-generation evaluation. Fourth-generation evaluation emphasises that
research needs to be participatory and collaborative and we will use a summary (now
called constructivist evaluation) put forward by Guba and Lincoln (2001) to illustrate
what this type of research method looks like. A constructivist evaluation would sug-
gest that the researcher considers the following:

e The possible number of stakeholders, and to invite as many as possible to take part
in the research process.

e What information can be gained from the stakeholders about the current percep-
tion of the problem to be researched and the research process they think should
be undertaken.

e A research design which incorporates all these different perceptions.

e To facilitate agreement from the group of stakeholders about what research de-
sign(s) should be used.

e The development of agreement from the group of stakeholders about what phe-
nomena should be explored.

e Where there is no agreement, to recognise competing aspects of the research and
incorporate the consideration of this within the study.

e Ensure that stakeholders are fully aware of issues and where they are not aware of
an issue, perhaps because they are not experts in the area, the researcher will help
develop that awareness through training.

e Establish a suitable forum for discussion between the different stakeholders that
will enable people to share information and concerns about the research.

e Provide written information that communicates the general agreement among
stakeholders and highlights the solutions to any issues that have been raised.
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e Where unresolved issues remain, the researcher is to look at these and see how
they can inform further work.

The main thing to remember about action research and fourth-generation evaluation
is that they emphasise collaboration between a number of stakeholders, there is own-
ership of changes that are implemented, and there is more chance of sustainable
change through having such collaborations.

An example of the way action research is used in nursing research was recently
carried out by Dineke Vallenga and colleagues (Vallenga, Grypdonck, Tan, Lendemeijer
and Boon, 2008). In this study the researchers were interested in improving some of
the decisions made by carers of people with epilepsy and a learning disability in
terms of the risk posed to them. The challenge for carers of residents in this particu-
lar long-stay unit centred on the perception that caregivers often had to find a bal-
ance between risk-taking and protection, as both can have a negative effect on
quality of life for patients. Vallenga and colleagues identified the various stakehold-
ers - the clients, their representatives and caregivers - that are involved in this deci-
sion-making process. By investigating the problem together, the co-researchers
managed to reach an agreement about risks and obtained a commitment to risk man-
agement between all involved. This agreement was used to adjust caregiving to more
fully meet clients' needs and capacities.

CSeIf-assessment exercise )

Which research methodologies and methods could be used to look at the following?

A research unit is undertaking a study to describe life on acute psychiatric wards from
the point of view of patients. It aims to bring a new perspective to our understanding
of the current state of acute wards. The underlying premise is that solutions to cur-
rent problems must be informed by a good understanding of what actually happens
on the wards and what it feels like to be a patient there (Quirk and Lelliott, 2002).

CSummary )

In this chapter, we have introduced you to some of the important considerations
when deciding which qualitative methodology to base your nursing research on. We
have shown you the nuances of doing research through the approaches of phenom-
enology, symbolic interactionism and grounded theory, to name but a few. There is
also a wide array of tools that are available to you when doing qualitative research,
and we have shown you some of the common methods that exist, which include
one-to-one interviews, participant observation, focus groups, ethnography and ac-
tion research. In the following chapter, we are going to get you into doing research
by covering how to develop research ideas and how to start to find out the state of
play in the literature through effective and efficient searches of electronic data-
bases and other bibliographic resources.
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Reading the literature and
generating research ideas

KEY THEMES

Literature review ° Search strategies * Keywords ¢ Library databases °
Internet searches ¢ Brainstorming

LEARNING OUTCOMES
By the end of the chapter you will be able to:

Develop a strategy for searching the literature

Distinguish between the different approaches that are needed when
searching Internet and electronic library databases

Make effective use of keywords and search terms, like Medical Subject
Headings (MeSH)

Read abstracts efficiently and effectively to decide whether it is worth
looking at a resource in more depth

Pull together the literature to generate research ideas through brainstorming.
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Clntroduction ]

IMAGINE THAT ...

You are a student nurse who is on a placement in general practice and you are con-
tributing to the work of the district nursing team that is based in the general practice
surgery. You have found, when going out on the visits to patients’ homes, that many
of the patients are older people who seem to have varying levels of quality of life. You
are concerned that some of the older patients appear isolated and lonely and are
sometimes restricted by their physical health problems too. You mention your con-
cerns to your mentor and your mentor identifies an article (Coubrough, 2008) about
the government asking people to take part in a debate on the future of the care and
support system in the United Kingdom for older people with a view to helping older
people stay active, retain their dignity and respect and have a good quality of life (if
you want to read the article it is at: http://www.nursingtimes.net/whats-new-in-nursing/
minister-calls-for-londons-views-on-care-for-older-people/1744134.article). This gets
you thinking about the older people that you have encountered on the visits and how
district nurses might be able to enhance these patients’ quality of life. It may be that
you can find research into this area that can help you to improve district nurses’ cur-
rent practices and make the situation of these older patients a lot more manageable
for them.

This is one example of how evidence-based practice works and how you can inform
your practice by looking to see what information is out there in the research litera-
ture. This chapter is going to pick up on this theme and show you ways of collecting
information that can inform your practice. Formally, this is known as a literature
search.

In this chapter, we will be returning to this example of looking for research into the
quality of life among older people in community settings.

C4.1 Starting out )

OK, so you've read the article by Coubrough (2008). Where to go next? You've re-
alised you know nothing about these areas. You are sitting down next to a computer,
so perhaps start there. You fire up the computer and type www.Google.co.uk into the
address section of the Internet web browser to use Google as your starting point.
Then, when in this search engine, you type ‘What information is out there on older
people and their quality of life in community settings’ and you then select ‘Google
Search’, you will get the following screen as in Figure 4.1 (though note if you actually
did this now you wouldn't get a screen like this).
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3

&] Done ® Internet
R —
+4 start

Figure 4.1 Output from a search on Google for ‘What information is out there on older peo-
ple and their quality of life in community settings'.

Excellent. 1 out of 10 of 8,780,000 results were found for your query. That's quite a
lot! OK, you could click on the first few links and some of them look promising, such as
a webpage on the National Service Framework for Older People that the Department
of Health has developed. However, maybe it might be better to see what scholarly
articles have been written in the area of quality of life among older people. You could
click on the link that says 'Scholarly articles for what information is out there on
older people and their quality of life in community settings'. This brings up a search
engine known as Google Scholar, which sources more academic publications. Let's
look at some of the first few resources that can be found by using Google Scholar
(See Figure 4.2).

The first article on the list is entitled, ‘The disability paradox: high quality of life
against all odds’, there is a list of the authors (Albrecht and Devlieger), it was pub-
lished in Social Science and Medicine in 1999. There is also a brief excerpt from the ar-
ticle; this doesn't look like it's the abstract/summary but it gives a quick insight into
what's being discussed (i.e. coping with disabilities and still having a decent quality of
life). It has been cited in 265 other resources and you could click on the ‘cited by 265’
link to see who has referred to the article in their own work. By clicking on the title of
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Figure 4.2 A typical screen dump from Google Scholar with a search of ‘What information
is out there on older people and their quality of life in community settings’.

the article, this will often take you to the full article (see Figure 4.3a). There is also
another article that looks potentially useful for the purposes of examining quality of
life among older people in community settings. It is by Davies et al. (1997), was pub-
lished in the Journal of Advanced Nursing (see Figure 4.3b), and is a review of the lit-
erature. This looks potentially more useful to meeting your aims of exploring quality of
life among older patients than the first journal article. There is also another article
(Parker et al., 1998) that came up as one of the first few resources listed with Google
Scholar and this deals with looking at the health status for older people using a tool
called the SF-36, which assesses quality of life (see Figure 4.3c). Overall you are making
progress in finding some answers to your questions about the quality of life among
older patients in the community, but there is no one article with the initial search that
seems to stand out as being the major resource to use.

Overall, we know there is information out there by using Google Scholar but this is
only the tip of the iceberg as there was still only another 566,000 articlestogo...
Even if you just click the next few pages, this might all seem a little overwhelming.
How do you know what information to gather, what is useful to you? To be honest
your head is spinning a little and you're wondering whether this is a good idea? Don't
panic, don't give up. What you need is a Search Strategy.
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Figure 4.3 Some of the first few links from Google Scholar on ‘What information is out
there on older people and their quality of life in community settings’.
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C4.2 Search strateqgy ]

A search strategy is quite simply a way of you defining your research to make sure
you can quickly and efficiently condense a huge amount of information into a man-
ageable quantity for your purposes. It's not only in the scenario above you might be
asked to search the literature. You might be responding to a question that has been
set as an essay or exam question. You might have been asked to do some extra
reading, or prepare yourself for a discussion in a seminar or presentation. In all these
activities you will be searching the literature in some way.

Defining your topic: more is definitely not better

It will save you a huge amount of time if you actually give yourself a general defini-
tion of what you are looking for. The results may not point you in exactly the right di-
rection straight away, but they will give you confidence in rejecting some (in fact
most) of the information you will come across. This is one of the key things you can
do in a literature search: rather than collect information upon information until you
end up with hundreds of pages of information that are unmanageable, concentrate
on a key area that you have defined, if nothing else but to keep your sanity. For exam-
ple, there is little point in identifying 50 research resources when you've been asked
to do a 10-minute presentation in class. There is no way you are going to get all that
information into 10 minutes.

Outline what you already know about the topic. If it's very little, or nothing at all,
then you might try to be a little more general in your search strategy so you can get
to grips with the key ideas. If you know something about the topic then you may al-
ready have a good idea of what you are looking for. If you are an expert, then you per-
haps need to find some key sources that support your current thinking.

In terms of our current search for older people, up to now we've been a little wild
with our search strategy, typing in the equivalent of ‘tell us everything you know about
older people and quality of life in community settings'. This is probably because it would
be fair to say that we are starting out, and really are non-specialists in the area. So let
us instead define our topic by using more focused search terms by typing in synonyms
for community settings like ‘general practice’ or ‘primary care' or ‘patient homes' to in-
clude patients who are treated in the community. When searching for things to do with
older people, we might need to use words that are used in everyday language and per-
haps in research, but some of these terms are not necessarily advisable to use in every-
day clinical practice (e.g. talking about ‘the elderly’ when the acceptable term is ‘older
people’); however terms like ‘elderly’, ‘geriatrics’ and ‘gerontology’ are very useful for
finding highly relevant resources. As we have found from our original search of Google
Scholar, one of the resources that popped up had identified ‘health status’ as being sim-
ilar to quality of life so perhaps this term might also be used when you do your search,
along with other related phrases like 'life satisfaction'. You can begin to see how readily
we can develop a list of words that might help us get a clearer idea of the state of the
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literature into the quality of life among older people in the community. We can do this
through using keywords and subject headings.

Keywords and Medical Subject Headings (MeSH)

Keywords are absolutely crucial to your research strategy. They are really useful in
honing down your searches. When Google was used to do an initial search, it will have
zeroed in on certain phrases and disregarded others that were much too common to
help with your search. The terms that Google will have focused on will be the follow-
ing underlined phrases:

What information is out there on older people and their guality of life in
community settings?

Google will select certain key words (‘information’, ‘out’, ‘older people’, ‘quality’, ‘life’,
‘community settings’) and will disregard other terms that are often used as conjunc-
tions to join up with other words (e.g. ‘what’, ‘is’, ‘there’, ‘on’, ‘the’, ‘and’, ‘their’, ‘of’,
‘in"). In a certain way this is what you must do - identify the keywords in your search.
We would argue that the keywords important to our search are:

older people
community settings

quality of life

Therefore we must start making these words important when putting in search terms
into any search engine in the future, and worry less about the other terms, because es-
sentially search engines like Google reject them. Another thing to note is that Google
doesn't really recognise ‘quality of life" as one word. It saw it as quality and life, and
though it identified links to quality of life, we might do better in future to put the
phrase in speechmarks, “quality of life”, because this will only identify sources with
this phrase. So we've now developed our keywords, but you might also want to see
whether there are other terms that a database uses to categorise things. In the field of
nursing, there is a common set of headings, known as MeSH, which stands for Medical
Subject Headings. We will have a quick look at what you could do with MeSH by draw-
ing on a search of PubMed, the free online version of MedLine. PubMed is hosted
by the National Library of Medicine and the National Institutes of Health for the
United States of America. It is similar to search engines like Google Scholar. However,
PubMed also has the additional features of specialising in the health field and being
able to set limits to your searches, such as only looking for resources published over
the most recent decade, for instance, or exploring resources to do with health care for
a specific age group. MeSH is also another way of limiting your searches. In Figure 4.4
you can see the main screen that is used in PubMed to find out more on what MeSH is
all about. There are some tutorials to help you search using MeSH terms and how to
combine these terms to make for a more sophisticated scouring of the literature.
Entering the weblink http://www.ncbi.nIm.nih.gov/sites/entrez?db=mesh into your
Internet browser takes you to the webpage illustrated in Figure 4.4. We can then find
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Figure 4.4 How to find the Medical Subject Headings (MeSH) in PubMed.

out what alternative terms might exist in this veritable feast of subject headings
known as MeSH! For the purposes of our literature search, we have typed in the term
quality of life in the blank space to the right of ‘Search MeSH for’ that is shown in
Figure 4.4. We obtained the following list (Figure 4.5) of search terms that are encom-
passed within quality of life and there is a definition of what quality of life entails.

It is clear that we could get some potentially helpful results if we entered in
‘life qualities’ or 'life quality'. There are other terms as well, such as ‘Life Style’ and
‘Sickness Impact Profile'. If you click on the links for each of these alternative terms,
you can get more information on each of them. It seems, however, as if ‘quality of life’,
‘life qualities’ or ‘life quality’ might be the terms that could be the most fruitful as
other terms don't seem to capture the essence of what we would like to uncover. It's
also a good idea to note that some other synonymous phrases, borrowed from psy-
chology in this instance, might be useful, for example using a term like ‘life satisfac-
tion". How about the MeSH for older adults? Could this throw up some interesting
alternative terms? From following the same process of typing ‘older adults’ into the
space to the right of ‘Search MeSH for’, we found the following (see Figure 4.64a, b).
Please note that this information on the MeSH for older adults filled up more than one
page so the two images show what it would look like as you scroll down the page.
Again, there seems to be a definition of older adults, and yet it isn't! When typing
in ‘older adults’, we got a definition for ‘frail elderly’ and alternative terms such as
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A MeSH Result - Microsoft Internet Explorer
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Figure 4.5 Medical Subject Headings (MeSH) related to searches on quality of life.

‘Elderly, Frail' and ‘Frail Elders’; it would seem as if there is a special interest in medical
circles concerning the health needs of older people who seem to have multiple health
problems - surely nurses will be more enlightened than this and be looking for older
adults who don't just have all these many health problems. What about the healthier
older adults too? It would seem that there are also other search terms that might be
more relevant and have fewer assumptions about the frailty (or otherwise) of the older
adults. Have a look at the link for 'Health Services for the Aged' - this might be a bet-
ter route. An interesting insight into the search terms using MeSH is what had been
used previously; from 1991 onwards, PubMed and MedLine had used MeSH with the
term ‘frail elderly’ whereas before that time other phrases had been used, such as
‘Aged’ (for 13 years) or ‘Aged, 80 or over’ (for only 3 years). As we can see, the phrases
that are used to explore the medical databases seem to have altered over time and
with changing interests in specific age groups or health needs.

In Figure 4.73a, b, we have attempted to take our journeying into the world of MeSH
one step further to find out more about combining searches with MeSH terms related
to older people and quality of life with a specific focus on the home. To do this, we
typed in home care to find out what terms are used in the MeSH thesaurus. As you
can see in Figures 4.7a and b, it looks like ‘Home Care Services' and ‘Home Nursing'
show the most promise, which are numbered 1and 9 respectively on the list of terms
most closely allied to the concept of home care.
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Figure 4.6 Medical Subject Headings (MeSH) when searching on older adults.
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Figure 4.7 Medical Subject Headings (MeSH) when searching on home care.
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Another thing to bear in mind when conducting searches on the electronic data-
bases is that some terms might be commonly used in the United States, such as 'Home
Nursing', whereas other allied terms are more commonplace to the United King-
dom, like ‘primary care nursing’ or ‘district nursing'. As a result, do be prepared to de-
ploy a range of terms to explore the literature and allow for different types of jargon
being used, depending on the health care system to which the research is referring.

What to search

OK, there are a number of sources out there that can give us information, including
Google, Wikipedia, or electronic databases such as MedLine or PubMed, CINAHL
(which stands for Cumulative Index to Nursing and Allied Health Literature) and the
many books or journals within your institution’s library. This is a lot. All of these areas
can give you information, but the key is to know how best they can be used and when
they should be used. Therefore we're going to outline in this chapter how you could
carry out a literature search using a number of sources to get the best information
without spending endless hours searching the database and at the end you can be
confident you've covered a good deal of the relevant literature.

Figure 4.8 represents our first time-saving idea - giving you a breakdown of how
you should see these resources. What we would suggest is that if you are looking for
general understanding of a topic, or a part of an area, then a good place to start is
with Google or perhaps something like Wikipedia. If you are looking for more defini-
tive theoretical or research evidence then you need to be looking at academic library
resources, be it online (via databases) or in your library.

General ideas, Specific ideas
definitions and and expert
understanding understanding

Library catalogues

Google .
9 Electronic databases
Google Scholar
L Books
Wikipedia
Journals

Figure 4.8 Contexts for searching Internet and library databases.
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It is important to understand that using Google or Wikipedia as the main source for
all your literature is a very bad idea. It's not so much that they can’t give you interest-
ing information, and save some time, but it might give you too much information that
is unmanageable or leads you to lose focus; it might not also give you the best-quality
information as these resources are sometimes not subjected to the same kind of
scrutiny by peer reviewers as, say, in an academic journal. We would suggest using
these sources to only get background information before moving on to the more spe-
cific sources to get an expert understanding of a topic.

Wikipedia

Wikipedia is basically is a free online encyclopaedia. It can be quite useful for getting
general information about topics and give us clues about the major areas to consider.
Some academics use Wikipedia, some do not. Most of all you should never use it as a
source of information in an academic piece of work, but rather as a background source.
Like a newspaper reporter writing a ground-breaking story, you always treat Wikipedia
as your background source. You never cite it in your final work, but it may help you
come a long way in developing your story and point you in the right direction.

How could we use Wikipedia with our current search? Well, we know about older
people and the home setting, but we are less certain what people actually mean by
quality of life. If we search for this in Wikipedia we get a Quality of life page, some of
which is presented in Figure 4.9.

Now this is a good example of a typical Wikipedia page. It's very general and has a
lot of information. There are no citations to academic authors on the page. It is also a
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Figure 4.9 Quality of life according to Wikipedia.
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summary of everything you need to know and touches on many areas, e.g. measure-
ment, politics. However, what it does is give us some crucial information about quality
of life, but it also gives us some irrelevant information. What we need to do now is have
some confidence, see what information is useful to us and take away only that.

Look at Figure 4.9 in a bit more depth. The first paragraph provides some defini-
tion of quality of life and there is some useful information. Here we now know that
quality of life is basically defined as having two components - health and psychology.
So as we progress with the topic, we need to be able to see whether any of this can be
applied to the situation of older people living in their homes. All the other information
is irrelevant to us, it looks at quality of life from an economic and organisational per-
spective. Although sometimes older people might experience economic hardship,
these aspects are not directly relevant to our main concern and so can thus be
ignored for our purposes. It is tempting to think ‘oh this might be useful’ or ‘I've found
this, I've done the extra work, my goodness I'm going to use it'. Ignore it; it doesn't fit
our search strategy which is older people, and their quality of life in the home. What
we do know from this page is that essentially when we're talking about older peoples’
qguality of life at home we're talking about their health and their psychological
well-being. However, using Google, or similar Internet databases, can leave us with a
wealth of information that we are unable to manage, and Wikipedia gives us some
insight, but nothing big on quality of life in terms of older people. We need to turn to
where the real expertise exists, which is in the electronic subject databases.

Electronic subject databases

Today there is little need for students to go running into the library searching the
library catalogue for that elusive book. In times gone by, students would wrestle each
other in a 16-round contest for access to the one journal that has all of the articles.
The time has gone when dishonourable students would move a useful textbook to an-
other part of the library for their own continued use. These days you can find most of
your information online and many research journal articles are also available online
via your library. You can do most of your literature searching from the comfort of
your own home (particularly if your institution allows you outside access to its facility
by way of an Athens account).

There are many electronic databases like MEDLINE (there is a free version available
on the web called PubMed, CINAHL and ASSIA, among others). Your course tutors will
have introduced you to the ones you need to use. However, one main library database
your institution might have access to is Web of Knowledge (WoK). The ISI Web of Knowl-
edge Service for UK Education provides you with a single route to all journal subscrip-
tions that your institution possesses. It allows you access to abstracts for many
resources and links to journal content, if your institution subscribes to that journal.
We're going to illustrate the use of electronic databases by using the example of access-
ing WoK; through this route, we can show you the major strategies to use when search-
ing an electronic database. We're not going to show you how to log on to WoK, as each
institution will have different methods for this. Instead, what we are concerned with
here is the way you use a library database to effectively search the literature.
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Searching a library database: an example using
Web of Knowledge

Searching a library database can be a lot of fun. You get to explore a whole world of
literature. However, to get the best out of it you need to be adaptable and think about
things. What you enter into the database in terms of keywords, search terms, really
determines the quality of what comes out. The quality of what you get out of the
search is dependent on the amount of work and thought you put into the search. It is
not just a matter of typing some things out into the search box and getting some re-
sults, reading through and leaving things as they are. You have to be inventive, and
think about what you are typing in. Most of all you need to think about your search
terms, your keywords, and be adaptable, continually think ‘do | need to broaden out
these terms?’ or ‘do | need to be specific?'. In the next four sections, we're going to
show you five ways of breaking down your search via:

e Title versus topic

Looking for general resources
Looking for recent resources
Looking for highly cited resources

Stop, consolidate, review and STOP!

THINGS TO CONSIDER

Other resources for your literature search

There are other resources to find out more about what research has been done apart
from journal articles, but do remember that reports of many of the top-quality
research studies will have gone through a peer-review process and will be published
in journals that have used this process. However, research is published via books,
conference papers, dissertations, government publications, NHS/Department of
Health publications, indexes/abstracts printed. It may be tempting to go for the other
sources first. For example, if you found a book/report in the area, that would be an
excellent find, so do check places like the book catalogue in your library, or book pub-
lishers, particularly large booksellers, on the Internet to see if there is anything out
there.

However, try not to spend too much time on this, usually if there is a definitive re-
port or book it will be relatively easy to find. Other sources, such as conference papers
and poster presentations or dissertations and theses, are less useful in the first in-
stance as getting hold of the full conference paper or thesis may be very hard to do.
Overall, with these types of resources you might often be left with just the
abstract/summary of the study unless you're able to track down the authors and re-
quest a copy of the paper presentation or you're able to get a digital copy of some-
one's Masters or Ph.D. thesis.
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Figure 4.10 Searching Web of Knowledge by topic and title.

Title versus Topic

The first thing we want to point out is that what literature you might get from a library
database can be very much different depending on whether you search databases via
‘topic’ or ‘title’. The 'Title' search looks at Title information only, and the ‘Topic' option
searches the Title, Abstract and Author Keywords. Take a look at Figure 4.10.

The first thing you will note here is that we've put in the following search terms
‘older people’, 'home’ and ‘quality of life" with ‘AND’ in between them. This is telling
the library database that we want only those articles that have older people AND
home AND ‘quality of life" in them. We've run that search term for Title and Topic, and
in Table 4.1 you'll find the list of the first eight resources that came out of the data-
base. Resources come out of the database as most recent first.

The main thing that should leap out at you is the two search strategies provide
very different findings. In fact, there is no overlap between the two lists, which is sur-
prising as we used exactly the same search terms but just alternated searching in the
‘Title' or 'Topic' part of all of the references stored by Web of Knowledge. We have
highlighted in bold some of the resources that might be of interest for the purposes
of the literature review into quality of life among older people in community settings
(i.e. item 1in the topic list and item 4 in the title list) and we can see from both lists
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Table 4.1 Different findings on ‘older people and home and quality of life' depending on
search by topic or title

When done by topic (609 references found) When done by title (8 references found)

1. Impact of health education on 1. Seniors at Risk: The Association between
health-related quality of life among elderly the Six-Month Use of Publicly Funded Home
persons: results from a community-based Support Services and Quality of Life and
intervention study in rural Bangladesh Use of Health Services for Older People

2. Protecting Personhood and Achieving 2. Health-related quality of life and depres-
Quality of Life for Older Adults With sion among older people in Yerevan,
Dementia in the US Health Care System Armenia: a comparative survey of retire-

ment home and household residents aged

3. Making Meaningful Connections A Profile 65 years old and over

of Social Isolation and Health Among Older

Adults in Small Town and Small City, 3. Quality of life and symptoms among older
British Columbia people living at home

4. Developing community in care homes 4. PEARLS home based treatment signifi-
through a relationship-centred approach cantly improves depression, dysthymia, and

health related quality of life in older people.
5. The impact of social support and sense of g Y peop

coherence on health-related quality of life 5. Quality of life among older people in
among nursing home residents- A question- Sweden receiving help from informal
naire survey in Bergen, Norway and/or formal helpers at home or in

special accommodation
6. Rehabilitation for older people in long-term P

care 6. Predictors of quality of life in older people

living at home and in institutions
7. Growing old in a new estate: establishing ving N InSHEutt

new social networks in retirement 7. Health-related quality of life and health
preference as predictors of mortality among

8. Case management by nurses in primary older people at veteran home

care: analysis of 73 ‘success stories’

8. Functional and quality of life outcomes in
elderly patients following discharge from
hospital

that both these options in the library database provided us with potentially interest-
ing resources. It is intriguing to note that some of these studies have compared the
quality of life among older people in residential or nursing homes versus those still
living in their own homes (see items 3 and 8 in the Search ‘By Topic’ list and items 2,
3,5, 6 and 8 in the title list). It is also noteworthy that there are as many as 609 re-
sources that crop up when we do the search ‘By Topic' and only 8 resources are found
when doing the search ‘By Title'. Therefore, the lesson to learn from this is that you
must use different ways within the menus for the electronic databases to do a sys-
tematic and comprehensive search of the material. Depending on what database you
are using, the search terms you use and the areas within the reference citation that
you are searching (i.e. title vs. topic), you may come up with very different kinds of
information. It is all too often that we have found students will come to us with the
age-old complaint ‘I've searched everywhere for literature and can't find anything!”
However, as you can see from this example, you can very quickly identify a range of
interesting and potentially handy resources by being flexible in the strategies you
utilise when searching the literature.
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THINGS TO CONSIDER

Using abstracts/summaries

In any database, most resources listed (unless they are cited conference papers) will
have an abstract. An abstract is an overview of the resource and lists the main points
and findings from the resource. Therefore when you find a resource that you think
might be of interest, click on the title and it will take you to a full reference for the
resource, including the abstract. This way you can find out more about the research
before you read it. For example, using our lists from Table 4.1 let's look at two of the
following resources that we thought might be of interest; ‘Case management by
nurses in primary care: analysis of 73 “success stories” " and ‘Functional and quality of
life outcomes in elderly patients following discharge from hospital'.

Case management by nurses in primary care: analysis of 73
‘success stories’

Author(s): Elwyn, Glyn; Williams, Meryl; Roberts, Catherine; Newcombe, Robert G;
Vincent, Judith

Source: Qual Prim Care Volume: 16 Issue:2 Pages: 75-82 Published: 2008

Abstract: BACKGROUND: There is interest as to whether case management reduces
unplanned patient admission to hospital. However, very little is known about how the
intervention is delivered and what the most salient outcome measures are. DESIGN:
Qualitative study embedded in a wider evaluation. SETTING: Primary health care.
METHOD: Analysis of case manager case reports in a service innovation evaluation study.
RESULTS: Case management provides home-based care to frail elderly patients using a
process of assessment and medication review. This often leads to new diagnoses, to the
co-ordination of further care and the tailoring of services to suit the needs of individuals.
The benefits reported are complex and relate to improving a patient’s quality of life more
than the prevention or otherwise of admission to hospital. The type of attention provided
by these roles seems to be absent from current NHS arrangements. The role enables time
to be spent assessing the individual needs of patients who live at the margins of independ-
ent living. CONCLUSION: The case managers describe having the time and the skills to
assess a mix of clinical and social problems, and then accessing the correct networks to
help elderly people with multiple illnesses navigate a complex system of providers. More
weight should be given to the ability of this intervention to result in improved quality of
life for patients, and to the investigation of costs and benefits.

Functional and quality of life outcomes in elderly patients following
discharge from hospital
Author(s): McEvoy S, Blake C

Source: EUROPEAN JOURNAL OF PUBLIC HEALTH Volume: 15 Page: 140
Supplement: Suppl. 1 Published: NOV 2005

Times Cited: 0 References: 0
Document Type: Meeting Abstract
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We can see the first resource seems interesting by examining the clinical and social
problems experienced by older people, whereas the second resource is just an
abstract from a meeting; it is a very short note and gives away little information as to
what is covered. Unless you are looking for an exhaustive list, it might be best to ex-
clude this second resource from the list.

Looking for general resources and reviews

Another way of breaking down your literature review is to look for major resources in the
area. ‘Review’, 'meta-analysis’ and ‘meta-synthesis’ are all terms used in research that
describe resources combining the results from several studies to provide an overall re-
view. Meta-analyses and meta-syntheses have specific ideas attached to them that are
used in research, the details of which we're not going to get into, but nonetheless the
point is that these types of resources provide us with potential overviews of an area. To
see whether meta-analyses have been done in the area of quality of life among older
people in the community, we could enter this term, ‘'meta-analysis’ as part of the search
(see Figure 4.11). The list of seven resources below outlines what we obtained with our
original search terms, along with the addition of ‘AND meta-analysis' to these terms.
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Figure 4.11 Finding meta-analysis-type resources on older people, the home and quality of life.
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e Locomotor disability: meaning, causes and effects of interventions
e Physical activity programmes for persons with dementia

o ACNP white paper: update on use of antipsychotic drugs in elderly persons with
dementia

Meta-analysis: protein and energy supplementation in older people
Occupational therapy for community-dwelling elderly people: a systematic review
Predictors of efficacy in depression prevention programmes - meta-analysis

Institutional versus at-home long-term care for functionally dependent older
people.

Again, we've shown in bold the resources that look interesting from just reading the
title, although a read of the abstract/summary might help. These approaches have
thrown up a number of useful resources for examining the quality of life of older people
in their homes.

Looking at recent resources

From our examples above we have highlighted six resources (five resources from the
title and topic search and one from a meta-analytic search), and these were only from
the first few resources to emerge from the search, when there were hundreds that
could possibly be extracted. Databases cover many years. Web of Knowledge, for ex-
ample, goes back nearly 30 years - that's a lot of resources! So you can see how much
information there is out there and how difficult it might be to handle. One excellent
strateqgy is to limit your search to recent years. By limiting your searches to the most
recent five years could help you concentrate your attention on the most recent re-
search and theory development, and aid in making your search as cutting edge and
contemporary as possible.

Looking at frequently cited resources

In the last section, we told you about limiting your search to previous years, but a
guestion remains - are you missing out on influential resources? Well, you can always
find out which resources are the most influential by exploring how often they are
mentioned by other researchers. However, there is a way of finding influential re-
sources on Web of Knowledge quickly and efficiently. With each entry there is a
citation count and this tells you quickly how influential the resource is. For example
when we did a search for ‘older people, home and quality of life' via topic in Web of
Knowledge we came across the following five resources (see Figure 4.12).

As you can see for each resource, there is a note underneath, which says ‘Times
cited'. This value denotes how many times this resource has been referred to by au-
thors in another publication. Therefore, if we compare these five resources, the refer-
ence 'Ongoing work of older adults at home after hospitalization’” has been cited 10
times, the next reference has been cited 43 times, whereas one reference (Farquhar,
1995) has been cited a grand total of 119 times! High citation counts can show you
that this resource might be worth investigating, particularly if the title fits your key

86



Search strategy

72 151 Web of Knowledge [v.4.5] - All Databases Results - Windows Internet Explorer ==X

OO - [t ¥ ¥ B[] () [ivesear | 28]

Flle Edi View Favortes Took  Help

W l%ﬂgm Web of Knowledos [v.., % [@m Wb of Kriowledge [v.4.5. lil 5 - & v [hPags - GToos - 7

Signn | MyEndNote Web | My ResearcnerD | My Ctation Aleris | My Saved Searches | Log Out | Help

ISI Web of Knowledge‘” Take the next step &)

All Databases Select a Database Web of Science Additional Resources

Search | Search History | Marked List(0) |

ALL DATABASES

Results Topic=(older people and home and quality of life)

Timespan=All Years. Scientific WebP|us View Web Resufts == 4
Results: 609 Wipage[sa |ore1 (o) (b Sort by: [Publication Date v
® (CPrint ) (E-mail) (Add to Marked List) (Save to b) (Save to EndNGD, RefMan, ProCilc) [=] Analyze Resulis
£ Refine Results
B wi ezulte
& Search wihin resuts for [ 581 Title: Ongaing work of older aduts at home after hospitalization
2 Author(s): Lough, MA
z Source: JOURNAL OF ADVANCED NURSING Volume: 23 Issue: 4 Pages: 804-809 Published: APR 1996
v General Categories Times Cited: 10
\|  Dsomcea reomoiosr s \Find It 5 NTU
[sociaL sciences (142) m
e — [ 582 Titte: Etiology and prevention of age-related hip fractures
Authors): Hayes, WG Myers, ER; Robinavitch, SN, et al.
v Subject Areas (Refine ) Conference Information: International Symposium on Physical Loading, Exercise, and Bone, Date: NOV 17-19, 1994 UKK INST TAMPERE FINLAND
B — Source: BONE Volume: 18 Issue:1 Pages: ST7-S86 Published: 1996
[m] S G
O SCIENCES & d It & NTU
s )
[]PUBLIC. ENVIRONMENTAL & [ 583. Title: Teaching older patients about their medication
OCCUPATIONAL HEALTH (56} Author(s). Edwards, P
OnursinG (77) Source: Prof Nurse Volume: 11 Issue:3 Pages: 1656 Published: 1995 Dec
[T GENERAL & INTERNAL MEDICINE [Find It 5 NTU
€
T [ 584. Title: ELDERLY PEOPLES DEFINITIONS OF QUALITY-OF-LIFE

Author(s): FARQUHAR, M
Source: SOCIAL SCIENCE & MEDICINE Volume: 41 Issue: 10 Pages:1439-1446 Published: NOV 1995
» Authors Times Cited: 119

................. - nd It & NT

»  Source Titles = [View al of the articles that cite this one|

[ 585. Title: THE CARE PROGRAM - A NURSE-MANAGED COLLABORATIVE OUTPATIENT PROGRAM TO IMPROVE FUNCTION OF FRAIL OLDER-
PEOPLE

»  Document Types

> Publication Years

Author(s): EVANS, LK; YURKOW, J; SIEGLER, EL
Source: JOURNAL OF THE AMERICAN GERIATRICS SOCIETY Volume: 43 Issue: 10 Pages: 1155.1160 Published: OCT 1995
Times Cited: 16

» Languages
For advanced refine options, use

(= Analy: ] Fin
Analyze Results d 1t G NTU
[0 s86. Title: PHYSICAL-ACTIVITY AND PSYCHOLOGICAL WELL-BEING AMONG PEOPLE AGED 65 TO 84 YEARS v

@ et

id=daparert

Figure 4.12 Looking for citations of papers.

searching requirements. The Farguhar (1995) reference does look particularly prom-
ising, as the title seems to suggest that the article is dealing with what older people
understand as being a good quality of life. We then place our mouse pointer over the
‘Times cited’ part of the reference and this takes us to the screen that you can see in
Figure 4.13. Although high citation counts are no guarantee of the overall validity and
reliability of the resource itself, it is an indicator that other researchers think the re-
source is worth mentioning. Therefore it's certainly worth following up resources that
are highly cited.

Also you can further help your literature search by clicking on the number of times
cited as this will list all the resources referring to this work (see Figure 4.13). Do bear
in mind that number of citations for each resource you find might be skewed a little
by how new the resource is; if a resource is relatively old (e.g. published 10 years ago),
it might be referred to by many more authors than if the reference was only two or
three years old. Another thing to be cautious about is whether the resource has
mainly been cited by the authors themselves in other work (known as self-citation).
This is something to be wary about as you should mainly be researching whether peo-
ple other than the authors themselves see the work as invaluable. By clicking on each
of the resources that have cited the one that you're interested in, you should be bet-
ter equipped to discover whether there are many self-citations. Overall, citation
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Figure 4.13 Finding out who has done the citing (an example of Farquhar, 1995).

counts is a fantastic tool, because it provides you with some additional resources that
have followed up on this work and some may be relevant to you.

There is one thing to note here. So far we've emphasised looking at the most re-
cent resources around and to some extent looking for comprehensive resources.
However, the citation count provides you with another way of doing a literature re-
search. Imagine that you have a resource or a key theory that you want to follow up.
Using the 'Times cited' part of Web of Knowledge you can see what other work has
been done in the area by looking at all the resources that cite that original resource.
The list provided by ‘Times cited" will reference all the research work that has cited
that article and therefore you can very quickly obtain a large overview of the litera-
ture in that area. This feature is something that is now becoming increasingly com-
mon in many electronic databases (e.g. Google Scholar) so make sure you check to
see whether it is included in the database you're currently using.

Stop, consolidate, review and STOP!

Even with this cursory review we've generated 9 resources (7 from topic/title, 1 from
using meta-analysis as a search term, and 1 from looking for highly cited resources).
As you can see we've already got a substantial number of resources, with relatively
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little work. We also know, from using our criteria, we've got very recent resources,
we've got some general review resources and we've got resources that are highly
cited. This mixture of literature would provide a firm basis for any review. So the next
skill is about knowing when to stop.

You could endlessly look for resources, but at this stage, perhaps when your num-
ber of resources has got into double figures (i.e. around 10), this would be the time to
start reading. Clearly, this won't be a complete literature review but reading these
first few resources will give you a good idea of whether you are on the right lines or
not. If you're on the right lines, great! If you're not, then you might need to think
about broadening out or narrowing your search terms. Check your search words
against a thesaurus, like MeSH, to see if there are other keywords you could use. For
example:

@ You might broaden out the term ‘older people’ to include ‘older persons', ‘elders’,
‘elderly’, ‘old age,’ or ‘retirement’.

e You might change the term from ‘home’ to ‘community’.

Most importantly, be sensible in your searching. It is most likely that your early ex-
periences of literature searching will have entailed a large-scale collection of any pos-
sible resource relevant to the topic area; by contrast, being sensible would mean not
doing an exhaustive review but rather a selective overview of the recent, relevant lit-
erature. Hopefully all the strategies discussed above will help you achieve this - just
remember it is important to know when to stop searching and actually get on with
reading the resources and writing about them.

THINGS TO CONSIDER

Know your journals!

The advent of the ISI Web of Knowledge Service for UK Education is useful for many
clinicians because there are links between each citation and the resources available in
your institution’s library. However, you may not have ready access to Web of Knowl-
edge and the resources available via this route. If this is so, it might be a good idea be-
fore starting your library search to get a list of journals held in your library or
available as an electronic journal. It will also be crucial to find out which important
journals are the best in the nursing field that you can access via this route; you will
then know which journals you can access and which ones are highly esteemed by
those in the field. This might shape what articles you select in your search.

If you know there is a book or article you need but your library doesn't have it, your
library will usually have an inter-library loans system that will get you any article/book
after you complete a request form and submit it to your institution’s library. After a
short time, the article/book will arrive at your library. In some cases, articles can
be emailed to you via secure electronic delivery. You may need to find out from your
library how many inter-library loans you are entitled to and whether you have to pay
for this service.
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Effective and efficient reading

OK, so you have your 10 articles to start with. This is a lot of reading, and there may
now be the tendency to panic. However, you don't have to read all these articles from
beginning to end. In research you need to gain information very quickly about that ar-
ticle, then if you think it is one of the most useful you might return to it later for full
consideration when you have read others. Below we have outlined a ten-point plan to
approach each resource to read.

Point 1: read for a purpose

Remember why you are reading the article. You will have set aims, be it to answer a
guestion, or to find out about an area. Therefore as you have a number of articles to
read, only worry about information that informs the areas you are interested in.
Remind yourself of this before reading. For example, using our search above, we
would only be interested in information from a resource that informs our understanding
and knowledge of older people's quality of life in the home.

Point 2: overview - read the abstract first

For many research articles the main findings and conclusions of the resource are pre-
sented in the abstract, so always read that. What do the authors say they found and
what were their main conclusions?

Point 3: record the full reference

Record the full reference and where you found it. Nothing is more annoying that for-
getting where something is, particularly when it is crucial to your literature review.
This is also important so you can reference your ideas properly in any write-up of the
literature review you do. It is a well-known fact that in many plagiarism cases, stu-
dents are reprimanded because they have failed to record where they got their ideas
from properly. Making these notes early and clearly will not only improve the aca-
demic quality of your work, but also stop you making mistakes and errors.

Point 4: why has the research been done?

Often in research there is a problem that has been looked at. Often in nursing this will
be for two reasons. The first reason will be to solve a problem. For example, this might
be to report on the usefulness of a drug, or to solve an issue in nursing. Therefore the
research is designed to address or inform us about how to ‘solve’ this problem, whether
to solve it directly or to add to the debate. The second reason might be to test some
sort of theoretical proposition. For example, a nurse researcher could be evaluating if a
certain approach in nursing is successful, such as applying person-centred approaches
and person-centred planning in learning disability care. The problem or approach being
researched will always be stated clearly in the introduction of the resource.

Point 5: what is the central research question?

At the end of the introduction will be a main statement about the aims of the re-
search. This is also sometimes called the hypothesis. Record this information so you
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can focus on central ideas being tested in the research information. Also, this state-
ment might be accompanied by a rationale for the research. This is also useful to
make notes on because it tells you about the authors' thinking and what assumptions
they are making when carrying out the research.

Point 6: what methodology and methods were used?

It is important to record what type of methodology and methods were used. Much of
this information should be in the ‘'methods’ section. There is no need to write out
everything from the methods section, but make a quick note of the type of study.
What methods were used (e.qg. questionnaires, conversation analysis, interview, par-
ticipant observation)? It might also be useful to record whether the work was largely
quantitative or qualitative in nature. If it's not clear, have a quick look at the results/
findings section; if this section is full of statistics, it is probably a quantitative study,
whereas if it's full of quotes from interviews or everyday interactions between nurses
and patients, then it's likely to be a qualitative study. If it has both, then it's probably
a mixed methods study.

Point 7: what are the main findings?

Usually full details of the findings are listed in the results section, but there is no need
to repeat it all. In the first (few) section(s) are a summary of the main findings. There-
fore it is useful to make a note of the main findings using these, as they are obviously
the findings the author(s) found most important for meeting the research aims/ques-
tions of the study.

Point 8: what is the main contribution(s) of the research?

After the reporting of the main findings, the authors will try to establish the impor-
tance of the findings. That is, what is the reader expected to take away from reading
the resource as being the key implications of the study for theory or health care prac-
tice? The author(s) may suggest that the work has solved the problem, or supported
or refuted the idea being tested. They will also identify how the finding fits in with the
current literature or practice. Therefore a quick summary of the main contributions
will be useful to note. If you've read a resource and you're still not sure, then look at
the abstract or the final paragraph of the discussion, this is sometimes the point at
which the authors will emphasise the main contribution of the research.

Point 9: what recommendations/directions are made for the future of
this research? Have the author(s) pointed to any weaknesses in the
study?

In the discussion, the authors will try to make recommendations for future research,
to guide the research onwards. So what recommendations do the authors make and
what future directions do the authors identify? Also, did the author identify any prob-
lems with the research or shortcomings? What weaknesses did they identify and do
they suggest how the research might have been improved?
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Point 10: your own reflections

What did you think of the resource? More importantly what ideas did you come up
with while reading the resource? How did this resource compare with other resources
in the area? Did you think of a research idea, or a better research project while read-
ing the resource? Or did you think of a way that the research might be improved?

Finally, we think it a good idea if you rate the resource in terms of your aims, i.e.
give it a mark out of 10 in terms of how well the resource would help you with your lit-
erature review; with ‘1" being ‘not much help’ and 10" being ‘a great help’. Now this
might seem strange, but after having read through 30 articles and having a limited
number of words to write your literature review, it will give you a brief, at-a-glance
template for condensing and understanding the most important research around in
the area. With limited time and space to write your literature review, this template can
give you the best way of choosing which references make the most difference in help-
ing you to develop a viable research guestion. You can then look at your rating sys-
tem and choose the best resources that fit in with your work.

EXERCISE 4.1

Unearthing the key points from a paper

Read the following research paper by using our “10-point plan’ form on p. 95 and fill in
the sections. Also time yourself - you might be surprised as to how quickly you can
collate information from the paper using this technique.

Case study 1 Falls among older people

Ward, F., Williams, G.A., Maltby, J. and Day, L. (2008) Assessment of nutritional problems and risk
of falling in hospital-based older person care: Brief research report. Optimal Nursing Research,
25 (3), 25-29.

Abstract:

Falls among older people are problematic in the hospital environment and a cause for
concern among administrators, patients, relatives and health professionals alike. In the
current study, the views of 31 nurses on falls’ risk assessment were obtained from a ran-
domly selected sample of 50 nursing staff working in three Care of the Older Person
wards. We focused on nurses’ consideration of poor nutrition among patients as being a
major factor for making falls more likely and hypothesised that there would be a relation-
ship between the type of ward that a nurse was based on and acknowledging nutritional
problems as being implicated with falls. No significant link was found between ward type
and nurses looking at nutrition. We outline the implications for staff training with need-
ing to ensure that more nurses see nutrition as a falls’ risk factor. It is also recommended
that this education does not need to be targeted to those working in only one type of Care
of the Older Person ward.

Introduction:

Falls among older people contribute greatly to mortality and morbidity throughout this
country and the government (Department of Health and Health Care, 2003) has been
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implementing action plans to target this growing problem. The Dietetic Society (2007)
has claimed that one of the major risk factors for falls among older people is that many
of them are undernourished, thus leading to dizziness when older people are mobilis-
ing. In the hospital environment, there should be less chance of older patients not hav-
ing sufficient nourishment, as there should be more control over what food is
administered to them. However, there is evidence that the older patient has problems
with diet and feeling hungry due to polypharmacy (i.e. needing to take a cocktail of
prescribed drugs throughout the day) (Jefferies and Dealer, 2006). In the current
study, we were aiming to see whether nurses involved with care of the older patient
were taking poor diet/malnourishment into account when considering a patient’s risk
of falling. This study focused on the reported falls’ risk assessment practices of a sam-
ple of registered general nurses working at three Care of the Older Person wards in a
community hospital based in a city within the New Pleasant state. We also sought to
explore whether there was a relationship between the type of ward that the nurses
worked on and the reported assessment practices. It was hypothesised that there would
be a link between ward and assessment of diet when examining risk of falling. This hy-
pothesis was grounded in observations by the research team that one of the wards
(Spondlebury) appeared to have patients with higher dependencies than in the other
two wards, which dealt mainly with rehabilitation, and that staff would thus have less
time to consider nutrition as an issue.

Method:

Participants — A random sample of 50 nurses was approached out of the population of 75
full time and part time nurses employed by the hospital. Agency nursing staff were not ap-
proached, as the permanent staff would govern all induction and training in patient as-
sessment and we viewed them as being vital to driving the methods and ethos of patient
assessment. Out of the nurses that we sampled, 33 replied to the invitation letter with a
completed questionnaire (66% response rate), although only 31 of the forms were use-
able with complete data.

Materials — We used the Stanislav Falls Assessment Procedures Index (Stanislav, 2005).
This comprised a 35-item form that requires respondents to identify the factors they con-
sider when assessing an older person’s risk of falling. This questionnaire has been mainly
validated with hospital-based older person care (Stanislav and Spector, 2004) and has
been found to have subscales tapping into three main concepts — physical health, psycho-
logical well being and the mobilisation process. These three subscales have internal con-
sistencies of 0.89, 0.65 and 0.85 respectively.

Analysis — As we were primarily interested in the relationship between type of Care of
the Older Person ward and nurses’ reported assessment of nutritional problems when
examining patient risk of falling, we conducted a chi-squared analysis on these two
variables.

Procedure — Posters advertising the study were placed on staff notice boards near the
three wards and the agreement of the staff unions and the hospital management was ob-
tained before commencing the study. Local Research Ethical Committee approval was
also granted in November 2005. The research team sent the questionnaire to the sample
of nurses via the internal post during the week commencing 12 December 2005. The
forms had a self-addressed, stamped envelope for participants to send their completed
returns to the team by a two-week deadline.
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Results:

Table 1 outlines the distribution of nurses who said that they either did or did not con-
sider nutritional problems among their patients when assessing risk of falling on the
wards. It is noteworthy that only 16 out of the 31 (51.6%) nurse respondents reported
looking out for nutritional problems when assessing falls’ risk.

Table 1 Nutritional problems as a risk factor for falls among older patients

‘Which ward do you work in?’ ‘Consideration of nutrition problems?’
No Yes
Spondlebury 5 6
Wickham 7 7
Hesham 3 3

A chi-squared analysis showed that there was no significant relationship between the
type of ward that the nurses worked on and their focus on nutritional problems among
patients when conducting falls’ risk assessment, X?(2) = 0.059, p > 0.05.

Discussion:

It can be seen from the results that only half of the nurses who responded to our survey
of falls’ risk assessment practices said that they considered nutritional problems among
their patients. This trend is in line with prior research (e.g. William and Hill, 2003)
showing that nutrition is a neglected part of inpatient care for the older person and that
nutritional well being tends to be left to the dietician to monitor (Tidy and Meal, 2000).
Unexpectedly, there was no link between type of ward and evaluation of nutritional
problems as a risk factor, thus indicating that nursing practice seems fairly consistent
within a community hospital setting. There are some potential limitations that need to be
considered. Although our sample of 31 respondents was a sizeable percentage of the
population of nursing staff within the three wards, it needs to be recognised that there
may have been fewer senior nurses obtained with random sampling as they constitute a
relatively small percentage of the total number of nurses employed in the study sites.
Given that it is likely the senior nurses would be more involved with patient assessment
(and falls’ risk assessment) than junior nurses, this could explain why only half of our
sample had considered nutrition as a factor. Further research could aim at replicating the
administration of our questionnaire to staff at other similar wards, but through the use of
a stratified sampling method. Nevertheless, the current trends seem to suggest the need
for nursing practice to routinely incorporate the nutritional status of an older patient and
for nurses to be educated to the impact that poor nutrition among older patients can
have on making the patient disorientated and weak when mobilising. As we did not find
a link between type of Care of the Older Person ward and reported assessment practices,
we would recommend that this education should cover the training of all grades of nurs-
ing and in all types of wards.
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10-point research paper summary sheet

1. Purpose: why you are reading the article?

2. Overview/abstract: main points of the paper

3. The full reference.

4. Why has the research been done?

5. What is the central research question?

6. What methodology and methods were used?

7. What are the main findings?

8. What is the main contribution(s) of the research?

9. What recommendations/directions are made for the future of this research?
Have the author(s) pointed to any weaknesses in the study?

10.Your own reflections:

How long did you take to read the article? minutes
How long did you take to write your summary of the article? minutes
How useful is the paper for your literature review? /10
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(4.3 Generating research ideas ]

There comes a time in all research projects when you will need to come up with your
own research ideas. Unfortunately, ideas for nursing research are sometimes difficult
to generate as you might think that other people have done all of the relevant re-
search and that it's tough to come up with anything new. There are a couple of ways
you can generate research ideas and this is through brainstorming ideas. We're going
to show you two ways of brainstorming - on your own and with others.

Brainstorming research ideas on your own

Brainstorming is a technique for generating new ideas and in essence it is a matter of
you writing down as many ideas as possible. The technique is particularly useful when
you are out of ideas or you want a new way of looking at things; i.e. thinking up new
research ideas. Most usefully you can effectively use the information you got from
your 10-point literature review above.

To brainstorm on your own, get a few pieces of blank paper, a pen and start to jot
down as many ideas as possible to the following questions;

1. From your literature review, what areas have beeninvestigated and what areas have
not been investigated. You might find point 9, what recommendations/directions are
made for the future of this research?, would inform your brainstorming here.

2. What general explanations are provided or concentrated on in this literature? Are
there any ideas here that interest you, or should form the basis of any considera-
tion in this area?

3. Are there any variables or aspects of the research literature that have not been
looked at together before?

4. How have other research projects defined and measured key concepts in the
study? Could these concepts be looked at in a different way?

What you should now have is a list of brainstormed ideas about how to move the
work forward. Now take all your ideas and list them. These are your possible ideas for
research.

Brainstorming research ideas in a group

Another way to brainstorm is with other people. This might be a tutor at work, some
classmates or fellow nurses and other health professionals, managers and service
users. Brainstorming in a group will potentially increase the richness of research ideas.
It may concentrate the research around the literature and may draw on problems/
issues encountered in nursing or clinical practice.

When working in a group you ask the same sort of questions as above. You may
have to introduce them to the topics, and to get a brainstorming group working well
you might need to do the following things.
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1. Define what you want to come out of the session and establish what needs to be
talked about and what doesn't need to be talked about.

2. Appoint someone to write down ideas, preferably on a flip-chart so that everyone
is reminded about what ideas have been developed so far.

3. Suggest that the session is non-critical. That is, you are not there as a group
to evaluate ideas, but to generate as many ideas as possible in an enthusiastic
manner.

4. Try to keep all the participants in the group focused on the issues.

5. Try to have fun, allow them to come up with silly ideas as that will clear their heads,
and allow them to move on to other ideas.

6. Try to ensure that no one aspect is considered for too long. If this occurs people
may shift the debate away from your objectives and into a particular topic.

7. Try to ensure that everyone gets the chance to contribute. If you are having prob-
lems in giving everyone an opportunity to generate ideas, try to shift from one
group member to the next and get them to shout out any concepts that come to
mind. The more you emphasise in the brainstorming process that ideas won't
be edited until as many ideas have been 'splurged’ onto the flip-chart paper as can
be managed.

At the end of this session you also need to make a list of possible research projects
and there is no reason why you can't get the group to provide some opinion on what
research projects would be the best ones to do.

Your final ideas

After your brainstorming sessions you might have at least a couple of research ideas,
and some opinion of which one you could do (if not one that you would like to do). It
is definitely worth noting down at this stage some of your thinking about coming to
that decision, particularly if it is led by some of the ideas in the literature. Often in any
academic resource there is some rationale to the study, and therefore making some
notes now will be useful in any write-up you do.

With that done, you need to finally make a statement about the aims of the
research. This needs to be a clear and simple statement. Sometimes this is done in
the form of a statement, and a lot of research. Whatever the statement, it is worth
making it clear to yourself at this stage of the research process what exactly it is you
want to look at in your research study. It is worth making clear to yourself what
you want look at because it will help you develop your reading into a good study, help
you make decisions about what methods to use, and most of all keep you focused
throughout your research.
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@ (Self-assessment exercise ]

Let us bring these ideas together by you doing something on your own. Think about
your current practice, and think about something you want to know more about from
the research literature. Write this topic in the box below.

Now give yourself 20 minutes on the Internet. Use 5 minutes to find out what you can
from Google, Google Scholar and Wikipedia about your topic, and 15 minutes to find
out what you can from the electronic databases in your library about your topic. Now
write down the main things you found out about your topic from these difference
sources.

How do you think you did? We think you probably found out a number of things about
your topic, and more things than you expected to. It is just a matter of dedicating
some time to the literature search.

ﬁ&] (Summary ]

In this chapter, we have introduced you to methods of finding out more about the
literature before conducting your nursing research. We have shown you how to de-
velop a search strategy and the different methods that can be used to delve into
Internet and electronic library databases such as PubMed and Web of Knowledge.
You should also be more aware of the types of search terms that you can use to ex-
plore these databases, especially with a list of words that the databases use to do
the searches (e.g. MeSH). You should also be more confident in being able to gener-
ate research questions having done this literature search and engaging in brain-
storming activities either by yourself or with others. In the following chapter, we
will take you through some of the processes you need to undertake to set up your
own nursing research study.
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Chapter 5

Setting up your study:
Methods in data collection

KEY THEMES

Data collection methods ¢ Questionnaires ¢ Interviews ¢ Question types ¢
Bias © Error « Sampling ¢ Ethics

LEARNING OUTCOMES
By the end of this chapter you will be able to:

@ |dentify many of the key considerations when planning a research study,
including being aware of issues relating to bias, error, sampling and
research ethics

@ Know when to use questionnaires, one-to-one and focus group interviews, or
clinical/health assessment tools and how to plan appropriately when using
these data collection methods

@ Distinguish between various kinds of questions that can be posed in a
qguestionnaire or interview, such as closed and open questions, and you will be
able to identify the advantages and disadvantages of using these questions

@ Distinguish between different types of interview schedules (i.e. sets of
guestions to be asked) and know the difference between unstructured, semi-
structured and structured interview schedules

@ Appraise and critique data collection methods used by others.
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Clntroduction ]

In the previous chapter, we looked at developing effective research questions through
searching the literature and using methods such as brainstorming, to generate ideas.
In this chapter, we are going to take one further step by matching research questions
with an appropriate research method.

IMAGINE THAT ...

You are that student nurse from the last chapter who was interested in the quality of
life among older patients cared for in the community; you have generated research
ideas and questions as a result of your literature searching and you have typed up a
summary of what you found and the areas still to be researched and you have put this
in your professional portfolio. Your personal tutor has seen this entry in your portfolio
and has told you that you've made some good progress in identifying interesting re-
search but these ideas are not going to solve any problems unless they're translated
into action. Your personal tutor mentions to you that you have a research proposal to
do for one of your modules and you could put some of the literature review in the pro-
posal but you still need to identify how you're going to follow up on some of the re-
search questions you've developed. ‘Where next?’', we hear you cry! The next step is
deciding on an appropriate method to use to address your research questions and to
collect data, if your research proposal is seen as acceptable.

In this chapter we're going to look at some of the most commonly used methods in
nursing research. We're going to describe these methods in detail so you could set up
a good study using any one of them. We are then going to introduce you to some
important considerations you need to make before starting any research, which
involves the ethical treatment of participants and sampling. Being familiar with a
range of methods and data collection will also help you in appraising and reading
research in order to develop your evidence-based practice.

CSJ Choice of method ]

In setting up a study one of the first things you need to do is select the method you
are going to use. Figure 5.1 shows how the different methods described in this chap-
ter are related to quantitative and qualitative studies. This diagram is used to simplify
the ideas in your mind.

There might be a number of reasons for doing the study that will inform your
choice of method. You might have very strong indication of what sort of study you
need to run. For example, if you're studying the effects of a new drug then you will
need to adopt an experimental approach because you need to run clinical trials. It
might be that your research supervisor or colleagues have suggested that they need
a survey to be carried out. However, it may be that you are designing and carrying out

100



Choice of method

Quantitative Qualitative

. @

Figure 5.1 Different types of research methods used in nursing research.

the study by yourself as part of a dissertation. Hopefully this diagram should help you
weigh up what research method to use when doing your research. For example, you
might be interested in taking a quantitative approach to a topic because you want to be
looking at adopting a traditional scientific method in which you can compare patient
groups or relationships between variables such as a patient's depressive symptoms and
suicidal intentions. Therefore you know that the methods open to you are experiments
or surveys. Or you might know that you want an in-depth examination of patients’ expe-
riences and therefore a qualitative approach might be more appropriate.

The importance of guarding against bias and error

However, before we move on, we need to introduce you to two concepts that drive
much of the good practice we describe in this chapter when doing quantitative
research. The quantitative researcher's enemy, so to speak, is bias and error.

Bias

Bias is a major concern for nurse researchers doing quantitative studies. Bias exists
in our everyday life, sometimes it happens naturally, sometimes it happens deliber-
ately. Certain newspapers have a bias toward certain political thought. Some we
might consider more closely aligned to right-wing thought, and some more closely
aligned to left-wing thought. You are biased in terms of what type of clothes you wear,
whether you would prefer to take a friend or a stranger out for dinner, unless of
course that stranger was Brad Pitt or Angelina Jolie. Therefore, we have certain bi-
ases towards certain strangers. We show bias in our choice of TV programmes we
watch. We would like to watch a programme that interests us rather than bores us.
Bias in life is an exciting part of our life. It helps us understand about ourselves (shop-
ping or the library?). However, when it comes to establishing the truth, bias can some-
times distort that. Take for example our politicians. All politicians claim to act in our
best interests, but we know that sometimes politicians are biased and may try to spin
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the 'facts’. Therefore, we can never be certain of what the ‘truth’ of the matter is. This
is also an issue when it comes to research methods. In research it is important that
we establish the truth (or as close to it as we can). For example, if we are trialling a
new drug, we want to know that if people get better when using the drug, it is the
drug that is actually helping people. Therefore, researchers are always guarding
against potential bias.

Error

Error refers to another and more specific issue in research and that is error in measur-
ing: an area where it is possible to make an error. Say for example we ask you the ques-
tion ‘are you happy?' we give you the option of ‘Yes' or ‘No’. Now what we're hoping to
do is measure your happiness. However, there are possible sources of error in this
measurement. For example, you may say 'Yes', therefore you are happy, but you may
not be totally happy, you may just be happier than you are unhappy, but our measure
just determines that you are happy. Therefore there is possible error in our measure-
ment because we've not assessed the correct level of happiness exactly, so our assess-
ment of your happiness is not wrong (you've said you're happy) but has a degree of
error to it. There are many sources of potential error. Perhaps if we asked you two
guestions; are you happy in ‘work" and ‘life in general’ to determine your happiness. If
you answered yes to both then you are happy, but it is perfectly possible that you are
not happy in specific areas of your life, such as a relationship. Again, there is potential
for error here because our measure of happiness, when measuring happiness, might
be open to possible error because it misses out a question on relationships.

There are many sources of possible error and bias in research. It is important to
note that these are often not measurable on their own and are often unknown quan-
tities. For example it is impossible to know what real happiness is, therefore asking
people are they happy and determining on that whether they are happy or not has a
huge possible amount of error, because the extent and depth of happiness is probably
unknown and would make your head hurt just thinking about how to measure it. How-
ever, rather than simply giving up, researchers persevere. As a researcher it is almost
impossible to eradicate all possible sources of error from research, but researchers try
to guard against possible biases and error so they can establish confidence in their
work. For example, when you write an essay there is the risk of bias and error. You may
read only a certain section of the literature and give one side of an argument (i.e. a
bias) or you may not account or document a particular idea properly (i.e. an error). If
you hand in this work with many biases and errors you may not expect to get a good
mark. However, if you wanted a good mark, which represents confidence in your work,
you would try to read all sides of the literature (by doing a comprehensive literature
search) and try to make sure you understood and relayed concepts properly (by check-
ing with your lecturer or colleagues that you properly understood it). You can't remove
all possible biases or errors from your work - you haven't got infinite time to read the
literature, or space in your essay to put all your ideas down. Nor may you exactly un-
derstand every concept, but by reading and checking your work you are trying to re-
duce the possible biases and errors you make.
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It is the same for quantitative researchers. They try to gquard against possible bias
and error to produce confidence in the results. They do this by trying to ‘control’ the re-
search, and often, particularly in experimental research, these controls are needed to
eliminate alternative explanations of research findings. In each of the methods de-
scribed we will see how researchers try to guard against bias or error. This might be
with the quantitative experimental researcher who tries to ensure that they don't influ-
ence results by putting only healthy people into one trial group and unwell people into
another trial group so a drug doesn't seem to have a positive effect on health when in
fact it is due to one of the groups being in greater health. Each researcher is trying to
guard against bias and error in their research to boost confidence in their results.
Therefore in each description of each method, the good practice we describe will help
you as a researcher produce confidence in any findings you get from your research.

THINGS TO CONSIDER

Systematic and random bias and error

We've tried to keep the explanation of bias and error above simple, but it's worth not-
ing some formal terms about error, just so that when you come across it in the litera-
ture it doesn’t confuse you. Bias and error are considerations to make regarding the
accuracy of the research. Both these concepts are regularly split into two ideas, ran-
dom bias/error and systematic bias/error.

Random bias or error are the result of unpredictable factors affecting the research.
For example a random error might be that you are carrying out your research among
clinical out patients suffering from seasonal affective disorder during January and on
one day of your research the sun may be out, so everyone you see on this day is in a
particularly good mood, when normally everybody has complained about the weather.
This might affect the answers they give. This is an unpredictable factor and you may
not realise, or even be able to assess its effects.

Systematic bias or error results from factors which consistently affect the re-
search. For example it may be that your research has been carried out among
another sample of outpatients while noisy building work has been going on in the
hospital. Regardless of when the study was being conducted, people's answers
may have been affected by the noise. For example, all your participants may have
given you short and concise answers to interview questions so they could get
away from the noise and go back home.

CS.Z Experimental methods ]

In Chapters 2 and 3 we covered a number of experimental designs: experimental,
quasi-experimental, clinical trials, randomised controlled trials, case-control design
and cohort studies. We are not going to describe all these research designs again, but
you should consult the descriptions of them when thinking of an experiment so you
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can explore possible different ways of running an experiment. In this section we are
going to describe some of the common steps that need to be taken or considered
when running an experiment. Overall we are going to describe what aspects should
be ‘controlled’ for in any experiment by using the ‘gold standard’ of randomised con-
trolled designs. This is because randomised controlled designs are designed to con-
trol as many variables as possible in the research design. Randomised controlled
trials (RCTs) are the most commonly used in nursing and medicine across all types of
clinical trials described above.

The main aspect of RCTs is the idea of controlling against potential bias and error
so as to establish greater confidence in the result and present the strongest consider-
ation of a study, treatment or intervention. Though there are many developed as-
pects of RCTs we are going to introduce you to three concepts that are common
features of these trials that control against bias. Here, we are going to introduce you
to the following issues of: (1) the placebo effect, (2) randomisation of participants and
(3) 'blind” administrations.

The placebo effect

One phenomenon that occurs in research is the placebo effect. The placebo effect is
an effect felt by an individual of improvement in health that the individual feels is the
result of an intervention (i.e. medication), but the improvement in health is not due to
the intervention.

An early example of the placebo effect came from the French pharmacist Emile
Coué, who lived between 1857 and 1926. Coué worked as a pharmacist in Nancy and
was horrified when he discovered that he had dispensed the wrong prescription to
one of his customers. He was then surprised to find that the patient recovered. Coué
then found that he could show an improvement in the efficacy of a medicine among
patients simply by praising its effectiveness to the patient. This later led to Coué de-
vising the phrase 'Tous les jours a tous points de vue je vais de mieux en mieux’, which
you may better recognise as 'every day, in every way, I'm getting better and better’.
Coué used this method in psychotherapy and was able to show that this positive
thinking led to better health and recovery from illness.

A well-documented example is the reports of Dr Nelda Wray (professor in the
Department of Medicine, Baylor University) and Dr Bruce Moseley, team physician
of the Houston Rockets (@ US basketball team) and a member of the Association of
Professional Teams. These researchers became suspicious of the effectiveness
of arthroscopic surgery (‘keyhole" surgery of joints which involves some cutting and
manipulation) for arthritis of the knee. In this surgery the surgeon rinses out the joint
with fluid, shaving any rough cartilage and other torn fragments, getting rid of the car-
tilage, crystals and cells that cause inflammation thus reducing mechanical stress.
Bruce Moseley and colleagues (1996) started out treating ten former military male pa-
tients suffering from arthritis. Two of the men underwent the arthroscopic surgery,
three just the rinsing alone and five had no recognised surgical procedure - instead

104



Experimental methods

Moseley stabbed their knee three times with a scalpel. Six months later all 10 patients
still didn't know whether they had undergone surgery or not, but all reported less pain.
Furthermore, none of the patients reported being unhappy with the outcome of the op-
eration. This led to a larger and more detailed study among 180 patients (Moseley ef al.,
2002) in which a number of different variations of the surgery were tried. The re-
searchers concluded that there were no differences in patient satisfaction or clinical
outcome between any of the patient groups, with all three groups showing improve-
ment, though in the long term conditions returned to preoperative levels. Moseley and
colleagues concluded that the observed improvement was due to the placebo effect.

There is some debate about how powerful and permanent placebos are. Hrobjarts-
son and Gotzsche (2001) looked at 114 clinical trials and found little evidence that
placebos had powerful clinical effects. However, the introduction of a placebo control
can provide an effective insight into what a treatment or intervention can accom-
plish. With randomised controlled trials, a researcher could try to compare the effec-
tiveness of a medical treatment against a placebo to control for possible effects and
to make the experience for the participants as close to the experience of the person
undertaking the intervention or treatment. In clinical research, a placebo effect oc-
curs when an intervention has no medically known effects but beneficial effects
might still have arisen due to the person taking the placebo believing that the inter-
vention is meant to have positive effects. To use an example of testing a new drug, ad-
ministration of the new drug to one group will need to be accompanied by the giving
of a placebo intervention to another group (i.e. the control group). Therefore, any
beneficial effects of the drug can be compared to the effects of someone taking a
placebo.

There is one thing to note about the use of placebos: in some clinical trials the use
of the placebo may not be ethical. For example, in testing a new contraceptive pill, it
would not be ethical to administer some participants in the clinical trial with an effec-
tive pill and others with a sugar pill.

Randomisation of participants

The first aspect is that there is some randomisation of patients in clinical trials. Imagine
you are testing a new drug and have the intervention group of people who are taking the
drug and you have the placebo group of people who are taking a sugar-coated pill.

In all RCTs a central aspect is the random allocation of participants to the different
groups. This is the only sure way to control for possible bias. A popular example of a
problem of possible bias in participant bias is the problem of participant self-selecting
bias. In this example imagine you were running a trial for an antidepressant (A-D
800) and you were recruiting volunteers at a local university by advertising the study
around the campus. Say, for example, you allocated the first 20 people to arrive to
the placebo group, and the next 20 arrivals for the treatment drug A-D 800. You then
carry out the clinical trials and actually find that there is no difference in the level of
depression in the groups. Therefore, you would conclude that there was no evidence
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Figure 5.2 The need for random allocation in clinical trials.

for the effectiveness of the drug. However, now imagine that there actually was a
problem with your sample selection. The first 20 people who came along were per-
haps more eager and active than the last 20 people. Certainly, the first 20 people
were more likely to be up earlier, they were certainly more enthusiastic about taking
part in the study, while the last 20 people may have dragged themselves along to the
study. Therefore, the failure to find any difference between the placebo group and the
treatment group may not be down to the failure of the drug, but instead to the differ-
ences between the samples. For example, depressed people sleep in later and are less
enthusiastic and, therefore, the last 20 people may have been more depressed. There
may have been a positive outcome for A-D 800 but it is masked because though the
drug helped people become less depressed, the treatment group before the trial was
more depressed and although the drug lowered individual's depression in this group,
it was no different to the placebo group after the trial (see Figure 5.2).

This is a rather simple example. Nonetheless the randomised allocation of people
to different subject groups, whether to treatment groups or placebo groups, is a
feature of RCTs. For example, Stotts et al. (2003) used a randomised clinical trial of
nicotine patches for treatment of spit tobacco addiction among adolescents. In this
study, they researched three groups and participants were allocated to each group
randomly. The control group received some counselling and then a follow-up phone
call two weeks later. The two intervention groups received a six-week behavioural in-
tervention; one of the intervention groups received active nicotine patches while the
other intervention group received placebo patches. The authors found that behav-
ioural intervention proved successful but the nicotine patch offered no improvement
to the rate that the adolescents cut down (or eliminated) spit tobacco use. What is im-
portant here is that because you know people were allocated to each group randomly,
you have increased confidence in their findings. There is one thing to note about ran-
domisation: it does not guarantee fairness or equality in allocation; it just makes it
much more likely.
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‘Blind" administrations

The physician’s belief in the treatment and the patient’s faith in the physician exert
a mutually reinforcing effect, the result is a powerful remedy that is almost guaran-
teed to produce an improvement and sometimes a cure.

(Skrabanek and McCormick, 1994, p. 13)

An important aspect of RCTs is that those involved in the trial do not know what
treatment individuals are receiving, be it a real treatment or a placebo. First of all it is
important that the participants in the trial do not know what treatment they are re-
ceiving. If individuals knew they were receiving a treatment drug the researchers
would not be able to control for the placebo effect, because those taking the treat-
ment drug may influence the effects of the drug because they believe it will work.
Therefore, in RCTs researchers do not reveal to the participants what and which type
of treatment they are taking. This is known as a single-blind trial, where the re-
searcher knows the details of the trial but the patient does not.

However, many researchers have pointed out that it is important that they, or the
person administering the study, also do not know what treatment participants are re-
ceiving. This is because the researchers might consciously or unconsciously treat the
participants differently when administering the drug. They may, for example, feel
guilty for administering a worthless pill to those participants who are only receiving
the placebo and be additionally nice to these patients. Equally, they may really want
the treatment drug to work, because they are desperate for a cure to be found and so
may act differently with those people taking the treatment drug. Regardless, if the re-
searcher knows which drug they are administering then they may influence the results
in many different ways. Therefore, RCTs are often ‘double-blind" operations, where the
participants and the researchers (particularly those administering the treatment) are
unaware which participant is getting the study treatment and which participant is get-
ting the placebo. Usually another researcher, not involved in the administration of the
drugs or the day-to-day running of the study, will, through randomisation, allocate
who is getting the treatment drug and who is getting the placebo.

In nursing the most common form of experimental design is a clinical trial. These
can be prevention trials, screening trials, diagnostic trials, treatment trials and
quality of life trials. Each of these has a different function. However, common to all
these trials is the use of RCTs in which the possible bias that can occur in any treat-
ment or invention are attempted to be controlled for through randomisation, ‘blind’
administrations.

(5.3 Questionnaires and survey research )

Questionnaires and surveys can be used to collect quantitative and qualitative data.
However, a lot of questionnaire and survey research will contain measures that use
guantitative ways of scoring of questions to assess whatever the person is measuring.
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In this section we're going to introduce you to commonly used ways of constructing a
guestionnaire or survey, including some advice on making up your own gquestionnaires.

What is a questionnaire or survey?

A guestionnaire, also known as a survey, a measure or a scale, usually provides a set
of questions from which the person chooses one of many options in answer to a par-
ticular question or statement, or asks the respondent to provide some written infor-
mation about a particular area or a number of different areas. Types of questions and
possible responses can vary wildly, but at the heart of most questionnaires and sur-
veys is the need to collect information that can be quantified.

There is no golden rule for when to use a questionnaire, but there are a number of
factors about a questionnaire which suggest when it might be useful to use a ques-
tionnaire/survey as your research method:

e When you need a large sample. Questionnaires are relatively simple to administer
and the research does not necessarily need to be supervised, or the researcher
present, when the guestionnaire is being answered. Therefore you can administer
guestionnaires to many people at the same time.

e When time is limited. Questionnaires tend not to be a time-consuming method of
collecting data. Usually questionnaires and surveys are brief, particularly due to
the way questions are asked, therefore allowing a lot of information to be collected
in a relatively short period of time.

o When resources are limited. Questionnaires are not expensive. Though all research
can be expensive in terms of preparation, in terms of each person the administra-
tion of the questionnaire is relatively inexpensive when compared to an interview.
Many questionnaires can be photocopied and sent in a matter of days, while a se-
ries of interviews will need to be taped, administered separately and involve people
(be it the researcher or the participant) travelling to and from interviews.

e To protect the privacy of participants. Questionnaires can be relatively anonymous,
particularly if when the questionnaires are returned there is no way of identifying
the respondent (i.e. through the mail or a postbox). This can be useful when there
are embarrassing questions of a personal nature that the participant might be
happier to respond to anonymously rather than face to face.

Designing a questionnaire or survey

There is some general good practice and specific knowledge you need when de-
signing a questionnaire. Consider the following two questionnaires that examine
a patient's satisfaction with waiting times following admittance to an A&E unit
(Example 5.1, below). The aim of this research for both of these questionnaires is to
find out the visitors' experience of the A&E unit and to somehow assess how posi-
tive the experience was for them.

108



Questionnaires and survey research

Example 5.1 Two questionnaires compared: their items and response
formats

Patient Experience Questionnaire 1
1. Gender: Male/Female
2. How did you happen to be in the A&E unit?

3a. Overall, how would you rate your experience in the A&E unit?

3b. If you had to give your experience a rating out of 10, what would it be?

@0 M1 @23 @E@4M5(@6 M7 D8 (9 K10

4. Think about the times when you've visited other A&E units as a patient or accompa-
nying someone. Also think about when you’ve had a similar injury. Also think about a
time when you had (or the person had) a similar injury to the one you recently experi-
enced. How would you rate your current visit out of 10?

@01 @W2d3@4MSE6M7 D8 (K I0

5. During your visit at the hospital you will have met some of our very helpful staff.
Just how helpful were they?

(a) Only sightly helpful (b) Quite helpful (c) helpful (d) Very helpful

6. Overall how would you rate the treatment given to you/patient during your time in
the A&E unit?

(a) Extremely poor (b) Very poor (c) Poor (d) Quite poor (e) Slightly poor

(f) Neither poor or good (g) Slightly good (h) Quite good (i) Good (j) Very good

(k) Extremely good

Patient Experience Questionnaire 2
1. Sex?

2. How did you happen to be in the A&E unit?

(a) As a patient (b) Helping a patient

3a. Overall, how would you rate your experience in the A&E unit?

(a) Very negative (b) Negative (c) Neither negative nor positive (d) Positive

(e) Very positive

3b. Are there any other comments you would like to make about your overall experience
in the A&E unit?

4. How does the current experience compare to your experiences of A&E units in other
hospitals?

(a) Much worse (b) Slightly worse (c) Neither worse nor better (d) Slightly better
(e) Much better

5. During your visit to the hospital how well would you rate the helpfulness of our staff?

(a) Very unhelpful (b) Slightly unhelpful (c) Neither unhelpful nor helpful (d) Slightly
helpful (e) Very helpful

6. Overall how would you rate the treatment given to you/patient during your time in
the A&E unit?

(a) Very poor (b) Poor (c) Neither poor or good (d) Good (e) Very good
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Let us consider these two surveys within a number of factors important to ques-
tionnaires.

Closed versus open questions

The first thing to consider is that many researchers make the distinction between two
different types of questions: open-format or closed-format questions.

Open format are questions that asked for some written detail but have no deter-
mined set of responses. Therefore any answer can be given to these questions. These
types of questions lead to more qualitative data because the number of possible re-
sponses that could be obtained is large. Take, for example, Question 2 in Question-
naire 1 ‘How did you happen to be in the A&E unit?’, which could lead to a large
number of different responses. However, this wouldn't lead to getting the rich qualita-
tive data that you might get from an interview, mainly due to there being limited
space to write responses in a survey and the pressure to respond relatively quickly.

There are problems with open-format questions in a survey. Given that they pro-
duce a large number of possible answers, each potentially different, they may cancel
out the advantages of a questionnaire which can be time-consuming for the partici-
pant if it takes a long time to fill in. This contrasts to an interview situation where the
respondent speaks. Open-ended questions in a survey will make research participa-
tion seem like an exam, making the participant bored and perhaps less inclined to
spend as much time as they could on the question. Open-format questions are also
time-consuming for the researcher, who has to analyse all the different answers.

However, open-format questions can reveal high-quality data, particularly when
there is no other way of asking the question. Therefore to be truly useful in a survey the
use of open-format questions need careful consideration. It is often suggested that
researchers limit or avoid the use of open-format questions in a survey, and if they do
use them, they will usually put the question at the end of the survey.

Therefore in surveys you will tend to see a lot of closed-format questions. Closed-
format questions are those where there is a short question or statement followed by a
number of options. For example Question 3a in Questionnaire 2, ‘Overall, how would you
rate your experience in the A&E unit?' is followed by a number of options; (a) Very neg-
ative (b) Negative (c) Neither negative nor positive (d) Positive (e) Very positive. You can
see from this question that the respondent cannot just write their opinion, but is instead
asked to indicate their experience in terms of their positive or negative experience.

However, this highlights a potential issue with closed-format questions: they do
not look for a wide range of experiences or information, but a specific piece of infor-
mation. The main aim of closed-format questions is to break down respondents’ sur-
veys into data that can be quantified and that supplies the information you want to
know (i.e. you can say that so many people choose option a, so many choose option b
etc. etc.). However, you also need to be mindful that respondents may have other
things to say about their experience. You should ask the question you want simple an-
swers to, but if you feel there is a need to obtain slightly more information, i.e. give you
a little more data on why people found the experience positive or negative, or if you
want to give people room to express their opinion, you can always ask a supplementary
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guestion such as 3b in Questionnaire 2, ‘Are there any other comments you would like
to make about your overall experience in the A&E unit?'. This allows people to ex-
press opinions if they wish, but if they have nothing further to say they don't feel
obliged to add to their answer, allowing them to move on to the other questions.

In most surveys, you will tend to see closed-format questions, with either no use of
open-format questions, or if they are used they will appear at the end or are supple-
mentary questions.

Clarity of questions

Whether you are asking open- or closed-format questions, you have to ensure that
the wording of your questions is clear. Good practice says that questions must be
clear, short, and unambiguous. Compare question 4 in both questionnaires. Clearly
the author of question 4 is trying to get the respondent to compare their experience
with an occasion and injury that was similar, and a recent experience. This is an ad-
mirable aim, but the question is so long that it is confusing and leads people to per-
haps think of many occasions. Question 4 in the second questionnaire would be a
more typical question to ask, it is shorter and the meaning is clear. It may not be as
exact, but it is unlikely to cause confusion. That said it's not perfect, some people may
have never been in an A&E unit before, and would be unable to answer. This highlights
how hard it is to write survey questions.

The main aim of writing a good survey question is to make sure that the question
will not mean different things to different respondents. This is very important. If your
guestions are ambiguous (the meaning can be interpreted differently) then your par-
ticipants will in fact be answering different questions. This will muddy your results be-
cause you will never be sure what interpretation respondents have been answering.
For example, the question ‘Did you see the patient in a bad mood?’ could mean ‘Did
you see a patient who was in a bad mood?’, or ‘Did you yourself see a patient whilst
you were in a bad mood?’

There is other good practice for writing survey questions. Try to consider language
or culture and make sure that all of the questions can be understood by all sorts of
people. Remember those who may have a poor reading age and try to make the ques-
tions as simple as possible. Some of the questions may seem patronising, but people
who have a high reading age will still be able to understand the question. Also try to
avoid jargon or technical language, particularly abbreviations. Not everyone knows
that A&E means accident and emergency and ENT means ears, nose and throat.

Leading questions

Leading questions are those that try to steer the respondent to a particular answer,
or in the direction of a particular answer. Take for example question 5 in both ques-
tionnaires 1 and 2 above. Let us first consider question 5 in questionnaire 1. There is
no doubt that all hospital staff are helpful at all times, but to a larger extent this ex-
ample is trying to lead the respondent to (a) assume during their time in hospital the
staff were helpful (b) indicate only the degree of the helpfulness. Respondents, in
answering this question, are unable to indicate that the staff were unhelpful. Let's
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take questionnaire 2 which, though rather less upbeat in its questioning, means
respondents are able to indicate whether their experience of staff helpfulness
was either positive or negative.

However, leading questions can arise inadvertently and can occur due to the phrasing
of the question. For example:

A. Do you agree with recent government attempts to oppose increased funding of
the NHS?

B. Do you agree with recent government attempts to support decreased funding of
the NHS?

There are possible different interpretations or opinions based on the positive and
negative use of oppose/support and increased/decreased because essentially they
are asking different things, even though you've just swopped the wording around.
However, such differences do not become apparent until you actually write the ques-
tions out.

Other types of questions to avoid

There are other types of questions you should try to avoid or at least be aware of:

e Embarrassing questions. Generally, questions dealing with personal matters should
be avoided. This is because this may make your respondent feel embarrassed or
uncomfortable and doing research that causes this type of feeling in participants is
not good practice, indeed it is frowned upon. Equally it is not good for the researcher
because it may lead the participant to give incorrect or misleading information, or
fail to complete the rest of the questionnaire. That said, research in nursing will
sometimes have to ask potentially embarrassing questions, particularly about
things such as their health, medical history, their diet and even sometimes their
sexual health. This is where survey research can be useful, because it can allow
individuals to fill in questionnaires anonymously or at least in privacy and so they
may be more likely to reveal this information. Great care should be taken when
asking personal or potentially embarrassing questions, and you should spend a lot
of time thinking about how to best ask them.

e Hypothetical questions. Hypothetical questions are those that place the individual
in a situation they may never experience and ask for their opinion on something.
So for example, you might ask ‘If you were Prime Minister of the country, what
would you do about the National Health Service?’, or ‘If you were a hospital admin-
istrator how would you allocate funding to hospital departments?’. These types of
guestions might produce colourful answers, but are considered bad research prac-
tice because answers will be in response to a situation the person may never have
considered rather than their real view or feelings about something.

e Questions that involve the participant’s social desirability. Within research there is
a term called social desirability that suggests that respondents can respond to
qguestions that make them look or sound good. For example, no-one is likely to
respond ‘No’ to the question ‘Do you give reqgularly to charity?’ even if they don't,
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unless they have particularly strong views. That is because answering yes makes
the person look good and answering no makes them look bad. As a researcher you
should try to avoid questions with a potential prestige bias as you may never be
sure whether you are getting a true reflection.

Response formats

The final area to consider for good survey design is response formats. All closed-
format questions give a series of choices, and there is good practice in terms of re-
sponse choices to use. The general guideline is to use simple rating scales or lists of
choice, and where possible minimise the number of choices. If you look at question 6
for our two questionnaires you will see two sets of responses to the same question
‘rate the treatment given to you/patient during your time in the A&E unit’. Which of
these two questions would you find easiest to answer? You can see in the first ques-
tionnaire there may be quite a lot of possible confusion, and possible redundancy,
from the responses for the first questionnaire. If you can, make the set of responses
as simple as possible.

You also need to clear about the responses. Look at question 4 of our two ques-
tionnaires and the response format. In questionnaire 1 the answer has 11 choices,
while guestionnaire 2 has 5 choices. Out of these two questions which would you find
easier to answer? Look at the guestionnaire 1 version again. Do you actually know
what ‘out of 10" means? Would all respondents know that 10 meant a better experi-
ence on this occasion?

There are a lot of things to think about when writing surveys!

Health and clinical assessment instruments

In the last section we discussed how you might create a survey. However, what you
will find in nursing research is it is very unusual that you will have to create a whole
survey. This is because people will have had to ask questions in your area of research
interest before, so it is always a good idea to get copies of surveys that other people
have done before you start out on your own - existing surveys might already be suit-
able for your needs. In this section we're going to highlight some surveys that are al-
ready use in health and clinical assessment. This is so you can see how health and
clinical aspects are sometimes surveyed and assessed in nursing. These types of as-
sessment are surveys that have been developed over time and have been found to
very useful, reliable and valid and are therefore commonly used in practice.

One example of a clinical assessment instrument is the Edinburgh Postnatal De-
pression Scale (EPDS). The scale was developed by Cox, Holden and Sagovsky (1987)
as a way of assisting primary care health professionals to detect postnatal (or postpar-
tum) depression, thought to affect at least 10 per cent of women, among mothers who
have recently had a baby. Before using the scale, researchers need to be aware of
three things:

1. Care should be taken to avoid the possibility of the mother discussing her answers
with others.
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2. The mother should complete the scale herself, unless she has limited English or
has difficulty with reading.

3. The EPDS may be used at 6-8 weeks to screen postnatal women. The child health
clinic, postnatal check-up or a home visit may provide suitable opportunities for its
completion.

The scale has ten questions, but before reading the questions, any respondent has to
adhere to the following procedure.

1. The mother is asked to underline the response which comes closest to how she has
been feeling in the previous 7 days.

2. All ten items must be completed.

Respondents then need to respond to the items in the EPDS (see Example 5.2,
below).

Example 5.2 The Edinburgh Postnatal Depression Scale

As you have recently had a baby, we would like to know how you are feeling. Please
UNDERLINE the answer which comes closest to how you have felt IN THE PAST 7
DAYS, not just how you feel today.

1. Thave been able to laugh and see the funny side of things.
As much as I always could
Not quite so much now
Definitely not so much now
Not at all

2. Thave looked forward with enjoyment to things.
As much as I ever did
Rather less than I used to
Definitely less than I used to
Hardly at all

3. *Thave blamed myself unnecessarily when things went wrong.
Yes, most of the time
Yes, some of the time
Not very often
No, never

4. I have been anxious or worried for no good reason.
No, not at all
Hardly ever
Yes, sometimes
Yes, very often

5. *I have felt scared or panicky for no very good reason.
Yes, quite a lot
Yes, sometimes
No, not much
No, not at all
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Example 5.2 continued

6. *Things have been getting on top of me.
Yes, most of the time I haven’t been able to cope at all
Yes, sometimes I haven’t been coping as well as usual
No, most of the time I have coped quite well
No, I have been coping as well as ever

7. *I have been so unhappy that I have had difficulty sleeping.
Yes, most of the time
Yes, sometimes
Not very often
No, not at all

8. *I have felt sad or miserable.
Yes, most of the time
Yes, quite often
Not very often
No, not at all

9. *I have been so unhappy that I have been crying.
Yes, most of the time
Yes, quite often
Only occasionally
No, never

10. *The thought of harming myself has occurred to me.
Yes, quite often
Sometimes
Hardly ever
Never

(EPDS; Cox et al., 1987)

© 1987 The Royal College of Psychiatrists. The Edinburgh Postnatal Depression Scale may be photo-
copied by individual researchers or clinicians for their own use without seeking permission from the
publishes. The scale must be copied in full and all copies must acknowledge the following source: Cox,
J.L., Holden, J.M. and Sagovsky, R. (1987) Detection of postnatal depression. Development of the
10-item Edinburgh Postnatal Depression Scale. British Journal of Psychiatry, 150, 782-786. Written
permission must be obtained from the Royal College of Psychiatrists for copying and distribution to
others or for republication (in print, online or by any other medium).

Translations of the scale, and guidance as to its use, may be found in Cox, J.L. and Holden, J.
(2003) Perinatal Mental Health: A Guide to the Edinburgh Postnatal Depression Scale. London:
Gaskell.

Answers are scored 0, 1, 2, and 3 according to increased severity of the symptoms.
For question one ‘I have been able to laugh and see the funny side of things’, the re-
sponse ‘As much as | always could’ would be scored 0 and ‘Not at all' would be scored
with a 3, meaning that a higher score of ‘3" would mean the respondent had not been
able to laugh and see the funny side of things at all, indicating that they had a symp-
tom of depression. Items marked with an asterisk are reverse scored (i.e. 3, 2,1, and 0),
although these wouldn't be marked on the scale, and a total score for the scale is then
computed by adding together the scores.
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In terms of scoring, possible scores then range from a minimum of O (not de-
pressed at all) to 30 (very depressed). It is unlikely that many people will score 30 on
the scale. Indeed Cox et al. (1987) suggest that anyone scoring above 12 or 13 and
higher (practice varies with this cut-off point) may be suffering from possible post-
partum depression. They also suggest that any assessment should look at item 10
closely for any possible suicidal thoughts.

The main thing about these sorts of questionnaires is that they are a tool to make
an initial assessment. Cox et al. (1987) emphasise that the scale should not be used in
preference to using clinical judgement and it is a tool to facilitate discussion between
the health professional and the mother; where mothers score above 12/13, a more rig-
orous clinical assessment should be performed to explore whether postpartum de-
pression can be diagnosed.

There are many types of these sorts of tests available - in fact there are hundreds.
Other examples include the SF-36 and the GPAQ. The SF-36 (Ware et al., 1993) is a
health survey used in nursing to measure health status. It has a number of scales
within the survey. One scale refers to the person’'s physical functioning (e.g. being able
to climb stairs) and another to the amount of pain people are feeling. Other scales ask
about peoples’ energy levels, or how their health is affecting their ability to perform
everyday tasks or relationships with other people. Another scale is the General Prac-
tice Assessment Questionnaire (GPAQ) (National Primary Care Research and Develop-
ment Centre University of Manchester, 2007). GPAQ is a patient questionnaire for use
by a number of different health professionals and there is also a version of the GPAQ
designed to survey patients who have been treated by nurses in primary care. The
main purpose of the GPAQ is to help health practices find out what their patients think
about the care they receive and questions focus on access (how do you rate the hours
that your practice is open for appointments?), interpersonal aspects of care (how do
you rate the way you are treated by receptionists at your practice?) and quality of care
(how well has the doctor explained your problems or any treatment that you need?).
You can follow the links in the References section to find out more about these tests.

C5.4 Interviews ]

With any interview, the researcher is searching to understand the meanings, experi-
ences and themes that occur for each participant for the topic being explored. Inter-
views are very useful when the researcher is looking to gain in-depth information
from respondents. In this section we are going to outline (1) the types of interviews
that can be performed and (2) good practice in interviews to ensure they go well.

Structured, unstructured and semi-structured interviews

Structured interviews are designed to ensure that the interviewer covers the same
general areas with each interviewee. Structured interviews will generally comprise
a list of specific questions: the interviewer has to ask all questions and would not

116



Interviews

normally be allowed to ask additional questions. This is done to ensure that the
interviewer didn't influence the information given by the interviewee in any way. The
interviewer might ask the interviewee to elaborate on something they have said, or
clarify what they have said, but the interviewer would not ask a supplementary ques-
tion. Certainly the interviewer would not give their own opinions on things.

In nursing practice you tend to come across structured interviews in the assess-
ment of patients or service users. A structured interview schedule would be some-
thing like the SESCAM (Side Effects Scale/Checklist for Anti-psychotic Medication)
(Bennett et al., 1995), which was developed by Bennett and colleagues to check for
side effects among patients who were taking antipsychotic drugs. Typical items in the
SESCAM can be found in Table 5.1.

The structured interview is designed primarily to gather factual information, give
information to patients/service users or to motivate the patient to do something.

Table 5.1 Items from a structured interview schedule (the SESCAM)

Do you have any of the following: Yes No If yes, specify problem

(a) Dizziness

(b) Drowsiness

(c) Sexual problems (ejaculatory
erectile, libido)

(d) Constipation

(e) Urinary problems

(f) Skin problems (rashes, photosensitivity)

(g) Excessive weight gain

(h) Blurred vision

(i) Feeling restless

(j) Lack of get up and go

(k) Other
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Assessment interviews are often given in mental health situations to assess the
severity of mental health patients. For example, a psychiatric nursing interview would
be used to gain information on a patient. Here, a psychiatric nurse would use a struc-
tured interview schedule to assess the patient's mental heath, understand how they
are currently dealing with their mental problems and gain information on their cur-
rent sources of support. Throughout this interview, though it might be difficult, the
nurse will try to obtain information so they can best treat the patient, therefore they
won't try to discuss issues, but will ask questions to get the patient to discuss things
more openly.

Formally, within structured interviews there is a further distinction. There are
standardised open interviews, where the same open-ended questions are asked and
respondents answer questions freely. However, some interviews are closed fixed re-
sponse interviews where interviewees are asked the same question but only choose
an answer from among the same set of alternatives.

Unstructured interviews are much more informal and are conversational in nature.
There may or may not be predetermined questions, but if there are questions their
order and presentation would not be as rigid as a structured interview. For example,
the researcher may follow up questions with new questions if they feel they are dis-
cussing something of interest. On occasion the interviewer might even give their own
opinion, or a contrary opinion, so that they can explore the interviewee's view of
something or to stimulate their thought in the area. When used in nursing, the un-
structured interview might be used to produce a shared understanding of the
patient’s health. That is, the assessment interview which is used to diagnose a patient
isone in which the nurse or practitioner will tell the patient about their health issue.
An unstructured interview might be used to allow the patient to realise their health
concerns and get them to act on them.

Formally, within unstructured interviews there is a further distinction. There are
informal conversational interviews, where no predetermined questions are asked by
the interviewer; rather the question asked is decided by the interviewer as the inter-
view progresses. There are also interviews that have a general interview guide ap-
proach in which the interviewer devises a guide to ensure that the same areas are
visited for discussion during the interview, but by using a guide rather than set ques-
tions it allows for a certain amount of freedom for the interviewer.

Finally, the researcher is able to mix up these different types of interview tech-
niques, and have parts that are structured and parts that are unstructured - this is
often referred to as a semi-structured interview (see below for an example) and is a
more flexible way of approaching the interaction between interviewer and intervie-
wee. The interviewer has a schedule of topics that needs to be covered and there is
generally no major set order but rather responsiveness to what the interviewee is
saying. For instance, in the sample semi-structured interview schedule in Example
5.3, below, the interviewee might say how they are affected psychologically by neu-
rofibromatosis (NF) and then go on to say how they have attempted to cope with
NF (question 9). The interviewer would not be worried that the gquestions are not

18



Interviews

following the order that is listed in the interview schedule but would instead be focused
on making the interaction as much like a natural conversation as possible. In this spe-
cific example, the interviewer would only be aiming to revisit question 9 in the interview
if they thought that all of the areas of interest had not been covered when the intervie-
wee had started to talk about coping after being asked about the effects of NF.

Example 5.3 A semi-structured interview schedule

Main questions are numbered, with potential prompts/guidance notes listed under-
neath in bold. Initial exploratory questions are intended to get more information to
contextualize the participants’ life histories and to start to link this to the syndrome of
Neurofibromatosis.

After the initial questions (up to, and including, question 3), the interviewer will
attempt to ask questions in turn although flexibility with this ordering is encouraged so
as to be responsive to interviewee responses.

1. Please tell me a little about yourself.

Age, marital status, profession, ethnic origin, home-town, whether the participant
has children

2. When were you diagnosed with Neurofibromatosis (NF)?

3. Do you have a family history of NF?

Who is affected? Briefly, how are they affected?
4. Describe how NF affects you physically

5. How does it affect you psychologically?

6. How are your relationships affected by NF?
Family/friends/sexual

7. How do you feel about having NF?

8. Do you feel as though you face obstacles due to NF?

Anything on: Pain/suffering; People’s reactions; Uncertainty; Having children; Rela-
tionships; Missing out on things; Lack of confidence; Perceptions of self as a ‘sufferer’
9. How do you cope with NE?

Optimism (defence/functional); Realism; Social support; Culture; Inspiration;
Challenges set by NF

10. Tell me about your goals and ambitions in life

Hopes and fears regarding the future; Compare the life you have with the life you
imagine if you didn’t have NF — what would be worse? What would be better?
Opinions on quality of life

11. What do you enjoy about life?
What gets you through the bad times? What occupies your time?

12. Has having NF changed your outlook on life for the better?
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Example 5.3 continued

13. Tell me about the good that might have come out of having NF

Meaning-making; Spirituality Community of those with NF (social support);
personal strengths; things to be grateful for; Milestones; Making friends through
NF; appreciating ‘smaller things’.

14. Do you feel well-informed and supported regarding your NF?

Knowledge of doctor, information available, sources of support. Differences in cases
where there’s no family history and cases where there is family history.

15. In your opinion, is there enough awareness around NF?

Thank interviewee for taking part and debrief so that interviewee knows what to do
regarding any queries/concerns/further information requested about the study and its
findings.

(Used for a study by Dheensa and Williams, 2009)

Good practice in interviews

Of course, despite writing different questions, the whole process of the interview
needs to go well. After all you need your interviewee to talk, and if they don't feel
comfortable or confident they are unlikely to do so. There are a number of things you
can do before and during the interview to ensure that it progresses in the best way
possible that orientate around the questions to be asked, the setting, things to done
before the interview and things you can do during the interview.

Choosing and devising your questions.

When coming up with your questions for an interview you need to plan them very
carefully. The first thing you need to plan is what you want to find out, therefore you
need to write down a list of things you are hoping to find out. While doing this you
also need to think about other related areas that might inform what you want to
know. When you have finished that list you need to write a list of questions that will
allow you to get the information you are looking for. Again, like survey questions,
keep them as simple as possible. When doing this you would do well to check the
qguestions carefully, perhaps getting one or two people to look at them to see if they
think they are appropriate or whether they could be worded more carefully.

Choosing your setting and equipment.

When setting up your interview, make sure you choose a private area that should have
no distractions. For example, try to position the interview where there is very little
noise and where people are unlikely to be seen (i.e. through a window). Most certainly
the room should be private and people shouldn't access the room during the interview.
To this end, it is advisable that you put a note on the door stating that an interview is
underway and you should not be disturbed. Also work out how you are going to record
the interview. In almost all cases you will need to record the conversation, so make
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sure you have a good recorder that can record clearly two people talking in the room.
You might want to have a go with a friend before setting up your interview to test
it out.

Starting the interview.

When starting the interview first of all you need to explain what the purpose of the in-
terview is and how long it is likely to take. This is also a good opportunity to ask the
interviewee if they have any questions because it allows you to reassure them and
make them feel comfortable. Also explain the general format of the interview and you
might mention the areas that are going to be explored.

During the interview.

During the interview it is not just a matter of asking questions, you have to manage
the interview. Ask one question at a time and encourage a full response. Yes or no
answers are not usually good answers for a qualitative researcher as they provide lit-
tle data to work with. Researchers need to encourage much longer responses or ask
people to elaborate on points. One way to do this is to be careful about your body lan-
guage when the person is talking. Look as if you are listening (i.e. lean forward) and
nod as if to say | understand what you are saying, tell me more. Don't be too eager to
move on to the next question. One useful technique in any interpersonal situation to
get the other person to talk is not to feel uncomfortable with a silence. People are un-
comfortable in silences, so when the person has finished talking or you have just
asked a question, always give it 5 to 10 seconds before speaking again. The other
person might feel uncomfortable in the silence and talk some more or start talking.
Try also to keep the person on track. It is easy for interviewees to move the interview
on to another topic therefore bring them back (after they've finished talking) to the
main point. Also provide transition statements between topics (‘Now we've talked
about X . ...l would like to move onto Y'). This will also keep the interview focused.

Focus group interviews

A focus group interview is a method by which a number of individuals share their
thoughts, feelings and experiences around a certain topic. In many ways it is an ex-
tension of the interview but differs because the method is thought to encourage a
free-flowing discussion around the area being studied. Focus groups are a particu-
larly good way of getting a rich vein of qualitative data because people in focus
groups are not only talking about their own views and experiences, as in a one-to-one
interview, but also on their responses to others' own views and experiences.

As with an interview there are a number of things the researcher can do before
and during the interview to ensure that the focus group session proceeds in the best
way possible, by thinking about and preparing the questions and the session and
doing particular things during the interview.

Choosing and devising your questions.
Like the interview, questions for a focus group need to be planned very carefully. The
first thing to consider is what you want to find out, and you need to write down a list.
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When you have finished that list you need to write questions that will allow you to get
the information you are looking for. When writing these all the questions you ask
should be open and neutral to encourage discussion. Also ensure that the phrases you
use are likely to be terms that people are familiar with. Again get someone to check
the questions carefully, perhaps getting one or two people to look at them to see if
they think they are appropriate or whether they could be worded more carefully.
Then set your guestions out like an agenda for a meeting. You may want to start on
an issue people have strong feelings about to facilitate discussion.

Choosing your setting and equipment and setting up your study.

When setting up your focus group interview, make sure you choose a private area
with no distractions. People should be arranged in a circle so that they are talking to
one another and each participant can see each person. Again record the session, but
you might place a couple of recorders around the room just in case the main recorder
doesn't pick up what someone says, hopefully one of the other recorders will have
done. You might also want to get another researcher to record the session and make
observations to ensure you don't miss anything. However, you must also record all
responses on a visual board (i.e. white board/flip-chart). This provides a good record
for you and keeps the session focused on key points or allows you to return to points
or navigate around points. You then should invite around 6-8 people to take part in
your focus group.

Running the session.

In a focus group the researcher is known as a moderator. Focus groups require a skilled
and experienced moderator if they are to run well. This is not simply a matter of asking
the questions. When introducing the session prepare an introduction explaining the
purpose of the session, how the session will run and some of the topics that will be ex-
plored. You may want the participants to introduce themselves. However, there are a
number of things you need to do during the session apart from enabling participants
to answer questions. The following guiding principles could help you:

@ Encourage discussion. There are a number of things you can do to encourage dis-
cussion. You can ask everyone to make a response to a question, and keep going
round until everyone has spoken two or three times. It is important that people feel
they have been able to express everything they want to express. It is sometimes a
good idea to get participants to think about issues for a few minutes (perhaps not-
ing down their ideas) and then get them to speak. If people give a short answer, ask
them to elaborate on what they are saying.

e Give positive feedback. Let participants know that their contributions to the session
are valuable. You can do this through your body language, as well as what you say.

e Dealing with difficult situations. You have to remember that you will no doubt be
asking people about things they care and/or have opinions about. Disagreement
and debate within the focus group is excellent as they will provide you with a rich
source of data. However, this may also mean that things will get heated or produce
new discussion. Or one person may feel particularly passionate or knowledgeable
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about a topic and may dominate a session. Therefore it is up to the researcher to
keep the session on track. If you feel that things are getting out of hand, take a
five-minute break and restart the session on another question.

® Be aware of concentration levels. Discussions can be exhausting, particularly when
they are about emotional issues, and the researcher should look to provide short
breaks if necessary.

CS.S Final important considerations in your study ]

There are two more important things that underpin any research you do: ethics and
sampling. In the next section we will outline some of the major considerations when
designing a study.

Ethics (from Maltby, Day and Macaskill, 2010)

Research participants have moral and legal rights and it is important that as nursing
researchers we do not violate these rights. Individual researchers may not always
share common moral values, and this can result in very different judgements being
made about what are acceptable and unacceptable ways to treat research partici-
pants. Sometimes enthusiasm for the research topic can lead researchers to pay less
attention to the experience of the research participant because they are so focused
on answering their research question. A code of research ethics is required to ensure
that there are agreed standards of acceptable behaviour for researchers which pro-
tect participants. In this section we are going to outline the basic principles for ethi-
cal research and we will revisit this in Chapter 13 in terms of the current ethical
considerations and processes for nurses.

Research participants

The welfare of all participants must be a prime concern of researchers and all re-
search should undergo ethical scrutiny. Research with individuals who are termed
‘vulnerable’ participants needs very careful consideration. Vulnerable participants
can be defined as:

Infants and children under the age of 18 or 16 if they are employed

People with learning or communication difficulties

°
°
e Patients in hospital or under the care of social services
e People with mental illness

°

Individuals with an addiction to drugs and alcohol.

If you wish to recruit vulnerable participants as defined above then you need to con-
sider where you will be interacting with them. If you wish to undertake research with
vulnerable populations that require you to be on your own with the individual in a pri-
vate interview room or the like then you will need to undergo Criminal Records
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Bureau Screening (your university will be able to provide you with information about
this). This will take some time so you need to plan for it if it is necessary for your re-
search. You may also be required to pay for this screening. It may be that you can
arrange supervised access to your research participants. For example, you may inter-
act with children in a public place such as the corner of a doctor's surgery in the pres-
ence of another practitioner or some other public venue within the institution where
you are not alone with the participant for significant amounts of time. These are is-
sues you will have to discuss when arranging access to your research participants.

Obtaining consent

Where possible, participants should be informed about the nature of the study. All of
the aspects of the research that are likely to affect their willingness to become partic-
ipants should be disclosed. This might include the time it is likely to take, particularly
if you require significant amounts of their time. You are seeking to get informed con-
sent from your participants so they need to be adequately briefed. For research involv-
ing vulnerable participants getting informed consent may involve briefing parents,
teachers or carers about the study.

For some standard questionnaire studies, for example where the topic of the re-
search is not a particularly sensitive issue, it may be sufficient to include a description
of your study at the start of your questionnaire and completion of the questionnaire is
generally accepted to imply consent. Your university will have rules on this and you
must comply with them.

Confidentiality

Here you must conform to data protection legislation, which means that information
obtained from a research participant is confidential unless you have agreed in advance
that this is not to be the case. This means that you must take care to anonymise data
that you obtain from participants in, for example, interview studies. To do this you
must change names and any details that might make the person easily identifiable.
This should be done at the transcription stage when interviews are recorded. You are
required to assure your participants that this will occur. If you cannot successfully
anonymise data, for example if you were interviewing doctors and there are only six in
your area, you have to make it clear to your participants that they may be identifiable.
For example, in a qualitative study their quotes may be recognisable and here you
need to come to an arrangement with the individual. They may not mind being recog-
nised but they may wish to see the quotes you intend to use before you make your
study publicly available to your university or to the public in print.

Deception

In many clinical studies, deception should not be necessary. Sometimes however par-
ticipants may modify their behaviour if they know what the researcher is looking for,
so that by giving the full explanation to participants you cannot collect reliable data.
Deception should only be used when no other method can be found for collecting
reliable data and when the seriousness of the question justifies it. A distinction is
made between deliberately deceiving participants and withholding some information.
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Deliberate deception is rarely justifiable. Rather than being deceptive, some
researchers might be a little less forthcoming in what they are expecting participants
to say or in not revealing their hypotheses. This might mean for example giving your
guestionnaire a general title such as An exploration of patient experiences in the care of
the older person unit rather than saying which specific experiences you are expecting
to find. The guiding principle should be the likely and possible reactions of participants
if the full picture of the research is revealed. If participants are likely to be angry or
upset in some way, then deception should not occur. If deception is involved then you
need to seek ethical approval for your study.

Debriefing

When deception has occurred debriefing is especially emphasised, but it should be a part
of all research to monitor the experience of the participants for any unanticipated nega-
tive effects. This may involve providing participants with written information describing
the study and/or the contact details of helplines or counselling services or health care
agencies that participants can contact if they want to discuss the issues further. Partici-
pants should also know how to contact you after the study, even if it is via a tutor.

Withdrawal from the research

Sometimes individuals may get distressed during an interview, and you must make it
clear that they can withdraw from the study at any time without giving any reason. It
may be that a participant decides after an interview that they have said things they
now regret. Participants should be able to withdraw their interview data in cases such
as this. If you are interviewing on sensitive issues, it is good practice to give a cut-off
date in the participant information sheet up to which participant data can be with-
drawn. This will normally be up to the time when you intend to start your data analy-
sis. Remember your participant information sheet and consent form comprise a
contract between you, the research and your participants so you must not make
claims in it that you cannot deliver. A common instance of this is where consent forms
unconditionally state that participants can withdraw their data. Once your data is
analysed withdrawal becomes more difficult, hence it is a good idea to give a cut-off
point for withdrawal.

You need to be aware that NHS or social services research, or social care that in-
volves social services, is required by law to go through separate ethical approval and
related processes. As mentioned earlier, these procedures were developed to prevent
some ethical issues or difficulties arising that might bring adverse publicity to the
NHS and to ensure that the research carried out conforms to sound ethical principles.
The procedures are complex and time-consuming but full details are available at
http://www.nres.npsa.nhs.uk/. However, we extend our consideration of ethical con-
siderations in Chapter 13, particularly:

e The four major ethical principles to gauge the acceptability of a proposed nursing
research project.

e Understanding some of the processes required to make an application to a local
Research Ethics Committee.
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Sampling

Whenever you conduct or read about a research study there will be a sample. A sam-
ple will usually comprise the research participants used in the study, they are so
called because they are sampled from the population. All research will use samples. It
is important to remember that a population is just a way of describing a group of peo-
ple. For example, it doesn't just to refer to everyone in a country, rather all the nurses
in the UK are a population (the nurse population of the UK), all the patients in a hos-
pital can be a population (the patient population of a hospital), even patients staying
in a particular inpatient ward can be a population (the ward's population). In research
it is very rare that people can use the whole population for a research study. To get
the whole population to take part in a study is time-consuming and expensive and
almost impossible because sometimes people don't want to participate in the research,
as is their ethical right. Therefore all research studies tend to sample the population
for research and try to get a sample that is representative of the population. For ex-
ample, if the NHS wanted to survey all the nurses about work conditions in the UK,
they might use 10 nurses in each hospital in the country so they got a good idea of the
picture in each hospital.

Sampling error and its impact on clinical care

However, sampling is not perfect. Let us assume you had limited money and could
study only 2 patients out of the population of 30. What effect will the small sample
size have on being able to get a representative group? It is likely that there will be a
higher risk of sampling error being present. Sampling error is an inevitable part of
nursing research where we cannot study the target population as a whole.

The following exercise should illustrate the issues of sampling error more clearly.
Let us use the example of looking at 30 patients who are thought to have dementia
and who visited at a memory clinic (see Figure 5.3), but let us assume you had limited
money and could only study 2 patients out of the population of 30.

The number above each person's head is the score they achieved on a memory
test; low scores indicate poor memory performance and high scores represent excel-
lent memory. You need to choose just two patients for your sample, so close your
eyes and point your finger at two people in Figure 5.3, add up their memory scores
and divide the total by 2. What effect will getting only a sample size of 2 patients out
of 30 have on being able to get a representative group? It is likely that you will be at
higher risk of sampling error being present. If, for example, you chose two patients in
the exercise with memory scores of higher than 50 and the population mean for mild
dementia was actually 25, you would be overestimating what people with mild de-
mentia could do on a memory test. This is a considerable problem, because if other
clinicians wanted to look at the severity of dementia with the same memory test, they
may end up seeing people with mild dementia as having worse memory abilities than
they really possess. What if you had taken a sample of two people with dementia and
found that they had scores of 10 or lower? In this way, you would be underestimating
the population mean. This poses another problem, as your memory test would not be
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sufficiently sensitive to be able to tell the difference between someone with mild
dementia and someone with moderate levels of dementia symptoms. How about if
you were to close your eyes again and point down at 10 different people in Figure 5.3
and add up their scores and divide the total by 10, would that be very different to the
population mean (i.e. adding up the scores of all 30 patients and dividing this total by
30)? Overall, we hope this exercise has shown you the complexity of getting a sample
large enough for you to know it's likely to be representative of the wider population.

Ideas around bias and error can also be relevant to getting your sample. Re-
searchers therefore always try to obtain a sample that best represents the popula-
tion. There are many different ways to sample research participants from a
population, and we are now going to outline the main types of samples and terms you
are likely to come across in research. These are broken down into two main areas,
representative and non-representative sampling.

Representative sampling

Representative sampling (also known as probability sampling) is designed in such a
way as to be representative of the population. This is done to try to quard against
sampling error or bias. As a consequence researchers will try to randomly select par-
ticipants for the study. Through random samples all the members of the population
being studied have an equal chance of being selected for the study. There are a num-
ber of different types of random sample:

e A random sample would mean that everyone in the sample has had an equal
chance of being selected from the population. For example, if the researcher wants
to get a sample of nurses among a population of nurses in a hospital, they would
get a list of all the nurses in the hospital and then select the sample from that list
randomly. That might be done by generating random numbers and choosing the
sample from the corresponding position, e.g. a name comes in alphabetical order,
or putting the names of all the people into a box and drawing them out at random.

e Stratified sampling involves selecting a number of samples from a number of sub-
populations within the population. Here the population is assessed in terms of the
characteristics of the population and selection is based on that. So for example if
60 per cent of the nurse population is female and 40 per cent is male, and 70 per cent
of the nurse population is under 35 years and 30 per cent is over 35 years then the re-
searcher would ensure that the sample contained 60 per cent female participants
and that 70 per cent of the sample contained participants under the age of 35 years.

Non-representative samples

However, it is not always easy to sample randomly, therefore it is important that
researchers note the type of sampling used. Below are several more types of samples
that are commonly used in nursing research.

@ Quota sampling. With a quota sample the researcher deliberately sets a proportion
of different groups within the sample. For example, the researcher might want to
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get 10 nurses (the sample) from each hospital (subpopulation) in the UK (population)
so they can get a wide sample range across all nurses in the country, representing
each hospital. Therefore the researcher would randomly select nurses from each
hospital, and once they had selected 10 nurses they would move on to creating the
next sample.

e Availability/convenience sampling. With availability/convenience sampling the
researcher chooses participants that are easiest to obtain. Therefore a researcher
might just sample the first 50 people they come across, or who volunteer to do the
study.

e Snowball sampling. In a snowball sample, the researcher will ask each participant
to suggest someone else who might be available to do the study. Snowball samples
are useful when certain people are hard to contact, for example a person trying to
contact drug users might use a snowball sample.

Because these samples are non-representative and are likely to include bias, it is
important that you report your sampling technique so you are able to acknowledge
possible biases within your research.

C5.6 Piloting your study ]

Before starting your study, it is always worth piloting the methods that you're using.
This means trying out the ways in which you collect the data before you actually do
the proper study. If you're running a questionnaire study then try out the question-
naire with some people beforehand. However, it might also be a good idea to pilot
some aspects of the questionnaire before then, when writing the questions. Talking to
colleagues and finding out the best way of wording questions or ensuring they are
suitable may save you a lot of work in the long run. Also, if you have devised a set of
interview questions then it is good practice to run a pilot interview with someone.
However, again, before running a whole interview with someone it would be good
practice to talk about possible questions and wording of the questions with someone,
so you can concentrate on evaluating how the whole of the interview goes, rather than
busily rewriting questions. Equally, if you are running an experiment then get some
people to carry out the experiment beforehand so you can pick up on any potential
difficulties.

This piloting is always done best with colleagues or fellow students and is impor-
tant because it will help you identify any problems with the questionnaire/interview/
experiment before you do the ‘real thing'. If problems are encountered, do make sure
you reflect on why they might have happened and try to adapt your method of data
collection accordingly. Don't treat the pilot as a hurdle to be jumped over - use it as a
trial run to get some practice in the processes of running the study. Good pilots make
for even better larger-scale studies.
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(Self-assessment exercise ]

Below are a number of topics with headlines and a short extract from a news article
that have been published in Nursing Times. Now it's time to use your imagination.
Imagine you had to run a research project looking into one of these areas. It might be
to research something about the topic or to evaluate the issue outlined in the article.
Using any of the methods outlined above, design a research project of your choosing.
In the box after the articles, describe the main components and procedures of this
research project and provide some examples of some of the materials/questions that
you might use.

Article 1

Summer heatwave health warning

The Met Office has warned of a heatwave across the Midlands and Southern England
early next week. The Department of Health and the Met Office have triggered a heatwave
plan warning that daytime temperatures in London could reach 32 degrees Celsius in the
daytime falling to only 20 degrees Celsius at night. A Department of Health spokesperson
said that this was ‘an an important stage for social and healthcare services’ who would be
working to ensure readiness to reduce harm from a potential heatwave.

(Helen Mooney; Nursing Times, 27 June, 2009; http://www.nursingtimes.net/whats-new-in-nursing/
specialists/older-people/summer-heatwave-health-warning/5003316.article)

Article 2

Yoga and Wii Fit helps Yorkshire step up obesity fight

More than 150 people took part in an event in Yorkshire last week to help step up the fight
against obesity. Change4Life LIVE — held at Doncaster Racecourse — included interactive
demonstrations, such as yoga, dancing and a Wii Fit challenge which saw attendees
competing against each other.

(Nursing Times, 27 June, 2009; http://www.nursingtimes.net/whats-new-in-nursing/acute-care/
yoga-and-wii-fit-helps-yorkshire-step-up-obesity-fight/5003328.article)

Article 3

Good communication helps to build a therapeutic relationship

Building relationships is central to nursing work and communication skills can be im-
proved by avoiding jargon and ensuring patients are not labelled. The importance of com-
munication in health care hit the headlines recently at the British Medical Association’s
annual consultants’ conference earlier this month. Jargon, said the doctors, could harm
patients’ care.

(Nursing Times, 19 June, 2009; http://www.nursingtimes.net/nursing-practice-clinical-research/
acute-care/good-communication-helps-to-build-a-therapeutic-relationship/5003004.article)
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Article 4

Midwife helps run breastfeeding course

A midwife is helping to run a course for new mums that both promotes breastfeeding, and
encourages women into higher education.

The ‘Breast buddies’ course, run by the University of Greenwich’s School of Health and
Social Care as part of the Sure Start scheme, promotes the benefits of breastfeeding to
new mothers in Gravesend, Kent.

(Graham Clews; Nursing Times, 27 June, 2009; http://www.nursingtimes.net/nursing-practice-clinical-
research/clinical-subjects/midwifery/midwife-helps-run-breastfeeding-course/5003326.article)

Now describe your project in the space below:

&] CSummary ]

In this chapter, we have covered the essentials when it comes to matching the ap-
propriate methods to use in deciding on your data collection methods to address
the research questions and ideas developed out of the previous chapter. We have
looked at fundamental issues of whether to use survey or interview methods and
we have also focused on the nuances of questionnaire and interview schedule de-
sign. We have equipped you with the basic skills for developing tools to collect your
nursing research data. In the following few chapters, we will give you pointers on
how to analyse the data once you have collected it using these tools.
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Chapter 6

Qualitative analysis:
A step-by-step quide

KEY THEMES

Qualitative analysis ® Thematic analysis ¢ Qualitative data management °
Qualitative data coding ° Interpretation of qualitative data

LEARNING OUTCOMES
By the end of this chapter you will be able to:

® Understand the aims of doing a qualitative analysis

® Be more aware of the different types of qualitative data that could be
analysed

® Understand the key principles of qualitative analysis, along with the
processes of conducting such analyses with Ritchie and Lewis' (2003)
analytic hierarchy of data management, descriptive accounts and explanatory
accounts

® Understand the issues concerning whether to do a qualitative analysis by
hand or with a computer

@ Understand how different types of qualitative analyses can be done with
actual datasets by using content analysis, thematic analysis and
interpretative phenomenological analysis (IPA).
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(Introduction )

IMAGINE THAT. ..

You are a nurse who has met a patient with a rare, chronic health condition known as
neurofibromatosis type 1 (NF1). You know very little about what it is like to have this dis-
ease and some of the issues that this patient might encounter on a daily basis. A poten-
tially fruitful way of understanding this patient's experiences could be to try to look at
the world through their eyes using the phenomenological approach that we introduced
you to in Chapter 3. Imagine also that you are now part of a research team that is con-
ducting a project into exploring the experiences of people with NF1. You have carried
out semi-structured, in-depth interviews with seven participants and you have the con-
tent of the interviews transcribed. You have a complete record of what was said, who
said it, who responded to which questions, etc., etc. . . You have the transcripts and you
have heard about an analysis technique known as interpretative phenomenological
analysis - perhaps this is appropriate for using on your interview data. However, every-
thing all seems a bit vague and muddled - there's so much information to analyse!
Where do you start?

Perhaps you thought that doing qualitative nursing research will not be as difficult as
dealing with guantitative studies. After all, qualitative studies don't have all of those
statistics to get worried about! However, doing high-quality qualitative analyses is not
without its challenges. You might read a journal article that reports on a qualitative
study that has been conducted and wonder how the authors came to their conclu-
sions in relation to the data they reported on; there may not seem much of a clear
connection between the findings and the conclusions. Qualitative analysis is often
shrouded in mystique; it is something that just happens and some of the researchers
who use qualitative approaches make the analysis seem vague and bombard the
reader with plenty of jargon.

In this chapter we aim to demystify the process of conducting qualitative data
analysis and will provide you with a step-by-step approach to make it clearer to you
and those who read about your analyses. We will give you a taster of the kinds of
gualitative analyses that can be done using health care-related qualitative informa-
tion and show you three levels of analysing qualitative data at various stages so that
you can distinguish between surface-level analyses and much deeper ways of examin-
ing the data.

To make qualitative data analysis more vivid for you so that you can see the rele-
vance of these kinds of studies for your nursing practice, we have compiled a few real-
life examples. To focus on doing content analysis, we will look at stress and coping
among 191 health professionals working in community settings (Laungani and
Williams, 1997). Through these participants’ responses, the researchers were able to
find out how stress showed itself in a range of ways including physical symptoms,
problems in thinking and problem-solving, emotional problems and behavioural diffi-
culties in coping. A second example from real-life research is McGarry and Thom's
(2004) exploration of getting users and carers to help educate nursing students; this
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example will show you the processes involved in doing a thematic analysis and also in
looking for similarities and differences across three different participant groups. To
look at the phenomenological approach, specifically using interpretative phenomeno-
logical analysis (IPA), we will cover the example of people’'s experiences of coping
with neurofibromatosis type 1 (NF1) that we covered at the start of this chapter. Draw-
ing on real-life data (Dheensa and Williams, 2009) that have been analysed using IPA,
we will show you the techniques that will give you a deeper understanding of this
methodology. More about the data from these studies to come later. . .

(6.1 Aims of qualitative analysis )

Overall, the principal purpose of qualitative analysis is to explore information on a
deep level. It is possible for qualitative data to be examined superficially, but this
method of treating the data will not likely lead to substantial benefits in understand-
ing a patient's experience, why health care professionals act in a certain way when
trying to build up a rapport with patients, etc. Superficial analyses do not require as
much expertise or time but it may be that the research needs to be done with a mini-
mum of resources and is constrained by limits on when the research should be com-
pleted. However, for competent, deeper analyses it is not an easy process to
undertake. Good, proficient qualitative researchers need to move through varying
levels of depth in their analyses. This is essential before they can obtain meaningful
and clinically useful findings, make transparent and justifiable interpretations and
draw insightful conclusions from their analyses.

Transparency in gualitative analysis

For a qualitative analysis to step beyond the realm of being just competent, it needs
to show evidence that the research was needed and that the researchers were not
merely forcing their expectations of the subject area to come to the fore. The process
of analysing qualitative data should be clear to readers and it may help to provide an
example of how the findings were obtained. It will help to ensure the analyses are ver-
ifiable; for example, is it clear how the researchers have arrived at developing a
theme of 'positive coping’ from the patient interview transcripts? Could the theme be
called something else instead? Do the researchers point to some of the raw data (e.qg.
an interview quote, an excerpt from minutes of a meeting, examples of a patient’s ex-
pressions of their feelings through art) to illustrate the theme/category that is said to
have emerged from the data? To show that the data analysis is rigorous, it is also im-
portant for the researcher to demonstrate that different interpretations of the data
have been considered too. What helps in raising the possibility of multiple interpreta-
tions of data is having more than one person look at it and see if they can come up
with similar or contrasting perspectives. If the co-analyst arrives at a different view of
the data, it is important to show how these differences are reconciled. All too often,
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articles that report on a jointly authored qualitative study state that consensus was
arrived at through discussions between the researchers, and this may be due to re-
stricted space being available in a journal. However, good practice would be to requ-
larly consider how you report your findings if an agreement is not reached; this will
make for an interesting portrayal of the complexity of analysing qualitative data and
demonstrate that the subject matter is not black and white.

The methodological basis for qualitative analysis

A final requirement for good qualitative analysis is for there to be a coherent re-
search question, or set of questions, that the data set is meant to answer. Although
we could look at an interview transcript and see the extent to which an interviewee is
answering each interview question, it is also especially important to consider whether
each answer is helping to answer the questions that the entire study is concerned
with (i.e. the 'bigger picture’). This is often tied up with method of analysis and
methodology (i.e. underlying philosophical approaches to studying a particular topic).
For example, a nurse researcher may look at interview data obtained from adults who
have started to experience epileptic fits from adulthood where the researcher is ex-
amining how people try to cope with these fits. The analyses that follow could adopt
IPA to understand what it feels like to have symptoms that precede the epileptic fits
and how the person tries to cope with them. IPA could also explore how that person
feels the epilepsy affects their identity and their sense of incorporating or rejecting
epilepsy into their sense of self.

With the same data set from these interviews of people who are having epileptic
fits, qualitative researchers could adopt a different strategy of looking at the lan-
guage that is used by the interviewees and how this discourse allows the interviewee
to take a physical position with their language about themselves and their situation.
A qualitative researcher using discourse analysis might look at how the person with
epilepsy could imprison or empower themselves with the language that is used.

Another approach with the same data might entail taking a narrative analysis and
using the data display method (see Miles and Huberman, 1994) to show the sequence
of events and decisions made by the person with epilepsy when in different situa-
tions. As we can see, it is possible to look at the same data set in various ways and
possibly see different things that arise from it. It might depend on how these interpre-
tations are filtered by the assumptions that are made by operating within a method-
ological framework and this could also affect the types of questions that are asked
before doing the analysis. The main thing to bear in mind when deciding how to
analyse qualitative data is that it might be possible to only use one or two analysis
methods as the way in which the data will have been collected or arranged could re-
strict the types of analyses that can be used with the data. For instance, it may be vir-
tually impossible to do discourse analysis on a series of one- or two-word responses
to open-ended questions, whereas content analysis (i.e. mainly counting the number
of times that a certain concept or topic is mentioned) may be the main option avail-
able for this type of data.
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Qualitative analysis of uniqueness versus commonalities

C6.2 The value of a competent qualitative analysis )

Qualitative analysis can offer insights into what things cause people to think, feel and
do certain things. It can also help us to understand why patients might not access
health care services and why they don't take their medication or check their health
on a reqular basis (e.g. diabetic patients checking blood glucose levels). This method
of analysis can help us to find out more of the perceptions and the meanings that are
attached to using certain words in the health care environment (e.g. Becker's 1993 ex-
ploration of what medical professionals meant when they called a patient ‘a crock’
and how this influenced the professionals’ perceptions of these patients). Qualitative
analysis also gives opportunities to listen to the narratives that patients, service
users and carers offer when asked about a range of things from their experiences of
having a specific disease to their passage through the health care system and some-
times feeling like they are being passed ‘from pillar to post'.

6.3 Qualitative analysis of uniqueness versus
commonalities

Qualitative analysis is also used to search for the uniqueness of a participant's experi-
ences as well as the commonalities that might exist between one participant’s view-
point and another’s. These commonalities are what researchers are looking for when
they are searching for shared themes or categories (see Things to consider) during the
analysis of research participants’ narrative accounts or interviewees' responses.

THINGS TO CONSIDER

Do we call them ‘themes’ or ‘categories'?

The term ‘theme’ is often used when researchers are using IPA, whereas researchers
who are applying a grounded theory analysis sometimes call it ‘category’. Essentially,
they are very similar in focus and mainly just represent the idea that there are common
areas of experience or perceptions that have arisen from analysing the participants’
data.

Qualitative analysis is also used to understand the power dynamics that are por-
trayed through language. If you are interested in knowing how the language people
use gives away clues about the differences in power between health professional
and service user you might want to use something known as ‘Foucauldian* discourse

*This approach to qualitative research comes from the French philosopher Michel Foucault (2003),
who was interested in power dynamics in a range of settings in society, including health care and in
prisons.
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analysis'; this approach would focus on how patients might adopt a ‘sick role’ and be-
come passive recipients of health care, but it could also reveal the opposite in terms
of how patients assert some of their own influence over how they are cared for by
establishing territory/personal space through the words that they use. Overall, qual-
itative analysis in nursing research has a series of strengths including helping to
build theory to understand the dynamics of health care, promotion of healthier liv-
ing, why people don't comply with health advice and so on. It can also be used to test
theory; although one type of grounded theory, advocated by Barney Glaser (1978),
has highlighted the importance of going into qualitative research with no prior ex-
pectations or hypotheses, Strauss on the other hand (e.qg. Strauss and Corbin, 1998)
has allowed qualitative researchers to test out their expectations and ideas with
their research participants. As you can see, there appears to be confusion among re-
searchers as to what is the best way to analyse qualitative data. However, when we
look at the different types of qualitative data that are available and can be analysed,
it is not surprising ... In the next section, we will give you an overview of the kinds of
data that are amenable to this approach - contrary to popular expectation, this isn't
just interview datal!

(6.4 Different types of raw data in qualitative studies)

Although the common assumption about qualitative research in nursing is that the
main type of data will be taken from an interview (Silverman, 2007), there are many
other kinds of qualitative data sources. Qualitative data analyses could be applied to
the following types of data (see Table 6.1), which we have split up into three main
kinds - text-based, pictorial/audiovisual and observational. It is important to remem-
ber when handling these kinds of data that the rights of the research participants
should be respected at all times. Some of the data to be analysed could be in the pub-
lic domain (e.g. minutes from meetings held by a primary care trust might be dis-
played on the Internet). However, other forms of data will often be collected after
participants have consented to take part provided that the researchers have given re-
assurances about data security (e.qg. storing the data in a password-protected com-
puter file) and that the data will be used in a responsible manner (e.g. not using a
person’s real name when guoting from them and not making the person identifiable
to others when giving background information about that person).

(6.5 Qualitative data handling decisions )

Right! Now, you've collected the data and you need to decide what to do with it to
store it appropriately and to make it manageable for the process of coding it into
something more coherent. What do you use to help - a computer or plenty of paper?
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Table 6.1 Examples of raw data that can be analysed with qualitative methods

Textual materials (coded as
text only or by using the
Jefferson system*)

Pictorial or audiovisual
format

Observational

Naturally occurring dialogue -
this could between health

care professional and service
user (e.g. Bysouth, 2007;
Silverman, 1987). It could be

a tape-recording of a meeting
between health professionals,
a service user and a carer in

a case conference.

Poster content - these could be
posters in hospitals, GP surgeries
or clinics by: promoting uptake
of a service; or checking one's
health; or taking up specific
behaviours; or avoiding less
healthy behaviour. Examples
could include anti-smoking
posters, promoting breastfeeding
among new mothers, getting
checked for hepatitis C, etc.

Participant observation of
dialogue and practices wit-
nessed in the clinical setting
and also where health profes-
sionals carry out some of
their work (e.g. watching what
nurses do in their offices or
during team meetings).
Typical of this approach is
ethnographic study of district
nurses' practices and interac-
tions with patients in their
homes and in other work
settings (McGarry, 2007a).

Scripted dialogue or dia-
logue with a formal agenda
such as that between health
care providers and the serv-
ice user’s non-scripted re-
sponses (e.g. NHS Direct
telephone conversations that
need to stick to a protocol of
questioning depending on the
caller's set of symptoms).
Alternatively, dialogue that
emerges from a set agenda
(interviewer with
interviewee)

Visual products of persons
engaged in artistic activities
that are being used as therapy
(e.g. for people with mental
health problems). This could also
include a commentary on the
process of taking part in a type
of art therapy through keeping
a video diary (e.g. the kind of
things that you might see on
YouTube)

Behavioural observation
such as using a behavioural
checklist for observations of
inpatients’ symptom expres-
sions within a mental health
unit, for example.

Formally prepared textual
material (e.g. weekly typed
minutes from a meeting be-
tween members of a district
nursing team)

Audiovisual messages such as
television advertisements (e.qg.
TV adverts on keeping more ac-
tive to combat childhood obe-
sity; the Green Cross Code on
crossing the road safely; anti
drink-driving campaigns; promo-
tion of a smoking cessation
helpline)

*The Jefferson system is one that clearly indicates who is speaking, whether there are pauses before utterances,
people are talking at the same time, or there is overlap between one person finishing their speech and another per-
son starting to talk. This system also helps identify whether certain words are being emphasised more strongly
than others; it also shows if the pitch of the voice goes up or down at the end of utterances.

The decisions on whether to use a computer to help code the data or rather use
paper and pens are something that you will need to consider. When using a computer
package like NUD*IST or NVivo, there is the convenience of being able to use quotes
more than once to represent different themes. There is certainly more versatility with
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the computer than using paper and needing to make multiple copies of certain quotes
if they are applicable to various themes. You can also re-label themes on the com-
puter, whereas after several cycles of coding and recoding your data on paper, things
look quite messy and potentially unmanageable as themes are given different labels
from those they had originally and various code numbers are scratched out and re-
allocated. By contrast, using the coding method on paper is more portable and is
often easier to visualise; you can spread out the quotes on the floor to see how the
themes are emerging and get a sense of how some of these themes might interrelate
with each other. You can also physically arrange the themes to create hierarchies in
which some themes are more dominant than others and start to subsume some of
the more minor sub-themes. Granted, you can still create hierarchies of data in quali-
tative analysis computer programs, but some qualitative analysis purists might still
prefer being able to visualise the bigger picture rather than be confined to what can
only be seen on the computer screen.

C6.6 The three stages of qualitative data analysis ]

Analysis of qualitative data is not to do with sticking to a set formula of blindly follow-
ing distinct stages. Instead, it is an interactive, ongoing process of shifting in and out
of different phases of data collection and analysis (Davies, 1999).

In practice, this involves identifying emerging themes and concepts, often whilst
collecting the data or being knee-deep in reading and re-reading transcripts or ob-
servational diary entries. Identification of gaps in the data and areas for further ex-
ploration and clarification are then highlighted and pursued in subsequent
observations and interviews. An iterative (i.e. cyclical) approach involves constantly
moving between data collection and analysis, with each stage informing the other.
This is imperative, as Hammersley and Atkinson (1995) highlight, in order for the re-
search to become increasingly focused rather than remaining at a broad and ill-
defined level.

Although carrying out data collection and analysis at similar times throughout the
research would appear to be very demanding and time-consuming, this process is es-
sential to ensure that the theory and practical insights being developed are justifiable
to others. As Hammersley and Atkinson (1995) point out:

Some reflection on the data collection process and what it is achieving is essential
if the research is not to drift along the line of least resistance and to face an analyt-
ical impasse in its final stages.

(Hammersley and Atkinson, 1995; p. 206)

There are a number of conceptual frameworks that can guide the process of qualita-
tive analysis (Miles and Huberman, 1994). By ‘conceptual frameworks', we mean that
you would be using a systematic method of thinking and questioning about the data
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that have been collected. In this chapter, we are using the analytic hierarchy model
(Ritchie and Lewis, 2003), which essentially has three stages: (1) data management
(i.e. filing and sorting your data), (2) descriptive accounts (i.e. coding your data and
looking for patterns) and (3) developing explanatory accounts (i.e. interpretation of
patterns and how they might be organised) (see Table 6.2). Each phase is dependent
on the other being executed to a competent level before moving on to the next phase.
The ultimate goal of flitting between all three stages is to get to a state of deep inter-
pretation. Your interpretations of how the qualitative data are structured would need
to be verifiable; to do this, readers of your analyses should be able to see illustrations
of the interpretations that you've made when you have used a selected quote or other
piece of evidence (e.g. an excerpt from the minutes of a meeting, a section identified
from health promotion materials, etc.) as examples.

Table 6.2 The analytic hierarchy in qualitative analysis

Seeking applications to wider Iterative process throughout
theory/policy strategies analysis
Developing explanations EXPLANATORY Assigning data to refined
(answering how and why ACCOUNTS concepts to portray meaning
questions)

Detecting patterns (associate
analysis and identification of

clustering) Refining and distilling more

abstract concepts

Establishing typologies

Identifying elements and di-

mensions, refining categories DESCRIPTIVE
classifying data ACCOUNTS Assigning data to
themes/concepts to portray
meaning

Summarising or synthesising )
data

i
Sorting data by theme or Assigning meaning
concept (in cross-sectional
analysis) \
Labelling or tagging data by DATA MANAGEMENT !

concept or theme

Generating themes and
Identifying initial themes or concepts

concepts

RAW DATA

Source: Ritchie and Lewis, 2003
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Although the framework is described as a hierarchy there is also explicit recogni-
tion of the iterative nature of the analysis:

The analytic process, however, is not linear, and for this reason the analytic hierar-
chy is shown with ladders linking the platforms, enabling movement both up and
down the structure. As categories are refined, dimensions clarified, and explana-
tions are developed there is a constant need to revisit the original or synthesised
data to search for new clues, to check assumptions or to identify underlying fac-
tors. In this respect, the platforms not only provide building blocks, enabling the re-
searcher to move ahead to the next stage of analysis, they also make it possible to
look ‘down’ on what is emerging, and to reflect on how much sense this is makingin
terms of representing the original material.

(Ritchie and Lewis, 2003; p. 212)

While this model has been developed by Ritchie and Lewis (2003) it has also been
recognised by some as having similar properties to Carney's (1990) ladder of analytical
abstraction (Miles and Huberman, 1994) so you can see that qualitative researchers use
similar methods to get a deeper and more comprehensive understanding of their data.

In order to capture the social worlds of study participants adequately, analysis of
gualitative data might often mean the nurse researcher needing to organise many
forms of data (e.g. themes, sub-themes, an overall theoretical model being devel-
oped), whilst still being very familiar with the raw data and revisiting it to check for al-
ternative interpretations. In addition, although there are a number of ways in which
data analysis can be carried out, generally all methods of qualitative analysis tend to
include most of the following activities: (1) data management, (2) indexing or coding
and the recognition of patterns or themes and (3) the development of explanations
and insights provided by the data collected. Each stage of the analysis is described in
detail in the following sections.

Data management

In keeping with the analytic hierarchy framework, the first step in the analysis
process involves revisiting and familiarisation with the data, examining the underpin-
ning assumptions surrounding the rationale for undertaking the research and the
salient literature. The next step is the process of coding or indexing the data. This in-
volves creating an indexing system (conceptual framework) by grouping the main
themes recurring within the data and associated sub-themes. Each of the sub-themes
is then assigned a code number. Data are then indexed using the predefined numeri-
cal codes, thus linking themes and concepts with the data. A thematic chart (Ritchie
and Lewis, 2003) for each main theme is developed in order to consolidate the data
as a whole under the themes identified. In this way it is possible to consider the simi-
larities and opposing views within the data as a whole, while also providing a clear
outline of the process through which the analysis has progressed. However, it is also
recognised that these initial themes are not set concepts and as the study progresses
these need to be continually revisited and refined as appropriate. At this stage of
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analysis the themes are directly evolved from the data, for example, brief quotes or
descriptive statements, rather than at the level of interpretation.

Descriptive accounts

During the next stage of the analysis, the process of moving from description to inter-
pretation of the data begins to take place. The key dimensions of this stage of the
analysis have been described by Ritchie and Lewis (2003) as detection, categorisa-
tion and classification. In practice, utilising the thematic charts it is possible to move
from the original text to interpret the data in a more conceptual way, described by
Ritchie and Lewis (2003) as ‘unpacking’ the data. In practice this may involve con-
structing a series of charts with three columns. The first column (column A) contain-
ing the original statement or quote from the data, the second column (column B)
containing the first stage of abstraction but where description remains close to the
original data, and finally the third column (column C) where the data begin to be in-
terpreted in a more conceptual way. As such, in the final column, labels which move
beyond the original data can be assigned. Grouping and summarising segments of
data which although described by participants in different ways have a similar or re-
lated meaning is also untaken at this point. Table 6.3 shows an example from real-life
data (McGarry, 2007a) on how the three columns are used.

This study by McGarry (2007a) involved analysis of district nurses’ negotiations of
psychological and physical boundaries within patients’ homes. In the final column of
Table 6.3, labels that moved beyond the original data were assigned. Grouping and
summarising segments of data which, although described by participants in different
ways, had a similar or related meaning was also carried out. Once all of the data had
been charted and investigated thoroughly, cross-referencing with other category charts
was undertaken which enabled McGarry (2007a) to identify similar concepts that could
be developed under a broader classification (e.g. the theme ‘place of care’). This again

Table 6.3 Using the three columns to ‘unpack’ the data

Column A

Column B

Column C

Data charted in
column 7.2

Elements and dimensions
identified

Categories

RN12: Interview 1

...seeing people as
they really are in own
home ... (p3) (7.2)

RN13: Interview 1

... they exist in their
homes (p1) (7.2)

Holistic care - seeing the
‘whole person’ - hospital care
only part of the ‘jigsaw’

Hospital as ‘alien’ environment -
people ‘live’ in their homes -
links to own values

Place of care - central to defin-
ing the individual as a person -
hospital ‘fragmentation’

Caring ideology

Individuality - defined through
artefacts/history of home
Professional belonging

Place of care central to
professional identity and
caring values
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was undertaken using sheets of A3 paper where all the elements identified through-
out the data were listed in ‘blocks’ of a similar nature. Finally, the ‘blocks’ or sets were
individually ‘re-sorted’ into subcategories under each main theme (Ritchie and Lewis,
2003) for example, within the theme ‘the place of care’ RN13 (the pseudonym for one
of the district nurses) described older people as ‘they exist in their homes’, and this
has been developed and placed in the subcategory ‘coming home: the place of care'.
Another nurse, RN12, spoke of seeing ‘people as they really are in their own home'
and while described differently, exhibited the same features in that the place of care
is perceived by nurses as being central in defining the older patient as an individual
and recognising this when delivering care to them. As you can see, McGarry (2007a)
used the coding of these columns as a way to get closer to developing explanatory
accounts of the data, which is the next phase.

Explanatory accounts

As highlighted by Ritchie and Lewis (2003), the final stage of analysis, though pivotal,
is not easily described and involves a number of different processes:

The search for explanations is a hard one to describe because it involves a mixture
of reading through synthesised data, following leads as they are discovered, study-
ing patterns, sometimes re-reading full transcripts, and generally thinking around
the data. It involves going backwards and forwards between the data and emergent
explanations until pieces of the puzzle clearly fit. It also involves searching for and
trying out rival explanations to establish the closeness of fit. (p. 252)

During this stage of analysis there are a number of ways of developing explanations,
distinguishing between explanations developed through explicit responses given by
participants, for example, through interview or questioning, and those developed im-
plicitly through interpretation of the data. As highlighted by Ritchie and Lewis (2003),
throughout the study the development of explanatory accounts will need to be in-
formed by the salient literature and existing empirical studies. Throughout the analysis
it is also vital to be aware of the original research question, how the data are answering
the research questions and the implications of the findings (e.g. applying the findings to
the delivery of health care or enhancing a patient’'s experience of health and iliness).

C6.7 Qualitative data analyses in action ]

In this section, we will demonstrate what goes on when conducting qualitative analy-
sis of data relevant to nurses and other health professionals. We will introduce you to
different methods of analysis, some of which might only look at the surface of the
data whereas others might require deeper insights and interpretations. We will touch
on the following in turn: content analysis, thematic analysis and interpretative phe-
nomenological analysis (IPA) using data that were part of published studies.
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Content analysis

This method of analysis entails looking for patterns in the data but this often involves
mainly looking on the ‘surface’ of the data. For instance, a study of 191 health care
professionals by Laungani and Williams (1997) involved analysing interview data ob-
tained from semi-structured interview questions. These health professionals were
asked about an organisational change that had recently been introduced to their
workplace, which was called patient-focused care. Participants were asked to tell the
interviewer about their perceptions of patient-focused care, their overall feelings
whilst at work, their relationship with patients and relations with management and
other factors such as what mainly motivated them when they were at work. The sam-
ple of health professionals were also asked about their levels of stress, whether the
stress levels had altered significantly since the organisational change, whether they
had experienced any effects from the stress incurred by the change and the main
strategies that they used to combat their stress. Unlike with a structured question-
naire or interview, these health professionals were not given any set categories to use
when responding. Their responses were analysed using content analysis, which
mainly involved looking for patterns to their answers and then grouping them accord-
ingly. The following has been adapted from Laungani and Williams' (1997) study (see
Table 6.4) and it shows how the responses to a question were classified according to
how often certain phrases were uttered by participants.

One thing to note in Table 6.4 is that the percentages won't necessarily total
100 per cent as multiple symptoms might have been mentioned by participants dur-
ing the interviews, rather than just one symptom being reported by each participant.
As you can see from Table 6.4, the process of content analysis might primarily be one
of counting frequencies which might mean converting gqualitative data into a more
guantitative form to enable the readers to see the major trends at a glance. This is
one reason why there is some debate as to whether content analysis is truly a quali-
tative method of analysis. Another way in which content analysis might be a little
more quantitative, rather than qualitative, is that some researchers who use content
analysis might already have predefined criteria of phrases or ideas that they're

Table 6.4 Physical effects of stress among community health professionals

Symptom % of sample
Feeling tired (‘I'm tired’, ‘I'm weary’, ‘exhaustion’, ‘exhausted’, 'knackered’) 42
Headaches (‘my head often is fit to burst’, ‘many migraines’,

‘splitting headache’) 12
Hypervigilance (‘can’t sleep for worry’, ‘always alert’, ‘restless’) 8
General sickness (‘my body can't cope’, 'l come down with all sorts of bugs’) 7
Tenseness (‘'my neck's muscles are taut’, ‘stiff back’) 7
Lethargy (‘just can't be bothered’, ‘my body and mind are just not motivated’,

‘lethargic all over") 4
Other physical symptoms (e.qg. ‘irreqular periods’, ‘'l lose my appetite’) 4
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expecting to find; as a result, they will mainly count how often these criteria have
been met within the content of the spoken data and the analysis is mainly confined to
how far the data meet with the researchers’ expectations. Overall, content analysis
might seem to some a more superficial mode of qualitative analysis, so let us move
on to other examples of qualitative analyses. With the next method, thematic analy-
sis, we will now be able to focus less on how often something is said by putting the re-
searchers’ prior assumptions to one side and letting the data ‘do the talking'.

Thematic analysis

Content analysis might seem a little superficial but it does provide opportunities to
extract patterns quickly in qualitative data. This analysis tool might be something
that you need to use, as a busy nurse researcher, when contending with the demands
of getting in-depth qualitative data from patients or service users and being driven to
get answers from all of your data as soon as possible. However, there are other meth-
ods, like thematic analysis, that offer an added dimension to your qualitative data
analysis. We will use, as a case study, McGarry and Thom's (2004) focus group re-
search with three different groups of people who are affected by users/carers being
involved in educating nurses - users and carers, nursing students and the staff who
teach the nursing students. In Table 6.5, you can see the themes that emerged from
the data analysis, with a representative quote used to illustrate each theme.

You should be able to see that some themes were common to more than one focus
group whereas other themes were unique to just one focus group. Both students and
service users saw the experience as positive and both groups saw it as beneficial for
the users or carers. Students saw it as an opportunity for users/carers to express
their thoughts and feelings and the users/carers saw it as a chance to let the student
nurses know about things that would make life easier and more pleasant. By contrast,
the teaching staff seemed to have different perspectives compared to the students
and users/carers, with teachers focusing more on the logistics of organising these
taught sessions led by users or carers. However, it's possible to see from the fifth
theme for users or carers in Table 6.5 that the organisation of the sessions was also
of concern to them, particularly in making sure the taught sessions had a structure to
them; in a way, it would seem as if the teachers and the users/carers have a shared
agenda, particularly with the arrangement of the actual taught activity itself.

As you can see, the thematic analysis is a more in-depth method of understanding
and representing qualitative data than content analysis sometimes is. Let us now look
at another in-depth qualitative analysis method - interpretative phenomenological
analysis (IPA), which attempts to look at people’s experiences through their eyes and
is aimed at interpreting the psychology of their experiences.

Interpretative phenomenological analysis

The following account has been drawn from telephone interview transcript data col-
lected for a study by Dheensa and Williams (2009) of six adults who have neurofibro-
matosis type 1 - a chronic, genetic disorder that includes symptoms like curvature of
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the spine, musculoskeletal difficulties and disfiguring tumours over the body. In this
excerpt, we will attempt to make sense of the narrative from one of these participants
by using IPA (Smith, 1996), which is aimed at gaining an understanding of a person's
subjective viewpoint and their ability to make sense of their world. The key task for
the researcher using this technique is to interpret and contextualise that person's
views from a psychological perspective (Larkin et al., 2006). There are four key
stages to doing this (Willig, 2001): (1) the researcher’s initial reactions to the text, (2)
identifying themes, (3) clustering themes, (4) summarising the themes and interpret-
ing them. We will do each of these in turn when approaching the task of analysing the
text of this interview transcript.

Narrative from ‘Grace’:

I don’t want my NF to stop me from doing things.

I don’t use it as a crutch, or as something ‘well I got this, it means I have to

be on disability, and I shouldn’t work’ and I don’t take advantage of it.

I like going to work, I've worked for twenty-five years . . . there hasn’t really
been a time where I wasn’t working! I don’t work a lame job, you know.

I work a pretty good job . . . I mean, I know that people think I can’t do things,

or by looking at me [they form] an opinion, but I do what I can do to prove

0 N O AW N

them wrong if I can.

Initial reactions

Upon initial reading of this excerpt, we have noticed the way 'Grace’ uses medical
metaphorical imagery when talking about how she perceives her experiences of NF
(e.g. ‘crutch’ symbolismin line 2). She contrasts this use of a crutch with a dialogue she
might be having with someone if she had decided to accept the assumption that hav-
ing a disease like NF is equated with low capability to do things and mainly be worthy
of claiming support from the state (lines 2-3). Grace talks about being ‘on disability’. (Is
this an American term? We are aware that Grace is American from the background in-
formation collected on her, so this brings to mind questions as to whether there might
be differences between the USA and UK in how people with chronic health conditions
are treated by the benefit and health care systems. Perhaps it's similar. Either way, it
might affect her perceptions of how she thinks others see her.) Grace also talks about
not taking advantage of the label of having NF (line 3); this seems to suggest that
such a label can be used to get others to do things for her and that potentially it could
be misused but she is adamantly against doing this. Being in employment seems to be
very important to Grace as she refers to her length of time in work (‘twenty-five years',
line 4) and also the type of job that she currently does (‘pretty good job’, line 6). She also
contrasts being in a ‘pretty good job’ with what she thinks people might expect of her,
given her condition of having NF (a ‘lame job’, line 5). Grace seems attuned to how oth-
ers might see her (‘people think I can't do things’, line 6); she talks about people form-
ing opinions about her from looking at her (line 7) although she doesn't say whether
these opinions are favourable or not. From the look of the preceding text, it seems
likely that these opinions are not good, but we can't take this for granted. Perhaps
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Grace is mainly commenting on people judging her worth and her abilities and that
often these assessments are not true to how she sees herself. In lines 7-8, it seems as
if Grace is up for a challenge as she appears to be going through a process of estimat-
ing how others see her (from their initial reactions to her) and then deciding on what
activities she could do to disprove their perceptions.

Identification of themes

After outlining this initial reaction to the text, we can then progress to approaching
the text again in a more systematic way. The main thing that we want to achieve in
this stage is to identify whether any of the elements in the text that we've identified
so far can be given thematic labels. Through line-by-line analysis, we were able to pin-
point the following themes:

1. Feelings of ownership and uniqueness (‘my NF').

2. Perceptions of being impeded or dependent (‘crutch’, ‘'stop me’, ‘shouldn’t work’,
‘... lwasn't working', ‘I can't do things’).

3. Other people's perceptions of herself (lines 6-8).

4. Perceptions of self tied into working (contrasting ‘pretty good job" and ‘lame job" as
if good jobs and lame jobs are tied to one’s very identity as being a worthy and
capable person, 'l like going to work").

5. Rejection of passivity (actively works against following a script of ‘well | got this, it
means | have to be on disability, and | shouldn't work’).

6. Disproving other people's perceptions of herself (refusing to use the label of being
disabled and to do what Grace sees as taking advantage of the label in lines 2-3;
also the quote 'l do what | can do to prove them wrong if | can’).

Clustering of themes

The next step is to cluster the themes that appear to share similar features based on
their content in which they might point to common psychological experiences, states
or perceptions. By using the six themes identified earlier, we began grouping the
themes together to try to see whether essentially they shared similar properties in
the assumptions and perceptions that the themes conveyed. The following clusters
were created as a result:

e Cluster 1: Self and identity (themes 1, 3 and 4)

e Cluster 2: Dependence and passivity (themes 2 and 5)

e Cluster 3: Empowerment (theme 6 and possibly themes 1 and 4).

As you can see by the way in which the clusters have been arranged, it's possible to
acknowledge that labelling some of the clusters might not fit neatly into very sepa-
rate entities; there might be slight overlap with how the themes and clusters are or-
ganised and this recognises that people's perspectives are rarely black and white,

with many shades of grey when analysing the nuances of what a person is thinking,
feeling and saying.
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Table 6.6 A summary table of clusters, themes, quotations and locations of quotes

Cluster and theme Quote Source

Cluster 1:

Self and identity

¢ Ownership and unigueness ‘my NF’ Line1

« Other people's perceptions ‘I know that people think | can't do things, or Lines 6-7
of oneself by looking at me [they form] an opinion’

» Perceptions of self tied 'l work a pretty good job’ Line 6
into working

Cluster 2:

Dependence and passivity

« Being impeded or ‘I can't do things’ Line 6
dependent

* Rejection of passivity 'l don't use it as a crutch, or as something Lines 2-3

“well | got this, it means | have to be on
disability, and | shouldn't work" and | don't
take advantage of it’

Cluster 3:

Empowerment

+ Disproving other people's ‘I do what | can do to prove them wrong if Lines 7-8
perceptions of oneself | can’

* Ownership and uniqgueness ‘my NF’ Line1

* Perceptions of self tied ‘I like going to work, I've worked for Lines 4-5
into working twenty-five years . . . there hasn't really

been a time where | wasn't working!”

Summarising the themes and interpreting

We now move on to the final stage of summarising the key themes and clusters by
producing a summary table and then interpreting what this is telling us about Grace's
perspectives on living with NF. With this summary table (see Table 6.6), what we're
aiming to do is make the process and outcome of the analyses as transparent and jus-
tifiable as possible. This is why we need to clearly and systematically identify each
cluster and constituent theme, along with where to find relevant keywords or quotes
to verify the researchers’ interpretations of the data.

When writing up the findings, it is useful to acknowledge some of the clusters and
themes when interpreting and explaining what is going on with Grace's perceptions.
The interpreting part is very important because, without it, your analyses would
mainly be to do with analysing people's phenomenological experiences but there
would be little beyond mere description. When you interpret the themes that have
arisen, you are starting to take on a deeper appreciation of what the person is saying,
thinking and feeling. The following is an example of what we could have written about
the themes that emerged from the analysis:

Grace's use of the crutch metaphor implied that she does not rely on NF1to excuse her
from usual duties, such as employment, which is something she enjoys. Her hesitance
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to let NF prevent her from being ‘normal’ appears consistent over her working life.
Nevertheless, she understood that chronic pain does not fit with most people’s con-
cept of normality, leading to her thoughts that others are forming opinions about her
based on her perceived inability to ‘do things'. Resiliently, she strove to change these
perceptions where possible. It would appear to be quite pivotal to understanding how
people who have NF (like Grace) might perceive themselves and how they think others
see them. It would appear that Grace’s identity was more nested within her role as a
worker rather than having her identity subsumed as being an ‘NF sufferer’ who was
unable to do things for herself. Granted, Grace acknowledged that she had NF and that
she called it ‘my NF' but she seemed to be making active efforts to go against what
she thought people might assume her to be able to do when comparing herself with
someone who also has the same medical condition. Grace saw it as ‘her NF’ and that
wasn’t the only part of being who she was. Instead, she saw that she could hold multi-
ple identities such as someone who was able to hold a ‘pretty good job’, despite her
thinking that others might see her ‘disabled’. She saw that she had a choice with her
reactions to knowing that she had NF and how to cope with societal expectations to
this part of her identity. She saw it as her role to confound these expectations and
appeared to see her reactions as empowering.

Overall, we have shown you a strategy for using IPA when analysing textual data and
have given you some tips on how to approach this task in a systematic way by using a
four-step approach. We are now going to give you seven more tips on general good
practice when doing qualitative analysis.

(6.8 Seven steps to a successful qualitative analysis )

To recap some of the key pointers for doing qualitative analysis well, we have compiled
a list of seven steps for success in this activity. The following practices are ones that we
have found useful over the years (and some of them we wish we'd done more often!):

1. Make the process of data collection, data analysis and your interpretations as
transparent as possible. Give complete information on what you have done. Don't
just state when writing up your study that saturation was reached when analysing
the data. Explain how you knew that no further themes could be obtained from the
data analysis.

2. Revisit the data on many occasions. You might find that the themes that you have
extracted seem to make sense on the face of it but your interpretations might not
stand up to scrutiny if you haven't shown that you have accounted for different in-
terpretations of the data. Could the themes be called something else?

3. Tie your analysis to your methodology. Make sure that you have an appropriate
way of ‘packaging’ the raw data so that you're not spending excessive time on
tracking information that you're not going to analyse in the long run. For example,
it would make sense to use the Jefferson system of transcribing interview data and
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showing the pauses and the shifts in conversation between speakers if you're
using discourse analysis but it would not be as useful for doing IPA. This is because
IPA would mainly rely on what research participants are saying, rather than how
they are saying it.

4. Be clear about what stage/phase of the analysis you are on. Are you at the data
management or the description or the explanation stage?

5. Decide on what method you are going to use to handle the data once you have got
it transcribed. Are you going to use a computer or do the data handling by hand?
Do you need to get further expertise to do computer-based qualitative analysis?
Do you have sufficient space in a room to spread out plenty of pieces of paper with
various bits and pieces scribbled on them, code numbers, different sections of the
text cut out and identified with highlighter pen?

6. Get someone else to look at the data and go through a process of data analysis by
using the methodology that you are using. This is restricted by you knowing an-
other person who has a similar level of knowledge on the methodology you're
using. If you are studying qualitative analysis on a course, it might be helpful to
share your data with other students and get them to code the data 'blind" from
your own analysis of the data. It is quite likely that you both might not come up
with the same themes as a result of the analysis. This is where the real discussions
(and the deeper analysis) begins!

7. Decide on an appropriate time to stop doing the qualitative data analysis. The con-
cept of ‘saturation’ is a bit vague. It seems to suggest that the researchers have
gorged themselves on data and are now feeling too ‘full’. You may need to be prac-
tical, especially if you are restricted with time and resources to only conduct a cer-
tain number of interviews, get them transcribed and go through the transcripts
with a fine-toothed comb as well as write up your analyses. Doing this properly
might take several months but you need to be up-front with your reasons for stop-
ping any further analyses. Don't say you've reached saturation when you've actu-
ally started to run out of time. Instead, only claim that saturation has occurred
when you have gone back to the same pieces of data and you can't come up with
any other angles on how the data can be understood. If you have been working
with a co-researcher and that person can't come up with any further perspectives
on the data, then you have truly reached a saturated state!

CSeIf-assessment exercise ]

Have a look at the following excerpts of data drawn from interviews with two different
research participants (Harper, 2006) who were diagnosed with having epilepsy when
they were in adulthood. See if you can spot any common themes from the excerpts in
terms of what the participants are saying and experiencing.
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Excerpt 1

1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21
22

Interviewer: OK, tell me something about your epilepsy experience.. . .
Participant: 1 think that stigma is a big problem. Epilepsy is a condition where
there is limited information provided to epileptics, which can cause anxiety,
fear and panic. I think it’s important to bond with others about this.
Interviewer: Empathy is beneficial with others in the same position?

Participant: Yes, to know it is normal.

Interviewer: What other problems do you think you face in your epilepsy
experience, or what other concerns do you have?

Participant: Well there is the concern over taking anti-epileptic drugs for too long.
There are long-term worries of osteoporosis.

Interviewer: what do you mean?

Participant: Taking anti-epileptic drugs for long periods of time you can develop
bone problems. There are two hospitals in my local area and they are both treating
epilepsy in various ways, there’s no continuity. My epilepsy is medically treated
but I don’t have anything given to me to help the social side of things.

Excerpt 2

23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40

Interviewer: You don’t feel affected by any stigma, whether it [seizures from
epilepsy] happens or not?

Participant: No I'm not. That I think is probably because of my age. I do think
when you are older you are less affected by what people think. Though I'm sure
some people can feel picked on more than other people about their epilepsy. I
guess everyone is different and some people need more support than others.

Interviewer: Yeah, that probably is right. I think that some people seem to adjust
and cope to it more naturally than others. So what others say doesn’t bother you?

Participant: I can take jokes about me, and my epilepsy. I can certainly make them
too. You have got to laugh about some things. It doesn’t get you anywhere being

angry.
Interviewer: You find it easy to take it with a pinch of salt?

Participant: Well to be honest it isn’t really something that I can control or stop so if
someone wants to criticise me for that well . . . what can I say? That is just pathetic.
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CSummary ]

In this chapter, we have examined some of the essential issues to consider when
conducting analysis of qualitative data. In the following chapter we will be looking
at a methodology known as action research, which offers the nurse researcher an
opportunity to obtain qualitative and quantitative data, and there is also the
chance to bring about substantial changes to the actions that are taken around
people’s health and health care delivery. This can involve making changes to how
health care is organised, the support that health service users (or carers) are
given, and can also help in shaping how health-related messages are communi-
cated to the general public. Doing action research is also not without its chal-
lenges. We will introduce you to some of the main considerations involved in the
next chapter.
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Chapter 7

Blending qualitative and
guantitative methods:
Action research

KEY THEMES

Collaboration ¢ Quantitative data * Qualitative data ¢ Cyclical process
* Change

LEARNING OUTCOMES
At the end of this chapter you will be able to:

@ Understand that action research is a philosophy and an approach to guide
research and development in applied contexts

@ |dentify the four major stages involved in planning and carrying out action
research in nursing

@ Evaluate the situations during which the application of action research
approaches may be most suitable

e Identify the types of activities that may impede the successful
implementation of the findings from action research into more practical
situations.
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(Introduction )

Have a look at the following situation, which we will return to at various times
throughout this chapter. This imaginary scenario illustrates the sorts of things you
might encounter in practice and may be an appropriate starting point for deciding
whether or not to use an action research approach in this context.

IMAGINE THAT ...

You are a nurse working on a Care of the Older Person ward in a community hospital.
You know that poor nutrition among older people within the hospital setting as a whole
has been an issue for a number of years; you also know that a number of policy initia-
tives have attempted to address this deficit and that it is a continued priority within
care delivery (The Healthcare Commission, 2007). However, while the nutritional value
of the food that is prepared and served on the ward has improved as a response to na-
tional guidelines on patient nutrition, you have also noticed that the supervision of
mealtimes and helping patients to eat continues to be devolved to staff with less expe-
rience. This seems to signify the continued lack of importance attached to this part of
caring for older people. Patients are still not always eating their food and some of them
are expressing dissatisfaction with it. Some patients may not be eating their food be-
cause their medication regime is upsetting their appetite. As a result, some patients
still have poor nutritional health.

There are known knowns. These are things we know that we know. There are known

unknowns. That is to say, there are things that we know we don’t know. But there

are also unknown unknowns. There are things we don’t know we don’t know.
Donald Rumsfeld

This now legendary quote by the ex-American Defence Secretary Donald Rumsfeld,
though open to scrutiny on a number of points from a linguistic perspective (Donald
won an award from the British Plain English Campaign for this gem), is an appropriate
way to introduce this chapter on action research for two reasons. The first reason is
that it highlights the need to embrace uncertainty and to acknowledge the ‘unknown’
and exploratory nature of many types of research, especially action research. Often
in the process of doing action research we might end up somewhere different to
where we anticipated being. This is not to suggest that action research should lack di-
rection; although we might have a rough idea of the desired outcome of the proposed
research, the path of action research is directed by a collaborative approach between
researchers and participants and is sometimes open to changes in direction along the
way. The second reason the quote is apt is due to the need to be flexible and open to
input from a variety of perspectives. There should also be openness in our approach
to bring about actions as a result of the ideas that we take from the multiple view-
points ranging from the opinions of staff to those of patients and their relatives. As a
result, action research requires a more fluid approach to the research endeavour
which may be subject to change over the course of its lifetime; this is very unlike the
traditional research method used in some nursing research, particularly with quantitative
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studies that have a clear hypothesis and highly focused boundaries for the research
are already drawn up.

In earlier chapters, we have looked at what theories and pieces of evidence are.
There is experiential evidence, such as the types of experiences that you might get on
the wards (like in the above scenario) and there is evidence based on guantitative or
qualitative research, like the recommendations made nationally on what is accept-
able practice. There is also theory in terms of what we would reasonably expect to
happen in general cases. In theory, we might expect patients to feel happier when
eating healthier food. In theory, they might like more choices, or do they? In theory,
we might expect staff to give patient nutrition a similar level of priority as other types
of nursing care, but this doesn't look like it's the case. To what extent do all levels of
nursing staff see it as part of their role? Overall, it seems there is a gulf between what
we might expect in theory and what we're seeing in practice. Perhaps action research
is one way to address this gap between theory and practice.

7.1 Identifying the problem: the tensions between
theory and practice

If we translate these observations into the context of a potential research question
or areas for further exploration we can begin to reinterpret the potential problem in
the following ways. First, the current practice that you have observed in this sce-
nario highlights how the accumulation of evidence and the practices that continue
to be carried out by nurses could be at odds with each other. Bear in mind that a
sizeable percentage of clinical practices might not be evidence-based - one study,
for instance, has shown that a worrying percentage of registered nurses had a low to
moderate level of knowledge about evidence-based practice (Alspach, 2006). Sec-
ond, the problem in this scenario seems to centre around the issue of how to change
the current routine of mealtimes from one which places the needs of the ward at the
centre to one that focuses on the needs of the older patients. This therefore means
that a cultural change could be required — the culture of having mealtimes at a certain
time, the culture of how meals, and nutrition in general, are perceived by staff and
by patients. Cultural change can often be very difficult to bring about and we will
cover the relevant things to consider if change is needed to current practices.
Thirdly, and finally, in order to bring about change there needs to be some recogni-
tion by various parties that the change is needed. The involvement of significant
people, like managers, patients, front-line staff and patients’ relatives may need to
be sought so that change can be implemented more smoothly. Just knowing that
change is needed may not be enough to bring about change; instead, there needs to
be a way of pulling everyone along with the process of making people aware of the
need to change before planning it and bringing it about. Later on in this chapter we
will be covering methods of involving all the people who are vital in making changes to
practice happen.
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C?.Z What is action research and what does it involve?]

Before deciding whether or not to adopt an action research approach to the problem
or issue at hand, it is essential to have a clear understanding of what action research
is all about. Very complex definitions could be given on what action research involves.
However, rather than trying to compete with Donald Rumsfeld for the Plain English
Award, it is best to identify that one of the key elements of action research is that it is
an approach and a philosophy of doing research. In this way, action research could
more reliably be described as a research methodology, rather than a research
method. To illustrate the major components of action research, Reason and Bradbury
(2007) highlight that

There is no 'short answer’ to the question ‘What is action research?’ . .. It seeks to
bring together action and reflection, theory and practice, in participation with others,
in the pursuit of practical solutions to issues of pressing concern to people, and
more generally the flourishing of individual persons and their communities. (p. 1)

Let us dissect this quote and understand the critical concepts that are covered init. It is
vital to take action, but also to reflect on actions taken and whether these actions are
appropriate. There is the recognition that theory and practice are involved but, as we
have already noticed, many action researchers would argue that theory itself is not
powerful enough to bring about changes in practice and that there is a more complex
relationship or interplay between theory and practice (Gustavsen, 2001). In this quote,
there is also an emphasis on participation. Participation can be interpreted in a more
active form of collaboration. The researcher and the participant both have a major role
to play and a more appropriate way of conducting action research would be to see the
research participants as collaborators or ‘co-explorers’ in the research enterprise. Both
the researcher and participant are like fellow navigators and are sometimes charting
out unfamiliar territory in order to get a shared understanding of the agenda for the
study, how to do the research, and what to do with the findings in terms of changes to
practice. The metaphor of ‘action research as a journey' is very appropriate here.
Another aspect of the above quote is that practical solutions are needed; there is no
sense in making recommendations for changing practice if these changes are not
going to be workable. Action research as an approach involves looking at how feasible
proposed changes are within the culture of a specific organisation. The quote also
makes reference to ‘pressing concerns’; here there is a recognition of prioritising what
is important to be studied with the action research. Not everything can be done, but all
people who have an investment in the action research will need to look at what is most
important to do. There is also a vital component to the quote that needs addressing
when the authors mention ‘flourishing’; to flourish is to be reaching higher and higher
states of being. In this way, action research should guide the researchers and partici-
pants to aim for more improvements in practice and to look at how the status quo
can always be improved upon. To do that will often involve many people and this
brings us to the final part of the quote that needs discussion, namely the importance of
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‘individual persons and communities'. The best way to implement changes is through
involving individuals and looking at what makes them tick and why they behave in cer-
tain ways. It also means seeing how certain groups of people act in a similar way. For in-
stance, it entails asking (in the context of the ‘Imagine you are a..." scenario) about who
are the main people involved in the arranging of mealtimes, getting patients to choose
their meals, the delivery of meals, the checking on whether patients eat their meals,
etc. There is a lot of emphasis on teamwork when carrying out action research and how
the research affects people in practical situations. The famous saying by John Donne,
‘No man is anisland, entire of itself" is very relevant when doing action research.

If we return to our scenario it can be suggested that action research is well suited
to this particular situation, where the purpose of the project is to bring about a
change in the ward culture in terms of staff and patient attitudes concerning the im-
portance of mealtimes when gauging how satisfactory patient care is on a Care of the
Older Person ward.

What is the overall philosophy of action research?

While the origins of action research have been largely attributed to the work of Kurt
Lewin (e.g. Lewin, 1951), who (it is claimed) once said, 'If you want truly to understand
something, try to change it." The intervening years have witnessed the development
of a number of schools of practice, each with differing approaches to the general
principles of doing action research. More up-to-date approaches of action research
involve valuing the many perspectives that patients, service users, health profession-
als and service managers may bring to a particular problem in a clinical setting. It is
more egalitarian in approach when compared with expert-driven projects that in-
volve a researcher designing a study, collecting and analysing data and making rec-
ommendations from the results, often carried out separately from those who have a

THINGS TO CONSIDER

What is postmodernism?

Postmodernism is a complex concept that is hard to define. Essentially, it is a school of
thought that arose as a reaction to ‘modernism’. Modernism developed during the
nineteenth and early twentieth centuries from dissatisfaction in the Western world to-
wards the world view of different kinds of ‘authorities’. These authorities could be
governments, established scientific and medical opinion, and such like. Although mod-
ernists were critical of those who would promote one kind of ‘truth’, postmodernists
went a step further. Postmodernists thought that the modernist approach was still too
linear (i.e. step-by-step) to fully understand a rapidly changing, technological world.
Instead, the philosophy of postmodernism sees the world as complex and unpre-
dictable; as a result, the postmodernists would argue that conventional boundaries
around what constitutes ‘real’, ‘valid’" and ‘true’ knowledge should continually be
guestioned.
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stake in what is done in the research (i.e. the stakeholders). With action research,
stakeholders have their views listened to and incorporated into the design and run-
ning of an action research project. This kind of egalitarian method entails treating
everyone as equals and could be seen as postmodern (see box above) by drawing
from a variety of sources of expertise and knowledge and not treating one type of
knowledge as more important than another.

Action research is also egalitarian because it can also be seen as ‘bottom-up’; this
involves people at the sharp end of practice-related situations being actively engaged
in the action research so that people who may sometimes be seen as at the bottom
(or outside) of an organisational hierarchy get more of a say than they might usually
do. Bottom-up approaches are in contrast to ‘top-down’ methods of researching, in
which those at the higher levels within an organisation are tasked with making deci-
sions about how to organise systems of care and changes to these systems might be
dictated from centralised bodies like the National Health Service's Department of
Health. Other important elements of the philosophy of action research are in being
adaptable and open to new avenues of enquiry and also in being facilitated to try out
arange of different enquiries before deciding on the direction of the action research,
the methods of collecting and analysing the data, and the ways of reporting the re-
sults and implementing change.

You may come across a number of action research approaches as you read jour-
nals and textbooks in this area. Do not worry about the different labels given to these
types of action research. They share some similarities but Table 7.1 shows how they
differ to some degree.

Table 7.1 Various types of action research

Type of action research | Main focus

Participatory action There is a focus on bringing about positive social change. This is done
research (PAR) via group work, self-reflection and questioning of practices currently
being used. A PAR group may ascertain a common concern through dis-
cussion and reflection. A common goal is then negotiated in the PAR
group and several cycles of planning, acting and observing and reflect-
ing are undertaken.

Emancipatory Focuses on people in disenfranchised or marginalised groups. The

research research is often aimed at empowering these groups and looking at how
to address the social structures that are currently oppressing these
communities.

Co-operative inquiry This involves working with other people who have shared concerns or

or collaborative interests. The group has co-researchers who look at their understanding

inquiry and experiences of their world, along with attempting to change prac-

tices that go on in the world.

Action science The main aim is to get people in groups to gain confidence and skills in
creating an organisation/society to help them to become more effective
on an individual and group level. The key principle is exploring whether
evidence can be turned into something actionable. Action science often
entails looking at information that can't be turned into action to make the
distinction between actionable and non-actionable data more apparent.
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We have shown you that there are different types of action research but, for the
purposes of introducing you to this approach, you will only need to be aware of the
main principles to adhere to when using it and the steps that are required when wish-
ing to use this methodology. In the following section, we will look at the steps you can
take to get started.

Having decided on an action research approach: what next?

As we mentioned earlier, action research necessitates involving people from the be-
ginning of the project. This will involve listening to many different stakeholders who
will have a variety of perspectives to the research problem and using their perspec-
tives to set out a research agenda and to plan a project with the expected outcome of
visible change.

The process itself will involve working in a collaborative way to plan and carry out
a project that may have a series of different and possibly ongoing phases so that in-
quiry precedes research, which then precedes action, which then precedes further in-
quiry, research and future change. This may all sound confusing, however a number
of conceptual frameworks have been developed to illustrate the process of action re-
search across a range of disciplines. Figure 7.1 shows how this framework has been
adapted and used in the field of education, with David Kolb's (1984) experiential

learning theory.
| see. | feel. | think.

Concrete
experience

| reflect and make
sense of my
experiences

Reflective
observation

)

I try qut Active
new things experimentation

Abstract
conceptualisation

| theorise.
| compare my experiences
with other theories

Figure 7.1 Action research frameworks in education (after Kolb, 1984).
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With this approach, Kolb has argued that we can learn (and subsequently act)
through four main processes of concrete experience, reflective observation, abstract
conceptualisation and active experimentation. Let us take you through the four
processes in relation to doing action research in nursing. One thing to bear in mind is
that the framework is portrayed as a cycle but you are welcome to start at any point,
rather than there being just one starting point. For the purposes of this illustration,
we will start this example at the process of reflective observation. With reflective
observation, let us imagine that you are part of a health care team who have found
that many of your patients with type Il diabetes are not monitoring their blood glu-
cose levels on a regular enough basis and sometimes need to be admitted to hospi-
tal with medical complications. As a team, you would reflect on why blood glucose
monitoring (BGM) is not being done on a regular enough basis - are the patients
finding it difficult to integrate this into a habitual routine? Is it part of the BGM
process itself that is uncomfortable or stigmatising? Do the patients get enough
support from family and friends? After undergoing that process of reflective obser-
vation and gathering evidence on what is happening with your patients, your team
can progress to the next stage of abstract conceptualisation. In this stage, your
team might ask whether there are any studies or theories that could explain lack of
compliance in BGM among patients with type Il diabetes - what has worked well else-
where to increase compliance levels? How could you persuade some patients to think
of more effective ways to integrate BGM into their lives? Moving on to the next stage
of active experimentation, your team could get groups of patients and relatives to-
gether to find out whether some of the strategies for improving on BGM habits could
work well with them. There could be a phase of the patients and relatives trialling a
new system of reminders to monitor blood glucose or your team could enable the pa-
tients to test out a novel method of doing the monitoring in a discreet way (if privacy
was deemed to be an issue by the patients when undergoing BGM). Finally, your
team could get to the stage of concrete experience by asking the patients and rela-
tives how the new approaches are working and seeing whether there are any
teething problems or issues that are not being addressed in integrating BGM into the
patient’s life. Your team might then go one stage further and collect data about
whether the levels of BGM among your patients has increased (reflective observa-
tion again) and then you're on the next iteration of this cycle, and soonandsoon...
As you can see, action research is something that seems to require a number of dif-
ferent phases and perhaps entire cycles of activity in order to see whether real im-
provements are being made. Overall, you can make exciting, meaningful changes to
practice by using this approach!

While varying slightly in nature, all of the models of action research share a com-
mon thread in terms of progression or ‘steps’ in the process: plan, act, observe and
reflect. Indeed you may have noticed the similarities between the stages of action
research and some of the reflective cycles that you might use as part of reflections
that you undertake regarding your own nursing practice and experiences, such as
Gibbs' reflective cycle which we have adapted in Figure 7.2.
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Description
(What occurred?)

Action plan
(What would you do
in a similar situation?)

Feelings or
thoughts

Conclusion
(What are the
main learning points
to remember?)

Evaluation
(Good and bad
points?)

Analysis
(Make sense of the
situation in light of
theory or other research)

Figure 7.2 A reflective framework (after Gibbs, 1988).

There is also a lot of emphasis in action research on needing to reach higher and
higher levels of improvement to practice so there is recognition of a spiral model
(Carr and Kemmis, 1986) in setting progressively higher and higher standards of care.
Figure 7.3 shows the action research ‘cycle’ as such a spiral.

What processes (or phases) are involved in action research?

There are several different stages that need to be acknowledged when planning and
executing action research. Figure 7.4 shows the main stages (or phases) and also iden-
tifies the major questions that you would ask when in each of the stages or phases.

In the earlier stages of the action research, the researcher needs to be receptive
and flexible by openly listening to the multiple perspectives and issues that all
stakeholders raise. It is really important to get a wide range of viewpoints at this
early stage because, without it, you might not be able to anticipate the sorts of
things that could get in the way of any changes that need to be implemented later
on in the project. The importance of getting a diversity of ideas is epitomised in the
old adage of 'A multidisciplinary team without differences is a contradiction in
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Observe

Cycle 2

Reflect

Revised plan

Cycle 1 Reflect

Figure 7.3 A spiral of action research stages (after Carr and Kemmis, 1986).

terms' (@vretveit, 1995, p. 41). There might be a lot of uncertainty at this stage
about whether the project will succeed, whether there are researchable questions
to address and whether there is sufficient time to conduct all stages of the action
research. At the outset, there might be quite a few things that the action re-
searchers do not know about and the researchers need to be open to, and comfort-
able with, this possibility. During the early phases of the research, there will be a lot

Phase 2: Action planning
Where do we want to go?
How do we get there?

Phase 3: Taking action
What changes are needed?
Who needs to be
involved in the change?

Phase 1: The problem

Where are we?
Is the status quo acceptable?
Is everyone satisfied?
How do we collect

Phase 4: Evaluation
How do we know
we’re successful?

Figure 7.4 A general action research framework with questions to answer.
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of ‘unknowns’ (just like the earlier quote at the beginning of this chapter!) and it
will be useful to make these ‘known’ and recognised by those in the action research
group. At the data collection stage, the action research project will be more to do
with keeping the data collection on track and keeping to the agreed timetable. The
action researchers will need to look at monitoring the progress of the project and
ensuring that they will be able to see when the project is achieving specific success
milestones.

Once actions have been planned out and changes are due to be implemented,
there are a number of considerations that action researchers need to bear in mind.
As change is at the heart of action research, action researchers need to weigh up the
costs and benefits of changing practice. These costs could be human costs, like any
possible inconvenience by getting staff or patients out of their comfort zone, but it
might involve costs in terms of financial or time-related issues.

There are other change-related issues that could also be acknowledged during
the latter stages of action research. These could include addressing the following
guestions:

e Do you want to change people’s attitudes and/or their behaviours? You might have
more success in changing attitudes but be less successful in changing people’s be-
haviours. Why might this be so? Could staff or patients be too caught up in habit-
ual ways of acting, despite having a change in their attitudes?

e What needs changing? Should there be changes to ways of implementing and
documenting care (e.g. person-centred planning, use of clinical protocols) or,
rather, changes to the overall ethos of care and how fellow professionals deal
with service users or patients (e.g. patient-focused care, essence of care, person-
centred approaches)? Do you need to get change in systems of care within a
team or throughout an entire organisation? You may need to look at how recep-
tive to change some people are and how you can get their commitment to this
change. This may be less of a problem if the key people who will have an influ-
ence in the change were treated as stakeholders in the early phases of the proj-
ect and their views were actively sought out during the entire life cycle of the
action research.

e Who are the ‘change masters’? Change masters (Kanter, 1983) may not always be
those who are appointed in a senior/management position. For example, it may be
the health care assistants who are the most influential and best able to implement
changes at the sharp end of clinical practice. Think about the people needed to
lead the change and those required for managing the change; this need not involve
the same sorts of people, especially as the leadership of change involves a strat-
eqgy role, whereas management of change would entail adherence to accepted best
practices. In other words, leading is ‘doing the right thing', whereas managing is
more to do with ‘doing things right' (Bennis and Nanus, 1985).

Using the original scenario we have provided an overview of the phases or stages of
the action research project. As part of this example we refer to data collection, and
this can take several forms, such as through using questionnaires, observations,

165



Chapter 7 Blending qualitative and quantitative methods: Action research

focus groups and interviews. We will now go through each of the four phases
in turn.

Phase 1: identifying the problem

In phase 1of the project it will be necessary to establish the actual context of the ward
routine surrounding mealtimes in terms of current ways in which mealtimes on the
ward are organised, who is involved, the context (i.e. the environment), and the stake-
holders' perspectives (e.qg. staff, patients and carers’ views) on mealtimes. Data will be
collected and analysed and the data could be quantitative or qualitative in form with
the use of surveys, focus groups, or one-to-one interviews, for example. In this phase
all participants will be given an opportunity to look critically at practice. There will
also be chances for all participants to reach agreement about the need for change
and there will be times for stakeholders to clarify any queries or concerns that they
might have.

Phase 2: action planning

In phase 2 of the project the data have been analysed and the main trends are re-
ported back to the project team. Based on the findings, an action plan is developed. In
the present scenario, it is envisaged that this would entail a change in practices
around mealtimes on the ward depending on the issues highlighted in phase 1, for ex-
ample, environment, comfort and service. However, you will also need to be mindful
that there may be a number of different approaches or alternatives to the problem
and you will need to be aware of issues such as resources, time available and the
learning needs of those involved.

Phase 3: taking action

Phase 3 of the project entails implementing the change. In the present example this
may involve for example the general ambience of the dining room, scheduling of med-
icine delivery times and making mealtimes a ‘whole-staff’ approach.

Phase 4: evaluation

Phase 4 is the final phase in the first cycle of action research and will form the basis
(dependent on findings) of future cycles of work. This can be evaluated in terms of
looking at whether significant changes are being made to improve on practices or
whether there are issues around the learning needs of staff that need to be involved,
among many other possible future interventions with staff or patients.

This example provides one approach to the problem scenario that we presented at
the beginning of the chapter. However, this is not the definitive answer and you may
have thought of some other components that you would like to add to the project
yourself. The following scenario will give you an opportunity to think more deeply
about action research and the things to consider before setting out to do it and things
to worry about whilst you're doing it. We have set out a self-assessment exercise
below, which introduces you to more of the dynamic issues involved when conducting
action research. It is written in the form of dialogue and is entitled '"How not to do
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action research’. Please note that the dialogue is fictional but it is intended to be a
vivid guide to the practical and ethical issues that could be encountered when doing
action research.

CSeIf-assessment exercise ]

How not to do action research

This is an exercise that you can do by yourself or you can do this as part of a class dis-
cussion. The following dialogue provides insight into a life-like scenario that could
happen when running an action research project. While reading the dialogue, we
would like you to think about some of the key considerations covered in this chapter
and whether these things are appearing in this scenario too.

When you read the dialogue, answer the following question:

What are the major issues that were important in the researcher’s attempts to man-
age and facilitate the action research project?

Action research mismanaged: Act I

Characters:

Geraldine Phillips A nurse researcher working for Grantchester Hospitals NHS Trust
on an action research project aimed at promoting dignity among
patients on the Care of the Older Person wards in the hospitals.

Jamilla Akhtar A nurse consultant, who is overseeing the running of the project.

Scene: Geraldine Phillips and Jamilla Akhtar are sitting at a desk in Jamilla’s office.
Jamilla sits at one end of the desk and Geraldine is seated at the other end. The atmos-
phere in the room between the colleagues is particularly frosty.

Geraldine: I am really sorry about how this is all turning out. But I don’t think this is all en-
tirely my fault. You only gave me 3 months to get this action research done and I've
found that this is far too little time to do the job well. Our project plan should surely
have included the time it took to get enough feedback from the staff and patients and
we didn’t even think about how long it would take to put together a plan for promoting
dignity on the wards. I think if this project had been managed properly you’d have
given me more time to do the things that matter, like making people think that their
opinions were being valued and that we were going to act on what they said . . .

Jamilla: Have you finished?

Geraldine: Well . . . I guess so. I just don’t want to be getting all the blame for the com-
plaints that we've been getting.

Jamilla: Which complaints might they be? That you carried out some of the focus group
interviews with staff within earshot of patients and relatives? For goodness sake,
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Geraldine! What were you thinking?! I realise that the staff didn’t want to be too far
away from the patients in case of emergency, but doing the interviews in the
staffroom. What kind of idea was that? At least choose a room with a closed door. And
what about being very clear in the focus group with patients about what the project
was all about? Some of the patients were talking about irrelevant things that didn’t
seem anything to do with preserving patient dignity!

Geraldine: But why did you have to sit in on that focus group? Now the patients daren’t
speak to me in case what they say gets back to you and you’ll then make a big deal
about it and make them feel uncomfortable. Why couldn’t you just trust me to do the
right thing?

Jamilla: Oh, like that other ‘action’ research that you did? There was absolutely no action
coming out of that one with your feeble attempt to get patients to comply with their
schedule of meds. What on earth did you think you were doing by asking the pharma-
cists to change the way they worked after more griping from patients and their rela-
tives? It took a lot of work by me and some of the other senior nurses to repair the
damage you created with Pharmacy after that piece of work. I think next time we’re
going to need a project done, we’ll ask someone from Melchester Uni — they’ll probably
cost less than you and they’ll do a much better job!

Geraldine: Maybe I should go and work there — at least my research would be treated with
respect. Maybe you shouldn’t have agreed to this project being done in the first place,
as it’s just opened up a big can of worms and you don’t know how to put the lid back on
again, do you? It’s no wonder some of the nurses are neglecting their patients! They’re
so scared of you that they spend more time chasing shadows and looking busy to stay
out of your way rather than actually listening to their patients.

Jamilla: Who told you that? Is this your rumour-mongering again or have you been talk-
ing to Pauline? She never really liked me after I got promoted instead of her and now
she wants to have any excuse to moan about me. Don'’t listen to her. She spends too
much time going off the hospital premises for a cigarette break and not enough time
doing her job! I am merely saying that maybe we should bring in someone with more
expertise when needing to do a highly skilled job or doing specific types of research in
a collaborative way. Besides, I think you’re much better at number-crunching rather
than having to talk to patients. Some of the things they’re saying to you are not the sorts
of things [ want spread around our team and I especially don’t want the relatives hear-
ing about it either!

Geraldine: But all I wanted to do was raise awareness of the issues among staff about what
was going on and what the patient viewpoint on promoting their dignity was like. Also
why did you stop me from talking to some of the patients’ relatives? I know you wanted
a quick and dirty action research project, but surely you could have given me a bit of lat-
itude to talk to them as well?

Jamilla: And what good would that have done? We would have got these relatives even
more worried than they already are.

Geraldine: This is probably why this project was doomed from the start. You probably
just agreed to do it to look good with the Medical Director so that you're seen to be
doing the right thing. I don’t know why I went to all that trouble of writing the report
on this action research if you were never going to do anything about it. You’ve held on

168



Additional self-assessment exercises

to the report and let no one else see it. I wanted to write a brief newsletter too about all
the positive things that can be done to promote patient dignity, but you didn’t think it
was a good idea. [ wanted to put posters up on the walls to raise awareness of what we
can all do but you’re too hung up on the relatives being worried!

Jamilla: Okay, Geraldine, we can put up your precious posters if this’ll make you happy.
Will it? I think we should put an end to this meeting. You obviously have a different
idea to me as to what action research should be about. I gave you a tightly prescribed
agenda from the start remember? Our cash-strapped hospital can’t afford to finance
some of the weird and wonderful schemes that some of the patients are suggesting. I
will take your report and show it to others but I will only give a shortened and adapted
version of it to the Medical Director, as some of the things that are being suggested just
aren’t feasible. I'll put down some action points in the report that won’t cost much and
don’t deviate too much from what we’re already doing.

Geraldine: But . . . but is what you're saying you're going to do . . . is this ethical?

Jamilla: It’s hospital politics, Geraldine. I don’t expect you to understand it. Learn to live
with it.

Geraldine: [gets up from her seat] Maybe I don’t want to be in this job if this is how my

work is going to be treated. I don’t think I want to be here anymore. If you need me, I'll
be in my office [exits].

We have provided some answers to this exercise in the Answers section at the end of
the book that you could look at after you've had a go yourself. We have also provided
below two more dialogues in the next section so you might further practise your
analysis skills on your own or again with a group. Again, we have provided some an-
swers to this exercise in the Answers section at the end of the book.

CAdditionaI self-assessment exercises ]

Action research mismanaged: Acts IT and III

Two more dialogues

Main characters:

Lesley Ashworth A patient in Grantchester Hospitals NHS Trust’s Brickendonbury
Ward.

Joyce Enwonwu Another patient in Brickendonbury Ward.
Patience Enwonwu  Joyce’s daughter.

Lee-Hai Ping A health care assistant who works on Grantchester Hospitals NHS
Trust’s Care of the Older Person wards.

Brian Patterson A staff grade nurse who works with Lee-Hai.
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ActII:
Issues to consider when involving patients
and relatives/carers in action research

Scene: Lesley is sitting upright in her bed in Brickendonbury Ward. She is listening to the
hospital’s radio with a pair of headphones and is looking into the distance out of a nearby
window. Joyce’s bed is positioned opposite Lesley’s bed. Joyce is sitting at the end of her
bed and is trying to attract Lesley’s attention.

Joyce: Lesley! Lesley! Can you hear me?
Lesley: Uh?
Joyce: Why don’t you turn the sound down on those things? It makes you deaf, y’know?

Lesley: Okay, Joyce. [Lesley removes her headphones and places them on her bedside
table] What did you want?

Joyce: Did you talk to that researcher? Y’know . . . Geraldine.

Lesley: 1 did have a word or two with her and I told her that we are all very well looked
after and that this project of hers is just something to beat those hard-working nurses
over their backs with a large stick. She seemed to want me to tell tales on the people
I rely on every day and say that 'm not being treated with dignity. I said to her that
she’s badly mistaken if she thinks I'm going to say that. Did you talk to this researcher
as well?

Joyce: Oh, yes! In a group with some of the other patients.
Lesley: And you told her everything’s okay?

Joyce: Well . . . sort of. Towards the end of the session with Geraldine I got to thinking
that we’re not treated proper all of the time. Y’know that, don’t you? When she men-
tioned about some examples like being left alone, it reminded me of the one time when
the nurses took so long to help me when I really needed them. I felt so humiliated when
I took too long to get to the toilet and I really should have had someone to help me. No
one had noticed that I'd made a mess of myself as well for quite a while and I didn’t feel
like I had my self-respect after all that.

Lesley: How on earth can the nurses let things like that happen to you?

Joyce: Well, I told Geraldine about it when the group discussion had finished and we were
making our way back to our beds from that so-called lounge’ we have. I didn’t really
want to let anyone else know about it, but I thought that she should know. I had a quiet
word with her because it’s pretty embarrassing. I hope Geraldine can make sure we get
enough staff on the ward so that I'm not put in such an awkward position again when it
comes to making sure I'm not caught short. Geraldine seemed senior enough so maybe
something will happen.

Lesley: Good for you, Joyce! Although I thought Geraldine was doing these group discus-
sions with some of the patients quite a few days ago. At least that’s when she was ask-
ing me to take part. Perhaps she can’t really make any major changes because she
doesn’t have the authority.

Joyce: Well, anyways . . . it was good to talk to Geraldine about it. I felt really better
when I did and I felt really listened to, but I do worry if anything like this will happen
again, especially when the nurses have fed me with so much fluid that I'm bursting to
go to toilet.
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Lesley: Well, Joyce, I think something should be done!
[Patience enters the ward and approaches the two women]

Patience: Do what, Lesley? Are you and my mother plotting on how to get this ward all
spic-and-span again? [turning to her mother]. Hello, Mum. How are you feeling today?
[kisses her mother].

Joyce: Hello, my darling. Don’t worry about us, my sweetheart. It’s just two women having
a gossip about this fancy research that’s being done and how we’re hoping that what we
said to the researcher will be used to tell the nurses what a splendid job they’re doing
and that we’re grateful for all their help.

Patience: More research, Mum? I thought you had some medical researchers come to see
you about the falls you’ve been having recently. They were doing some sort of investiga-
tion but they seemed really interested in how you keep falling over in the bathroom. I'm
really worried about you, Mum. Why do you keep falling over? Surely you get help from
one of the nurses to get to the bathroom and to get up and out of the bathroom too. I'm
concerned that you’re going to really hurt yourself if things carry on. Surely you should
be a lot safer here? You're in a hospital, for goodness sake! Tell you what, Mum. Why
don’t I talk to this researcher you’ve just seen and I can tell them about the harm that
might happen to you if these falls keep happening. After all, I've been with you for
many years, especially when your health has got worse, and I think I can talk with au-
thority about what could make you better, if you like.

Joyce: No, my love. I don’t think it would be appropriate to talk to Geraldine. The sorts of
things she was looking at are rather more private.

Patience: More private than my mother getting hurt by constantly falling? More private than
the little ‘accidents’ you keep having and the staff don’t seem to take a blind bit of notice
about it? T have half a mind to complain to the hospital that your health’s not getting any
better since you've been here. If anything, it’s got worse and I know whose fault it is.

Joyce: Please, dear, don’t make a fuss about this. Your mother’s health is just getting worse
because I'm getting older. It’s no one else’s fault but my own. At least I'm keeping away
from food that’s liable to make me put on weight, especially as the doctor said I needed
to lose a few pounds to make sure I have no more complications.

Patience: But that’s the problem, Mum. If anything, you’re getting thinner and thinner.
What are they feeding you? I saw one time they were trying to feed you when you’ve
just woken up and you were too drowsy to notice it was there. Did you eat your food
later on or did it go to waste? It was probably stone cold by the time you ate it. I seem to
remember also that there was another time when you didn’t eat for virtually a whole
day. Why was that? Were you sleeping again when the food trolley came around? I
don’t think they care if you eat properly at all.

Joyce: Don't be so hysterical. Of course I eat just fine. I'm just not hungry sometimes. The
medication I'm on seems to affect my appetite sometimes. And don’t go complaining to
anyone about my food either. 'm doing just fine. Now can you please go and see if your
brother has arrived yet. All your complaining is getting me all stressed out and I'd feel a
lot better when both you and John are by my side. Go on! See if he’s come . . . [Patience
exits] and leave me be for a few minutes.

Question: Having read through this scenario, what are the main issues concerned
with involving patients and carers in action research?
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Act III:
Issues to consider when involving staff in action research

Scene: Lee-Hai Ping and Brian Patterson are in the staffroom that is adjacent to Brick-
endonbury Ward. Lee-Hai is sitting on a lounge chair, sipping on her cup of coffee and
reading a magazine, whilst Brian has only just entered the staffroom. He is pacing up and
down and is occasionally looking outside of the staffroom’s window.

Lee-Hai: [looks up from her magazine] Brian! Why are you so restless? If you keep doing
that, you'll wear a hole in the carpet.

Brian: What’s your problem? Am I disturbing you away from your trashy magazine?

Lee-Hai: Brian, there’s no need to be so defensive. I'm just concerned about you. You've
looked really worried and pale for quite a few days, you know. Have you been having
problems at home?

Brian: Not that it’s any of your business, but no. I haven’t had these ‘problems’, as you
call them. I'm just thinking about what that snooping Geraldine is after with her
interviews.

Lee-Hai: Oh, you mean those focus groups that she’s just been doing? I think she’s after
quite a lot of sensitive stuff, from the looks of things. She is expecting staff to admit to
seeing patients who are not being treated with respect and dignity on the wards, but I
think she might be a bit naive in that respect.

Brian: It’s not only the sensitivity of it, Lee-Hai. 'm concerned at what the agenda is to
this action research and what they’re going to do to staff as a result of it. Do you know
that Geraldine seemed to be suggesting that leaving patients alone, if only for a little
while, could affect their ability to preserve their dignity? I don’t think this is realistic at
all — she obviously doesn’t see it from the staff perspective. For goodness sake, she’s
chattering on so much about being patient-focused that she’s left out having any focus
on the staff whatsoever. What about letting us have enough of a work-life balance so
that we don’t take work stresses with us when we go home? We’re overloaded and
short-staffed and can’t do the sorts of things like being at the bedsides of all of our pa-
tients all of the time. She’s obviously never heard of the kind of emotional labour that
we need to do day in and day out when we have to constantly be giving a ‘pleasing’ serv-
ice to all of our customers. I don’t know about you, Lee-Hai, but sometimes I just need
to get away from the ward and keep away from this griping lot for just a little while.
Whatever this Geraldine is doing seems to be promoting only the patients’ interests and
seems much too one-sided to me. [ was tempted to tell her that in the focus group chat,
but I then thought better of it because it’s quite likely that any comments I make will fil-
ter back to that ogre, Jamilla.

Lee-Hai: I know what you mean, Brian, about who is setting the agenda and suspect that,
if Jamilla’s had any part to play in this, there’ll be actions that she’s already decided on
and this is all to pay lip-service to being more patient focused. If there were any serious
problems that came out of the research, I'm sure that she’d sweep it under the carpet to
make sure she didn’t get poor PR but she’d also make our lives hell for anything bad get-
ting filtered up to her.

Brian: You know what else I didn’t like in that focus group? It looked like Geraldine had
also got some clear ideas on what could already be done. She seemed to be suggesting
that there might be some sort of training programme to get staff to give patients a good
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Summary

‘customer’ service and to make sure that our attitudes are ‘proper’ enough when it
comes to treating them. She seems a right little do-gooder, but I don’t know if she’s
thought it through properly as well. She mentioned about getting staff to attend regu-
lar refresher training days and I just can’t see how she’s going to be able to get the part-
timers going along. And how on earth she thinks she can have any sort of influence
on the agency staff who come and go and seem to be a law unto themselves . . . I don’t
know . . . She seemed to have little imagination and was always going on about these
training days without thinking about alternative ways of promoting her do-gooding.
Does she really think that going to these indoctrination sessions are going to make a
difference to how we treat patients?

Lee-Hai: Well, it’s not only that, Brian. I think it would have been better to have asked us
more specific things that we’d like to see done. Many of the things that Geraldine was
asking about were all quite general, you know? Did you also know that our focus group
took nearly two hours in total? I was really tired out by then and I'm sure some of the
staff were making up stories just to keep her satisfied. I must admit to feeling under
pressure to tell her about anything that might please her and her agenda, especially as
we’ve been told by Jamilla to co-operate with Geraldine as fully as possible. I don’t
think Geraldine was really listening to us and I personally don’t think anything will
come from this action research, certainly no ‘actions’ unless Jamilla wants these actions
to happen.

Brian: Okay. You've set my mind at rest a little. It’s just I can’t stand thinking that some of
these patients will be complaining to Geraldine and that this’ll get back to Jamilla. Any-
how, we’d better get back to work or otherwise Jamilla’s going to have plenty of reasons
for making our lives hell.

Lee-Hai: Yes. We’d better go soon. You go first. I've got to finish this coffee and this so-
called ‘trashy’ magazine. See you in a bit.

Brian: Fine. But don’t go expecting me to see Mrs Enwonwu. She’s really getting on my
nerves. You can find me at the nurses’ station if you want me. [Exits].

Question: Having read through this scenario, what are the main issues concerned with
involving staff in action research?

CSummary ]

In this chapter, we have introduced you to the general philosophy of action re-
search and the main areas of focus that it sets out to achieve, namely an orienta-
tion to make meaningful and sustainable changes to practice. As a nurse, you will
want to make sure that changes that are made to your practice are evidence-
based and action research attempts to embrace many stakeholders' perspectives
in gathering this evidence and implementing change accordingly. We have shown
you that action research in nursing is very much like the stages of reflection that
you would use as an effective, reflective practitioner. Action research can be an
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ongoing and exciting process and you have learned more about the four key stages
to planning and conducting action research. You should also be well-equipped to
identify the situations in health care that will be suited to an action research
approach and you should also be more aware of some of the practical and ethical
issues involved.

So far, we have shown you about how to blend quantitative and qualitative ap-
proaches when doing action research. Next, in the following chapter, we will be tak-
ing you through the ‘nuts and bolts' of some of the tools that you could be using
when doing quantitative research through the use of statistics.
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Chapter 8

Quantitative analysis:
Using descriptive statistics

KEY THEMES

Descriptive statistics * Averages: mean, mode and median ¢ Variability ¢
Range ¢ Semi-interquartile range ¢ Standard deviation ¢ Bar charts ¢
Histograms ¢ Pie charts * Box plots

LEARNING OUTCOMES
At the end of this chapter you will be able to:

@ Be more aware of the role of variables in quantitative analysis when
conducting nursing research and be able to look for distinctions within
variables and between variables.

® Understand the different kinds of descriptive statistics that can be produced
in quantitative nursing research and the various ways of representing these
statistics.

@ Be more knowledgeable of the role of frequency counts, averages, charts and
measures of variability within quantitative nursing research.



Chapter 8 Quantitative analysis: Using descriptive statistics

(Introduction )

IMAGINE THAT ...

You are an occupational health nurse working for a hospital employing over 400 nurses.
Over the past few weeks, you have had several nurses who have been referred to your
department with chronic back pain. This is a problem as it is unlikely that some of these
nurses will be able to return to work and there are the human costs to these nurses’
well-being and their worries about ever being able to work as a nurse again. You wonder
whether there are system-related issues about how nurses are moving and handling pa-
tients in the wards. Are some nurses failing to use slides or hoists when moving pa-
tients? Are some nurses susceptible to taking shortcuts when moving and handling?
You want to see how common these practices could be within the hospital and so you
and your colleagues have decided to survey a sample of nurses to find out their atti-
tudes towards adopting shortcuts to moving and handling and whether some nurses
admit to doing so. You want to see whether there are any patterns among the nursing
staff that are cause for concern: is it one in five nurses who take shortcuts when mov-
ing and handling or is it as many as one in three? Have more than half of the nurses sur-
veyed said that they experience moderate to severe back pain when moving and
handling patients? All of these figures are what is known as descriptive statistics and
can help guide your decisions in your clinical practice.

One well-known nurse who used descriptive statistics was Florence Nightingale. Al-
though she is most renowned for being a pioneer of nursing and a reformer of hospital
sanitation methods, her use of descriptive statistics played a part in such reforms.
Descriptive statistics are techniques to collect, organise, interpret and make graphical
displays of information. It was techniques such as this that allowed Florence Nightingale
to outline the incidence of preventable deaths through unsanitary conditions in the
army during the Crimean War and helped her to lead the way to sanitation reform.

In this chapter we will introduce you to descriptive statistics and, more specifically,
frequency counts, averages, measures of variance and other measures of dispersion.
We will also introduce you to graphical representations of data, such as bar charts,
pie charts, histograms and box plots. Along the way we will also show you ways of
noticing if there are interesting or peculiar things occurring within a data set. Here
we will describe outliers, and distributions and skewness.

8.1 Practice in performing descriptive
statistical analysis

Before you start, we are going to get your brain warmed up mathematically, and get
you to carry out some simple calculations. These calculations are related to some of
the concepts you will come across in the chapter.

176



Variables

For each set of numbers, add together the numbers.
4 3 2 15
321 25
For each set of numbers, rank the numbers in ascending (lowest to highest) order.
7 5 2 4 3 9 17
2 7 62 53 1 2
For each set of numbers, rank the numbers in descending (highest to lowest) order.

15 5 12 4 31 9 17
23 ' 7 2 53 11 2

For each set of numbers, rank the numbers in ascending order. What is the middle
number?

1 9 5 4 3 2 8
19 13 17 18 12 21 23

For each set of numbers, which is the most frequent number?
2 56 3 3 2 2 13 23
117 112 113 117 119
For each set of numbers, (i) add together the numbers in each set, and (ii) count how
many numbers are in each set. Then divide your answer for (i) by your answer for (ii).
17 6 3 3 4
23 27 18 12 20

The above calculations actually refer to some of the statistics you are going to read
about in this chapter.

C8.2 Variables ]

Variables are integral to quantitative nursing research and in performing descriptive
statistical analysis. In Chapter 1 we first introduced you to the concept of variables,
and also how to identify variables in everyday literature as well as within academic
titles and text. You may want to re-read this part of the chapter again to refresh your
memory. However, unlike our discussion in Chapter 1, we are going to see how vari-
ables can be measured and analysed quantitatively.

From Exercise 8.1 (overleaf), you will see that there are many variables in which
government scientists are interested. At one level it may seem that scientists are just
interested in the levels of vCJD, and in how many people have died of vCJD. However,
there are other variables that can be identified within this article, including:

e the year people have died in (to consider trends in the disease);

e changes in the frequency of vCJD, by looking at changes from one year to the next;

e the time period between which ‘friends, relatives or doctors first noted the symp-
toms' and eventual death, which varies from 7 to 38 months;
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EXERCISE 8.1

Identifying variables

Re-read the article by James Meikle (you will already have read this in Chapter 1). Again,
see if you can spot different kinds of variables, i.e. things that might differ from person to
person or from time to time.

Scientists warn of 30 per cent rise in human BSE

Government scientists yesterday warned of a sharply accelerating trend in the incidence
of human BSE after studying the pattern of the disease so far. They said the number of re-
ported cases may in fact be rising at between 20 per cent and 30 per cent a year despite
the apparently varied annual death rates over the past five years. The prediction came as
it was revealed that the death toll from the incurable condition officially known as vCJD
had risen by a further two in the past fortnight to a total of 69, and 14 so far this year.

The scientists said that there was now a ‘statistically significant rising trend’ in
the number of victims since the first casualties first displayed signs of the disease in
1994, although it was still too early to forecast the ultimate number of deaths caused
by vCJD.

This year’s toll is already equal to that for the whole of last year when the number
dropped. A further seven people still alive are thought to be suffering from the condition.
The scientists have come to their conclusion about the progress of the disease after analy-
ses of monthly figures, including studying the dates at which friends, relatives or doctors
first noted symptoms. The period between this and eventual death has varied between
seven and 38 months, with an average of 14 months, although the incubation period be-
fore symptoms become evident is believed to be several years longer.

Stephen Churchill was the first known death from the disease in May 1995, although it
was not formally identified or officially linked to the eating of beef in the late 1980s until
March 1996. Three people died in 1995, 10 in 1996, 10 in 1997, 18 in 1998 and 14 last
year.

Members of the government’s spongiform encephalopathy advisory committee took
the unusual step of publishing the figure immediately after their meeting in London yes-
terday because of the recent interest in a cluster of five cases around Queniborough in
Leicestershire. These included three victims dying within a few of months in 1998, a
fourth who died in May and another patient, still alive, who is thought to be suffering
from the same disease. The scientists said this was ‘unlikely to have occurred by chance
but this cannot be completely ruled out’ and they would be closely informed about local
investigations. The Department of Health last night said it could not elaborate on the sig-
nificance of the new analysis until ministers and officials had considered the scientists’
new advice.

The figures came amid reports that sheep imported by the US from Europe were
showing signs of a disease, which could be linked to BSE in cattle. Government scien-
tists are to hold talks with their US counterparts after the US agriculture department
ordered the destruction of three flocks of sheep, which were in quarantine in the state
of Vermont.

Source: James Meikle, ‘Scientists warn of 30 per cent rise in human BSE: What's wrong with our
food?’, The Guardian, 18 July 2000. © The Guardian Newspapers Limited, 2000, reproduced with
permission.
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e whether people have died of vCJD or another related disease;

e where the vCJD case occurred. Here, there is an emphasis on Queniborough in
Leicestershire.

When using guantitative methods it is essential that you understand the central role
of variables. One of the most important aspects in this area to understand is that dis-
tinctions can be made about different variables. These distinctions are made within
and between variables.

Distinctions within variables

We need to understand that certain distinctions are made within variables. These dis-
tinctions are called levels of a variable, and are quite simply the different elements
that exist within a variable. Therefore, all variables have a number of levels. Sex of a
person has two levels: you are a man or a woman. Age has numerous levels ranging
from birth to a probable maximum of 120 years old.

We have seen levels in all the examples we have used so far. Take, for example, the
variables we identified in the vCJD article:

e The year people have died. The levels here are the years 1992, 1993, 1994 and so on.

e The time period between which ‘friends, relatives or doctors first noted the symp-
toms’ and eventual death, which varies from 7 to 38 months. The levels here are in
months.

e Whether people have died from vCJD or a related disease. The levels here could be
twofold. The first version might contain only two levels, those being (1) whether the
person had died of vCJD, or (2) whether the person had died not of vCJD but of a
related disease. A second version might contain levels that describe each related
disease, leading to many more levels.

e Where the vCJD case occurred. Here there is an emphasis on Queniborough in
Leicestershire. The levels here are different places, for example Leicestershire,
Nottinghamshire, Derbyshire.

Distinctions between types of variable

You now know you can make distinctions within variables. We now need to expand on
these distinctions and understand that researchers then go on to make distinctions
between different types of variable. The main reason for these distinctions is that
they underpin the choices that need to be made when using a statistical test. There
are two common sets of distinctions that researchers make between variables and
these rely on how researchers view the levels that exist within a variable.

Set 1: distinctions between nominal, ordinal, interval and ratio variables

In this set of variables, the first type of variable is called nominal and this entails
merely placing levels into separate categories. The levels of this variable type (@ nom-
inal variable) are viewed as distinct from one another. For example, the sex of a person
has two levels: male and female. As sex is biologically determined, individuals fall into
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one category or the other. There are other nominal variables such as classification of
dressings (for example, multilayer versus short-stretch bandages) or variables taken
from something like the ICD-10 classification system, which categorises medical condi-
tions and treatments.

The next type of variable in this set is called ordinal, and this means that the levels
of the variable can be placed into ranked ordered categories. However, the categories
do not have a numerical value. A health care-related example is a pain rating score
ranked from O to 3. One patient could have no pain (scored as 0), one could have mild
pain (scored as 1), another could have moderate pain (scored as 2) and another pa-
tient could have extremely severe pain (scored as 3). We can see that although levels
of pain go up with the scores given for each response, representing greater and
greater pain, they do not represent equal differences between the categories that are
suggested by the numbers. For example, there is a gap of 1 between mild pain (1) and
moderate pain (2), but is this equal to the gap of 1 between moderate pain (2) and se-
vere pain (3)? Therefore, the numbers that are assigned are arbitrary but are de-
signed to give some indication of levels of pain.

The next types of variable are interval and ratio. The levels for both these vari-
ables are numerical, meaning that they comprise numerical values. These numbers
do not represent something else, in the way that the numbers used above for the or-
dinal variable do, for rating pain. However, there is a distinction between interval and
ratio variables. Ratio data have an absolute zero, in other words they can have an ab-
sence of the variable, whereas interval data do not have an absolute zero. So, for ex-
ample, the number of children in a household is a ratio variable because a household
can have no children.

Interval variables do not have an absolute zero. Common examples of interval vari-
ables are many concepts we use in everyday life, such as self-esteem. The measure-
ment of self-esteem is not readily available to us (as opposed to simply counting the
number of people in a family). Measurement of self-esteem in research will normally
involve adding together the responses to a number of questions to produce a self-es-
teem scale. Consequently we refer to self-esteem in terms of low or high self-esteem,
or relative terms, such as a person having higher, or lower, self-esteem than another
person. Because of this type of measurement we can, at no point, establish that there
is an absence of self-esteem (in other words that there is an absolute zero), so re-
searchers treat many scales as interval data.

Set 2: distinctions between categorical, discrete and continuous
variables

The other set of distinctions comprises those that are made between categorical, dis-
crete and continuous variables. Categorical data are the same as nominal data. Yet in
this set of distinctions, researchers make an important distinction between discrete
and continuous data. Here, both these variables are numerical. However, continuous
variables allow for decimal points (for example 10.5678 cm? of the total pressure sore
area), whereas discrete data do not allow for decimal points (you can't get 3.5 patients
waiting on trolleys in the ward).
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Combining sets 1 and 2: categorical-type and continuous-type
variables

As you can see from these two sets of distinctions between types of variables, there
are different ways that researchers make distinctions between variables (and there
are also a number of ways in which people merge these different sets of definitions
and develop different understandings). Having different definitions can be terribly
confusing for people starting out in statistics. This is sometimes particularly difficult,
as teachers of statistics will adopt different definitions. If you are on a course you will
probably, in time, come across different teachers who use different ways of defining
variables.

To put it simply, one of the main sources of possible confusion is how teachers of
statistics differ in the way they view the ordinal variable (set 1) and the discrete vari-
able (set 2). There are two possible ways in which researchers perceive both types of
variable. For many researchers, both ordinal and discrete variables are essentially or-
dered in a numerical way, and as such they believe that they should be viewed in the
same way as continuous/interval/ratio variables.

However, for other researchers, ordinal and discrete variables represent separate,
unique levels that do not represent numbers on a continuum. One example often
cited, to support the latter point, is the distance represented between the levels of an
ordinal variable. Unlike for numerical variables, in which the distance between levels
is equal (the distance between 1and 2, and 2 and 3, and 3 and 4, is the same, 1), for
ordinal data, the distances between the levels are not the same (for example, in the
example of the pain ratings above, the distances between severe, moderate and mild
pain may not be of equal value). For simplicity’'s sake, it is easiest to treat variables as
either categorical-type (variables that form separate categories), or continuous-
type (numerically ordered and can be ordinal, interval or ratio).

However, you must always remember that different researchers treat ordinal and
discrete variables differently. Some researchers insist that these variables are cate-
gorical and some insist that they are continuous. As such, there is no right or wrong
view. Rather, you just have to be aware that this distinction occurs. This distinction
has some implications for choosing which statistical test to use; we will return to this
issue in Chapter 9 when an overall guide to the process of choosing which statistical
test to use when testing hypotheses will be presented.

C8.3 Descriptive statistics: describing variables )

As a nurse, you are surrounded by statistics. For example, the BBC News health web-
site (www.bbc.co.uk/health) and the Nursing Times website (www.nursingtimes.net/)
list the following facts:

@ Smoking is the single largest cause of preventable cancer deaths in the UK. On aver-
age, each year it causes 32,000 deaths from lung cancer and 11,000 deaths from
other cancers.
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e On average, nearly one in four British women dies as a result of heart disease.
Women who have a heart attack are less likely than men to survive the initial event.

e Around 40 to 50 per cent of women diagnosed with ovarian cancer will still be
alive five years later. When the disease is caught early, however, survival rates are
much higher, although the particular type and severity of the cancer are also im-
portant factors.

e The Population Reference Bureau (2004) suggests that there will be a total of
10.5 million older people in the UK (16 per cent of the population) by 2050.

e Itisestimated that there are about 338,000 new cases of angina pectoris (@ common,
disabling, chronic cardiac condition) per year in the UK (British Heart Foundation,
2004).

Nurses need to have an awareness of what these statistics might mean and how they
have been calculated. In your profession, you will be continually presented with sta-
tistical descriptive data: mortality rates, average life expectancy, percentage recov-
ery rate, average remission time. Most of your job, treatment strategies, policies that
surround your job and all these facts described above are derived from the use of
descriptive statistics.

All the statistics we mentioned above are ways of describing things: what mortal-
ity rates are, what effective treatment strategies are. Therefore, you wouldn't be sur-
prised to find out that descriptive statistics are simply ways of describing data. There
are many different types of descriptive statistics, but the aim of this chapter is to
introduce you to some of the more frequently used statistics in nursing.

There are four main areas of descriptive statistics that we will cover. These are:

1. Frequencies
2. Averages

3. Charts

4. Variability.

Frequencies

The first aspect is frequencies of data. This information can be used to break down
any variable and to tell the researcher how many respondents answered at each level
of the variable. Consider an example where a hospital administrator is deciding
whether to carry out an awareness scheme in his hospital of the causes of back pain
in nurses while carrying out their daily duties (including heavy lifting, lifting patients
correctly). He asked 100 nurses working in the hospital whether they had experienced
any back pain in the past six months. Respondents were given three choices of an-
swer: 1 = Severe, 2 = Minor and 3 = None. To examine the prevalence of back pain
among nurses, the administrator adds up the number of responses to each of the
possible answers, and presents them in a table in order to examine the frequency of
answers to each possible response (see Table 8.1).
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Table 8.1 Answers to the question ‘Have you experienced back pain?’

Possible answer Frequency of answer

Severe 7 respondents answered the question with this response
Minor 45 respondents answered the question with this response
None 48 respondents answered the question with this response

On this occasion, 7 respondents said they had experienced severe back pain, 45 re-
spondents said they had experienced minor back pain and 48 respondents said they
had experienced no back pain. As we can see, almost half of the nurses had suffered
some sort of back pain, and as the occupational health nurse with responsibilities for
back care in the hospital you may be concerned about this finding.

This type of breakdown of answers is how frequencies of information are determined.
Frequencies refer to the number of times something is found. In statistics, frequencies
are most often presented in the form of a frequency table, similar to Table 8.2.

This table refers to 24 people diagnosed as having learning difficulties, and this
variable refers to the type of learning disability each person has. In this frequency
table we can get two sets of information from the first two columns (ignore the other
column for now). We are interested in the frequency of each level of the variable, and
the percentage breakdown of each level. In this example we can see that the sample
that has the highest frequency is for Down’'s syndrome (six reports), then Williams’
syndrome and birth trauma (both three), and then brain damage and microcephaly
(both two), and then for all the other diagnoses there is only one report.

This table also gives you a percentage breakdown. A percentage is the proportion
of a variable falling within a certain value or category that is expressed in terms of ‘out
of 100'. Therefore, for example, if we said to you that 80 per cent of patients were

Table 8.2 Frequencies for diagnosis for learning disability

Diagnosis Frequency Percentage Cumulative percent
Arrested hydrocephaly 1 4.2 4.2
Birth trauma 3 12.5 16.7
Brain damage 2 8.3 25.0
Brain damage RTA 1 4.2 29.2
Cerebral palsy 1 4.2 33.3
Chickenpox encephalitis 1 4.2 37.5
Congenital abnormality 1 4.2 41.7
Down’s syndrome 6 25.0 66.7
Dysgenic features 1 4.2 70.8
Microcephaly 2 8.3 79.2
Multiple handicap at birth 1 4.2 83.3
Not recorded 1 4.2 87.5
Williams™ syndrome 3 12.5 100.0
Total 24 100.0
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happy with the care they received in hospital, you would know that the majority of
patients were happy about their standard of care. If we said to you 80 patients were
happy with the care they received in hospital, your first question would be ‘How many
people did you ask?' (If we had asked 80, then great; but if we had asked 80,000, then
perhaps not so great.) Therefore, percentages are descriptive statistics that allow us
to quickly summarise and put some meaning behind our findings. In percentage terms,
25 per cent of our sample has been diagnosed with Down's syndrome.

Averages

Consider the following findings from published articles, noting when the term
average is used.

Article 1

A study carried out by McEwen et al. (2005) to investigate the self-reported duties per-
formed by sisters and charge nurses working on the wards reported the following find-
ings: Sisters/charge nurses reported directly assessing on average 75 per cent of patients
on their ward during a typical shift. Sisters/charge nurses were allocated patients for
whom they had not planned to take primary responsibility in addition to being in charge
of the ward a mean average of 2.5 shifts per week. On average they reported spending al-
most six hours a week outside of their contracted hours on ward business.

Article 2

Marshall et al. (2005) reported on a study which sought to reduce waiting times for a
rapid-access chest pain clinic (RACPC). Between March and October 2003, patients re-
ferred to the RACPC waited an average of 34 days for an appointment. There was a high
proportion of inappropriate referrals to the clinic. As part of a review of strategy, Marshall
and her colleagues oversaw a service redesign, and a process-mapping session was con-
ducted in which key players in the patient’s journey informed each other of how their work
was interrelated. As a result of the above changes, the team achieved, and sustained, a
14-day waiting target for the clinic, with the current average wait down to 8 days.

You have probably heard or read the phrase ‘on average' a lot throughout your life, and
probably many times during your time in nursing. Averages are ways in which
researchers can summarise frequency data and find out what are the most common re-
sponses. Both the above articles use averages to describe a situation or event. Article 1
uses averages to indicate the amount of time spent by sisters and charge nurses on
their duties. Article 2 uses averages to show falls in waiting times for a rapid-access
chest pain clinic.

There are three types of average, known as the mean, the mode and the median.

@ Mean. This is calculated by adding together all the values from each response to
the variable, and dividing by the number of respondents.

@ Mode. This is the value that occurs most often in the set of data.
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Table 8.3 Answers to the question ‘How long did you
have to wait before being seen?’

Possible answer Frequency of answer
10 minutes 3 patients

20 minutes 1 patient

30 minutes

40 minutes

50 minutes

60 minutes 1 patient

e Median. This is calculated by putting all the values from responses to the variable
in order, from the smallest value to the largest value, and selecting the value that
appears in the middle.

Consider this example. A nurse consultant wants to assess quickly how long patients
wait in the hospital's emergency ward before they are seen. The nurse consultant col-
lates the information into frequencies, and displays the data in the form of a table
(Table 8.3). The nurse consultant wishes to work out the mean, median and mode.

For the mean the nurse consultant adds all the responses, 10 + 10 + 10 + 20 + 60
(three patients had to wait 10 minutes, one patient had to wait 20 minutes, and one
patient had to wait 60 minutes) and divides the total 110 (10 + 10 + 10 + 20 + 60 = 110)
by the number of respondents asked. Here, five patients took part in the research, so
10 is divided by 5. Therefore, the mean equals 110 divided by 5, which is 22. Therefore,
there is a mean of 22 minutes before people are seen.

For the median, you choose the middle number from all the numbers presented in
numerical order. So, rank the numbers from the smallest to the highest, 10, 10, 10, 20,
60, and then select the middle number, which is 10. Therefore, there is a median of
10 minutes’ waiting time. This is fairly straightforward when the researcher has an
odd number of cases. When there is an even number, you select the middle two num-
bers and divide their sum by 2. So in the case of having four waiting times, say 10, 10,
20 and 60, you would add together 10 and 20 and divide by 2, giving 30 divided by 2
which equals 15. The median waiting time is 15 minutes.

For the mode, the most common number is selected. In the example, 10, 10, 10, 20,
60, the most common number is 10, so 10 is the mode. Therefore, there is a mode of
10 minutes’ waiting time in the hospital.

Therefore, the researcher will report that among their sample the mean average
waiting time for the five patients is 22 minutes, the median waiting time is 10 minutes
and the mode waiting time is 10 minutes.

However, it is not common practice to report all three measures of average. Rather,
the mean is the most commonly used, and as a rule the median and the mode tend to
be used only when researchers suspect that reporting the mean may not represent a
fair summary of the data. For example, in the case above, perhaps reporting a mean
waiting time of 22 minutes would be unfair to the staff working in the ward. A much
fairer assessment would be to use the median and mode because they seem to reflect
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more accurately the average of 10 minutes, particularly as all but one patient is seen
in under 22 minutes.

In terms of statistics, it is sometimes best to use the mean and sometimes best to
use the median. Throughout the rest of this book we will point out when (and why) it
is best to use the mean and when (and why) it is best to use the median.

EXERCISE 8.2

Calculating averages

A researcher assessed probability of learning disability among five children. A score
of ‘0" indicates nil likelihood of having a learning disability, whereas a score of ‘100" in-
dicates profound and severe learning disability. A midpoint score of ‘50" would indi-
cate moderately severe levels of learning disability.

Work out the mean, median and mode of the following values: O, 25, 50, 25, 80, 80,
75,10, 40, 90.

Charts: visual presentation of data

You can also provide graphical representations of variables. One advantage of de-
scriptive statistics is that you can carry out a number of graphical representations.
However, there is often a temptation to become over-involved with graphs. We are
going to concentrate on the three simple graphs (the bar chart, the histogram and
the pie chart), not only because they are frequently used but also because one of
them (the histogram) will be used as an important building block in understanding
further statistics in Chapter 9.

All of these charts are ways of presenting data graphically. Bar charts and pie charts
tend to be used for categorical-type data, and histograms tend to be used for continu-
ous-type data. We will, using the variables mentioned above (Type of Learning Disability
[categorical-type] and Number of Consultations with the learning disability nurse
[continuous-typel), show you how bar charts, pie charts and histograms are produced.

A bar chart is a chart with rectangular bars of lengths that represent the frequen-
cies of each aspect and is mainly used for categorical-type data (data which is made
up of different categories). We can show this for the type of learning disability vari-
able in Table 8.2 (see Figure 8.1).

The variable levels (type of learning disability) are plotted along the bottom (this is
called the x-axis) and the frequency of each level is plotted up the side (this is called
the y-axis). Notice how the bars are separate; this indicates that the variable is
categorical-type.

A pie chart is a circular chart divided into segments, illustrating the different fre-
guencies, proportional to the size of the frequency to all the other frequencies (in
much the same way as a percentage works). Florence Nightingale is credited with de-
veloping an early form of the pie chart and much of her work is credited to the fact
that she was able to present her data in this way. Figure 8.2 shows a pie chart for the
same variable - type of learning disability.
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Figure 8.2 A pie chart of the variable ‘type of learning disability’.
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Figure 8.3 A histogram of the variable ‘Number of Consultations' with learning disability nurse.

A histogram is a graphical display of the frequencies of a variable and is mainly
used with continuous-type data (data comprising numbers in some numerical order).
For this graph we are going to use the number of consultations the individual has had
with the learning disability nurse (see Figure 8.3). The variable levels (possible
scores) are plotted along the x-axis and the frequency of each level is plotted along
the y-axis). Notice how the bars are together (unlike the bar chart), indicating that the
variable is continuous-type.

Researchers have identified different types of distribution of a histogram. His-
tograms can be described as skewed (see Figure 8.4a), either negatively (where
scores are concentrated to the right) or positively (where scores are concentrated to
the left). An example of a negatively skewed distribution may occur when high
scores on the variable are highly desirable. Therefore, if researchers develop a 'kind-
ness’ scale (in which higher scores indicate a higher level of kindness) containing
items such as ‘I am kind to other people’ and ‘I am a very kind person’, we might ex-
pect most respondents to view themselves as being kind, as opposed to being unkind.
Therefore, a negative skew would emerge as people respond with high ‘kindness’
scores. An example of a positively skewed distribution of a variable is often found
with measures of depression. Measures of depression tend to identify greater and
greater degrees of severity of depression, so researchers often find that most re-
spondents score low on depression, as most people are not reqularly depressed, and
few people have high scores (as the highest scores indicate severe depression, and
few respondents tend to be clinically depressed).
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Figure 8.4 (a) Negatively and positively skewed distributions. (b) A normal distribution.

The final description is where the distribution of scores for a variable forms a
normal distribution. This is where scores are distributed symmetrically in a curve,
with the majority of scores in the centre, then spreading out, showing increasingly
lower frequency of scores for the higher and lower values (Figure 8.4b).

Variability

So far we have looked at averages (mean, median and mode) and charts (bar charts, pie
charts and histograms). However, let us put the following to you. In Table 8.4 we pres-
ent you with the average statistics of the average age of two sets of patients assigned
to two charge nurses in an Accident and Emergency unit: Charge Nurse Williams has 56
patients, and Charge Nurse Maltby also has 56 patients.

As you can see, the profile of the average statistics for the age of each set of patients
(mean = 40, median = 40, mode = 40) suggests the two charge nurses are dealing with
an identical set of patients (in terms of their age). Everything seems equitable.
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Table 8.4 Mean age of patients by charge nurse

Charge Nurse Williams Charge Nurse Maltby
N Valid 56 56
Missing 0 0
Mean 40.00 40.00
Median 40.00 40.00
Mode 40.00 40.00

However, let us look at these statistics again. Figure 8.5 shows a frequency table
and histogram of the age of patients seen by Charge Nurse Williams. Figure 8.6
shows a frequency table and histogram of the age of patients seen by Charge Nurse
Maltby. As you can see, the actual ages of each set of patients vary for each charge nurse.

Frequency table of the ages of patients seen by Charge Nurse Williams

Years old Frequency Percentage | Valid percentage | Cumulative percentage
Valid <10 2 3.6 3.6 3.6
10 4 7.1 7.1 10.7
20 5 8.9 8.9 19.6
30 10 17.9 17.9 37.5
40 14 25.0 25.0 62.5
50 10 17.9 17.9 80.4
60 5 8.9 8.9 89.3
70 4 7.1 7.1 96.4
80 2 3.6 3.6 100.0
Total 56 100.0 100.0

Histogram of the ages of patients seen by Charge Nurse Williams
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Figure 8.5 Frequency table and histogram of the ages of patients seen by Charge Nurse Williams.
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Frequency table of the ages of patients seen by Charge Nurse Maltby

Years old Frequency Percentage | Valid percentage | Cumulative percentage
Valid 30 5 8.9 8.9 8.9
35 13 23.2 23.2 32.1
40 20 35.7 35.7 67.9
45 13 23.2 23.2 91.1
50 5 8.9 8.9 100.0
Total 56 100.0 100.0

Histogram of the ages of patients seen by Charge Nurse Maltby
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Figure 8.6 Frequency table and histogram of the ages of patients seen by
Charge Nurse Maltby.

Charge Nurse Williams sees patients ranging from newborn babies to those aged
80 years, whereas Charge Nurse Maltby sees patients ranging in age from 30 years
to 50 years. Therefore, their workload regarding the age range of the patients varies
greatly.

This is an example of variability, that is, the extent to which scores within a partic-
ular sample vary. What we will show you now are the three ways that statisticians
usually describe variability: through the use of (1) the range, (2) the semi-interquartile
range and (3) the standard deviation.

Range

The first way that we show variability is by reporting the range of scores. So, for
Charge Nurse Williams, his patients’ ages range from O to 80, and therefore the range
of scores is 80 (worked out by subtracting the smaller number from the larger num-
ber). By contrast, the range of scores for Charge Nurse Maltby is 20 (= 50 — 30).
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We can now see that although the average age of all their patients is similar, the
ages of Charge Nurse Williams' patients have a much greater range (range = 80)
than Charge Nurse Maltby's (range = 20).

Therefore, you can see how the use of averages might also be presented with some
indication of the variability of scores. You will see, in research studies that use aver-
age statistics, that some mention of the variability of scores is made.

However, the range is sometimes considered a rather oversimplified way of show-
ing variability. This is because sometimes it may over-emphasise extreme scores.
Take, for example, another charge nurse, Charge Nurse Day, who has 100 patients;
99 of the patients are aged from 20 to 40 years, but there is one patient who is aged
80 years. With that patient included, the age range is 60. Without this one patient
aged 80, the age range is 20. Therefore, the presence of this one 80-year-old patient
has distorted the range. Consequently, the range is sometimes considered an unreli-
able measure of variability, and you will see two other measures of variability more
commonly used: the semi-interquartile range and the standard deviation.

Semi-interquartile range

The semi-interquartile range (SIQR) is a descriptive statistic of variability that usually
accompanies the use of the median average statistic (you will see why when we de-
scribe the semi-interquartile range). The semi-interquartile range is based on the idea
that you can divide any distribution of scores into four equal parts (see Figure 8.7).

14}

12

Bottom

|Top 25%
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©
T

Frequency

Figure 8.7 Quartile ranges of a set of scores.
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Three cuts - quartiles - are made to create these four equal parts. They are:

e First quartile - this cuts off the lowest 25 per cent of scores (at the 25th
percentile). It is also known as the lower quartile or Q1.

e Second quartile - this uses the median average (in other words, the 50th per-
centile score) to split the data in half. It is also known as Q2.

e Third quartile - this cuts off the highest 25 per cent of data, at the 75th percentile.
It is also known as the upper quartile or Q3.

As you can see, we have four sections each representing 25 per cent of the scores (a
quarter of the scores). You will have also seen that we have highlighted three sections,
the bottom 25 per cent (those scores under the first quartile), the top 25 per cent (those
scores over the third quartile) and the interquartile range, which are those scores be-
tween the first quartile (the bottom 25 per cent) and the third quartile (top 25 per cent).
These are the basic ideas that underlie working out the semi-interquartile range.

To work out the semi-interquartile range, we first need to find out what the in-
terquartile range is, and divide that into two (semi- means half, as in semi-detached,
semiconscious, etc).

To use an example from practice, a district nursing team might want to measure
the number of referrals it receives from the local Primary Care Trust's services and
from the nearby hospital. They have recorded the number of referrals received over
11 days, which were 6, 2, 5, 6,7, 4, 8, 5, 6, 3 and 4 patients. If the team wanted to find
the semi-interquartile range for these referrals, they would treat this data as a set of
11 numbers, ordered from lowest to highest - 2, 3, 4, 4, 5,5, 6, 6, 6, 7 and 8. They
would then do the following:

e To work out the lower quartile, they would take the number of values (n, which
stands for number of values in the sample of patients), which is 11, and add 1 (which
is n + 1), this gives a value of 12.

e Then, to work out the lower quartile they would divide (n + 1) by 4; so here it is
12 divided by 4, which is 3. Therefore they would take the third value, which in this
case is 5. So the lower quartile is 4.

e Then to work out the upper quartile they would multiply (n + 1) by 3 and then di-
vide by 4. So this would be 12 multiplied by 3, and then divided by 4, which is 9.
Therefore they would take the ninth value, which in this case is 6.

e Then to work out the interquartile range they would take away 4 (first quartile)
from 6 (third quartile), which is 2. To work out the semi-interquartile range they
would then divide this result by 2, which is 2 divided by 2, which is 1. Therefore for
the set of numbers given above the semi-interquartile range is 1.

As with the median, if you find when working out what number value you should pick,
the calculation says you should take, say, the 3.5th value, select the two numbers that
surround this number in your list and divide by 2. The resulting number will be your
quartile. So if, for example, your calculation of the lower quartile was 3.5, suggesting
you choose the 3.5th value in the following set of number 1, 3,5,6,7 8,5,...,you

193



Chapter 8 Quantitative analysis: Using descriptive statistics

should take 5 and 6 (the 3rd and 4th numbers) and divide by 2, which is 11 divided by
2, which is 5.5.

In summary, the semi-interquartile range is another indicator of variability. This in-
dicator of variability relies on splitting the sample; in other words, the second quartile
division is based on a median split (i.e. the 50th percentile/halfway), in which you
often find that when the median is used as an indicator of an average, the semi-
interquartile range is used as an indicator of variability.

Standard deviation

Whereas the semi-interquartile range is a descriptive statistic of variability that
accompanies the use of the median average statistic, the standard deviation is a
descriptive statistic of variability that accompanies the use of the mean average sta-
tistic. Like the semi-interquartile range, the standard deviation provides the re-
searcher with an indicator of how scores for variables are spread around the mean
average (this is why it is sometimes referred to as a measure of dispersion).

Calculating the standard deviation is a little harder than calculating the semi-
interquartile range. There are two formulae for working out the standard deviation.
However, we are going to use the more common one. This is the standard deviation
used with data from samples.

A nurse researcher has decided to examine how much a sample of five people with
learning disabilities vary in the visits that they have from a learning disability nurse,
Ms Kamal. The nurse researcher found out recently that with another learning dis-
ability nurse (Mr Smith), the mean visits required for a sample of clients was 3 and the
standard deviation of visits was 2.34. From the sample the nurse researcher finds
that the number of visits to the five clients by Ms Kamal over the past six months
were 1, 3, 3, 4, 4 to the five clients respectively. To work out the standard deviation the
nurse researcher would need to do the following:

Step 1: Work out the mean of the numbers.

Step 2: Subtract the mean average from each of the numbers to gain deviations.
Step 3: Square (times by itself) each of the deviations to get squared deviations.
Step 4: Add together all the squared deviations to get the sum of the squared deviations.

Step 5: Divide the sum of the squared deviations by the number of people in the sample
minus 1to find the variance.

Step 6: Find the square root of the variance to compute the standard deviation.

Calculating the standard deviation
Step1:1+3+3+4 + 4 =15,15divided by 5 = 3, mean = 3.

Score Mean Deviation (Step 2] Squared deviation (Step 3)
1 3 1-3=-2 —2X —=2=4
3 3 3-3=0 0x0=0
3 3 3-3=0 0x0=0
4 3 4—-3=1 1xX1=1
4 3 4L—3=1 1xX1=1
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Step4:4+0+0+1+1=6.
Step 5: 6 divided by (5 — 1), 6 divided by 4 = 1.5.
Step 6: Square root of 1.5 = 1.22. Standard deviation = 1.22.

Remember that the standard deviation value provides the nurse researcher with
an indicator of how scores for variables are spread around the mean average. This
finding suggests that though, on average, people tended to be visited by the two
learning disability nurses at about the same number of times (mean = 3 with both
learning disability nurses) there was less variability in visit frequency when compar-
ing people visited by Ms Kamal (standard deviation = 1.22) versus those visited by Mr
Smith (standard deviation = 2.34).

Sometimes it is hard to assess what all these measures of variability actually
mean, but the higher the variability (that is, the higher the range, the semi-interquar-
tile range or the standard deviation), the more scores are spread out around the
mean. Therefore, a higher variability would be found for a set of five scores compris-
ing 0, 15, 55, 78, 100 (the standard deviation here is 41.93), than for a set comprising
1, 2, 2, 3, 4 (here the standard deviation is 1.13). Though on its own a variability can
often seem redundant, it is useful when you are comparing two sets of findings, be-
cause then you can also compare the dispersion of scores.

In the example above relating to the learning disability nurse visits, the standard
deviation is helpful, because it tells us something additional about the data. It tells us
that people's visits to the learning disability nurse are a lot more varied and that staff
may wish to look into why this is: are some people not keeping appointments, while
others are making too many, or does the administration of making appointments
need to be looked at?

What is important is that it is good practice always to report the semi-interquartile
range when reporting the median average statistic, and to report the standard devia-
tion when reporting the mean average statistic.

8.4 Charts: visual presentation of variability
with box plots

As with frequency tables and bar charts, pie charts and histograms, there is a way to
graphically represent lower and upper percentiles and interquartile ranges. This is known
as a box plot. A box plot is a way of showing five aspects of numerical data, the smallest
value, the lower quartile (Q1), upper quartile (Q3), the median and the largest value.

Let us return to the district nursing team example from earlier in this chapter and
the assessment of referrals made to the team over a period of 11 days. (i.e. 2, 3, 4, 4,
5,5, 6,6,6,7 and 8 patients during this time). Figure 8.8 shows a box plot of the data.
Remember, we know from data analysis earlier in the chapter that the lower quartile
is 4 and the upper quartile is 6. We also know that the highest value is 8 and the low-
est value is 3. We also know with a quick scan of the data that the medianis 5 as it is
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Figure 8.8 Box plot of the number of patients referred to the district nursing team
(data taken over 11 days).

the 6th value, the middle value, in 11 numbers. You can see all these values outlined on
the box plot. The box itself contains the middle 50 per cent of the data, i.e. that data
between the lower quartile (Q1, 25th percentile) and the upper quartile (Q3, 75th per-
centile). The lower part of the box represents the lower quartile (placed at the value
of 4) and the upper part of the box represents the upper quartile (placed at the value
of 6). The line in the box indicates the median value of the data (here placed at the
value of 5). The ends of the vertical lines at either end of the box represent the mini-
mum and maximum values, here 2 and 8.

(8.5 Beware of unusual data: outliers )

Do you remember our example of waiting times, used earlier on in the chapter, to de-
scribe the mean, mode and median (look back at Table 8.3)?

In that table, we found the mean to be 22 minutes, the median to be 15 minutes and
the mode to be 10 minutes. The mean is the most commonly used descriptive statistic
and, as a rule, the median and the mode tend to be used only when there is a suspi-
cion that the mean may not represent a fair summary of the data. In that example, we
concluded reporting a mean waiting time of 22 minutes would be unfair to the staff
working in the ward. A much fairer assessment would be to use the median and mode
because they seem to reflect more accurately the average of 10 minutes, particularly
as all but one patient is seen in less than 22 minutes.
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Another term for the particular piece of data showing that one person had to wait
60 minutes is an outlier. An outlier is a piece of data (or pieces of data) that lies
outside the rest of the data. So for example if you had 5 values in your data, 1, 2, 3, 3
and 71, 71 might be considered an outlier because it is very different from other data.
We need to be wary of outliers in descriptive statistics because they can distort the
assumptions we make after analysing the data.

Our demonstration of a box plot brings us to a final warning - be wary of outliers. A
box plot also indicates any values that might be considered as ‘outliers’. An outlier is a
value that is numerically distant from the rest of the data and distorts the meaning of
the data. So for example, if the hospital management had introduced a new initiative to
improve average waiting times based on a mean calculation of the above data, the hos-
pital management may be wasting its time, as the average (as calculated by the mode)
is much more satisfactory; as a result, any future survey of average waiting times might
not actually show improvements emerging from the initiative because they were al-
ready, in reality, quite low. The fact of the matter was that the data, and therefore the
hospital management decision-making, was distorted by one outlier - so beware!

Usually, careful perusal of your data, by producing frequency tables, will allow you
to identify outliers. However, a box plot is quite of a good way of identifying outliers.
Take, for example, our example of the district nursing team and its record of referrals
over an 11-day period (2, 3,4, 4,5, 5, 6, 6, 6, 7 and 8 patients). Let us imagine that the
first piece of data was not 2, but actually 15 patients as a result of a mass of referrals
from a hospital's bridging team to the district nursing team; let's also imagine that
the last piece of data wasn't 8, but was in fact 20 patients who were referred to them
after a spate of referrals from a nearby clinic. Now, 15 and 20 patients among that
data set are clearly potential outliers. Let us see what it does to the box plot.

20.00 - .6 <—— Outlier

15.00 9 <— Outlier

10.00

5.00 -

0.00 -

1
Referrals

Figure 8.9 Box plot of the number of patients referred to the district nursing team
(data taken over 11 days, with 2 data values altered).
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You will see here that two points now appear on the graph (Figure 8.9). These are
outliers, or at least suspected outliers. Therefore you will often see a box plot provid-
ing this information.

Now, what to do about outliers? Many people recommend deleting them. However,
simply deleting outliers is controversial, and you need to think clearly about what you
need to do. For example, we could easily have deleted the 60-minute waiting time
listed in the above data that brought the mean up and didn't represent the overall
picture in the data. However, that outlier did point to a problem with waiting times so
examining what might have happened to make this patient wait longer than usual
might be necessary. Likewise, with the example of referrals to the district nursing
team, the presence of outliers could help us to get a better understanding of the
demands placed upon them by knowing that referrals might be subject to massive
variation due to unexpected referrals from certain hospital departments or commu-
nity clinics.

This topic is perhaps too wide to consider here, however, we would suggest that if
you have good reason for (or are confident of) deleting the outlier then do so. You
might feel that a data point was inaccurate for some reason (someone giving an in-
correct answer or was exaggerating) so perhaps there is reason to delete an outlier.
Equally you may know that in your hospital on any given day no patient waits more
than 30 minutes without being seen, in which case you may also wish to consider
deleting this data. However, if you feel unsure about why the data might be an outlier
then it might be best to leave the outlier in the data set.

Calculating variability

A researcher assessed probability of learning disability among five children. A score
of '0" indicates nil likelihood of having a learning disability, whereas a score of 100" in-
dicates profound and severe learning disability. A midpoint score of ‘50" would indi-
cate moderately severe levels of learning disability.

This time, work out the standard deviation and semi-interquartile range for the fol-
lowing values:

0, 25, 50, 25, 80, 80, 75, 10, 40, 90.

CSeIf-assessment exercise ]

This exercise is to get you using the research literature to identify and understand
descriptive statistics in research.

1. Your first task is to use either Nursing Times online or a library online database to
find two research articles that include descriptive statistics.
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Self-assessment exercise

2. Having found these two articles, in the boxes below write the reference for that ar-
ticle, what descriptive statistics are reported and what the descriptive statistics
tell us about the topic studied.

Article 1
Reference for the article:

What descriptive statistics are reported?

What do these descriptive statistics tell us about the topic studied?

Article 2
Reference for the article:

What descriptive statistics are reported?

What do these descriptive statistics tell us about the topic studied?
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CSummary ]

In this chapter, we have introduced you to how descriptive statistics are used in
guantitative nursing research. More specifically, we have looked at the importance
of frequency counts, averages, measures of variance and other measures of dis-
persion, in getting a full picture of quantitative data. We have also covered the pos-
sibilities available in fully understanding quantitative data through the use of
graphical representations, which include bar charts, pie charts, histograms and box
plots. Finally, we have also warned you to be wary of what outliers might meanin a
data set and how these could influence the interpretations that you undertake
when analysing quantitative data. In the following chapter, we will introduce you to
some of the types of statistical analyses that could be used when testing research
hypotheses, and using inferential statistics to do so.
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Chapter 9

Interpreting inferential statistics
in guantitative research

KEY THEMES

Distributions  Probability ¢ Statistical significance * Parametric and
non-parametric statistical tests ¢ Chi-square * Correlations * Pearson
product-moment correlation coefficient ¢ Spearman’s rho correlation
coefficient ¢ Independent-samples t-test ¢ Paired-samples t-test

LEARNING OUTCOMES
By the end of this chapter you will be able to:

@ Understand what is meant by terms such as distribution, probability and
statistical significance testing

® Understand the importance of probability values in determining statistical
significance

@ Undergo the decision-making processes informing the use of parametric and
non-parametric statistical tests

@ Determine a statistically significant result

@ Interpret results from commonly used statistical tests including the
chi-square statistical test, the Pearson product-moment correlation,
the Spearman’s rho correlation, the independent-samples t-test, and the
paired-samples t-test.
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Clntroduction ]

IMAGINE THAT ...

You are a busy leg ulcer nurse specialist and you need to find out at a glance whether
one form of bandaging is better for effective leg ulcer healing than another type. You
don’t have time to mess around collecting data, putting the data into a computer, doing
the analyses, and then coming to a conclusion about which form of bandaging is best.
Instead, you want to look critically at studies that have compared the two types of
bandaging. Many authors in the studies you have reviewed have used an inferential sta-
tistic called an independent-samples t-test. The authors have examined healing rates
for one group of patients using the new form of bandaging compared to another group
of patients who had the conventional form of bandaging. Can you trust the statistics
that have been reported by these authors? Have the authors of these studies reported
the means and the standard deviations, as well as other important statistics when com-
paring the healing rates?

Being able to answer these kinds of questions in this chapter will equip you with the
skills you need for doing critical appraisal, which will be covered in more detail in the
following chapter.

This chapter will help you decide whether some studies are more trustworthy than
others; it will also introduce you to the concept of inferential statistics and how these
statistics are different from the ones we introduced you to in the previous chapter. In-
ferential statistical tests (so called because they make inferences from data collected
from a sample and generalise these trends to a population of people) are statistical
tests that take data and provide answers to questions such as these - in fact any
guestion you wish to devise. The only things you need in order to start using inferen-
tial statistics are two variables and some data collected relating to those two vari-
ables. After that, the statistical world is your oyster.

In the previous chapter, we introduced you to statistics and procedures that have
described single variables by using frequency tables, mean scores and bar charts.
However, the true usefulness of inferential statistics in nursing research is to take it
one step further. Some of the main functions of inferential statistics include two
things - exploring relationships between variables or finding differences between
them. Have you ever wondered whether one type of anti-smoking campaign with
your patients will be more effective than another type of anti-smoking campaign
with another group of patients? Ever wondered whether senior nurses are more
stressed out at work than their more junior counterparts? Or is it the other way
around? Ever wondered whether stressed-out nurses will be more or less satisfied
with their jobs? How about whether stress among nurses is related to the quality of
the care they give to patients? Well, inferential statistics can help provide a more
definitive answer.

In this chapter, we will introduce you to a series of commonly used inferential sta-
tistical tests. This chapter is designed to give you a brief overview of the rationale
behind the use of inferential statistical tests and how to interpret the results from
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them. It will not go into a lot of statistical thinking and theory, as we feel this will put
you off reading more, and over-complicate many of the things you need to know. Our
main aim is to get you started with understanding how inferential statistics are used
with nursing research that uses quantitative methods, so we are going to give you a
simple and straightforward guide to the main ideas.

EXERCISE 9.1

Energiser activity

Before you start, we are going to get your brain warmed up mathematically and get
you to carry out some simple calculations. These calculations are related to some of
the concepts you will come across in the chapter.
Which of the two is the smaller number, 0.05 or 0.01?
Which of the two is the larger number, 0.05 or 0.001?
Is the number 0.10 larger or smaller than 0.057?
Is the number 0.50 larger or smaller than 0.01?
Between which two numbers does 0.02 fit in this series?
0.50 0.30 010 0.05 0.01
Between which two numbers does 0.20 fit in this series?
0.50 0.30 010 0.05 0.01

C9.1 Distributions ]

In Chapter 8, you were shown a histogram (the distribution of scores for a continuous-
type variable). Researchers have identified different types of distribution of a his-
togram to introduce an idea that is a cornerstone of inferential statistics. This idea is
based on different ways of describing distributions. As we covered in the previous
chapter, histograms can be skewed either negatively (i.e. scores are concentrated to
the right) or positively (i.e. scores are concentrated to the left). The final description
is where the distribution of scores for a variable forms a normal distribution. This is
where scores are distributed symmetrically in a curve, with the majority of scores in
the centre, then spreading out, showing increasingly lower frequency of scores for
the higher and lower values.

Statisticians have noted that if scores on a variable (e.g. anxiety among the general
population, with few people having high and low levels) show a normal distribution,
then we have a potentially powerful statistical tool. This is because we can then begin
to be certain about how scores will be distributed for any variable; that is, we can
expect many people's scores to be concentrated in the middle and a few to be concen-
trated at either end of the scale. However, even if scores are not normally distributed,
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there are still ways and means of accommodating to this and we will explore this
further when we look at the distinction between parametric and non-parametric statis-
tics. By having an awareness of the role of normal or skewed distributions in quantita-
tive studies, nurse researchers can be more confident in comparing differences in
samples of patients or looking at relationships between a type of treatment and health
outcomes. This confidence has come through being able to examine the data collected
and analysed through inferential statistics by having a full understanding of the concept
of probability.

(9.2 Probability )

With the advent of the National Lottery in the United Kingdom, the use of the word
‘probability’ has increased in society. The chances of winning the National Lottery
jackpot are thought to be about 14 million to 1, meaning that there is a very small
probability that you will win. We can make a number of assertions about life based on
probability. It is 100 per cent probable, if you are reading this sentence, that you have
been born; there is a 50 per cent probability (1in 2) that a tossed coin will turn up
heads (50 per cent probability that it will turn up tails), 16.66 per cent probability
(1in 6) that a roll of a dice will show a 6.

Some of the ideas about uses of probability in statistics have come from recognis-
ing that scores are often normally distributed. With normal distribution we are able to
talk about how individual scores might be distributed. An example of this would be for
a variable in which scores are normally distributed between O and 10. We would then
expect most scores (the most probable) to be around 5, slightly fewer scores around
6 and 4, slightly fewer scores again around 7 and 3, and so on (8 and 2; 9 and 1), until
the least expected scores (the least probable) are O and 10.

These expectations lead us to the key issue emerging from probability: the idea of
confidence. Researchers use probability to establish confidence in their findings. The
reason why researchers are concerned with establishing confidence in their findings
is a consequence of their using data that are collected from samples. Owing to con-
straints of time, money or accessibility to possible respondents, researchers always
use sample data to generalise, or make statistical inferences (hence the generic name
of inferential statistics for the tests we will use in the next few chapters), about a pop-
ulation. This means that there is always a chance that researchers will make an error,
because they never have access to the whole population, and therefore can never be
certain of how every possible respondent would have scored on a variable. However,
because researchers find that variables often form a normal distribution, they can
use samples to generalise about populations with confidence. Researchers try to
establish confidence by talking about their findings with regard to probability. An
example of how they do this can be seen in the horse racing form card in Table 9.1.

At the bottom of this form is the betting forecast. As you can see, ‘Nursing sister’
is the favourite, at evens, with ‘Call bell’ being the least favourite, at 33/1. In a similar
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Table 9.1 Racing form card for the Fantasy Health Care Horse Novices' Hurdle

3.40 p.m. 2m7 21l
Fantasy Horse Novices' Hurdle (Class D) (4 y.o. +) Going: Good
11 run Winner £2,260
No. Horse Weight Jockey
1 Nursing sister 10-12 C. Barton
2 Physical assessment 10-12 L.M. Alcott
3 Antibiotic 10-12 E. Church
4 Case management 10-12 E. Cavell
5 Clinical protocols 10-14 D.L. Dix
6 Person-centred care 10-12 M.E. Mahoney
7 Stats for nurses 10-12 E. Robson
8 Multidisciplinary team 10-12 J. Delano
9 Interprofessional care 10-12 E. Kelly
10 Health promotion 10-12 M.E. Zakrzewska
1" Call bell 10-7 F. Nightingale

Betting forecast: Evens, Nursing sister; 2/1 Physical assessment; 7/2 Antibiotic; 6/1 Case management; 10/1 Clinical
protocols; 14/1 Person-centred care; 16/1 Stats for nurses; 18/1 Multidisciplinary team; 16/1 Interprofessional care;
25/1 Health promotion; 33/1 Call bell.

way to that in which bookmakers suggest that it is probable that ‘Nursing sister’ will
win and that ‘Call bell" will probably not win, researchers use probability to grade find-
ings as more or less probable. However, unlike bookmakers, researchers use criteria
to decide whether something is probable or not probable. The way this is done is
through significance testing.

C9.3 Significance testing )

Significance testing is a criterion, based on probability, that researchers use to decide
whether two variables are related. Remember, because researchers always use sam-
ples, and because of the possible error, significance testing is used to decide whether
the relationships observed are real.

Researchers are then able to use a criterion (significance testing) to decide whether
their findings are probable (confident of their findings) or not probable (not confident
of their findings). This criterion is expressed in terms of percentages and their rela-
tionship to probability values. If we accept that we can never be 100 per cent sure of
our findings, we have to set a criterion of how certain we want to be of our findings.
Traditionally, two criteria are used. The first is that we are 95 per cent confident of
our findings; the second is that we are 99 per cent confident of our findings. This is
often expressed in another way. Rather, there is only 5 per cent (95 per cent confi-
dence) or 1 per cent (99 per cent confidence) probability that we have made an error.
In terms of significance testing these two criteria are often termed as the 0.05 (5 per
cent) and 0.01 (1 per cent) significance levels.
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In this chapter, you will be interpreting tests to determine whether there is a
statistically significant association or relationship between two variables or there
is a significant difference between two groups/conditions. These tests always provide
a probability statistic in the form of a value, for example 0.75, 0.40, 0.15, 0.04, 0.03,
0.002. Here, the notion of significance testing is essential. This probability statistic is
compared against the criteria of 0.05 and 0.01to decide whether our findings are sta-
tistically significant. If the probability value (p) is less than 0.05 (p < 0.05) or less
than 0.01 (p < 0.01) then we conclude that the finding is statistically significant.* If
the probability value is more than 0.05 (p > 0.05) then we conclude that our finding
is not statistically significant. Therefore, we can use this information in relation to our
research idea and we can determine whether our variables are statistically signifi-
cantly related. To summarise for the probability value stated above:

The probability values of 0.75, 0.40 and 0.15 are greater than 0.05 (>0.05) and
these probability values are not statistically significant at the 0.05 level (p > 0.05).

The probability values of 0.04 and 0.03 are less than 0.05 (<0.05) but not less than
0.01, so these probability values are statistically significant at the 0.05 level (p < 0.05).

The probability value of 0.002 is less than 0.01 (<0.01)); therefore this probability
value is statistically significant at the 0.01 level (p < 0.01).

An analogy of significance testing to research is the use of expert witness with evi-
dence in court cases. In a court case, an expert witness is asked to comment on a
piece of evidence to help the jury draw a conclusion about the accused. In the same
way, the researcher uses significance testing (the expert witness) to help to deter-
mine whether the finding (evidence) is significant (the jury conclusion).

EXERCISE 9.2

Deciding on statistical significance through probability

Using the following probability values, decide whether the statistic is statistically
significant or not statistically significant. Then decide, if the result is statistically
significant, which level of significance the statistic is at (0.05 or 0.01).

0.060 0.030 0.500 0.002 0.978

So, we now know we can do amazing things with numbers. They are not just numbers:
things happen with them. The normal distribution allows us to make statements
about where scores are likely to happen in a population. Probability introduces us to
ideas of things being likely to happen or not happen. What these ideas in statistics do
is lead us to the idea of inferential statistical tests.

*Note that if the probability statistic is below 0.01 (say, 0.002) then we don't need to bother mentioning
that it is below 0.05 as well - we already have greater (99 per cent) confidence in our finding.

206



Inferential statistical tests

C9.4 Inferential statistical tests ]

We are now on to the really exciting stuff. Whereas descriptive statistics were exciting
in their own right with their ability to describe single variables, inferential statistics
can be used to provide answers to our naturally inquisitive minds. As a nurse you are
always asking investigatory questions:

e Does the length of waiting lists have an effect on patients’ health?

e Does atypical anti-psychotic medication have fewer side effects than typical anti-
psychotic medication?

e Are the attitudes of parents to the measles, mumps and rubella (MMR) jab related
to parents’ anxieties over the general health of their children?

However, to test any of these questions, the first problem is that there are many
statistical tests to choose from - which one to use? We will cover five in this chapter
as a bit of a 'taster’. The type of statistical test that is chosen depends on:

e The types of variable being used, in other words whether they are categorical-type
or continuous-type (see Chapter 8 for a reminder);

e If they are continuous-type variables, whether they should be used in parametric
or non-parametric statistical tests.

The distinction between parametric and non-parametric statistical tests was mentioned
earlier in this chapter so let's go into this area in more depth.

The importance of the parametric and non-parametric
distinction

What do we mean by parametric and non-parametric? Remember that earlier in this
chapter we said that if data form a normal distribution then they are very powerful be-
cause they allow us to be certain about how scores will be distributed in a variable.
This certainty then led to the development of a number of statistical tests that allowed
us to be confident in looking at relationships between variables. These tests were
called parametric statistical tests, which are based on the normal distribution curve.

However, statisticians, in their wisdom, wondered what would happen if we had
data that didn't form a normal distribution. Rather than give up and go home, they
also developed a series of tests that were to be used when the data did not form a
normal distribution and, therefore, were less certain about how scores were distrib-
uted within a variable; this is a back-up plan for us all to use. These tests became
known as non-parametric statistical tests.

So, within statistics, a major distinction is drawn between parametric tests and
non-parametric tests. An important idea you must understand is that, with continu-
ous-type data, the nurse researcher must always decide whether the test used
to verify them should be a parametric or non-parametric statistical test. The central
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Figure 9.1 Histogram of mothers’ ages.

criterion to help them decide on the type of test is whether or not the data form a
normal distribution. If their continuous-type data form a normal distribution, then
they should be used in a parametric statistical test; if they do not form a normal dis-
tribution, then they should be used in a non-parametric statistical test.

The next question is, how do you tell whether your continuous-type data are para-
metric or non-parametric? There are two ways to do this. The first is to create a his-
togram of the data and see whether they form a normal distribution. The second is to
see whether your data are skewed, that is, do not form a normal distribution.

Take the examples shown in Figures 9.1 and 9.2, which represent data from a ma-
ternity hospital where researchers have recorded the mother’s age and time spent in
labour. You can see from both graphs that the distribution of scores is compared
against the black line, which is a normal distribution curve. You can see that the
amount of time spent in labour forms a normal distribution, but the age variable
seems to be skewed towards the lower end (positively skewed). This is perhaps not
surprising given that mothers will tend to have babies earlier on in life.

However, you may see that there are problems with making this judgement. More
often than not it is not easy to tell whether a variable is normally distributed. For ex-
ample, the time in labour variable does seems to have properties of a normal distribu-
tion: it has a high middle, among other things. However, it is not always easy to tell
whether your data form a normal distribution. Another approach to this is through
the skewness statistic (see box on the opposite page).

Therefore we suggest that the main guideline to use when deciding whether your
continuous-type data are suitable for parametric or non-parametric tests is whether
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Figure 9.2 Histogram of mothers' time spent in labour.

the data are skewed. If they are not skewed, then they probably are suitable for use in
parametric tests. If they are skewed, then you might wish to use them in non-para-
metric tests instead.

THINGS TO CONSIDER

The skewness statistic

Now you will not come across this in the book, but sometimes there may be informa-
tion about the extent of skew and therefore it will be useful for you to be aware of this.
The skewness statistics can either be positive or negative, indicating in which direc-
tion the skewness may lie. There is a test to decide whether your skewness statistic
means you have a skewed distribution, but this is vulnerable to the number of people
you have in your sample. Most researchers use a general criterion that any statistic
above 1.00 (either + or —) means your distribution is skewed.

Complications with the parametric and non-parametric distinction

So far, the criterion to decide whether data should be treated as parametric or non-
parametric seems simple. Do the data form a normal distribution or not? Unfortu-
nately, it is not always that simple in practice. Before we say why, it is as well to know
that the question of what constitutes parametric is one that is hotly debated in statis-
tical teaching. Your lecturers may look as if they are all friendly with each other, but if
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there is one thing that is guaranteed to split a staff group into factions it is their views
on the parametric versus non-parametric question. Intrigued? Read on.

You see, there are other rules, and the degree to which they apply, and the impor-
tance attached to these rules, vary among statisticians.

Many people have different views about the criteria for deciding whether continu-
ous-type data should be treated as parametric or non-parametric. Our consideration
of the different views, debates and split in academic departments begins with three
rules, which are generally agreed to be important. The rules of whether continuous-
type data should be treated as suitable for parametric test are:

@ Rule 1: Data should be normally distributed (as already discussed).

@ Rule 2: The scores on any continuous-type data must be interval or ratio data (or
continuous if you are using the categorical/discrete/continuous distinctions be-
tween variables); interval or ratio data are variables that are numerical, meaning
that they comprise numerical values (for example, age, hours spent in labour),
where the actual number means something. This means that the levels of these
variables are real numbers that mean something numerically. Therefore, data such
as ordinal data, which are of a continuous type but represented by artificial num-
bers, do not count. For example, a measure of pain where no pain is scored as 0O,
mild pain is scored as 1, moderate pain is scored as 2, and extremely severe pain is
scored as 3 is not a variable of real numbers; instead it comprises numbers we've
assigned to understand the amount of pain.

e Rule 3: If two continuous-type variables are being used or compared, they must
have similar standard deviations. The standard deviation provides the researcher
with an indicator of how scores for variables are spread around the mean average
(this is why it is sometimes referred to as a measure of dispersion). The higher the
standard deviation, the more the scores are spread out (the scores 0, 1, 2, 2, O will
have a low standard deviation, whereas the scores, 0, 50, 100, 200, 500 will have a
much higher standard deviation).

These are all rules for determining whether your data are parametric. They can be
used to determine whether your data are suitable for use in a parametric statistical
test.

Furthermore, if your continuous-type data do not follow these rules, you do not
use a parametric statistical test; instead you use a non-parametric test. So, for Rule 2,
if your data are not interval or ratio data, then you should use a non-parametric test.
For example, consider an ordinal variable which asks the respondent how their anxi-
ety might be scored: 1 = Not at all, 2 = Sometimes, 3 = Often, 4 = Always. It is some-
times argued that this scoring does not reflect numerical properties, as the score of
4, for instance, given for responding ‘Always’ to the question, does not represent a be-
haviour that is twice as much as the score of 2, given for ‘Sometimes’ (‘Always’ is not
twice as much as ‘Sometimes’). Similar principles apply for Rules 1 and 3. If your
continuous-type data are not normally distributed (Rule 1) or if two sets of continu-
ous-type scores are being used or compared and they do not have similar standard
deviations (Rule 3) then a non-parametric test should be used.
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But, and this is a big but, people don't always use these three rules. Or, they will
vary in the application of these rules. Even when the data do not comply with the
rules, researchers may treat data as parametric that look more suited to being
treated as non-parametric. They may do this for a number of good reasons, including
the following:

e The statistics test has been previously used by other researchers to look at the same
variable. This is sometimes done to provide consistency in the research literature.

e Although some continuous-type variables may not comprise real numbers (such as
ordinal data which ranks the data), we can make the assumption that they are real
numbers because researchers are assigning these values to responses.

e Sometimes, researchers will assume their continuous-type data are normally dis-
tributed because they have collected data with adequate sampling techniques and,
therefore, have data that are in general representative of a variable which would
be expected to be normally distributed in a larger population. For example, if you
do a study of 40 people then the data will not likely form a normal distribution
because you haven't got enough cases.

e The scale used to measure the continuous-type variable is a well-established, reli-
able and valid measure of that variable and has been shown by previous research
(among larger samples) to demonstrate a normal distribution of scores.

e Because their lecturer/teacher has told them so. Lecturers and teachers may sug-
gest you use a certain version of the test because of wider learning reasons or for
reasons of being consistent with the literature.

What you need to be aware of most is that researchers do vary in practice and people do
not always agree with each other’s approaches. People will be very definite about their
way of doing things and insist that their way is correct. This is often a source of confu-
sion for students of statistics, and the best strategy you can employ is just to be aware
that researchers do vary in practice. Usually, there is little point in adopting one position
only, because often you will work with colleagues, complete reports for employers/
teachers/lecturers, or submit papers to academic journals that will insist you adopt a dif-
ferent tactic. Ideally, you should be aware that different valid practices exist and be able
to employ and engage with these different practices when needed.

It is best to use these various rules and practices as quidelines to decide whether
to use parametric or non-parametric versions of tests. However, overall, you should
remember that this decision shouldn't be viewed as a big problem. The purpose is not
that you should develop a concept of parametric versus non-parametric tests. Rather,
you should appreciate that statisticians have provided us with different ways of solv-
ing problems. Therefore, there is nothing to worry about if you find that the continu-
ous-type variables you have measured do not show parametric properties: you simply
use non-parametric tests as an alternative.

What we suggest you do at this stage, to keep things as simple as possible, is to
use the normal distribution criterion and the skewness statistics as ways of determin-
ing the parametric versus non-parametric question when it is needed. Then, as you
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become more experienced with statistics (or as you come across them), you could
begin to consider the other rules.

Moving forward

In moving forward to the next stage, you need to remember two things before being
introduced to the world of statistical tests, namely that:

e variables can be generally defined as two types: categorical-type or continuous-
type (we have covered this throughout the book so far);

@ when using continuous-type variables, a distinction is made between whether the
data should be used in parametric or non-parametric statistical tests, and this
choice rests on whether your data form a normal distribution.

(9.5 Statistical tests and the decision-making table )

Let us introduce you to all the statistical tests you will use in the book and the context
for using these tests. Remember, the aim of any inferential statistical test is to answer
your guestion of whether there is something happening between two variables. Al-
though there are a number of statistical tests, you use only one statistical test with
any one question. The problem is that you have to use the right one. How do you en-
sure you use the right one? Let us introduce you to our decision-making chart (see
Table 9.2).

Table 9.2 Decision-making table for choosing statistical tests

Question 1: Which statistical Question 2: Which statistical
What combination of test to use? Should your continuous- test to use?
variables have you got? type data be used with
parametric tests or
non-parametric tests?
Two categorical-type Chi-square
variables
) Parametric Pearson correlation
Two separate/independent Go to
continuous-type variables Question 2 Non-parametric Spearman correlation
Two continuous-type Parametric Paired-samples t-test
variables which is the Go to
same variable Question 2 . Wilcoxon
administered twice Non-parametric sign-ranks
) P tri Independent-samples
One catego.rlcal-type Go to arametric ttest
and one continuous-type .
. Question 2 .
variables Non-parametric Mann-Whitney U
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In our decision-making chart you will notice a number of blocks with terms such
as chi-square, Pearson correlation, Spearman correlation (to name just a few) writ-
ten in them. Of these tests, we will cover only a few to give you a taster on how the
results of inferential statistics are interpreted and reported. For further information
about other statistics for nurses, you can read Statistics for Nurses (Maltby, Day and
Williams, 2007), which gives an in-depth overview of each of the tests covered in
the decision-making chart and how to calculate these statistics by hand or with a
computer.

The aim of the decision-making process is to reach one of these end points in
Table 9.2. To reach each end point, what you must do is to answer two questions in
each of the columns in turn, choosing your response from the rows below. What you
must then do is continue along each row until you reach an end point. Then, when you
reach this end point, you should know which type of statistical test you should use.

The two questions are:

e What types of variable are being used, and in what combination?

e Should the continuous-type variables be used in parametric or non-parametric sta-
tistical tests (remember, your answer to this question rests on whether your data
form a normal distribution)?

If you are able to answer both of these questions successfully then you will always
choose the right statistical test to be used.

To illustrate this process let us use an example. Hospital staff are interested in ex-
amining recent findings that women who have an epidural to ease the pain of child-
birth are more likely to need medical help to have their baby (BBC News, 2005a). One
important aspect to this study is that women opting for an epidural were more likely
to experience a longer second stage of labour. The staff members want to see
whether this is occurring in their hospital. The researchers have decided to measure
the following variables:

e Whether or not the mother has had an epidural during childbirth (i.e. this is
categorical-type variable with two categories, or levels).

e The length of the second stage of labour. This continuous-type variable has been
found to have a normal distribution.

In terms of moving forward, we have to choose which statistical test to use. In answer
to the two questions in our decision-making table:

e we have one categorical-type variable and one continuous-type variable;

e the continuous-type variable has a normal distribution, and therefore it is suitable
for use in a parametric test.

Therefore, we would choose an independent-samples f-test.

Now, we know you have no idea what an independent-samples t-test does, but
you can see that you can already find your way through different statistical tests.
And that skill is an important aspect of statistics. Have a go yourself in the next
section.
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EXERCISE 9.3

Choosing an inferential statistical test

Following efforts by NHS Lothian to combat the MRSA hospital superbug via informa-
tion packs, leaflets and posters (BBC News, 2005b), your local health authority has
decided to see whether hospitals under its control could benefit from such a drive. Re-
search staff at the local health authority have then surveyed each of the authority’s
hospitals on two issues:

@ Whether there have been any special initiatives within the hospital, such as infor-
mation packs on infection control and prevention given to staff, or posters and
leaflets aimed at patients and visitors to raise awareness of the problem. Re-
sponses are either 'yes' or ‘no’.

e Whether the hospital has been given a clean bill of health in terms of there not
being a reported case of the MRSA superbug in the hospital. Responses are either
‘yes' or ‘no'.

To help you, the research staff have decided that both variables are categorical-type
data and Figure 9.3 shows the data obtained in this study.

Initiative *Free of MRSA Cross-tabulation

Count
Free of MRSA Total
No Yes
Initiative No 15 6 21 ~<— Frequency counts
Yes 6 13 19
Total 21 19 40

Figure 9.3 Example of cross-tabulated frequencies for a chi-square test.

What statistical test should the researcher use?

*aJenbs-1yd asoyd noA J1 3ybil aq pjnom NoA

(9.6 Making sense of inferential statistics: chi-square]

By now we can tell that you are itching to find out about these inferential statistical
tests. In this section we introduce you to your first inferential statistical test: the
chi-square.
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Table 9.3 Breakdown of 100 respondents by sex and type of work

Full-time work Part-time work
Males 40 (25) 10 (25)
Females 10 (25) 40 (25)

As you know from the last exercise, the chi-square test provides a test for use
when a researcher wants to examine the relationship between two categorical-type
variables. For example, if we had two variables, Sex of respondent and Type of work
performed by the respondent (full- or part-time work), we would be able to examine
whether the two variables are associated. Often, people think that men tend to have
full-time jobs and women tend to have part-time jobs. This type of thinking might be
a research guestion. That is, is there a relationship between the variables? Does the
sex of the respondent tend to determine what sort of work they undertake?

The key idea underlying the chi-square test is that we examine two sets of frequen-
cies: observed and expected. To illustrate this, let us take the everyday example of
males and females in full-time or part-time work. Table 9.3 sets out these two as-
pects: observed and expected frequencies (in brackets). The researcher, interested in
whether the sex of a person influences the type of work they engage in, has asked
100 respondents their sex and whether they were employed in full-time or part-time
work. The chi-square test analyses a matrix (often referred to as cross-tabulations)
made up of cells representing each of the possible combinations of the levels of each
categorical-type variable, in this case males and full-time work, females and full-time
work, males and part-time work, and females and part-time work. As you can see
from the table, there are two possible sets of frequencies.

The first set of numbers is the observed frequencies. These are an example of a
set of frequencies the researcher might have found having gone out and collected
the data from 100 people (Males and full-time work = 40, Females and full-time
work = 10, Males and part-time work = 10, and Females and part-time work = 40).

The second set of numbers (in brackets) is the expected frequencies. These are
the frequencies the researcher would expect to emerge from 100 people if everything
was equal and, therefore, there was no association between the two variables. These
frequencies are spread evenly across the possible combination of levels for each of
the categorical-type variables (Males and full-time work = 25, Females and full-time
work = 25, Males and part-time work = 25, and Females and part-time work = 25).

The chi-square test uses significance testing to examine whether two variables
are independent (sometimes the chi-square test is referred to as the test of inde-
pendence). What this means is that if the two variables are independent of each
other, that is, are not related, then the observed frequencies would be split pretty
evenly across the different rows and columns of the cross-tabulation (much like the
expected frequencies are). Using our example, if the two variables are independent
of each other, that is, if sex has no bearing on the type of work a person does, then
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you would expect to find that the observed frequencies are evenly split across the
matrix.

However, if the observed frequencies are not even across the matrix, and if certain
levels of one variable went together with other aspects of the other variable more so
than would be expected, then we might begin to think that the two variables are
linked in some way.

This is what appears to be happening with the observed frequencies in our exam-
ple of sex of respondent and type of work. In terms of frequencies, 40 males are in
full-time work (whereas only 10 males are in part-time work), and 40 females are in
part-time work (whereas only 10 females are in full-time work). Therefore, what we
can see in these data is a tendency for men to be employed in full-time work and
women to be employed in part-time work. This suggests that the two variables might
not be independent of each other and may be related. This possible relationship
within a chi-square is often referred to as an association (which is why you will also
sometimes find the chi-square referred to as a test of association as well as a test of
independence; don't worry though - just remember, if the variables are related then
they are ‘associated’; if they are not related they are ‘independent’). The chi-square
statistic allows us to determine whether there is a statistically significant association
(relationship) between two variables.

A research example to which this type of test could be applied is that by Powell
et al. (2004). Their study looked at different staff perceptions of community learning
disability nurses’ roles. One of the things that the researchers were interested in was
whether health care staff or social care staff were more likely to see assessment as
part of the community learning disability nurses’ role. Therefore, the study has two
categorical-type variables with two categories for each of these variables:

o The type of staff member (health care staff versus social care staff) and

e Whether the respondent believes that it is the community learning disability
nurses' role to carry out assessment (yes or no).

Seeing a chi-square test in action

A chi-square analysis here could help us find out whether there is an association
between the type of staff (health or social) and their view on whether it is the com-
munity learning disability nurses’ role to carry out assessment (or whether these
two variables were independent of each other, that is, whether the type of staff
had no bearing on their views of the learning disability nurses’ role to carry out
assessment).

This must then be incorporated into a text, to help the reader understand and con-
ceptualise your findings. In writing about the chi-square statistic, the researcher
needs to do the following:

@ Remind the reader of the two variables you are examining.

e Describe the relationship between the two variables in terms of the cell counts
(and percentages).
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e Tell the reader whether the finding is significant or not.

@ You can use all the information above to write a fairly simple paragraph, which
conveys your findings succinctly but effectively. However, you will also need to
include a table.

Therefore, a typical report of the chi-square test results might be as follows:

The following table shows a breakdown of the distribution of respondents by
area of residence and heart disease. The frequency of respondents in each cell
was distributed such that the highest counts were for when the case lived in
Glasgow and had heart disease, and when the case lived in Edinburgh and did
not have heart disease. A chi-square test was used to determine whether there
was a statistically significant association between the two variables. A statisti-
cally significant association was found between the area of residence and heart
disease (x2(1) = 9.19, p < 0.05).

You might find different ways in which chi-square statistic results are written up,
both in your own reports and in those of other authors, but you will tend to find in
each write-up all the information you need but it might vary in the order that it is
presented. Read the following boxes for further points to consider when using
chi-square.

THINGS TO CONSIDER

What are degrees of freedom?

Whenever you use a statistical test you will always be asked to report your degrees of
freedom. It is sometimes considered more a matter of convention than essential, but
it is good practice to do it. This is always very straightforward and easy to do. Many
authors rightly shy away from explaining what degrees of freedom are. However, one
of the best explanations of how to conceptualise degrees of freedom is presented by
Clegg (1982).

Clegg suggests you imagine two pots, one of coffee and one of tea, but neither is
labelled. Clegg asks the guestion, ‘How many tastes do you require before you know
what is in each pot?' The answer is one, because once you have tasted one, you not
only know what is in that pot, but also what is in the other. Similarly, if you had three
pots, coffee, tea and orange juice, you would need two tastes before you could con-
clude what was in all three pots. What is important here is that you do not need to
taste all of the pots before you are certain about what is contained in each pot.

These ideas are used in the measuring of variables. In both examples, all the pots
represent your sample, and your tasting represents your sampling. Each pot-tasting
represents another procedure to establish certainty for your findings. Further, your
number of attempts will be one less than the total number of pots. Degrees of free-
dom can be visualised in the same way. Overall, degrees of freedom are important, as
you use them to decide whether your result is statistically significant.
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THINGS TO CONSIDER

Writing up a statistically non-significant result for the chi-square test

Researchers at the local health authority have surveyed each of their hospitals on two
issues:

1. Have there been any special initiatives within the hospital, such as information
packs on infection control and prevention given to staff, or posters aimed at pa-
tients and visitors distributed to raise awareness of the problem? Responses are
either Yes or No.

2. Whether the hospital has been given a clean bill of health in terms of there not
being a reported case of the MRSA hospital superbug in the hospital. Responses
are either Yes or No.

A table was compiled, which showed the breakdown of respondents by each of the
table cells. The frequencies of respondents in each cell were distributed evenly across
the categories. A chi-square test was used to determine whether there was a statisti-
cally significant association between the two variables. No statistically significant as-
sociation was found between the presence of initiatives and the hospital being given a
clean bill of health with regard to the MRSA superbug (x°(1) = 1.05, p = 0.78). The
present findings suggest that there is no association between initiatives to combat
the MRSA superbug in hospitals and a hospital's reporting cases of MRSA in it, and
that the two variables are independent of each other.

THINGS TO CONSIDER

Further information on the chi-square test

There are two conditions under which it is not advisable to do a chi-square test:

1. When you have a chi-square that comprises two rows by two columns and any of
the expected frequencies is less than 5.

2. When you have a chi-square that comprises more than two rows by two columns
and any of the expected frequencies is less than 1, or more than 20 per cent of the
expected frequencies are less than 5.

(9.7 Pearson and Spearman correlation statistics )

What we intend to do now is to build on your knowledge by introducing you to two
more tests. Cast your mind back to the decision-making table presented in Table 9.2.
The Pearson and Spearman statistics are two statistics that you use when you want
to examine the relationship between two separate continuous-type variables. The
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Pearson correlation statistical test is a parametric statistical test (you remember,
when your data show a normal distribution and are not skewed). The Spearman cor-
relation statistical test is a non-parametric statistical test (when your data are not
normally distributed or you find evidence of their being skewed). We will next intro-
duce you to the thinking that lies behind these two statistical tests.

What is a correlation?

The aim of both the Pearson and Spearman correlation coefficients is to determine
whether there is a relationship between two separate continuous-type variables.
Imagine two variables: amount of chocolate eaten and weight. It is thought that
chocolate contains a lot of fat, and that eating a lot of fat will increase your weight.
Therefore, it could be expected that people who eat a lot of chocolate would also weigh
a lot. If this were true then the amount of chocolate you eat and your weight would be
positively correlated. The more chocolate you eat, the more you weigh. The less choco-
late you eat, the less you weigh. This is a correlation, but this is a positive correlation,
because when the scores are high on one continuous-type variable, they are high on the
other continuous-type variable (and low scores on one are accompanied by low scores
on the other). This is visualised in Figure 9.4(a), with the plotted points moving from the
lower left-hand corner up and across to the upper right-hand corner of the chart.
Conversely, a negative correlation between two variables is the opposite of that: a
high negative correlation would mean that while scores on one variable rise, scores on
the other variable decrease. An example of this would be the amount of exercise taken
and weight. It is thought that taking exercise will usually lead to a decrease in weight. If
this were true then the amount of exercise you take and your weight would be negatively
correlated. The more exercise you take, the less you weigh. The less exercise you take, the
more you weigh. This is visualised in Figure 9.4(b), with the plotted points moving from
the upper left-hand corner down and across to the lower right-hand corner of the chart.
Finally, some variables might not be expected to show any level of correlation with
each other. For example, the number of hot meals you have eaten and the number of
times you have visited the zoo. Usually, we expect that there would be no logical rea-
son why eating hot meals and zoo visiting would be related, so that eating more hot
meals would mean you would visit the zoo more, or less (or vice versa). Therefore, you
would expect the number of hot meals you have eaten and the number of times you
have visited the zoo not to show any correlation. This is visualised in 9.4(c) by a ran-
dom scatter of plots; the plots show no clear direction, going neither up nor down.
One nursing research example of a correlation was carried out by Cherri Hobgood
and her colleagues (2005). The researchers were interested in the relationship be-
tween emergency department volume and the impact this had on nurse time at the
bedside in an emergency department. Therefore, they measured the volume of peo-
ple in the emergency department and compared this against the amount of time
nurses spent at the patients’ bedsides. They found a negative correlation between
these two variables, suggesting the greater the volume of people in the emergency
ward, the less amount of time nurses were able to spend at the bedside of patients.
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Figure 9.4 Examples of positive, negative and no relationships between two variables.

The correlation statistic

We now know what a correlation generally is, and the description of the relationship,
but so far we have vague information. However, the Pearson and Spearman correla-
tion statistics can give us much more information. The correlation coefficient pro-
vides a statistic that tells us the direction, the strength and the significance of the
relationship between two variables.

What do we mean by direction and strength? Well, both the Pearson and Spearman
correlation statistics use the number of the data and present a final figure that indi-
cates the direction and strength of the relationship. This final figure is always known as
the correlation coefficient and is represented by r (Pearson) or rho (Spearman). The
correlation coefficient will always be a value ranging from +1.00 through 0.00 to —1.00.

e A correlation of +1.00 would be a 'perfect’ positive relationship.
e A correlation of —1.00 would be a ‘perfect’ negative relationship.
e A correlation of 0.00 would be no relationship (no single straight line can sum up

the almost random distribution of points).
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All correlations, then, will range from —1.00 to +1.00. So a correlation statistic could
be —0.43 (a negative relationship) or 0.53 (a positive relationship). It could be 0.01,
close to no relationship. This figure can then be used with significance testing, such
as the chi-square, to see whether the relationship between the two variables is statis-
tically significant. Let us show you how one of these correlation statistics works.

Pearson product-moment correlation

Remember from Table 9.2 that the Pearson product-moment correlation is a test
used with parametric data, and is used when you have two continuous-type variables
that you believe should be used in a parametric test (for example, it shows a normal
distribution, or rather that the data are not skewed). Remember, too, that the key idea
of the correlation statistical test is to determine whether there is a relationship be-
tween the two variables. The following example reflects a study that tried to examine
the relationship between physical functioning and general health. The study used two
validated questionnaire scales among a non-clinical sample of five respondents - one
scale to measure physical functioning and one to measure general health. The aim of
the study was to see whether poorer levels of physical functioning were equated with
lower levels of general health. A high score on physical functioning would mean that
a person could do plenty of physical things like climb stairs, walk a mile without need-
ing to take a break, etc., and a high score on general health would mean that the per-
son had high-quality health in many spheres of their lives. By contrast, low scores on
the two scales meant poor physical functioning and low general health.

Interpreting and reporting Pearson product-moment correlations

From the output that you would get from a statistical program, you will need to con-
sider the following things:

1. The statistical test statistic. It is important to note whether the statistic is positive
or negative. This indicates whether the relationship between the two variables is
positive (positive number, which is often without a ‘+' sign in front of it in journal
articles) or negative (represented by a ‘=" sign).

2. Whether the relationship between the two variables is statistically significant.
Remember, if this figure is below the p = 0.05 or p = 0.01 criteria, then the finding
is statistically significant. If this figure is above 0.05, then the findings are not
statistically significant.

Let us say that we got a Pearson’s r statistic of 0.45 and the significance level was
0.002. The Pearson's r statistic tells us that there is a positive relationship between
the two variables. The thing we need to remember is how the scales are scored; the
lower the scores on both questionnaire scales, the poorer the physical functioning
and lower the general health, and vice versa. If the relationship was a negative one,
the statistic would have a minus sign in front of it. The significance level is p = 0.002,
which is below the level of p = 0.05 or p = 0.01, so we can decide that the relationship
we have found is not likely to have occurred by chance. Therefore, we can conclude
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that there is a statistically significant positive relationship between physical function-
ing and general heath.

The next stage is to report these statistics. There is a formal way of reporting the
Pearson product-moment correlation coefficient, which comprises two elements. The
first element is that a formal statement of your statistics must include the following:

® The test statistic. Each test has a symbol for its statistic. The Pearson product-
moment correlation has the symbol r. Therefore, in writing your results you must
include what ris equal to. In the example, r = 0.45.

® The degrees of freedom. This is a figure that is traditionally reported (though it is
worth noting that it is not always reported). For the Pearson product-moment corre-
lation coefficient, the degrees of freedom equal the size of your sample minus 2. The
minus 2 represents minus 1 for each set of scores (the set of scores for the physical
functioning scale and the set of scores for the general health scale). The figure is
placed between the r and the equals sign and is written in brackets. Here, the de-
grees of freedom are 3 (size of sample = 5, minus 2 = 3). Therefore, r(3) = 0.45.
Traditionally, this was done in relation to whether your probability value was
below 0.05 or 0.01 (statistically significant) or above 0.05 (not statistically signif-
icant). Here, you use less than (<) or greater than (>) the criteria levels. You state
these criteria by reporting whether p < 0.05 (statistically significant), p < 0.01
(statistically significant) or p > 0.05 (not statistically significant). In the example
above, p < 0.01 and place this after the reporting of the r value. Therefore, with
our findings, r(3) = 0.45, p < 0.01.

The second element is the incorporation of these statistics into the text, to help the
reader understand and interpret your findings. In writing the text, use the ‘describe
and decide’ rule to inform the reader of your findings:

e Remind the reader of the two variables you are examining.

e Describe the relationship between the two variables as positive or negative.
e Tell the reader whether the finding is statistically significant or not.

o Give some indication of what this means.

You canusealltheinformation above to write a fairly simple paragraph which conveys your
findings succinctly but effectively. Therefore, using the findings above, we might report:

A Pearson product-moment correlation coefficient was used to examine the rela-
tionship between physical functioning and general health using the subscales from
the SF-36 Health Survey. A statistically significant positive correlation was found
between physical functioning and general health (r(3) = 0.45, p < 0.01), suggesting
that poorer physical functioning and general health are statistically significantly
related to one another.

You will come across different ways of writing up the Pearson product-moment corre-
lation coefficient, both in your own writing and in that of other authors, but you will
find all the information included above in any write-up. Read the next two boxes for
further things to consider when using a Pearson product-moment correlation.
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; " THINGS TO CONSIDER

4)}, Significance testing with one- and two-tailed hypotheses

One-tailed and two-tailed tests involve making statements regarding the expected di-
rection of the relationship between the two variables you are measuring. With a one-
tailed hypothesis the researcher would make a statement regarding the specific
direction of the relationship. With a two-tailed statement, prediction is not made re-
garding the direction of the expected relationship. We can illustrate this with the pres-
ent example because we believe there is going to be a statistically significant positive
(this is the expected direction of the relationship) relationship between physical func-
tioning and bodily pain. A two-tailed hypothesis may be that we might expect a signif-
icant relationship, but we are unsure of the final direction of the relationship (here,
the researcher would state that there is an expected statistically significant relation-
ship between the two variables). As we can see from the present example, by making
a specific prediction about the direction of the relationship between these aspects of
physical health these ideas are incorporated into statistical significance testing and
we would use a one-tailed test.

In reality you are more likely to get a statistically significant result using a one-tailed
test because the way the significance testing is set up allows you more leeway because
you have made a prediction. This increases your chances of a statistically significant
finding; it also increases your chances of making an error by suggesting there is a sta-
tistically significant relationship between two variables when in fact there is no such re-
lationship (this is known as a Type | error). In nursing, it is crucial to avoid making this
sort of mistake. You don't want to say a drug has a statistically significant effect when it
doesn't. Therefore, many researchers don't make this distinction any more and tend to
use two-tailed tests regardless of a-priori predictions. Therefore, in future you might be
best advised always to perform the correlations using the two-tailed test.

)]
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THINGS TO CONSIDER

Writing up a statistically non-significant result for the Pearson
product-moment correlation

(e,
$

Knowing how to write a statistically significant result is of little use if, in your re-
search, you have a statistically non-significant finding. Therefore, whenever we sug-
gest how you might report test results, we will also give you the alternative way of
writing up your results. Here, let us imagine that we found no statistically significant
relationship between physical functioning and bodily pain, i.e. r = 0.032 and p = 0.76
(therefore p > 0.05 and is statistically non-significant). A Pearson product-moment
correlation coefficient was used to examine the relationship between physical func-
tioning and general health using the subscales from the SF-36 Health Survey. No sta-
tistically significant correlation was found between physical functioning and general
heath (r(72) = 0.032, p > 0.05), suggesting no statistically significant relationship
between physical functioning and general health.
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Spearman’s rho correlation

The Spearman correlation is the non-parametric version of the parametric test the
Pearson product-moment correlation. Whereas the Pearson product-moment corre-
lation is used to examine whether a statistically significant relationship occurs be-
tween two continuous variables, which demonstrate properties suitable for use in
parametric tests, the Spearman rho correlation is used to examine whether a statisti-
cally significant relationship occurs between two continuous variables, which demon-
strate properties suitable for use in non-parametric tests. Apart from this, the
Spearman rho correlation works in exactly the same way, but with a rho value be-
tween —1.00 and +1.00 being generated (though some people just use r). As with the
Pearson correlation, significance testing is then used to determine whether a statisti-
cally significant relationship occurs between two variables.

Some further things to know about correlations

So there we are. That is how you perform correlations. However, before we finish
we just need to tell you three things about correlations. These are particularly use-
ful things to consider when you are discussing your findings, which include the
points that:

e Correlation does not represent causation;
e |Issues of association;
@ The size of correlation.

Correlation does not represent causation

It is important to remember, when reporting any sort of correlation, not to infer that
one variable causes another. Therefore, in the example above we could not conclude
that role limitations due to physical health problems necessarily cause bodily pain,
as it may be that worse bodily pain causes role limitations due to physical health
problems. It is more likely that the two variables influence each other and/or work to-
gether. Remember to reflect this in your wording and always to talk about relation-
ships, associations or correlations between two variables. Do not say that one
variable causes another, unless you have a very good reason for thinking so.

Issues of association

You will often find authors reporting the association between the two variables in a
Pearson product-moment correlation coefficient, and this is thought to represent
the shared variance between two variables. In theory, two variables can share a max-
imum of 100 per cent of the variance (identical) and a minimum of O per cent of vari-
ance (not related at all), and the association can be used to indicate the importance
of a statistically significant relationship between two variables. The association is
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found by squaring (i.e. multiplying by itself) the r value, and reporting it as a percent-
age. For example, if the correlation between role limitations due to physical health
problems and bodily pain is 0.356 we would work out the association in the following
way: calculate 0.356 X 0.356 = 0.126736, and report it as a percentage by multiply-
ing the number by 100, s0 12.6736 per cent, or 12.67 per cent (to two decimal places).
You often find researchers reporting the variance as part of their discussion, some-
times used as an indicator of importance of the findings (or lack of importance of
findings - as the smaller the percentage, the less important any relationship be-
tween the two variables).

Effect size: size of the correlation

The consideration of the importance of findings is now common practice in statis-
tics. This importance of findings has become what is known as effect size. The con-
sideration of effect size is an important addition to statistical testing through
significance. Why? Well, significance levels depend on sample size. The larger the
sample size, the lower the criterion is for finding a statistically significant result. For
example, while a correlation of 0.2 is not statistically significant among a sample of
50 participants, a correlation of 0.2 will be statistically significant among a sample
of 1,000 participants. This has led to an interesting dilemma for researchers. Imagine
two drug trials, one with drug A and one with drug B, both designed to help one par-
ticular illness.

In the trial with drug A, among 50 participants, the correlation between drug A
and improvement with patients was r = 0.32. The probability value was p = 0.10, not
a statistically significant result.

In the trial with drug B, among 1,000 participants, the correlation between drug B
and improvement with patients was r = 0.22. The probability value was p = 0.01, a
statistically significant result (though the correlation statistic is smaller than in the
first study). Therefore, if we studied these two drug trials separately we would come
to different conclusions about the relationship between the two drugs and patient
improvement. We would, based on significance testing, be likely to recommend drug
B because there was a statistically significant relationship between the drug and
patient improvement, even though drug A had a stronger association with patient
improvement.

This has led to a general rethink about reporting statistics, and the notion of con-
sidering effect size when reporting statistics. Effect size just refers to the strength of
the relationship, and you will now commonly find a reference to the effect size of any
finding in the literature.

Luckily, the criteria introduced by American statistician Jacob Cohen (1988) to
label the effect size are used across the majority of the statistics mentioned (though
it won't surprise you that practice varies, but to a lesser extent than in other areas of
statistics). Cohen suggested that effect sizes of 0.2 to 0.5 should be regarded as
‘small’, 0.5 to 0.8 as ‘moderate’ and those above 0.8 as ‘large’. Even luckier for us at
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this stage, when it comes to correlation statistics the r value is considered the indica-
tor of effect size. So correlation statistics of:

0.1 represent a small effect size
0.3 represent a medium (or moderate) effect size
0.5 represent a large effect size.

It is best to see these criteria in tabular form, as set out in Table 9.4. Remember,
these are used as indicators of your findings to help you in your consideration. If
you have a statistically significant correlation of 0.25, it is important not to con-
clude that this is a strong relationship. More importantly, if you have found a num-
ber of statistically significant correlations in your study, Cohen’s criteria can be
used to determine which correlations represent more important findings, and which
are less important.

Let us consider effect size with some data in a fictionalised study into the number
of falls among older people in care of the older person wards. Table 9.5 sets out the
correlation between three variables: (1) the age of the patients, (2) the number of falls
they've had and (3) the number of other reported accidents.

Let us show you how to interpret the correlation matrix in Table 9.5. There are
five columns and four rows and this whole table shows you how all of the variables
are related to each other. All of the variables are listed in the rows and also in the
columns too. If you look at the 2nd row and the 3rd column, in this cell there is a
value of 1. This is correct as the 2nd row and 3rd column is age correlated with age
(i.e. the same variable correlated with itself will always equal 1). Let us look at an-
other cell in this correlation matrix. In the 4th row and the 3rd column we can see
that, although there is a positive correlation between number of other reported ac-
cidents (the 4th row) and age (the 3rd column) which has a correlation of r = 0.239;
we also know that the correlation is statistically significant as there is a value

Table 9.4 Cohen's effect size criteria

Criteria: effect size r

0.65
0.60
0.55
Large 0.50
0.45
0.40
0.35
Medium/moderate 0.30
0.25
0.20
0.15
Small 0.10
0.05
0.0
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Table 9.5 A correlation matrix showing age of patient, number of falls and the number
of other accidents (apart from falls)

Number of other
accidents reported

Age Number of falls (apart from falls)

Age Pearson correlation 1 0.613* 0.239%

Sig. (2-tailed) 0.000 0.040

N 74 74 74
Number of falls Pearson correlation 0.613* 1 0.355*

Sig. (2-tailed) 0.000 0.002

N 74 74 74
Number of other Pearson correlation 0.239F 0.355* 1
accidents reported | Sig. (2-tailed) 0.040 0.002
(apart from falls) N 74 74 74

*Correlation is significant at the 0.01 level (2-tailed).

TCorrelation is significant at the 0.05 level (2-tailed).

directly underneath the correlation, which is 0.040. This value is less than 0.05 and
is therefore significant. Overall, the trend that we have found from this cell in the cor-
relation matrix means that the older the patients are, the more often they have other
accidents beyond falls. However, this correlation would be considered small.

A much more important correlation to consider can be found in the 3rd row and
the 3rd column, which shows a statistically significant positive correlation between
age and number of falls (r = 0.613, p < 0.01), meaning that the older the patients are,
the more falls that they have (and vice versa). The effect size of this correlation is
large, and therefore in any writing-up of the results we would emphasise this finding
when compared to the other result as being a more noteworthy trend.

THINGS TO CONSIDER

Small effect sizes

There is one point to consider from a nursing perspective of small effect sizes. Robert
Rosenthal (1991) has pointed out that the importance of effect sizes may depend on
the sort of question we are investigating. For example, finding a small correlation be-
tween emergency ward volume and time spent at patients' bedsides might suggest
that there isn't an important effect on emergency ward volume and the amount of
bedside care. However, when it comes to aspects such as medication, if there is a
small effect size between a new drug and its ability to save lives suggesting that it
saves 4 out of 100 lives, if we translated that figure to a population of 100,000, that
would mean 4,000 lives and the finding is certainly an important one regardless of
the effect size. Therefore we might, in nursing, have to consider what we are studying
before drawing final conclusions.
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9.8 Comparing average scores: statistics for all sorts
of groups and occasions

Earlier in this chapter, we looked at correlation statistics, which are statistics that find
out whether there is a relationship between two continuous-type variables (such as
age and wage earning). However, there are other statistics that are used for measur-
ing variables before and after an intervention (such as the support group scheme for
carers) or for assessing group differences in a variable (for example, comparing par-
ticipants in the support group scheme with non-participants).

In this section, we are going to look at these tests. You are going to use again
terms such as significance testing and scores, but you will also learn more about why
certain tests are used to examine differences between groups, and you will learn how
to interpret results from these tests.

The common theme between these tests that we will look at is that they are com-
paring how people score on average (see the previous chapter on descriptive statis-
tics and averages).

The two tests that we are going to examine in more detail will focus primarily on the
average scores. The first group of tests will involve looking at average scores between
two groups (e.g. a control group and an experimental group). These two tests are:

e Independent-samples t-test - used when you have one categorical-type variable
with two levels, and one continuous-type variable that you have decided can be
used in a parametric test.

e Mann-Whitney U test - used when you have one categorical-type variable with two
levels, and one continuous-type variable that you have decided to use in a non-
parametric test.

The second group of tests will entail examining average scores over time (e.g. Time 1
versus Time 2). These two tests are:

o Paired-samples t-test - used when you have the same continuous-type variable,
administered on two occasions, and you have decided the data are suitable for use
in a parametric test.

e Wilcoxon sign-ranks test - used when the same continuous-type variable has been
administered on two occasions but you have decided to use the variables in a non-
parametric test.

Tests that compare two groups of people on a
continuous-type variable

These tests compare two groups of data on a continuous-type variable. A simple ex-
ample of this would be male and female nurses (these are two groups: male nurses

and female nurses) might be compared on their average wages to find out whether
there are equal pay structures in the profession.
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Comparing average scores

An example from the research literature of the way this type of test is used is
provided in the study by Maureen Smith (2005). Smith wanted to examine whether
encouragement and praise during an eye acuity test (a test for sharpness and clear-
ness of eyesight) improved patients’ performance. Therefore, she compared two
groups of people who underwent eye examinations: one group received encourage-
ment from the nurse (for example, ‘Well done’ and ‘That was good, see if you can
read any further’) and the other group received no such encouragement. A group
type of t-test would be used to compare the two groups on how well they did on the
eye acuity test, with the expectation that the ‘encouragement’ group would have
done better.

The two tests that fall into this group are:

e the independent-samples t-test - this is the parametric version within this group of
tests;

e the Mann-Whitney U test - this is a non-parametric version within this group of tests.

A term that is used to sum up these types of tests is that they are tests dealing with
independent groups/samples of data. In other words, whether your continuous vari-
able is parametric or non-parametric, you, as researcher in this situation, are compar-
ing two independent (or unrelated) groups of cases on the same variable (in our
example, people who were encouraged by the nurse in the eye acuity tests and those
that were not encouraged by the nurse in the eye acuity tests).

The independent samples t-test

The independent-samples f-test (see the box below for other names for this test) is
used to compare mean scores for a continuous-type variable (that you want to treat
as usable in a parametric test) across two levels of a categorical-type variable.

THINGS TO CONSIDER

Different names for the same independent-samples t-test

The independent-samples t-test is known by a number of names. These include
unmatched f-test, t-test for two independent means, independent t-test, t-test for
unrelated samples, and Student's t-test. Do not concern yourself; they all refer to
the same test.

What the independent-samples f-test does is work out for each group the mean
score on the continuous variable by each group and then calculate whether there is a
difference between the group, by means of the f statistic (which looks at the scores,
and the spread of scores) and significance testing (that is, working out whether any
differences observed between the groups are not likely to have occurred by chance
and we can be confident of our results). Let us work through an example with data in
a table on how male and female patients have rated how well they can mobilise when
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Chapter 9 Interpreting inferential statistics in quantitative research

Table 9.6 Mean self-rated mobility scores according to patient's sex

Patients Mean mobility ratings
(and standard deviations in brackets)

Males (N = 14) 3.8(1.3)
Females (N = 10) 3.6(1.1)

NB N = the number of patients who rated themselves.
t(22) = 0.2581, p = 0.343.

using a new walking frame. These patients were able to rate themselves on a vali-
dated mobility scale from 1 (‘Not at all’) to 5 (‘Very well') and therefore a higher
score indicates high levels of mobility using the walking frame. Table 9.6 illustrates
the mean scores for the male and female patients, along with the standard devia-
tions for these mean scores.

Using ‘describe and decide’ to interpret the independent-samples t-test

Mean scores and standard deviations. These are the basis of our description. We note
both the mean scores (with the standard deviation, which is a statistic that indicates
the spread of scores) and which mean score is higher.

The t value. The statistical test statistic. Unlike correlation statistics, it is not
important to note whether the t statistic is positive or minus. The Sig. (2-tailed). The
significance level. This is the probability level given to the current findings. The signif-
icance level found in the table above (Table 9.6) tells the researcher whether the dif-
ference noted between the means is significant. Remember, if this figure is below
the p = 0.05 or p = 0.01 criterion then the finding is statistically significant. If this fig-
ure is above 0.05 then the findings are not statistically significant.

Therefore, the average mean score for males in terms of their mobility is 3.8 (with
a standard deviation of 1.3). The mean score for females in terms of their mobility is
3.6 (with a standard deviation of 1.1). Next is the t value. The t value for the independent-
samples t-test is 0.2581. This tells us very little at this stage. However, the significance
level is 0.343, and therefore p > 0.05. Therefore, we conclude that there is no statis-
tically significant difference between males and females for the number for their
mobility.

Using ‘describe and decide’ to report the independent-samples t-test

The next stage is to report these statistics. There is a formal way of reporting the
independent-samples t-test, which comprises two elements. First there is a formal
statement of your statistics, which must include the following:

@ The test statistic. Each test has a symbol for its statistic. The independent-samples
t-test uses the symbol t. Your write-up must include what t is equal to. In the exam-
ple above, t = 0.2581; however, we would abbreviate this to two decimal places,
therefore t = 0.26.
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e The degrees of freedom. For the independent-samples f-test, the degrees of free-
dom equal the size of your sample minus 2. Here, the minus 2 represents minus 1
for each sample, because you have asked only two sets of respondents (males and
females). The figure is placed between the f and the equals sign and is written in
brackets. Here the degrees of freedom are 22 (size of sample = 24, minus 2 = 22).
Therefore, t(22) = 0.26.

The traditional way is to report whether your probability value is below 0.05 or 0.01
(statistically significant) or above 0.05 (not statistically significant). Here, you use
less than (<) or greater than (>) the criteria levels. You state these criteria by re-
porting whether p < 0.05 (statistically significant), p < 0.01 (statistically significant)
or p > 0.05 (not statistically significant). So in the example above, p > 0.05 and
place this after the reporting of the t value. Therefore, with our findings, t(22) =
0.26, p > 0.05.

You can use all the information above to write a fairly simple paragraph which con-
veys your findings succinctly but effectively. Therefore, using the findings above, we
might report:

An independent-samples t-test was used to examine statistically significant differ-
ences between males and females in terms of their mobility. Males (mean = 3.8,
SD = 1.3) and females (mean = 3.6, SD = 1.1 ) did not score statistically signifi-
cantly differently (t(22) = 0.26, p > 0.05) in terms of their mobility. This finding
suggests that males and females in our sample did not differ significantly in their
mobility.

The Mann-Whitney U test

The Mann-Whitney U test is the non-parametric alternative to the independent-
samples t-test. The Mann-Whitney U test is used to examine for statistically signifi-
cant differences between two levels of a categorical variable on a continuous variable
that is described as non-parametric data. When reporting the Mann-Whitney U test
the procedure is much the same as the independent-samples t-test, but unlike its
parametric counterpart, there are two differences. The first is the test statistic. The
test statistic symbol is a U, rather than a t, but it works in much the same way.

The second difference is that, unlike the independent-samples t-test which reports
the mean and standard deviations, here the descriptive statistics are mean ranks,
which aren't as familiar or as informative to people. Therefore, some people prefer to
give the median score along with the semi-interquartile range as an indicator of vari-
ability, as this is more informative. (We outlined the median and the semi-interquartile
range in Chapter 8.) It is a temptation not to give the median score but rather the
mean when performing the Mann-Whitney U test. Nonetheless, we would recommend
that you consider providing this median and the semi-interquartile range instead of
the mean rank scores as these are well-recognised indicators of average and variabil-
ity (remember, we stressed the importance of providing variability statistics alongside
average statistics in Chapter 8).

231



o

2

)]

b,

Chapter 9 Interpreting inferential statistics in quantitative research

Tests that compare the same subjects on a continuous-type
variable on two occasions

The two tests that fall under this category are the:

o Paired-samples t-test - used when you have the same continuous-type variable,
administered on two occasions, and you have decided the data are suitable for use
in a parametric test.

e Wilcoxon sign-ranks test - used when the same continuous-type variable has been
administered on two occasions but you have decided to use the variables in a non-
parametric test.

The paired-samples t-test

A paired-samples f-test is one test in which two sets of data on the same continuous
variable are compared on two separate occasions (see the box below for the different
names of this test). A simple example of using the paired-samples t-test wo