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PREFACE

This is the third edition of a te xtbook that first appeared in 1978 with
Donald W. Klass and David D. Daly as editors. Daly remained an editor of
the second edition, pub lished in 1990, b ut Timothy A. Pedley succeeded
Klass. Now, in the third edition of Current Practice of Clinical Electroen-
cephalography, John S. Ebersole follo ws Daly, who died une xpectedly
shortly after publication of the previous edition.

But there have been other, more important changes that reflect the con -
tinued evolution of electroencephalography (EEG) and clinical neurophysi-
ology, and their relevance to clinical practice. This new edition is therefore
not simply a revised version of the previous one. The second edition had 23
chapters; the third has 31, and 23 of these are entirel y new. We are now
firmly in the digital era, and the book strongl y reflects this ne w reality.
Advanced display and anal ytical techniques have extended the utility of
EEG beyond the traditional EEG laborator y or epilepsy monitoring unit to
the operating room and intensive care unit. New methods of source model -
ing and detection software are aiding seizure recognition and localization of
epileptogenic brain regions. EEG in its broadest sense continues to pla y a
vital role in the study of nor mal cerebral function and in conditions tradi -
tionally categorized as neurological, psychiatric, or psycholo gical but now
properly viewed more broadly as brain disorders.

Like its predecessors, this edition of Current Practice is not meant to be
read from cover to cover following the chapter order listed in the Table of
Contents. Residents in neurology and postdoctoral fellows in clinical neuro-
physiology will have different interests and needs than attending physicians
or experienced investigators. We hope, therefore, that the topics and their
coverage serve the needs of both no vice and expert alike, and as an initial
general reference source in the majority of matters related to EEG. Bib lio-
graphic citations include both historical and “classical” papers as w ell as
recent publications describing new methods, revised interpretations of EEG

Vil

data, and new or extended applications. We believe that in-depth knowledge
of basic EEG recording methods, nor mal EEG patter ns and phenomena
(including changes resulting from de velopment and aging), and the data
base of clinical EEG abnormalities are essential to advanced and new appli-
cations. To this end, we have aimed to pro vide a systematic and critical
approach to EEG inter pretation so that clinical—electro graphic correlations
are not some mysterious assemblage of meaningless words but rather have
practical clinical utility because the y are soundly based on ph ysiological
principles and evidence from clinical studies.

Because multiauthored te xtbooks present an ar ray of challenges that
sometimes seem insurmountable, we are deeply grateful to our many con-
tributors who generously shared their time, knowledge, and experience. We
thank them too for their patience, as this volume has had a much longer ges-
tation than anyone anticipated. We remarked in the second edition that, for
those who wonder how editors in the trenches feel, it is useful to recall one
of Abraham Lincoln’s stories. Lincoln once told of amanw ho had been
tarred and feathered and, while being ridden out of town on a rail, was heard
to remark: “If it weren’t for the honor, it wouldn’t be worth it.” We think it
was worth it, and we are pleased with the f inal results; we hope our fellow
authors are also.

In closing, we acknowledge with gratitude the many past contributions of
David Daly and John Knott, both no w sadly deceased, whose earlier work
shaped the form of this edition. We also value the tireless efforts and under-
standing support of Charles Mitchell and K eith Donnellan at Lippincott
Williams & Wilkins. Their role has been lar gely behind the scenes b ut no
less important.

John S. Ebersole, M.D.
Timothy A. Pedley, M.D.
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Chapter 1
The Cellular Basis of EEG Activity!

Gyorgy Buzsaki, Roger D. Traub, and Timothy A. Pedley

Sources of Extracellular Current Flow
Fast (Na*) Action Potentials
Synaptic Activity
Calcium Spikes
Voltage-Dependent Intrinsic Oscillations
Intrinsic Spike Afterhyperpolarizations: Their
Contribution to Cortical Delta Waves

Other Nonsynaptic Neuronal Effects
Neuron—Glia Communication
Ultrafast Cortical Rhythms

Summary

References

At this time, three methods can pro vide high temporal resolution of neuronal
interactions at the netw ork level: electric field recording (electroencephalo-
gram [EEG]), magnetoencephalo gram (MEG) (51,70), and optical images
(32,86). Each of these has its advantages and shortcomings. MEG is not prac-
tical for experimental work on freely moving subjects, because of the large size
of magnetic sensors. A major obstacle of the optical imaging method is that its
“view” is confined to surface events. Because most of the network interactions
occur at the le vel of the synapses, much of this in the depths of the brain, a
search for alternative methods is warranted. In addition, research in both MEG
and optical imaging fields faces the same fundamental questions as those that
arose decades ago in connection with scalp-recorded EEG: the “re verse engi-
neering” problem of signal interpretation (14,31,63) (see Chapter 4).
Membrane currents generated by neurons pass through the e xtracellular
space. These currents can be measured by electrodes placed outside the neu-

!Supported by the National Institutes of Health (NS34994, MH54671) and the Wellcome Trust.

rons. The field potential (i.e., local mean field), recorded at any given site,
reflects the linear sum of numerous overlapping fields generated by current
sources (current from the intracellular space to the e xtracellular space) and
sinks (current from the e xtracellular space to the intracellular space) dis -
tributed along multiple cells. This macroscopic state v ariable can be
recorded with electrodes as a field potential or EEG or with magnetosensors
(superconducting interference devices [SQUIDs]) as a MEG. These local
field patterns therefore provide experimental access to the spatiotemporal
activity of afferent, associational, and local operations in a gi ven neural
structure. To date, field potential measurements pro vide the best e xperi-
mental and clinical tool for assessing cooperati ve neuronal activity at high
temporal resolution. Ho wever, without a mechanistic description of the
underlying neuronal processes, scalp or depth EEG is simply a gross corre-
late of brain activity rather than a predictive descriptor of the specific func-
tional and anatomical events. The essential experimental tools for the explo-
ration of EEG generation have yet to be developed. This chapter provides a



2 THE CELLULAR BASIS OF EEG ACTIVITY

basic description of field potential generation in the mammalian archicortex
and neocortex and summarizes progress and future directions.

A straightforward approach to decompose the surf ace (scalp) recorded
event is to study electrical activity simultaneously on the surface and at the
sites of the extracellular current generation. Electrical recording from deep
brain structures by means of wire electrodes is one of the oldest recording
methods in neuroscience. Local f ield potential measurements, or “micro-
EEG” (66), combined with recording of neuronal dischar ges is the best
experimental tool available for studying the influence of ¢ ytoarchitectural
properties, such as cortical lamination, distribution, size, and network con-
nectivity of neural elements on electro genesis. However, a large number of
observation points combined with decreased distance between the recording
sites are required for high spatial resolution and for enab ling interpretation
of the underlying cellular events. Progress in this field should be accelerated
by the availability of micromachine silicon-based probes with numerous
recording sites (60). Information obtained from the depths of the brain will
then help clinicians interpret the surface-recorded events. Such a task clearly
requires collaborative work among the fields of neuroscience, silicon nan-
otechnology, micromachinery, electric engineering, mathematics, and com-
puter science. The stakes are high, because inter pretation of macrosignals
such as those obtained with EEG, MEG, f ast magnetic resonance imaging
(MRI), positron emission tomo graphy (PET), or optical imaging methods
will still require inter pretation of the cellular -synaptic interactions at the
network (submillimeter) level.

In principle, every event associated with membrane potential changes of
individual cells (neurons and glia) should contrib ute to the perpetual voltage
variability of the e xtracellular space. Until recentl y, synaptic acti vity was
viewed as the exclusive source of extracellular current flow or EEG potential.
As discussed later, however, synaptic activity is only one of the several mem-
brane voltage changes that contribute to the measured field potential. Progress
during the 1990s re vealed numerous sources of relati vely slow membrane
potential fluctuations, not directly associated with synaptic activity. Such non-
synaptic events may also contribute significantly to the generation of local
field potentials. These events include calcium spikes, voltage-dependent oscil-
lations, and spike afterpotentials observed in various neurons.

SOURCES OF EXTRACELLULAR CURRENT FLOW
Fast (Na*) Action Potentials

The largest amplitude intracellular e vent is the sodium-potassium spik e,
referred to as the fast (Na®) action potential when it occurs at the intracellu-

lar level, and as unit acti vity when it occurs at the e xtracellular level. Indi-
vidual fast action potentials are usually not considered to contribute signif-
icantly to scalp-recorded EEG potentials, mainly because of their short dura-
tion (<2 milliseconds). An additional f actor is the high-pass frequenc y
filtering (capacitive) property of the extracellular medium, which attenuates
spatial summation of high-frequenc y events. As a result, the v oltage of
extracellular unit acti vity decreases much more rapidl y with distance

between the cell membrane and the recording site than is the case for slower
membrane events. However, when a microelectode is placed close to the cell
body layer of cortical structures, the recorded field potentials contain both
extracellular units and summed synaptic potentials. Fur ~ thermore, when
action potentials from a lar ge number of neighboring neurons occur within
a short time window, such as in response to electrical stimulation of af fer-
ents, during epileptic activity, or even during synchronous physiological pat-
terns, these “population spikes” can be recorded with relati vely large elec-
trodes and in a larger volume (Color Fig. 1.1) (4,9,25).

Synaptic Activity

In most physiological situations, synaptic activity is clearly the most sig-
nificant source of the e xtracellular current flow that produces EEG p oten-
tials. The notion that synaptic potentials contribute to the generation of EEG
potentials stems from the reco gnition that for the summation of e xtracellu-
lar currents from numerous indi vidual compartments, the events must be
relatively slow (39). The dendrites and soma of a neuron for m a tree con-
sisting of an electrically conducting interior surrounded by a relatively insu-
lating membrane with tens of thousands of synapses on it. Each synapse acts
as a small battery to drive current, always in a closed loop. Depending on
the chemical nature of the neurotransmitter released in the synaptic cleft, the
postsynaptic membrane is depolarized (e xcitatory postsynaptic potential
[EPSP]) or hyperpolarized (inhibitory postsynaptic potential [IPSP]). Exci-
tatory currents, involving Na* or Ca?" ions, flow inwardly toward an excita-
tory synapse (i.e., from the acti vated postsynaptic site to the other par ts of
the cell) and outwardly away from it. The outward current is referred to as a
passive return current from the intracellular milieu to the e xtracellular
space. Inhibitory loop currents, involving CI~ or K* ions, flow in the oppo-
site direction. The current flowing across the external resistance of the cor-
tex sums with the loop currents of neighboring neurons to constitute a local
mean field (see Fig. 1.1). Viewed from the perspective of the extracellular
space, membrane areas w here current flows into or out of the cells are
termed sinks or sources, respectively. The active or passive nature of the
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sinks and sources is ambiguous, unless the location and types of synapses,
involved in the cur rent generation, are identified. Supplementary informa-
tion may come from simultaneous intracellular recording from neurons
dominantly involved in the cur rent generation. Alternatively, extracellular
recording of the action potentials and their cross-cor relation with the lami-
nar distribution of the field event can provide the necessary clues for the
identification of a sink, as opposed to a passve return (inward) current of an
active inhibitory source (outw ard). Cross-correlation of the inter neuronal
discharges with the f ield potential in question ma y further decrease the
ambiguity regarding the passive versus active nature of the sink-source
dipole (16).

Identification of Synaptic Currents in the Archicortex

Figure 1.1 illustrates the necessar y steps in identifying netw ork mecha-
nisms of evoked and spontaneous field events. The example is taken from
the hippocampus because it is a simple, three-layered structure consisting of
orderly arranged principal cells (pyramidal and granule cells) and interneu-
rons. Therefore, the synaptic inter pretation of the e xtracellular current is
much simpler than in multilayered structures. The termination zones of the
excitatory paths and the inhibitory connections in the hippocampus are also
well studied (14,85). Activation of the excitatory associational input by indi-
rect, trisynaptic electrical stimulation depolarizes the midapical and basal
dendrites of pyramidal cells (shown in blue in Fig. 1.1). The passive return
current flows out of the cells at the le vel of the neuronal bodies and distal
apical dendrites (shown inredinF ig. 1.1). This change in v oltage is
reflected by the characteristic distrib ution of field potentials in dif ferent
depths. The extracellular voltage is negative close to the excitatory synapse
and positive in the cell body la yer. The reason for this is the lar ge depolar-
ization of the dendrite and the g radual decrease of intracellular depolariza-
tion toward the soma. This synaptic activity—induced intracellular voltage
difference between the dendrites and soma (a dipole)-results in a cur rent
flow across the membrane (ar rows in Fig. 1.1F). Simultaneous events in
many neighboring pyramidal cells will linearl y summate and produce an
extracellular voltage fluctuation, w hich can be measured with closel 'y
spaced electrodes. After the impedance characteristics of the e xtracellular
space are deter mined, the v oltage change can be con verted into cur rent
change (28).

Increased afferent discharge also activates interneurons, some of w hich
terminate on the cell bodies of the p yramidal cells. The discharging basket
cells release y-aminobutyric acide (GABA) and activate CI~ channels with
resulting hyperpolarization of the pyramidal cell somata. Somatic hyperpo-

larization, in turn, creates a voltage gradient between the soma and dendrites
(inhibitory dipole). The created intracellular voltage difference is the driving
force of charges across the cell membrane and the consequent spatially dis-
tributed current flow in the sur rounding extracellular fluid (see Fig. 1.1).
Note that the direction of cur rent flow is the same as that w hen the driving
force is apical dendritic depolarization (active sink). Because the directions
of current flow are identical for dendritic e xcitation and somatic inhibition,
the excitatory and inhibitory currents sum in the extracellular space, result-
ing in large-amplitude field potentials.

The contribution of GABA 4 receptor-mediated inhibitory currents, how-
ever, is believed to be small, because the Cl ~ equilibrium potential is close
to the resting membrane potential. Thus, the change of the transmembrane
voltage is limited. However, in actively spiking neurons, when the cell body
is depolarized, the transmembrane potential, mediated by GABA, synapses,
can be large. Another cautionary note is that inhibition may operate also on
the dendrites, causing cur rent flow opposite to the direction of e xcitatory
currents. For the identif ication of e xcitatory and inhibitor y components,
represented by the extracellular current flow, a precise knowledge about the
anatomical network is essential. Ph ysiological experiments, including
recordings from interneurons and pyramidal cells and differential pharma-
cological blockage of the excitatory and inhibitory synapses, can then pro-
vide the necessary knowledge as to which cell types are involved when the
associational pathways are electricall y activated. These extracellular and
intracellular events therefore provide circumstantial evidence that the same
neuronal machinery is acti vated during spontaneousl y occurring sharp
waves (SPWs) as during electrical stimulation of the associational af ferent
fibers.

Identification of Synaptic Currents in the Neocortex

The strategy just described is, in principle, applicab le to any other a pri-
ori identified rhythmic or sparse EEG event. Complications arise when sev-
eral dipoles are involved in the generation of the same EEG patter ns, espe-
cially when these dipoles are phase shifted, as is the case in the generation
of the numerous neocortical patterns (10,80,81).

Of the neocortical EEG patterns, two conspicuous low-frequency (<15
Hz) rhythms, the physiological sleep spindles and the spik e-and-wave dis-
charges associated with petit mal epilepsy , have been studied most e xten-
sively (10,13,44,55,77,81). It is widel y accepted that the source of rh ythm
generation for both patterns is the interplay between the GABAergic reticu-
lar nucleus and cor ticopetal nuclei of the thalamus (10,13,79,81). It is less
clear, however, whether synaptic currents of the thalamocor tical afferents
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can fully account for these rh ythms or whether intracortical circuitries are
significantly involved in their generation (40). Initiall y, the “recr uiting”
response, evoked by repetitive stimulation of intralaminar thalamic nuclei,
was thought to be the e voked equivalent of spontaneous spindle waves and
spike-and-wave patterns (19,24,41,59,67). Subsequ ent studies, ho wever,
have suggested that spindle w aves are more similar to the “augmenting”
response, a pattern evoked by repetitive simulation of sensorimotor thalamic
nuclei (58,75,76). From the point of EEG generation, this distinction is
important because recruiting and augmenting responses have different volt-
age-versus-depth profiles in the cortex. Thus, a critical issue is the identity
of synapses and neurons in volved in the generation of these rh ythmic pat-
terns. If the thalamocortical synapses are the major source of the extracellu-
lar synaptic current, then the major sinks are e xpected to correspond to the
anatomical targets of the corticopetal thalamic fibers.

Use of the approach just described for the hippocampus helped clarify
these issues (Color Fig. 1.2) (44). The most striking aspects of the e xperi-
ment shown in Fig. 1.2 is the general similarity of the spontaneous and
evoked field events, which is independent of the initiating conditions. The
spatial position of the major cur rent sinks or sources are similar , indepen-
dently which thalamic nucleus or hemisphere is being stimulated. The dif-
ferences are expressed mainly in the latencies of the large sink-source pairs.
Therefore, the similar spatiotemporal distrib ution of the main sinks and
sources suggest that the major cur rent flow derives from the activity of the
intracortical circuitry. The neocortex, in essence, functions as a po werful
amplifier during these oscillatory events. Because the thalamocor tical net-
work is in a metastable state during reduced activities of the brainstem and
basal forebrain (55,77), aw eak thalamic or callosal input is capab le of
recruiting a large population of intracor tical neurons. The triggering input
may even remain undetectable in the field, and the spread of activity reflects
primarily the connectivity and e xcitability of the cor tical circuitry rather
than the nature of the initiating input (16,17).

The current source density (CSD) map and the associated multiple-site
unit analysis also revealed that at least three dipoles w ere involved in the
generation of the rhythmic field events (Color Fig. 1.3) (44). The most con-
sistent dipole was characterized by a major sink in layer IV (dipole 2). When
a surface-positive field component was present, it w as associated with a
major sink in layer VI and a source in la yers II to III (dipole 1). The third,
delayed dipole was represented by a surface-negative spike component and
a corresponding sink in layers II to III (dipole 3). The relative strength of
these respective sinks varied within single episodes of high-wave spike-and-

voltage discharge (HVS) (see Fig. 1.3). Although the numerous cell types
and the complexity of the intracortical circuitry makes identification of the
cellular-synaptic origin of neocortical EEG potentials less accessible, these
findings indicate that the use of simultaneous recording of f ield and unit
activity is a proper method for the re velation of the synaptic-cellular mech-
anisms of extracellular current flow in the neocortex.

Calcium Spikes

In addition to the fast Na* spike, an important nonsynaptic event in neu-
rons is a wide Ca?*-mediated action potential. These Ca®" spikes are gener-
ated in dendrites and do not propag ate to the soma (89). It is belie ved that
their major roles are to boost synaptic inputs and assist plastic modification
of synapses (42,53,54,91). Ca®" spikes represent an inward dendritic current
and are large in amplitude (20 to 50 mV). They can occur synchronousl y
with dendritic EPSPs, and for this reason they cannot be simply revealed or
separated from EPSPs with e xtracellular recordings. Because Ca >* spikes
are activated by a voltage-dependent mechanism, intradendritic depolariza-
tion can trigger them.

Figure 1.4 illustrates in vivo recording from a distal dendrite of a hip-
pocampal CA1 pyramidal neuron during theta oscillation (43). As the den-
drite is pro gressively depolarized by intracellular cur rent injection, the
rhythmic synaptic potentials are superseded by large-amplitude Ca?*
events. Are such Ca?" spikes triggered by physiological stimuli? There is
evidence that this may well be the case. Patterned stimulation of the visual
system evoked putative Ca?" events in layer V pyramidal neurons of area 17
(37). Furthermore, intradendritic recordings during spontaneous SPW
bursts revealed that the amount of depolarization, brought about ty the con-
verging active presynaptic afferent fibers to CA1 pyramidal cells, is suffi-
cient to trigger voltage-dependent Ca* spikes (42). This new information,
of course, indicates the need for the reinter pretation of the e xtracellular
events illustrated in Fig. 1.1. Provided that Ca?" spikes occur simultane -
ously in several neurons near the recording electrodes, these lar ge inward
currents can significantly contribute to the field sinks observed in the den-
dritic layers.

To date, the quantitative contribution of dendritic Ca®* spikes to the field
EEG has not been deter mined. They may be quite important in highly syn-
chronous events, such as epilepsy , because synchronous Ca 2 spikes in
neighboring neurons may be reflected in the field as large sinks. A compli-
cating factor is that, in contrast to EPSPs, Ca 2" spikes can actively propa-
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gate, and large dendritic segments and dendritic locations distant from the
initiating site may therefore also be involved.

\oltage-Dependent Intrinsic Oscillations

Experiments similar to that shown in Fig. 1.4 revealed that when intraden-
dritic depolarization is suf ficiently strong, the resonant proper ty of the
membrane may give way to a self-sustained oscillation of the voltage in the
theta frequency range, even in the absence of network-driven theta activity.
Intrinsic, voltage-dependent slow oscillations and theta frequency resonance
have also been obser ved in somatic recordings of hippocampal p yramidal

FIG. 1.4. Voltage-dependence of theta frequency
oscillation in a hippocampal pyramidal cell dendrite.
1 Bkl Continuous recording of extracellular (extra) and
intradendritic (intra) activity in a CA1 pyramidal cell.
Holding potential was manually shifted to progres-
sively more depolarized levels by intradendritic cur-
rent injection (0 to 0.8 nA). The marked epochs
(horizontal bars) are shown at faster speed in the
bottom records. The recording electrode also con-
tained QX-314 to block Na* spikes (20 mM). Note
large increase of intradendritic theta oscillation
amplitude upon depolarization. The relationship of
the putative high-threshold calcium spikes to the
phase of extracellular theta waves in the CA1 pyra-
midal layer is indicated by dotted lines. (From
Kamondi A, Acsady L, Wang X-J, et al. Theta oscil-
lations in somata and dendrites of hippocampal
pyramidal cells in vivo: activity dependent phase-
precession of action potentials. Hippocampus
1998;8:244-261.)

cells (49), thalamocortical neurons (63), stellate cells of the entorhinal cor-
tex (2), and layer V pyramidal cells of the neocor tex (73). In stellate cells,
the main driving force of the oscillation is a persistent Na  * current (2),
whereas another depolarizing cur rent (Iy), in conjunction with the lo w
threshold Ca?* current (Ir), is responsible for the maintenance of the cellu-
lar rhythm in thalamic neurons (6).

Voltage-dependent oscillatory activation of ionic channels has been
shown also in the g amma frequency range. The membrane potential of
sparsely spiny inhibitory interneurons in cortical layer IV can sustain a 40-
Hz oscillation by sequential activation of a persistent Na* current, followed
by a slowly inactivating K* conductance (50,51). Similar intrinsic oscilla-
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tory properties have been shown in the intralaminar thalamocor tical nuclei
and GABAergic neurons of the nucleus reticularis in vivo (81) and in the
dendrites of hippocampal pyramidal cells (65).

In most neurons, the voltage-dependent oscillation is below the threshold
to trigger action potentials. However, when action potentials do occur, they
are phase lock ed to the depolarizing por tion of the oscillator y cycle.
Because these intrinsic, oscillatory membrane fluctuations can occur simul-
taneously in a number of nearby neurons, their contribution to the extracel-
lular EEG may be substantial. This is perhaps best illustrated in the “lo w-
Ca?", high Mg?"” model of epilepsy, in w hich all synaptic acti vity is
completely blocked and the large rhythmic extracellular field potentials are
caused exclusively by the voltage-dependent fluctuation of pyramidal cells,
coordinated by ephaptic (nonsynaptic) transmembrane effects (33).

INTRINSIC SPIKE AFTERHYPERPOLARIZATIONS: THEIR
CONTRIBUTION TO CORTICAL DELTA WAVES

In addition to voltage changes, perturbation of the intracellular concen-
tration of one ion species ma y trigger influx of other ions b y activation of
ligand-gated channels. The large Ca®" influx, in association with a dendritic
Ca’" spike, is followed by the suppression of fast spikes and hyperpolariza-
tion of the membrane caused by activation of Ca?*-mediated increase of K*
conductance (38,72). These burst-induced afterhyperpolarizations (AHPs)
are frequently larger in amplitude and of longer duration than synaptic
events. A logical progression of thought is to conclude that they should also
be considered important source of the e xtracellularly recorded EEG poten-
tial.

Slow, large-amplitude delta waves (1 to 4 Hz) have been among the most
frequently studied neocortical EEG patterns. These irregular, semirhythmic
or rhythmic patterns are most frequently observed during stage 4 sleep in the
normal brain. The rhythmicity of the cortical delta waves is explained by the
triggering effect of the periodic quasisynchronous thalamocor tical inputs
(22,78). The thalamus can maintain a rhythmic oscillation in the delta range
because of the intrinsic properties of thalamocortical neurons and their net-
work connectivity with the GAB Aergic reticular nucleus (22,78). In shor t,
the “rhythm generator” of delta waves is the thalamus, whereas the voltage
generator” is the neocortex; this situation is analogous to that for sleep spin-
dles and spike-and-wave patterns, discussed earlier.

Delta waves occur with largest amplitude in deep (layer V) cortical layers,
and they are recorded as ne gative waves on the neocor tical surface or the

scalp. Depth profile measurements in the neocor texes of the cat (15,40,71),
rabbit (68), and rat (10,87) revealed that surface negative—deep positive delta
waves during slow-wave sleep correlate with the suppression or cessation of
discharges of layer V pyramidal neurons. At the intracellular level, the deep
positive waves are correlated with hyperpolarization of pyramidal cells (21).

The depth profile of the slow delta waves and the associated unit activity
are compatible with the h ypothesis that the e xtracellularly recorded delta
waves reflect inhibition of p  yramidal cells mediatedb y GABAergic
interneurons (3,69,74). GABA released at the somata of la yer V pyramidal
cells would open the Cl ~ channels and produce an acti ve outward current
whose extracellular spatial summation cor responds to deep positi vity. A
simultaneously occurring passive inward current at the distal dendrites
would set up extracellular (surface) negativity. Indeed, with their widespread
action, GABAergic interneurons may play an impor tant role in af fecting
large numbers of pyramidal cells, as discussed earlier. Because subcortical
inputs also terminate on GAB Aergic interneurons (29,30), the subcor tical
afferents may globally affect the whole neocortical mantle.

A major problem with this “’classic”” model of delta wave generation is the
lack of direct suppor tive evidence. An explicit prediction of the GAB A-
interneuron-pyramidal cell model of slow wave generation is that GABAer-
gic cells should fire during the deep positive delta waves. However, experi-
ments directly addressing this issue have failed to find such a correlation in
the rat neocortex (10). All putative, physiologically identified neocortical
interneurons decreased their f iring rates during the deep positi  ve slow
waves. Although the duration of the GAB A effect may outlast the action
potentials by tens of milliseconds (23), the ef fect may be too short for the
postulated delta wave—associated GABA-mediated somatic hyperpolariza-
tion. GABAg-receptor—mediated IPSPs may be a possible candidate for pro-
ducing this hyperpolarization.

An alternative nonsynaptic explanation of the origin of delta w ave gener-
ation is based on the summation of long-lasting AHPs of layer V pyramidal
neurons (10,77). During sleep, p yramidal cells of the neocor tex often fire
bursts in response to rhythmic thalamic volleys (22,78), and these bursts, in
turn, can trigger Ca >*-mediated K*-conductance changes. The long-lasting
nature of AHPs favors the summation of outw ard somatic currents of indi-
vidual pyramidal cells, which results in a local positi ve field in deep layers.
Such extracellularly summated currents were hypothesized to form the basis
of slow delta EEG waves recorded during sleep (14). Delta waves occur only
during slow-wave sleep because subcortical neurotransmitters, such as basal
forebrain and brainstem cholinergic neurons, locus ceruleus cells, neurons of
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the raphe nuclei, and hypothalamic histaminergic neurons (1,5,10,34,77), are
released mostly in the awake brain, and the common proper ty of these neu-
rons is to reduce the calcium-mediated potassium conductance (20,33,52).
These actions of subcortical neurotransmitters at the cellular le vel therefore
result in the b lockade of delta w aves. Using whole-cell recordings in vivo,
Metherate and Ashe (57) could differentiate between IPSPs and AHPs in cor-
tical neurons of the intact brain. First, they showed, by intracellular injection
of cesium, that a large part of the delta EEG wave results from a K* current.
Second, stimulation of the choliner gic nucleus basalis caused an ef fect that
mimicked the cesium ef fect. Third, cesium injection b locked the nucleus
basalis stimulation effect. These findings directly support the suggestion that
delta wave—concurrent hyperpolarizations result from the calcium-acti vated
K™ current, rather than from GABA-mediated IPSPs. Overall, these examples
illustrate that knowledge of the intrinsic properties of the neurons is as impor-
tant for the identification of sources of the e xtracellular ion flow as knowl-
edge of synaptic potentials and anatomical circuitry.

OTHER NONSYNAPTIC NEURONAL EFFECTS

Synchronous discharge of large neuronal populations is often associated
with large-amplitude extracellular potentials (millivolts to tens of millivolts)
and steep voltage-versus-depth gradients. These large field currents, in turn,
can influence the acti vity of nearby neurons by changing their transmem-
brane voltage (ephaptic effects). Measurement of transmembran e potential
changes (as opposed to potentials relative to a distant ground) indicated that
such extracellular current loops can depolarize neurons to spik e threshold
under certain conditions (33,83). Computer simulations of multiple neurons,
embedded in a conductive medium, show that such a mechanism is plausi-
ble with observed estimates of extracellular resistivity (84). Of importance
is that the voltage gradient across pyramidal cell bodies during physiologi-
cal SPWs and especially during epileptic or interictal spik es is larger than
experimentally induced voltage gradients that are kno wn to affect cellular
excitability. It is possible, although direct experimental evidence is not avail-
able yet, that ephaptic effects could recruit neurons to fire that are otherwise
not sufficiently activated by synaptic inputs alone (9,33).

Neuron-Glia Communication

The glial sync ytium (astrocytes) is connected through g ap junctions,
which allow the direct spread of cur rent and the dif fusion or transport of

small molecules. Although the role of concer ted changes in membrane
potentials of glial cells in the generation of e xtracellular currents under
physiological conditions has not been studied e xtensively, work on neu-
ron—glia interactions indicate that the glial syncytium may contribute to the
slow field patterns in an important way. Intercellular coupling through gap
junctions is required for both propagating Ca®>" waves and spreading depres-
sion (62). The traveling Ca®*, waves, in turn, can trigger calcium influx into
neurons (61,62). The neuron—glia dialogue in vivo may be responsible for
postictal depression (8,26,35,36,48,82). The increased [K*]o, resulting from
intensive neuronal activity during epileptic afterdischarge, may trigger prop-
agating waves in the astrocytic network, which are reflected by the slowly
spreading sustained potentials. In turn, astrocytes at the front of the propa-
gating depolarization wave release more K * (47,56), resulting in a lar ge
depolarization of neurons. The ensuing depolarization block of spike gener-
ation contributes to the termination of the afterdischarge and is regarded as
the cause of the consequent “’postictal depression” of the EEG (8,82).

Direct currents (DC) or ultraslow change of the extracellular voltage can-
not be recorded with con ventional EEG de vices with high pass-f iltered
inputs. Nevertheless, the relatively quick changes in the DC le vel, such as
epilepsy-associated spreading depression (8), could be identified mistakenly
as slow delta or faster “waves,” because of the differential effect of the high-
pass filters.

Neuron—glia communication may also contribute to physiological EEG
patterns. Sensory evoked responses in scalp recordings with DC amplif iers
and nonpolarizing electrodes often contain reliable and relatively long-last-
ing DC changes, usually referred to as Bereitschafipotential (46) or contin-
gent negative variation (88). It remains to be re vealed whether and to what
extent glial depolarization contributes to these evoked patterns.

Ultrafast Cortical Rhythms

SPW-associated depolarization of hippocampal CA1 neurons sets into
motion a short-lived, dynamic interaction between interneurons and pyra-
midal cells. The product of this interaction is an oscillator y field potential
(ripple) within the stratum pyramidale hippocampi and a phase-locked dis-
charge of the CA1 network at 200 Hz in the rat (11). SPW -related ripples
are also present in higher mammals, including humans (7). The specific
synaptic currents, mediating the high-frequenc y oscillation, are lar gely
mediated by rhythmic, synchronized IPSPs near the soma of CA1 neurons.
The mechanism by which highly coherent discharge of pyramidal cells is
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FIG. 1.5. High-wave spike-and-voltage (HVS) pattern—induced fast field oscillation (400- to 500-Hz ripple).
A: Averaged HVS and associated unit firing histograms from layers IV to VI. B: Wide-band (a and a’; 1 to 5
kHz), filtered field (b and b’; 200 to 800 Hz), and filtered unit (c and ¢”; 0.5 to 5 kHz) traces from layer IV and
layer V. C: Averaged fast waves and corresponding unit histograms. The field ripples are filtered (200- to 800-
Hz) derivatives of the wide-band signals recorded from 16 sites. Note sudden phase-reversal of the oscilla-
tory waves (arrow) and phase-locked discharges of units in all cortical layers (dashed line). (From Kandel A,
Buzsaki G. Cellular-synaptic generation of sleep spindles, spike-and-wave discharges and evoked thalamo-
cortical responses in the neocortex of the rat. J Neurosci 1997;17:6783—6797.)
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brought about over the entire dorsal hippocampus during the ripple is not
understood (18). Three hypotheses have been advanced to explain the spa-
tial coherence of fast ripples. According to the first, the CA3 output pro-
duces a voltage-dependent fast discharge in the interneurons, and synchro-
nization of the interneurons is mediated by gap junctions (45). The second
explanation, which is based on the reciprocal connections betw  een the
interneuronal and pyramidal cell populations, is that f ast oscillatory dis-
charges in interneurons would, again, be brought about b y the ramp-like
depolarizing CA3 output. Chance dischar ge of just a fe w CA1 pyramidal
cells within approximately 1 millisecond, is hypothesized to reset ongoing
oscillatory spiking in the tar get interneurons and generate a shor t-lived
coherent discharge (90). According to the third h ypothesis, zero time lag
synchronization of pyramidal neurons is brought about b y assumed gap
junctions between their axons (25).

Fast field oscillations (300 to 500 Hz) are also present in the neocor tex,
particularly in association with sleep spindles and spik e-and-wave patterns
(Fig. 1.5) (44). The maximum amplitude of the f ield oscillation occurs in
layer V, and the ripple w aves reverse in phase in the upper par t of layer V.
The discharge of pyramidal cells are phase locked to the ripples. The phys-
iological significance of the fast ripples has yet to be clarified. It may be that
the fast oscillation of interneurons during a strong network drive provides a
dissipative mechanism to decelerate and limit population synchrorny of pyra-
midal cells and to prevent the all-or-none discharge of the activated pyrami-
dal cells by protracting the recruitment process and limiting the number of
participating neurons.

Because conventional EEG de vices are limited in their frequenc  y
response, these fast events are often impossib le to discern reliably from
human scalp recordings (21a). In addition, volume conduction of these fast
events is quite limited because of the lo w-pass filtering properties of lipid
membranes, as discussed earlier . Nevertheless, their detection ma y be of
clinical importance because fast oscillatory events may herald the spread or
termination, or both, of epileptic activity (8,27).

SUMMARY

Field potential measurements provide an excellent tool for the exploration
of network activity in the intact brain. The various rhythms and intermittent
EEG potentials can be re garded as time reference points to relate neuronal
discharges of single cells. These field potentials (local or global EEG poten-
tials) emerge as a result of synchronous (i.e., simultaneous) changes of the

membrane potential of neighboring neurons. Synchronous membrane poten-
tial changes can be brought about by synaptic activity (EPSPs and IPSPs) or
Ca’" spikes, or they can emerge as a result of intrinsic neuronal patter ns
(oscillations, burst-induced afterpotentials). The isolated cor tical tissue
maintains burst discharges of p yramidal cells, follo wed by long-lasting
afterhyperpolarization. The synchronous hyperpolarizations in neighboring
pyramidal cells can be measured as slo w waves in the e xtracellular space
(synchronization). In addition, these subcor tical neurotransmitters induce a
gamma frequency oscillation (desynchronized patter n) by activating net-
works of inhibitory interneurons.

REFERENCES

. Abercrombie ED, Jacobs BL. Single-unit response of noradrener ~ gic neurons in the locus
coeruleus, of freely moving cats. I. Acutely presented stressful and nonstressful stimuli. J Neu-
rosci 1987;7:2837-2843.

2. Alonso A, Llinas RR. Subthreshold Na+-dependent theta-lik e rhythmicity in stellate cells of
entorhinal cortex layer 11. Nature 1989;342:175-177.

3. Amzica F, Steriade M. Electroph ysiological correlates of sleep delta w aves. Electroen-
cephalogr Clin Neurophysiol 1998;107:69-83.

4. Andersen P, Bliss TV, Skrede KK. Unit analysis of hippocampal polulation spikes. Exp Brain
Res 1971;13:208-221.

5. Aston-Jones G, Bloom FE. Norepinephrine-containing locus coer uleus neurons in beha ving
rats exhibit pronounced responses to non-noxious environmental stimuli. J Neuroscience 1981;
1:887-900.

6. Bal T, Von Krosigk M, McCormick DA. Synaptic and membrane mechanisms underlying syn-
chronized oscillations in the fer ret lateral geniculate nucleus in vitro. J Physiol (Lond)
1995;483:641-663.

7. Bragin A, Engel J Jr, Wilson CL, et al. Hippocampal and entorhinal cor tex high-frequency
oscillations (100-500 Hz) in human epileptic brain and in kainic acid—treated rats with chronic
seizures. Epilepsia 1999;40:127-137.

8. Bragin A, Penttonen M, Buzsaki G. Termination of epileptic afterdischar ge. Neuroscience
1997;17:2567-2579.

9. Buzsaki G. Hippocampal shar p waves: their origin and signif icance. Brain Res 1986;398:
242-252.

10. Buzsaki G, Bickford TG, Ponomareff G, et al. Nucleus basalis and thalamic control of neo -

cortical activity in the freely moving rat. Neuroscience 1988;8:4007-4026.

11. Buzséki G, Horvath Z, Urioste R, et al. High-frequenc y network oscillation in the hippocam -

pus. Science 1992;256:1025-1027.
12. Buzséki G, Leung L, Vanderwolf CH. Cellular bases of hippocampal EEG in the behaving rat.
Brain Res Rev 1983;6:139-171.

13. Buzséki G, Smith A, Berger S, et al. Petit mal epilepsy and parkinsonian tremor: hypothesis of
a common pacemaker. Neuroscience 1990;36:114.

14. Buzséki G, Traub RD. Generation of EEG. In: Engel J Jr , Pedley TA, eds. Epilepsy: a com-
prehensive textbook. Philadelphia: Lippincott-Raven, 1996:819-830.

15. Calvet J, Valvet MC, Scherrer J. Etude stratigraphique corticale de ’activité EEG spontanee.
Electroencephalogr Clin Neurophysiol 1964;17:109-125.

16. Castro-Alamancos MA, Connors BW . Spatiotemporal proper ties of shor t-term plasticity in

sensorimotor thalamocortical pathway in the rat. J Neurosci 1996;16:2767-2779.

—



20.

21.

THE CELLULAR BASIS OF EEG ACTIVITY

. Castro-Alamancos MA, Connors BW . Short-term plasticity of a thalamocor tical pathway

dynamically modulated by behavioral state. Science 1996b;272:274-277.

. Chrobak JJ, Buzséaki G. High-frequency oscillations in the output netw orks of the hippocam-

pal-entorhinal axis of the freely moving rat. J Neurosci 1996;16:3056-3066.

. Clare HM, Bishop GH. Potential wave mechanism in cat cortex. Electroencephalogr Clin Neu-

rophysiol 1956;8:583—-602.

Cole AE, Nicoll RA. Characterization of a slow cholinergic postsynaptic potential recorded in
vitro from rat hippocampal pyramidal cells. J Physiol (Lond) 1984;352:173—-188.

Creutzfeldt O, Watanabe S, Lux HD. Relations between EEG phenomena and potentials of sin-
gle cortical cells. 1. Ev oked responses after thalamic and epicor tical stimulation. Electroen-
cephalogr Clin Neurophysiol 1966;20:1-18.

21a.Curio G. Linking 600Hz “spikelike” EEG/MEG wavelets (“c bursts”) to cellular-substrates. J

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

Clin Neurophysiol 2000;17:377-396.

Curro Dossi R, Nunez A, Steriade M. Electrophysiology of a slow (0.5-4 Hz) intrinsic oscil-
lation of CAT thalamocortical neurones in vivo. J Physiol (Lond) 1992;447:215-234.

De Koninck Y, Mody 1. Noise analysis of miniature IPSCs in adult rat brain slices: proper ties
and modulation of synaptic GABAA receptor channels. J Neurophysiol 1994;71:1318-1335.
Demsey EW, Morison RS. The mechanism of thalamo-cor tical augmentation and repetition.
Am J Physiol 1942;138:297-308.

Draguhn A, Traub RD, Schmitz D, et al. Electrical coupling underlies high-frequenc y oscilla-
tions in the hippocampus in vitro. Nature 1998;394:189-192.

Fertziger AP, Ranck JB Jr. Potassium accumulation in interstitial space during epileptifor m
seizures. Exp Neurol 1970;26:209-218.

Fisher RS, Webber WRS, Lesser RP, et al. High frequency EEG activity at the start of seizures.
J Clin Neurophysiol 1992;9:441-448.

Freeman JA, Nicholson C. Experimental optimization of cur rent source-density technique for
anuran cerebellum. J Neurophysiol 1975;38:369-382.

Freund TE, Antal M. GABA-containing neurons in the septum control inhibitor y interneurons
in the hippocampus. Nature 1988;336:170-173.

Freund TF, Gulvas A, Acsady L, et al. Serotoner gic control of the hippocampus via local
inhibitory interneurons. Proc Natl Acad Sci U S 4 1990;87:8501-8505.

Gevins AS, Schaffer RE, Doyle JC, et al. Shadows of thought: rapidly changing, asymmetric,
brain potential patterns of a brief visuomotor task. Science 1983;220:97-99.

Grinvald A, Frostig R, Lieke E, et al. Optical imaging of neuronal acti vity. Physiol Rev 1988;
68:1285-1366.

Haas HL, Jefferys JGR. Low-calcium field burst discharges of CA1 pyramidal neurones in rat
hippocampal slices. J Physiol 1984;354:185-201.

Haas HL, Konnerth A. Histamine and noradrenaline decrease calcium-acti vated potassium
conductance in hippocampal pyramidal cells. Nature 1983;302:432-434.

Haglund MM, Schw artzkroin PA. Role of Na-K pump potassium re gulation and IPSPs in
seizures and spreading depression in immature rabbit hippocampal slices. J Neurophysiol
1990;63:225-239.

Heinemann U, Lux HD, Gutnick MJ. Extracellular free calcium and potassium during paro x-
ysmal activity in cerebral cortex of the cat. Exp Brain Res 1977;27:237-243.

Hirsch JA, Alonso JM, Reid RC. Visually evoked calcium action potentials in cat striate cor-
tex. Nature 1995;378:612-616.

Hotson JR, Prince DA. A calcium-activated hyperpolarization follows repetitive firing in hip-
pocampal neurons. J Neurophysiol 1980;43:409-419.

Humphrey DR. Re-analysis of the antidromic cortical response. 1. Potentials evoked by stimu-
lation of the isolated p yramidal tract. Electroencephalogr Clin Neur ophysiol 1968;24:
116-129.

Jasper H, Stefanis C. Intracellular oscillatory rhythms in pyramidal tract neurones in the cat.
Electroencephalogr Clin Neurophysiol 1965;18:541-553.

41.

42.

43.

44,

45.

46.

47.

48.

49.

50.

SI.

52.

53.

54.

55.

56.
57.

58.

59.

60.

61.

62.

63.

64.

Jasper HH, Drooglever-Fortuyn J. Experimental studies on the functional anatomy of petit mal
epilepsy. Res Publ Ass Res Nerv Ment Dis 1947;26:272-298.

Kamondi A, Acsady L, Buzsaki G. Dendritic spik es are enhanced b y cooperative network
activity in the intact hippocampus. J Neurosci 1998;18:3919-3928.

Kamondi A, Acsady L, Wang X-J, et al. Theta oscillations in somata and dendrites of hip-
pocampal pyramidal cells in vi vo: activity dependent phase-precession of action potentials.
Hippocampus 1998;8:244-261.

Kandel A, Buzsaki G. Cellular -synaptic generation of sleep spindles, spik e-and-wave dis-
charges and evoked thalamocortical responses in the neocortex of the rat. J Neurosci 1997;17:
6783-6797.

Katsumaru H, Kosaka T, Heizmann CW, et al. Gap junctions on GAB Aergic neurons contain-
ing the calcium-binding protein parvalbumin in the rat hippocampus (CA1 region). Exp Brain
Res 1988;72:363-370.

Kornhuber HH, Becker W, Taumer R, et al. Cerebral potentials accompanying voluntary move-
ments in man: readiness potential and reaf ferent potentials. Electroencephalogr Clin Neuro-
physiol 1969;26:439.

Kuftler SW. Neuroglial cells: physiological properties and a potassium mediated effect of neu-
ronal activity on the glial membrane potential. Proc R Soc Lond B Biol Sci 1966;168:1-21.
Leao AAP. Spreading depression of acti vity in the cerebral cor tex. J Neurophysiol 1944;7:
359-390.

Leung LS, Yim CY. Intrinsic membrane potential oscillations in hippocampal neurons in vitro.
Brain Res 1991;553:261-274.

Llinas RR. The intrinsic electrophysiological properties of mammalian neurons: insight into
central nervous system. Science 1988;242:1654—-1664.

Llinas RR, Ribary U, Joliot M, et al. Content and context in temporal thalamocortical binding.
In: Buzséki G, Llinas RR, Singer W, et al., eds. Temporal coding in the brain. Berlin: Springer-
Verlag, 1994.

Madison DV, Nicoll RA. Actions of noradrenaline recorded intracellularly in rat hippocampal
CA1 pyramidal neurons, in vitro. J Physiol (Lond) 1986;321:175-177.

Magee JC, Johnston D. A synaptically controlled, associative signal for Hebbian plasticity in
hippocampal neurons. Science 1997;275:209-213.

Markram H, Lilbke J, Frotscher M, et al. Re gulation of synaptic efficacy by coincidence of
postsynaptic APs and EPSPs. Science 1997;275:213-215.

McCormick DA. Neurotransmitter actions in the thalamus and cerebral cortex and their role in
neuromodulation of thalamocortical activity. Prog Neurobiol 1992;39:337-388.

MacVicar BA. Voltage-dependent calcium channels in glial cells. Science 1984;226:1345-1347.
Metherate R, Ashe JH. Tonic flux contributions to neocortical slow waves and nucleus basalis-
mediated activation: whole-cell recordings in vivo. J Neurosci 1993;13:5312-5323.

Morin D, Steriade M. Development from primary to augmenting responses in the somatosen-
sory system. Brain Res 1981;205:49-66.

Morison RS, Dempsey EW. A study of thalamo-cortical relations. Am J Physiol 1942;135:
281-292.

Nadasdy Z, Csicsvari J, Penttonen M, et al. Extracellular recording and anal ysis of electrical
activity: from single cells to ensemb les. In: Eichenbaum H, Da vis JL, eds. Neuronal ensem-
bles: Strategies for recording and decoding. New York: Wiley-Liss, 1998:17-55.

Nedergaard M. Direct signaling from astroc ytes to neurons in cultures of mammalian brain
cells. Science 1994;263:1768-1771.

Nedergaard M, Cooper AJ, Goldman SA. Gap junctions are required for the propag ation of
spreading depression. J Neurobiol 1995;28:433-444.

Nunez PL. Electrical fields of the brain: the neurophysics of EEG. New York: Oxford Univer-
sity Press, 1981.

Pedroarena C, Llinas R. Dendritic calcium conductances generate high-frequenc y oscillation
in thalamocortical neurons. Proc Natl Acad Sci U S A 1997;94:724-728.



65.

66.

67.

68.

69.

70.

71.

72.

73.

74.

75.

76.

77.

78.

THE CELLULAR BASIS OF EEG ACTIVITY 11

Penttonen M, Kamondi A, Sik A, et al. Gamma frequenc y oscillation in the hippocampus:
intracellular analysis in vivo. Eur J Neurosci 1998;10:718-728.

Petsche H, Pockberger H, Rappelsber ger P. On the search for the sources of the electroen-
cephalogram. Neuroscience 1984;11:1-27.

Ralston B, Ajmone-Marsan C. Thalamic control of cer tain normal and abnor mal cortical
rhythms. Electroencephalogr Clin Neurophysiol 1956;8:559-583.

Rappelsberger P, Pockberger H, Petsche H. The contribution of the cortical layers to the gen-
eration of the EEG: f ield potential and cur rent source density anal yses in the rabbit’s visual
cortex. Electroencephalogr Clin Neurophysiol 1982;53:254-269.

Ribak CE. Aspinous and sparsely spinous stellate neurons in the visual cor tex of rats contain
glutamic acid decarboxylase. J Neurocytol 1978;7:461-478.

Ribary U, loannides AA, Singh KD, et al. Magnetic field tomography (MTF) of coherent thal-
amo-cortical 40-Hz oscillations in humans. Proc Natl Acad Sci U S 4 1991;88:11037-11041.
Schaul N, Gloor P, Ball G, et al. The electrophysiology of delta w aves induced by systemic
atropine. Brain Res 1978;143:475-486.

Schwartzkroin PA, Stafstrom CE. Effect of EGTA on the calcium acti vated afterhyperpolar-
ization in CA3 pyramidal cells. Science 1980;210:1125-1126.

Silva LR, Amital Y, Connors BW. Intrinsic oscillations of neocor tex generated by layer five
pyramidal neurons. Science 1991;251:432-435.

Somogyi P, Kisvarday ZL, Martin KAC, et al. Synaptic connections of mor phologically iden-
tified and physiologically characterized large basket cells in the striate cortex of the cat. Neu-
roscience 1983;10:261-294.

Spencer WA, Brookhart JM. Electrical patterns of augmenting and recr uiting waves in depth
of sensorimotor cortex of cat. J Neurophysiol 1961;24:26-49.

Spencer WA, Brookhart JM. A study of spontaneous spindle w aves in sensorimotor cortex of
cat. J Neurophysiol 1961;24:50-65.

Steriade M, Buzsaki G. P arallel activation of the thalamus and neocor tex. In: Steriade M,
Biesold D, eds. Brain cholinergic system. Oxford, UK: Oxford University Press, 1991.
Steriade M, Curro Dossi R, Nunez A. Network modulation of a slow intrinsic oscillation of cat

79.

80.

81.

82.

83.

84.

85.

86.

87.

88.

89.

90.

91.

thalamocortical neurons implicated in sleep delta w aves: cortically induced synchronization
and brainstem cholinergic suppression. J Neurosci 1991;11:3200-3217.

Steriade M, Deschénes M, Domich L, et al. Abolition of spindle oscillation in thalamic neu-
rons disconnected from nucleus reticularis thalami. J Neurophysiol 1985;54:1473—1497.
Steriade M, Gloor P, Llinas RR, et al. Basic mechanisms of cerebral rhythmic activities. Elec-
troencephalogr Clin Neurophysiol 1990;76:481-508.

Steriade M, McCormick DA, Sejnowski TJ. Thalamocortical oscillations in the sleeping and
aroused brain. Science 1993;262:679-685.

Sypert GW, Ward AA. Unidentified neuroglia potentials during propagated seizures in the neo-
cortex. Exp Neurol 1971;33:239-255.

Taylor CP, Dudek FE. Excitation of hippocampal p yramidal cells by an electrical field effect.
J Neurophysiol 1984;52:126—142.

Traub RD, Dudek FE, Snow RW, et al. Computer simulations indicate that electrical field effects
contribute to the shape of the epileptifor m field potential. Neuroscience 1985;15:947-958.
Traub RD, Jefferys JGR, Whittington MA. Fast oscillations in cortical cir cuits. Cambridge,
MA: MIT Press, 1999.

Ts’o D, Frostig R, Lieke E, et al. Functional organization of primate visual cortex revealed by
high resolution optical imaging. Science 1990;249:417-420.

Vanderwolf CH. Cerebral activity and behavior: control by central cholinergic and serotoner-
gic systems. Int Rev Neurobiol 1988;30:225-340.

Walter WG. The contingent negative variation: an electro-cortical sign of sensorimotor reflex
association in man. Proc Brain Res 1968;22:364-377.

Wong RK, Prince DA, Basbaum Al Intradendritic recordings from hippocampal neurons. Proc
Natl Acad Sci U S 4 1979;76:986-990.

Ylinen A, Bragin A, Nadasdy Z, et al. Shar p wave associated high frequency oscillation (200
Hz) in the intact hippocampus: netw ork and intracellular mechanisms. J Neurosci 1995;14:
30-46.

Yuste R, Denk W. Dendritic spines as a basic unit of synaptic inte gration. Nature 1995;375:
682-684.



Chapter 2
Cortical Generators and EEG Voltage Fields

John S. Ebersole

The Source of Electroencephalographic
Potentials

Physical Factors Determining Scalp
Electroencephalographic Patterns

Electroencephalographic Source Localization
Principles

Deep Sources and Scalp Electroencephalography

Functional Factors Determining Scalp
Electroencephalography Patterns

Propagation

Effect of Reference on Electroencephalographic
Fields

Conclusions

References

THE SOURCE OF ELECTROENCEPHALOGRAPHIC
POTENTIALS

Cerebral sources of electroencephalo graphic (EEG) potentials are three-

dimensional volumes of cortex. These sources produce three-dimensional
potential fields within the brain. From the surface of the scalp, these can be
recorded as two-dimensional fields of time-varying voltage. In order to

localize and characterize cortical generators of the EEG, the ph ysical and
functional factors that determine the voltage fields that these sources pro-
duce must be appreciated. In Chapter 1, the cellular mechanisms underl y-
ing brain electrical activity were reviewed. This chapter changes the scale
from the microscopic to the macroscopic, for the EEG can re veal cortical
activity only at a macroscopic level. When considering the combined elec-
trical activity of approximately 10® neurons in a cor tical area of se veral
square centimeters, rather than a single cell or cortical column, it is neces-

12

sary to understand several important concepts in order to interpret an EEG
properly.

The principle generators of EEG fields that are measured on the surf ace
of the brain or at the scalp are graded synaptic potentials: namely, excitatory
postsynaptic potentials (EPSPs) and inhibitor y postsynaptic potentials
(IPSPs), of pyramidal neurons (4,6,10,11,13). At the synaptic site of an
EPSP, there is an active current sink. Positive ions rush into the cell to depo-
larize the local membrane. At the same time, at a more distal por tion of the
cell, a passive current source, consisting of current flow out of the cell, com-
pletes a closed circuit. The current flows in the opposite direction with an
IPSP. A local active current source is coupled with a distant passive current
sink. These currents, generated by synaptic activity, pass through the extra-
cellular and intracellular spaces and set up a potential f ield around the cell.
Near a current sink, the e xtracellular space is relati vely negative, whereas
near a current source, it is positive (Fig. 2.1). The current flow and associ-
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FIG. 2.1. Generation of extracellular voltage fields from graded synaptic activity.
A: Excitatory postsynaptic potential (EPSP) at the apical dendrite is associated
with a flow of positive ions into the cell (an active current sink) and an extracel-
lular negative field. A passive current source at the level of the cell body and
basal dendrites is associated with an extracellular positive field. B: EPSP on the
proximal apical dendrite at the level of cortical layer 1V is associated with and
active current sink and an extracellular negative field. A passive current source
at the distal apical dendrite in layers Il and Il is associated with an extracellular
positive field.

ated field potential around individual cells are very small, and they would
not be recordable at the scalp except for the fact that the pyramidal cells are
all aligned perpendicular to the surface of the cortex. Because of this geo-
metric arrangement, the v oltage fields produced by individual cells can
summate to produce a potential lar ge enough to be recorded some distance
from the generators, if the acti vity is synchronous. Summation of potential
fields as a result of synaptic cur rents can more readily occur than can that
resulting from fast sodium action potentials because the for mer events are
relatively long in duration (10).

To a first approximation, EEG fields are generated by the large, vertically
oriented pyramidal neurons located in cortical layers 111, V, and VI. For exam-
ple, an EPSP at an apical dendrite of a lar  ge pyramidal cell that e xtends
through several cortical laminae would produce an active current sink and a
negative local field potential superficially in the cortex, whereas the passive
current source at the cell body or basal dendrites w ould result in a positi ve
field potential in the deeper cottical laminae (see Fig. 2.14). The same synap-
tic event is thus viewed as potentials with opposite polarity, depending on the
location of the recording electrode. This juxtaposition of ne gative and posi-
tive charge and resultant current flow is similar to that of a dipole. Pyramidal
cells can be thought of as a population of v ertically oriented dipoles. There-
fore, voltage fields recorded on the surface of the head usually have a dipo-
lar configuration—that is, two maxima: one ne gative and one positi ve. The
amplitude and the polarity of the potential recorded from the same eent like-
wise depend on the location of the electrode in relation to the dipole source.

The cortex is a multilaminar str ucture. Current sinks and sources can
arise in different locations, depending on the type of input into the cor tex.
Excitatory input into la yer IV, a primary sensory receiving lamina, would
produce a local negativity that is reflected in a cottical surface positivity (see
Fig. 2.1B). Thus, the early components of normal sensory evoked potentials,
for example, are commonly surface positive. Epileptic spikes, on the other
hand, are commonly surface negative because of depolarization of the super-
ficial laminae (see F ig. 2.14). Electrodes in deeper cor tical layers, in the
underlying white matter, or even on the scalp at the opposite side of the head
record a positi ve potential. Subsequent repolarization and depolarization
cycles, often caused by recurrent excitation and inhibition among laminae,
result in the typical sequence of a neative spike followed by a positive after-
potential, which is in turn followed by a negative wave. Spikes that originate
in deeper cortical layers may show an initial surface positivity. Propagation
of activity from one layer to another also changes the laminar ar rangement
of extracellular voltage. Mechanistically, a large population of acti ve neu-
rons can be thought of as a collection of oscillating dipoles.

PHYSICAL FACTORS DETERMINING SCALP
ELECTROENCEPHALOGRAPHIC PATTERNS

A number of factors determine whether the extracellular voltage field pro-
duced by a region of cortex can be recorded from scalp EEG electrodes.
These factors are both ph ysical and functional. Ph ysical factors include
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source location, orientation, and area. Functional f actors include potential
amplitude, frequency, and synchrony. A transient potential, such as an
epileptic spike, serves as a good e xample for appreciating these relation-
ships between source character and EEG fields.

It is both logical and correct that the scalp EEG v oltage field should be
related to the location of its cortical source. However, this relationship is not
straightforward. An unfortunately simplistic assumption in traditional EEG
interpretation is that the source of an EEG potential must necessarily under-
lie the electrode recording it; hence the practice of referring to epileptic dis-
charges by the name of the electrode recording the maximal potential. This
assumption is true only in limited cases. That a negative field maximum is
recorded from a particular electrode does not necessarily mean that the spike
source is beneath it, as discussed in detail later.

The importance of source area in deter mining whether cortical activity
will be recordable on the scalp EEG has been appreciated for some time.
Using a simulated cortical source beneath a piece of fresh skull, Cooper et
al. (3) determined that 6 cm? of synchronously active area are probably nec-
essary to produce a scalp-recordab le field. Gloor (7,8) also discussed the
importance of source area in appreciating EEG fields at the scalp in his dis-
sertation of the “solid angle” theory. In essence, only when a cortical region
subtends a large enough solid angle, from the perspecti ve of a given elec-
trode, will that electrode record the potential generated b y it. Ebersole and
Pacia (5,12), in a series of simultaneous intracranial and scalp recordings,
showed that for individual epileptic spikes, the 6 cm? estimate was accurate
(Figs. 2.2 and 2.3). What was demonstrated in addition, ho wever, was that
the area of sources for typical scalp interictal spik es is often substantiall y
larger, often encompassing 20 cm? or more of gyral cor tex (see Figs. 2.13
and 2.14).

Because of the attenuating proper ties of the inter vening skull, spatial
summation of cor tical activity is critical for producing av  oltage field
recordable from the scalp. As commonly observed in candidates implanted
for epilepsy surgery, most of the cortical activity recorded from subdural or
depth electrodes is not evident in the scalp EEG (1,9). This is not necessar-
ily because the amplitude of the indi vidual cortical potentials is too small;
more often, it is because the area of the cor  tical generator is not lar ge
enough. Although they are not well appreciated, this factor, source area, and
a closely related factor, source orientation, are the two most important vari-
ables in deter mining whether cerebral potentials are recordab le from the
scalp. The EEG can detect small and remote sources, b~ ut this usuall y

requires the averaging of hundreds to thousands of repetiti ve signals, such
as potentials evoked by sensory stimuli.

Spatial summation of the v oltage field generated by multiple cortical
sources is three-dimensional. If adjacent active cortical areas have the same
orientation, their v oltage fields combine, and the resultant v oltage field
measured at the scalp is the linear sum of the fields of both sources. If, how-
ever, adjacent active regions of cortex have a different orientation, the volt-
age fields summate in relation to the geometry of their respective field vec-
tors. For example, if two cortical areas have an opposite orientation, such as
the two sides of a sulcus, cancellation occurs, and no v oltage field from
them is evident at the scalp (Fig. 2.4, source 3).

Source area is maximal for a given electrode (and the solid angle is max-
imal) when the orientation of the acti ve cortical region is face-on. This is
usually the case when the resultant voltage field is radial and the electrode
is directly above the source (see Fig. 2.4, source 2). In this instance, the elec-
trode records the f ield maximum. As the orientation of a cor tical source
becomes progressively less radial and more tangential to a recording elec-
trode, that electrode is ab le to record a v oltage field of progressively less
amplitude. If the source is directly below an electrode but it is oriented per-
fectly tangential to the recording electrode, the electrode records no poten-
tial, because this location is on the zero isopotential line of the sources scalp
field (see Fig. 2.4, source 1 and 4). To summarize the concepts illustrated in
Fig. 2.4, cortical sources 4-2 and 4-3 produce woltage fields with a net radial
orientation, and, correspondingly, they have a negative field maximum on
the scalp directly above them. Sources 4-1 and 4-4 result in a tangential
field. The zero isopotential line is located on the scalp immediatel y above
these sources, whereas negative and positive maxima are displaced on either
side. In general, midline interhemispheric and basal cortical sources tend to
be tangential; lateral convexity cortical sources tend to be radial. Sources on
one bank of a sulcus in the lateral cottex may be tangential; however, epilep-
tiform sources are commonly so large that both banks of the sulcus are acti-
vated. These opposing fields cancel, as depicted in source 4-3, which leaves
only the radial field from the sulcus bottom to predominate.

Taken from the broader perspecti ve of electrodes over the entire head, a
radial source produces one f ield maximum directly above it and another
field maximum of opposite polarity on the diametrically opposite side of the
head. For asuperficial cortical source, the scalp maximum nearest the
source is significantly greater in amplitude than that on the opposite side of
the head. The negative field voltage gradient is steeper, and the ne gative
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FIG. 2.2. Left: Three-dimensional magnetic resonance imaging (MRI) reconstruction of the brain, illustrating
the subdural electrode placements in a patient with left temporal lobe epilepsy. The shaded cortical area rep-
resents an estimate of the spike source at the time of the cursor. The shaded circle defines 6 cm?. Right:
Intracranial electroencephalogram showing a negative (up) spike involving subdural electrode contacts LMT
5to 7 and LTP 5 to 7. the map sequence depicts simultaneous scalp voltage topography at 5-millisecond inter-
vals, centered on the cursor, spanning 70 milliseconds. Note that there is no appropriate scalp field associ-
ated with the cortical spike.
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FIG. 2.3. Left: lllustration of subdural electrode placements as in Fig. 2.2. The shaded cortical area is an esti-
mate of the spike source at the time of the cursor. Right: Intracranial electroencephalogram showing a neg-
ative spike (up) involving subdural electrode contacts LMT 6 to 9 and LTP 6 to 8. Map sequence depicts simul-
taneous scalp voltage topography at 5-millisecond intervals, centered on the cursor, spanning 70
milliseconds. Note that the cortical spike source area is larger than in Fig. 2.2 and that a voltage field with a
midtemporal negative maximum is recorded from the scalp.
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field size is smaller than for a deeper radial source (Fig. 2.5). In the case of
a spike, for example, the ne gative field maximum above the source is of
greater amplitude than is the positi ve maximum on the other side of the
head. For cortical sources whose net orientation is progressively more tan-
gential, the nearest field maximum is progressively displaced away from the
region directly above the source. Conversely, the field maximum of opposite
polarity moves progressively closer (Fig. 2.6). For a source that is tangential
to the skull, both maxima are displaced equall y in opposite directions on

FIG. 2.4. Schematic of a brain cross-section, illustrating four repre-
sentative cortical electroencephalographic (EEG) sources. Note
that the alignment of the pyramidal cells (and thus the EEG voltage
field) is orthogonal to the orientation of the cortical surface. Minus
(=) and plus (+) signs depict the polarity of the epileptiform poten-
tials generated by these sources. Top and back views of the head
show the scalp voltage field generated by each source. The shaded
area denotes field polarity (speckled represents negative). Sources
2 and 3 produce radial fields, and the negative voltage maximum is
directly above them. Fields from opposing sulcal walls cancel each
other in source 3, leaving the radial component from the sulcus bot-
tom to dominate. Sources 1 and 4 produce tangential fields. No volt-
age is recorded directly above them; instead, negative and positive
voltage maxima are displaced to either side.

either side of the source, and the fields are of equal amplitude. The distance
between the tw o maxima is dependent on the depth of the source: The
deeper the source, the f arther apart are the maxima, and vice v ersa (Fig.
2.7). The simplistic assumption that the cortical generator underlies the volt-
age field maximum is not tr ue for tangentially oriented sources. This is a
very important concept. Localization and even lateralization are commonly
false when cortical sources have an orientation that is even partially tangen-
tial.



FIG. 2.5. A: Computer simulation of the scalp spike
voltage field produced by a superficial, radially ori-
ented dipole source (dot represents dipole source;
vector from dot represents source orientation) in the
left temporal lobe. Note that the negative field
(hatched area) has a steep voltage gradient and a
maximum directly above the source. A weak positive
field with a shallow voltage gradient exists on the
opposite side of the head. Electroencephalographic
(EEG) traces of the simulated spike are shown at
right. Note the high-amplitude left temporal negative
spike (downward deflection in this and following sim-
ulations) and low-amplitude right temporal positive
potential (upward deflection). (Simulation of EEG
traces and voltage field by a forward dipole solution
through a three-shell head model was accomplished
with “Dipole Simulator” by P. Berg and M. Scherg, see
Chapter 23.) B: Similar computer simulation of the
scalp voltage field produced by a deeper, radially ori-
ented dipole source. Note that the negative field is
larger and has a less steep voltage gradient, but the
maximum remains directly above the source. The
positive field on the opposite side of the head is now
of higher amplitude. EEG traces show a lower ampli-
tude left temporal spike and a higher amplitude posi-
tive potential.
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FIG. 2.6. Computer simulation of the scalp spike voltage field produced by a superficial oblique-oriented
dipole source (dot represents dipole source; vector from dot represents source orientation) in the right tem-
poral lobe. Note that the negative field (hatched area) has a steep voltage gradient and a maximum that is
displaced downward onto the subtemporal scalp region. A weaker positive field with a shallow voltage gradi-
ent has a vertex-located maximum. Electroencephalogram (EEG) traces of the simulated spike are shown at
right. Note high-amplitude right subtemporal and temporal negative spike (downward deflection) and the lower
amplitude, more widespread vertex positive potential (upward deflection). (Simulation of EEG traces and volt-
age field by a forward dipole solution through a three-shell head model was accomplished with the “Dipole
Simulator” by P. Berg and M. Scherg, see Chapter 23.)
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FIG. 2.7. A: Computer simulation of the scalp spike voltage
field produced by a superficial tangentially oriented dipole
source (dot represents dipole source; vector from dot repre-
sents source orientation) in the interhemispheric region. Note
that both negative (hatched area) and positive fields have a
steep voltage gradient and that their maxima are relatively
close together and symmetrically displaced on either side of
the fissure. Electroencephalogram (EEG) traces of the simu-
lated spike are shown at right. Note high-amplitude right cen-
tral negative spike (downward deflection) and left central posi-
tive spike (upward deflection). Midline Cz electrode directly
above the source records no significant activity. (Simulation of
EEG traces and voltage field by a forward dipole solution
through a three-shell head model was accomplished with
“Dipole Simulator” by P. Berg and M. Scherg, see Chapter 23.)
B: Similar computer simulation of the scalp voltage field pro-
duced by a deeper, tangentially oriented dipole source. Note
that both the negative and positive fields have a less steep volt-
age gradient and that their maxima are farther apart and sym-
metrically displaced on either side of the fissure. EEG traces
show a lower amplitude negative and positive spikes and no
significant midline voltage.
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ELECTROENCEPHALOGRAPHIC SOURCE LOCALIZATION
PRINCIPLES

In view of the previous discussion, it becomes obvious that a single volt-
age field maximum cannot be used to define the location or orientation of a
cortical EEG generator. In all instances, e xcept for a purel y radial source,
the EEG field maxima are displaced from a position directl y above it. To
characterize a cortical source, the location of both f ield maxima, negative
and positive, and their relati ve strengths must be tak en into consideration.
Noting the relative location of these two voltage field maxima provides the
easiest and most accurate assessment of source orientation. A three-dimen-
sional line drawn between the two maxima identifies the orientation of the
field. Accordingly, the net orientation of the cor tex generating the field is
orthogonal to this line (see Figs. 2.5, 2.6, and 2.7). As a first approximation,
the center of the cor tical source should lie some where along this three-
dimensional line. The amplitude and g radient of the f ield maxima deter-
mines this location—that is, the depth of the source. The source should be
proportionately closer to the f ield maximum of g reater amplitude. In the
case of sources with tangentially oriented fields, the separation of the nega-
tive and positive maxima is dependent on the depth of the source. A three-
dimensional line connecting the maxima will travel deeper through the head
when the maxima are farther apart (see Fig. 2.7). The center of the source
should, again, lie along this line propottionately closer to the field maximum
of greater amplitude. Thus, by simply inspecting the scalp voltage topogra-
phy of any EEG potential, much can be lear ned about the cor tical source
generating it.

DEEP SOURCES AND SCALP ELECTROENCEPHALOGRAPHY

Whether an EEG from sources deeper than the most superf icial cortex
can be recorded continues to be debated (2,7). Recording scalp potentials
from deep structures depends on the same f actors, and the more impor tant
are, again, source area and orientation. Because ph ysiological signals from
the cortex are limited in amplitude, ef fective source area becomes increas -
ingly more important as source depth increases. This argument is particu-
larly relevant in the discussion of the origin of temporal lobe spik  es in
mesial temporal epilepsy. Because the hippocampus is a rather small and
deep structure that is cur ved in shape, proper ties that would tend to mini-
mize a voltage field, it is unlikely that potentials isolated to this region could

be recordable from the scalp. Simultaneous scalp and intracranial EEG
recordings (4,11) have confirmed this assertion (Fig. 2.8). However, propa-
gation of spike activity from the hippocampus into adjacent basal temporal
cortex is common. This cortex has a lar ger area and a net orientation that
would allow for summation of v oltage fields. Because the basal temporal
cortex is tangential to the lateral surface of the skull, voltage fields from this
source are not well recorded from standard temporal electrodes. Instead, the
negative field maximum is recorded from subtemporal electrodes.

Another factor that favors recording deep sources is the shielding ef fect
of the skull. Ironic as it may seem, signal attenuation produced by the skull
improves the chances of identifying deeper acti vity by affecting superficial
sources to a greater extent. If there was no skull and the head w as a homo-
geneous volume conductor, the amplitude of an EEG potential would dimin-
ish as the square of the distance from the source. Ho wever, the intervening
skull has the same effect on EEG signals as would moving cerebral sources
farther from the recording electrodes by shrinking the brain to only 60% of
the radius of the head (13) (F ig. 2.9). All EEG potentials are reduced in
amplitude (Fig. 2.10), but a relatively greater attenuation of surface events
makes deep activity more discernible.

FUNCTIONAL FACTORS DETERMINING SCALP
ELECTROENCEPHALOGRAPHIC PATTERNS

Several functional factors also affect what can be recorded on a scalp
EEG. Amplitude of cortical activity is important, but it has a physiological
upper limit. Normal background rhythms and evoked potentials may gener-
ate potentials at the brain’ surface of several hundred microvolts, and patho-
logical potentials, such as epileptic spikes, may be greater than a millivolt in
amplitude. Other functional factors may become equally or more important
in determining the eventual scalp voltage field. The synchrony of cortical
activity is crucial. The EEG is the measure of spatially and temporally aver-
aged activity of a large population of neurons. The EEG emphasizes the con-
tribution of synchronously oscillating dipolar sources, w hereas asynchro-
nous activity may cancel itself despite of its amplitude (F ig. 2.11).
Synchronization of cortical neurons may, however, be limited to relati vely
small regions of cortex. In this case, summation of their v oltage fields may
not be great enough to produce a field recordable from the scalp. Regions of
cortical synchronization commonly become larger with certain pathological
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FIG. 2.8. Simultaneous intracranial and scalp electroen-
cephalographic (EEG) recording. Prominent hippocampal
spikes are recorded from depth electrode contact RPT4 to
8. No scalp EEG spikes or sharp waves are associated with
these spikes unless there are related sharp waves from infe-
rior temporal cortex sources of sufficient size (contacts RAT
1to 5, RMT 1 to 3). Note that the maximal scalp sharp wave
amplitude (dot marker) is recorded from the subtemporal
electrode, F10.
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FIG. 2.9. Shielding effect of the skull. A: The skull, in particular, makes the head, which is modeled here
as a sphere, an inhomogeneous volume conductor. The brain normally occupies approximately 85% of the
radius of the head. Brain electroencephalographic (EEG) sources a and b are superficial and deep, respec-
tively. B: If the head were a homogeneous conductor, the amplitude of surface EEG potentials would dimin-
ish as the square of the distance (i.e., depth) of the sources. Source b is three times deeper than source
a. Its surface potential for the same activity would be one-ninth the size of source a. C: The shielding effect
of the skull is equivalent to shrinking the brain to 60% of the head’s radius. Source b” is now 1.7 times
deeper than source a’. Its surface potential for the same activity would be 1/2.9 the size of source a’.
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FIG. 2.10. The shielding effect of the skull on the electroencephalogram (EEG) from superficial and deep
sources is demonstrated in this computer simulation (“Dipole Simulator” by P. Berg and M. Scherg, see Chap-
ter 23), with the use of a forward solution of a dipole source potential onto the scalp through a one-shell (no
skull) and three-shell (with skull) head model. Because the same superficial radial source is below electrode
Cz, the presence of a skull reduces the amplitude of the recorded scalp potential by a factor of 3.2. For the
same source that is 4 cm deeper, the skull reduces the amplitude of the recorded potential only by a factor of
1.9. Viewed alternatively, without a skull (one-shell model), the scalp EEG potential from the deep source is
1/7.3 the size of the superficial source. However, with a skull (three-shell model), the scalp electroencephalo-
graphic potential from the deep source is 1/ 4.3 the size of that from the superficial source. Although the skull
reduces the amplitude of the EEG, potentials from deep sources are relatively less attenuated.
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FIG. 2.11. Simultaneous intracranial and scalp elec-
troencephalogram (EEG) recording of a temporal
lobe seizure. Although the seizure rhythm from the
hippocampus is synchronous (depth electrode con-
tact RPT 4 to 8), seizure rhythms from the temporal
neocortex are relatively asynchronous (subdural
strip electrode contacts RAT1 to 6 and RMT1 to 5).
The scalp EEG shows a poorly developed seizure

rhythm despite the high-amplitude cerebral activity.
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poral lobe seizure. The seizure rhythm from the
temporal neocortex is relatively synchronous (sub-
dural electrode contacts RAT1 to 6 and RMT1 to 4)
but of less amplitude than that depicted in Fig.
2.11. The scalp EEG, however, shows a well-devel-

electroencephalographic (EEG) recording of a tem-
oped seizure rhythm.

FIG. 2.12. Simultaneous intracranial and scalp
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potentials, such as epileptic spik es or seizures, w hich makes them easily
appreciated on the scalp EEG (Fig. 2.12). Transient patterns of longer dura-
tion and thus lower frequency have a greater chance of having at least a par-
tial overlap in activity and thus some summation of their fields.

PROPAGATION

If cortical activation remains localized to one area, w hich undergoes the
usual depolarization and repolarization sequence, the resultant v oltage
fields on the scalp rises and f alls in amplitude and re verses in polarity, but
the location of the maxima does not change; nor does the o verall shape of
the fields. If, however, activity propagates into adjacent cortical regions, the
overall geometry of the source changes. A new location to the overall center
of activity and ane w net orientation of the source cor tex exist. These
changes result in a different voltage field. Movement of scalp field maxima
or change in the shape of the fields over tens of milliseconds suggests prop-
agation of source acti vity. This is particularly common with epileptifor m
spikes or seizures (5). Such changes in voltage fields can provide important
information concerning propagation direction and extent.

An example illustrating all these relationships is shown in Figs. 2.13 and
2.14. Figure 2.13 illustrates simultaneous EEG recordings from intracranial
and scalp electrodes, as w ell as the scalp EEG v oltage topography at the
time of the cursor. Note in the intracranial EEG traces the progressive delay
of the spike potential, which originates in the mesial temporal tip (LA T1)
and propagates posteriorly over basal and lateral temporal surf aces to con-
tacts LAT7 and LMTO9. The first recordable scalp field, shown in the topo-
graphical maps, has a frontopolar negative maximum that is appropriate for
a temporal tip source orientation. The locations of the subdural electrodes
are depicted in Fig. 2.14 on a three-dimensional magnetic resonance imag-
ing (MRI) reconstr uction of the patient’ s brain. Also illustrated is the
approximate area of cortex undergoing depolarization at five instances dur-
ing the spike. Shown as well are the five scalp voltage fields produced by
this propagating cortical source. As this area of activated cortex propagates
posteriorly and laterally, the corresponding scalp EEG field maxima move
appropriately for the net source location and orientation. Note also the even-
tual large size of the cor tical source, w hich approximates 20 cm 2. This
example confirms that the v oltage field recorded from scalp electrodes is
directly related to geometrical features of the cortical spike source. Because
of this systematic relationship, source models of scalp EEGs can be used to

estimate the location, orientation, and propag ation of cortical generators.
(See Chapter 23.)

EFFECT OF REFERENCE ON ELECTROENCEPHALOGRAPHIC
FIELDS

The measurement of EEG potentials is relatve to a reference. Polarity and
amplitude are dependent on this comparison. There has been considerab le
debate about the ef fect of choice of reference on the appearance of EEG
traces and on voltage field maps (see Chapter 4). Most authorities nov agree
that varying the reference does not alter the contours or gadients of the volt-
age fields (i.e., the relati ve differences) or the infor mation concerning
source character. What is altered is simply the display of the same data. In
fact, EEG source models, such as dipoles, in which topographic voltage dis-
tributions are used as raw data for calculation, are reference independent.

The easiest way to appreciate the effect of the recording reference is to
think of EEG v oltage topography as geo graphical topography: namely,
mountains of one polarity and v alleys of another. The reference in this
model would be the level of a coexisting ocean that covers part of this land-
scape. Everything above sea level has an altitude of one polarity, and every-
thing below sea level has a depth of the opposite polarity . With a different
sea level, the altitudes and depths of par ticular points on the landscape
change, but the shape of the mountains or the undersea v alleys does not
change. If the highest mountaintop or deepest ocean v alley is chosen to be
the reference and all points on the landscape are of one polarity or the other,
but the underlying structure has not changed. The same is true for changes
in EEG recording reference (Fig. 2.15).

Any reference can be used and data inter preted properly, if the effect of
reference on the EEG displa y is appreciated. There is no such thing as an
“inactive” reference, because any point on the head or body car ries some
electrical potential. Traditionally, reference electrodes were thought to be
“active” only when they were within the ne gative field of a spik e. This
notion resulted in part from the misconception that outside of this ne gative
field there was no other activity related to the spike. Spikes were commonly
thought to have only a negative field maximum, except for the “horizontal
dipoles” of benign Rolandic epilepsy . In fact, all spikes have, by electro-
magnetic necessity, both negative and positive field maxima. Depending on
source location and orientation, both maxima ma y not be recorded in stan-
dard 10 to 20 montages, as discussed earlier. Because positive field maxima
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FIG. 2.13. Left: Simultaneous intracranial and scalp electroencephalographic (EEG) recording of a left tem-
poral spike. Subdural electrode placements are illustrated in Fig. 2.14. The intracranial EEG was referenced
to the contralateral mastoid; negative polarity is upward deflection of traces. The scalp EEG is displayed in
common average reference. Right: Map sequence depicts simultaneous scalp voltage topography at 5-mil-
lisecond intervals, centered on the cursor, spanning 70 milliseconds. Voltage map shading denotes field polar-
ity (speckled area is negative). Isopotential lines indicate field strength. Note spike onset in temporal tip cor-
tex (LAT 1, LAT 2, and LPT 1), followed by mesial to lateral propagation across temporal tip subdural contacts
(LAT 1 to LAT 7) and then midtemporal subdural contacts (LMT 2 to LMT 8). LPT is a longitudinal mesial tem-
poral depth probe. Contact 1 is most anterior; contacts 4 to 7 are located in the hippocampus. Note that the
initial scalp voltage field is inferior frontopolar, which is appropriate for an inferior temporal tip source. Over 70
milliseconds, as the spike propagates, the negative field maximum progressively moves into an anterior infe-
rior temporal and eventually into a midtemporal location.
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FIG. 2.14. Three-dimensional magnetic resonance imaging (MRI) reconstruction of brain and subdural elec-
trode contacts from patient whose data were depicted in Fig. 2.13. The most anterior strip is LAT. Contact 1
is most mesial; contact 7 is most lateral and superior. The more posterior strip is LMT. Contact 2 is most
mesial; contact 9 is most lateral and superior. The darkened cortical area denotes estimated region of con-
current cortical depolarization (negative potential) during propagation of the spike. Source estimate derived
from intracranial electroencephalogram of Fig. 2.13. Five time points at 15-millisecond intervals are illustrated,
corresponding to latencies —30 to 30 milliseconds in Fig. 2.13. Scalp voltage topography at these times is
shown at the bottom. Note the relatively large area of the spike source, its propagation over time, and the
close relationship between source geometry and the scalp voltage field. The negative scalp maximum moves
from frontopolar to subtemporal to temporal location over 60 milliseconds.
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FIG. 2.15. Bottom: The magnitude and polarity of a right
temporal spike recorded in common average reference from
a midcoronal chain of electrodes is graphed into a two-dimen-
sional landscape. The voltage topography of this spike is illus-
trated at the right. Isopotential lines are drawn at every 30 pnV;
the hatched area is negative. Top: Electroencephalographic
(EEG) traces of this spike are displayed, with each electrode
in the midcoronal chain in succession used as the common
reference. Note that changing reference alters only where the
zero voltage line is placed. The relative voltage differences
among electrodes remains unchanged. When T10, the nega-
tive field maximum, is the reference, all EEG deflections are
positive (downward). When Cz, the positive field maximum, is
the reference, all EEG deflections are negative (upward).
When T9 is the reference, the EEG deflections are similar to
that of the common average reference because this electrode
lays on the common average reference zero isopotential line.
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were not thought to be present in most spikes, reference manipulations were
often performed to eliminate the appearance of positive potentials whenever
they did occur.

For example, common average reference derivations were often calcu-
lated only after removal of the e lectrodes recording the lar gest negative
potentials. If the electrodes were not removed, it was said, positive potentials
might appear on the opposite side of the head. These were thought to be ref-
erence artifacts, rather than the true opposite-polarity field maximum that is
produced by any dipolar source. Deleting electrodes with the most ne gative
potential from the average simply shifted the reference “sea level” in a pos-
itive direction so that the true positive field would appear to have less ampli-
tude (see Fig. 2.15).

As discussed earlier, however, maximal information about source charac-
ter can be obtained only by identifying both field maxima. A simple and yet
very effective way to do this is to use a common average reference made up
from all recording electrodes. If the mean potential recorded from all elec-
trodes is used as a zero reference le vel, then by necessity both relati vely
more negative and more positive fields are accentuated and thus more eas-
ily identified. This type of reference also makes physical sense. By the laws
of physics, the net charge or net potential over the surface of the head from
any source should be zero (i.e., positi vity balancing negativity). The mean
of all recording electrodes is an appro ximation of this. Obviously, the more
electrodes used, particularly from undersampled re gions of the head , the
more such a reference approximates the true zero potential. To the untrained
eye, such a reference ma y initially cause confusion because f ields of both
polarities are emphasized. F ocal negative spikes from one hemisphere or
lobe are accompanied by positive potentials, commonly from the opposite
hemisphere. This distribution does not represent bilateral spik e sources;
rather, it represents the normal dipolar field of any cerebral generator. The
greater amplitude and steeper v oltage gradient of the ne gative maximum
identifies the source as being nearer to it, w hereas its geometrical relation-
ship to the positive maximum conveys the overall field orientation and thus
the net orientation of the generating cor tex, which is orthogonal to that of
the field (see Figs. 2.4, 2.5, 2.6, and 2.7).

CONCLUSIONS

Too often the EEG is thought of as simpl y time-varying potentials, or
wiggles, that supposedly reflect the acti vity of brain under the recording

electrodes. Recognition of the pattern of these wiggles has been the founda-
tion of EEG education. Fortunately, this is not all there is to EEG recording.
It is a multidimensional signal and a carrier of abundant information, much
of which is not routinely used. Limitations of traditional EEG recording are
often artificial and imposed, in part, by simplistic inter pretation methods.
Practitioners of modern EEG recording must go beyond one dimensional to
multidimensional thinking, if more infor mation is to be e xtracted from the
EEG. In order to take EEG interpretation beyond simple description toward
an analysis of source location and charactes; it is essential that the interpreter
appreciate the relationships betw een cortical sources and the EEG v oltage
fields that they produce.
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Electroencephalography (EEG) involves recording and anal yzing electrical
signals generated by the brain. These signals are small and surrounded by a
variety of large electrical potentials originating in the environment. Resolv-
ing true electrical brain acti vity requires three elements: good equipment,
meticulous recording technique, and infor med interpretation of the data.
Improper technique may, in the worst case, lead to injury of a patient from
improper grounding or stray electrical currents. This chapter reviews princi-
ples of electricity and electronics relevant to EEG technology.

New to this chapter is a re view of the basic technical principles underl y-
ing digital EEG. Because of the increasing a vailability of low-cost micro-
computers and digital electronic technolo gy, cumbersome banks of ampli-
fiers and char t writers on w heels are rapidly yielding w ay to por table,
paperless personal computer—driven machines, some requiring no more than
a notebook computer, a headbox, and some cab ling. Reams of remotel y
warehoused EEG paper and da ys filled with ink stains and paper cuts are
being replaced by high-density, accessible digital storage media, such as
recordable compact disks (CDs) and digital video disks (DVD), and by net-
worked computer reading stations. More than just ane w fad, digital EEG
technology offers great improvements over analog technology, including
lower cost; increased diagnostic yield; less environmental pollution and less
consumption of natural resources; access to quantitati  ve and automated
analysis tools for EEG; and remote transfer , monitoring, and inter pretation
of EEG records. Clearly, digital EEG is a per manent tool. Every electroen-
cephalographer, medical student, and medical technologist should be famil-
iar with the science and engineering underl ying clinical EEG, now supple-
mented with a practical knowledge of digital computers, principles of digital
signal processing, computer networking, and data bases.

ELECTRICAL BASICS

The standard clinical (surface) EEG records potential dif ferences (volt-
age) between two points, one or both of which are on the scalp. The signals
of the EEG are based on the movement of electrical charges in biological tis-
sue. Charge, represented by the symbol Q, is quantized. It exists in units that
correspond to the charge of elementary particles, such as protons and elec-
trons. The charge of a single electron is very small; in practice, much larger
units of charge are used. In the metric meter -kilogram-second (MKS) sys-
tem, charge is measured in coulombs (C). One coulomb is appro ximately
equal to the charge of 6 x 10'® electrons (14). Movement of charge is called
current, usually denoted by I, and is measured in units of amperes (A). One

ampere of current represents a flow of 1 C of charge per second (for review,
see Purcell [26]). Current flows when electrons move or in association with
movement of negative ions (e.g., Cl~, anionic proteins) or positive ions (e.g.,
cations Na®, K*, or Ca"). Electron flow is more impor tant in electronic
devices, and ionic flo w is more impor tant in biolo gical systems. Cur rent
flow is conventionally defined from positive to negative. For example, Na*
ions moving from left to right (or C1~ ions moving from right to left) would
generate a positive current to the right.

According to a fundamental principle of electricity , like charges repel
and opposite charges attract. Thus, a collection of freel y moving charges
will arrange itself in a unifor m distribution so that (a) positive and nega-
tive charges are as near to each other as possib le and (b) positive-positive
and negative-negative charge pairs are as far apart as possible. Other phys-
ical forces such as gravity, friction, magnetism, moving mass, and nuclear
forces can oppose these electrical attractions and repulsions. This results
in a separation of char ges into more positi ve and negative areas. Such a
system stores electrical potential ener gy. This energy is released w hen
charges move to restore regional electrical neutrality. The unit of energy in
the MKS system is the joule (J). One joule, def ined in terms of kinetic
energy, is the energy required to accelerate a I-kg mass by 1 m per square
second over a distance of 1 m. This is approximately equivalent to the
energy a person would feel after dropping a lemon on his or her foot from
waist high. Voltage (V; or E, for electromotive force) is defined as energy
per unit charge. One joule of ener gy is expended when 1 C of char ge is
moved across a potential difference of 1 V. Voltages are always measured
between two points in space. It mak es no more sense to say that a single
point in an electrical circuit is 5 V than it does to say that a ball is “5 m.”
In some circumstances, the reference point for height or for v oltage dif-
ferences is implicit. This implicit location of a reference potential is called
ground ("physical ground” in a discussion of the height of a ball, or “elec-
trical ground” in the case of a voltage difference). The precise meaning of
electrical ground is elusive, because two places in the ear th are rarely at
identical potential with re gard to any third point. Nevertheless, potential
differences between a circuit element and either g round rod typically are
large in comparison with potential differences between two ground points.
Exceptions and cautions regarding possible voltages between two different
grounds are reviewed near the end of this chapter, in the section on elec-
trical safety.

Table 3.1 lists typical voltages and currents for a few commonly encoun-
tered systems.
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TABLE 3.1. Examples of voltage and current for circuits of interest

System Volts Amps
Lightening 100,000,000 10,000
Hoover Dam 50,000 2,000
Static from carpet 2,000 0.000001
Household light bulb 110 1
Car battery 12 200
Flashlight battery 15 0.6
Electrocardiogram 0.0015 0.00001
Scalp EEG 0.00005 0.000001

Note: Numbers are rough approximations, for illustrative purposes only. EEG,
electroencephalography.

CIRCUIT ELEMENTS

Combinations of a fe w simple elements can ser ve as models for man y
important electrical circuits, simple and comple  x: resistors, capacitors,
inductors, and power sources. These elements are described in detail in
numerous electronics texts; only a brief overview is given here (14).

Resistors

In the real w orld, energy transfer is ne ver completely efficient: Energy
carried by currents dissipates into heatb y resistance of the conducting
medium. Resistance is measured in joule-seconds per coulombs squared, or
ohms (€2). One ohm is the resistance that will cause 1 J of ener gy to dissi-
pate when a current of 1 A flows through it for a period of 1 second.

Figure 3.1 shows a hydraulic analogy to an electrical circuit. In this sys-
tem, electrical potential difference is represented by the difference in gravi-
tational potential energy (proportional to the difference in height) between
points A and B; current is represented by the flow of water (/), and the resis-
tor is the paddle wheel (R). As resistance increases (done by increasing the
paddle wheel radius or by making it more difficult to rotate), flow decreases
in an inverse proportional relationship for the same potential dif ference.
This is a statement of Ohm’s law:

V=I-R

where V (or E, for electromotive force) represents the v oltage, / represents
the current, and R represents the resistance. According to this law, the poten-
tial difference across a resistance is equal to the cur rent flowing through it,
multiplied by its resistance.

‘H'V\-n.

FIG. 3.1. Fluid analog of Ohm’s law. A-B is the change in height (which deter-
mines difference in gravitational potential energy) driving water flow. I, paddle
wheel; R, resists water flow.

Figure 3.2 shows a simple circuit consisting of a v oltage source (e.g., a
battery) of 10 V and a 100-m resistor. According to Ohm’s law,

V=I-R
10V =1-100Q
I=1017100Q2 = 0.14

In this circuit diag ram, the symbol represents a v oltage source, with the
positive terminal (or anode) drawn as the long line and the ne gative termi-
nal (cathode), or ground, drawn as the shorter line. The symbol is used to
represent a resistor.

N ATa A"
100 )
L )
10w oA
I=ER

FIG. 3.2. Simple circuit illustrating Ohm’s law. | = V/R = 10 V/100 QI = 1/10 A,
where V is a 10-V battery and R is a 100-o resistor.
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Electrical circuit resistors are usuall y made from materials w hose atoms
do not easily release electrons, such as carbon. Materials of very high resis-
tance (e.g., rubber, glass, or air) are refer red to as insulators. Resistive ele-
ments in the circuit created during EEG recording include the subject’” s
body, scalp-electrode interface, electrode, wiring, and inter nal circuitry of
the EEG machine.

Resistors may be adjustable to different resistance values. A straightfor-
ward example is a potentiometer, in which a dial adjusts the length of a resis-
tive substance through which current must pass. Modern electronic circuits
and several important biological circuits (e.g., electrically excitable neuronal
membranes) involve the use of resistors whose resistances change as a func-
tion of voltage.

Capacitors

A capacitor is a device that stores separated charges. It can be thought of as
two conducting plates that are very close together but separated by a thin insu-
lator, so that no char ge can flow between the plates. When a potential differ-
ence is placed across a capacitor, positive charges accumulate on the plate at
the positive end of the circuit. This attracts negative charges toward the other
plate. Movement of charges on the plates toward the boundary between them
causes a current to flow on both sides of the capacitor, without charges actu-
ally flowing across the plates. When repulsion by like charges on each plate of
the capacitor balances the force from the applied potential, no more cur rent
flows. It is intuitive that a large plate allows more charge accumulation before
crowding and mutual repulsion halt curents. Similarly, closer proximity of the
plates increases attractive force across plates and thereb y increases the cur-
rents. The third deter minant of capacitance is the type of insulator material
between the plates, known as the dielectric. In mathematical terms,

Cc=0/v

where capacitance (C) is defined as the amount of char ge that a par ticular
device can store for a given potential difference; O represents the charge (in
coulombs); and V represents the potential difference (in volts). The unit of
capacitance is the farad (F): 1 F is the capacitance that stores 1 C of char ge
when a potential dif ference of 1 V is applied across the tw o plates of the
capacitor. A 1-F capacitor is enormously large and is found only in very spe-
cialized applications. Most circuits use capacitors of 107 F (microfarads, or
UF) or of 107!2 F (picofarads, or pF).

If the voltage across a capacitor remains constant, char ge accumulation
on the plates eventually stops current flow. This property can be recognized

quantitatively by differentiating the equation C = Q/V with regard to time
and by assuming C is a constant:

dC _~  Q dv , 1 dQ
__0____+__
dt V2 dt VvV dt

dQ _Q dv

dt VvV o dt

dv

1=C~—

dt

Current is equal to capacitance multiplied by the change in voltage with
regard to time. Again, in circumstances in which potential difference does
not change in time, there is no current flow because of capacitors. Chang-
ing voltages induces current flow in circuits containing capacitors. As an
example, Fig. 3.3 displays the capacitor voltage versus time when the switch

1
{ s L

®. = ®

¥

FIG. 3.3. Resistor-capacitor circuit (used as a high-frequency filter) containing
voltage source (V), resistance (R), capacitance (C), and voltmeters measuring
voltage at input (Vin) and across the capacitor (V). The switch allows generation
of square-wave input shown at bottom of figure (Vin). Capacitor charges and dis-
charges exponentially with time constant: t= R - C.
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moves between positions 1 and 2 in the circuit shovn. The capacitor serves
to “smooth out” and delay the voltage pulse introduced into the circuit. It
is evident then that capacitors can ser ve as resistive elements (resisting
current flow), depending on how rapidly current is changing. Capacitors
will “pass” alternating current (AC) and block direct (unidirectional) cur-
rent (DC), after an initial cur rent flow when the DC is first applied. This
“resistance” to current flow is called capacitive reactance and is usually
designated by X.. Capacitive reactance is inversely proportional to the fre-
quency of an AC and is in versely proportional to the capacitance of the
capacitor. The formal formula is

X. = 1/(2nfC)

where X represents the reactance (in ohms); 7 is approximately 3.14; fis
frequency of AC (in hertz [Hz], or cycles per second); and C is capacitance
in farads. Energy “lost” in capaciti ve reactance is not reall y lost as it is in
heat dissipated by a resistor; rather, it is mostly converted to potential energy
in the form of charge separation.

Several biological elements have capacitance that alters the EEG signal.
These include cerebrospinal fluid, the skull, and the scalp. The electrodes
used to connect the patient to the EEG machine also alter the EEG signal. If
a train of 1-Hz delta waves in the EEG were led to a capacitor of 1 WF, reac-
tance would be 1/(6.28 x 1 x 107%), or 159,236 Q. If a train of 20-Hz beta
waves were led to the same capacitor, then the reactance would be approxi-
mately 7,962 Q. In this way, the capacitance of the scalp-electrode interface
offers more resistance to cur rent flow at low frequencies than at high fre-
quencies.

Inductors

Inductance is a magnetic phenomenon. Char ge in motion generates a
magnetic field; therefore, electric current flow produces a magnetic field.
A voltage is induced in any conductor that encircles a time-varying mag-
netic field. This finding is the basis for power generation in hydroelectric
plants, in which falling water from a dam or natural waterfall spins a mag-
net surrounded by a coil of wires, inducing substantial voltages in the con-
necting circuits.

An inductor is made of coils of wire that encircle the magnetic feld that
is generated by current flowing in the wire itself. Coils of wire, consisting
of many turns, are employed in inductors in order to encircle the magnetic
field many times, increasing the induced v oltage. In addition, increasing

the number of tur ns of wire increases the magnetic f ield strength for a
given current. Inductance is propor tional to the square of the number of
turns in the coil.

Magnetic induction is the basis for transformers, which convert one volt-
age level to another (Fig. 3.4).

The voltage across an inductor is propor tional to the deri vative, with
regard to time, of the cur rent passing through it. The constant of propor-
tionality is called the inductance. Inductance is measured in henr ys (H)
and is conventionally designed by the letter L. Inductance has the same
relationship to current that capacitance does to v oltage. It is governed by
the equation

di
s dt
A potential difference of 1 V placed across a 1-H inductance causes the
current through it to increase at a rate of 1 A per second. Induction may thus
be conceived as a form of electrical inertia. “Resistance” of an inductor to
current flow is referred to as inductive reactance, usually designated by X1,
Inductive reactance is proportional to inductance and to the frequency of the
current through it. The formula is

XL = Z‘EfL

where X1, represents the inductive reactance (in ohms); f represents the fre-
quency (in hertz); and L represents the inductance (in henrys). Energy “lost”
to inductance is actually stored in the magnetic field.

11uvnc. .11 WAC LOAD
_ _' N TERMA

CURRENT = | CURRENT = 1= 10

FIG. 3.4. Transformer uses two inductors to change 110 V of alternating current
(AC) with current | (through 10 - N turns) to 11 V of AC with current 10 - | (through
N turns). Note that power (I - V) is conserved.




ENGINEERING PRINCIPLES 37

Inductance is an impor tant concept in electrical circuits; ho wever, the
magnitude of inductive reactance is usually small in circuits relevant to clin-
ical electroencephalography.

Power Sources

Power (P) is ener gy per unit time, e xpressed in joules per second , or
watts (W). In an electrical circuit, po wer is calculated as voltage multi-
plied by current: V1. For a resistor, from Ohm’s law, this translates to I’R,
or V2/R. Power corresponds approximately to the colloquial impression of
“strength.” A high-voltage, low-current shock does not have much power,
just as a high-pressure spra y from a g arden hose with a v ery low water
flow rate does not have much strength. To continue the hydraulic analogy,
a high flow rate in a g arden hose with little w ater pressure produces a
soothing wash. Fire hoses combine high w ater pressure with high flo w
rates to produce a powerful stream. It is fortunate that high voltages alone
cannot kill, or the human race would long ago have been destroyed by sta-
tic electricity. As discussed later, currents are more dangerous to patients
than are voltages.

The two most commonly available sources of electrical power in modem
society are batteries and wall sockets. Batteries produce power by chemical
interactions between two metals immersed in an acid and produce DC. An
everyday wall socket is an AC power source that delivers a sinusoidal volt-
age at the conventional frequency (in the United States) of 60 Hz. Line volt-
age may be expressed as

V(t) = V,sin(o¢ + 0)

where V(?) represents the voltage as a function of time; V), represents the
peak amplitude of the voltage; ® represents the angular frequency (in radi-
ans/second), equal to 27tf (frequency in hertz); ¢ represents the time (in sec-
onds); and O represents the phase angle (in radians), w hich corresponds to
the amount of offset from the beginning of the sine wave cycle that exists at
time = 0. Figure 3.5 reviews some basic characteristics of sine waves.
Most AC voltages are described by the root mean square (RMS) v oltage
and not by the peak value. The RMS voltage is effective and produces the
same average power as would a DC voltage of the same v alue. For a sinu-
soid, the RMS value is equal to the peak value divided by the square root of
2. Thus, a wall socket that provides 110 V of AC (VAC) RMS actually deliv-
ers peak voltages of 156 V. Most AC voltmeters measure RMS volts.
Electronic circuits usually operate from DC po wer; however, they usu-
ally employ a power supply circuit that converts commonly available AC
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FIG. 3.5. Sine wave demonstrates relationship among degrees, radians, cycles
and among period, frequency, and phase.

power into DC. AC power sources are commonly provided because of their
advantages in production, storage, and delivery to consumers, in compar-
ison with DC.

Table 3.2 summarizes definitions, symbols, and useful for mulas pertain-
ing to common electrical terminology.

TABLE 3.2. Electrical terms and symbols

Term Units Symbol Comments
Charge Coulombs (C) Q 6 x 10'8 electrons
Current Amperes (A) | | = dQ/dt
Voltage Volts (V) V, EMF, E Joules/coulomb
Energy (work) Joules (J) E (or W) kg x m?/s?
Resistance Ohms (R) Q V=1xR
Capacitance Farads (F) C I = C x dVv/dt
Inductance Henrys (H) L V =L x dl/dt
Reactance (capacitance) Ohms Xc Xc = 1/(2rnfC)
Reactance (inductance) Ohms XL Xi = 2rfL
Power Watts (W) P P=1IxV
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Active Circuit Elements

Active circuit elements, w hich include vacuum tubes, transistors, and
integrated circuits, serve as fundamental building blocks for most modern
electronic devices, particularly amplifiers and oscillators. Active com-
ponents add power to a system and pro vide voltage amplification. Space
does not permit discussion of active circuit elements. Information may be
found in any standard electronics te xt (e.g., see Budak [2] and Horo witz
and Hill [14]).

CIRCUITS

Sustained current flow requires a closed circuit; otherwise, the circuit
functions as a very inefficient capacitor, with charges accumulating at the
open circuit ends and inhibiting fur ther charge flow. Circuits comprise the
various elements detailed earlier . Even the simplest real-life circuit—for
example, a battery with its positive and negative poles connected by a strand
of wire—exhibits a certain (small) amount of resistance, capacitance, and
inductance. Most circuits contain elements with more e xplicit resistive,
capacitive, or inductive components. Several circuit properties are important
for the understanding of EEG technology.

Circuit Elements in Series and in Parallel

Resistors and capacitors can be placed end to end (i.e., in series) or side
by side (i.e., in parallel) or in other conf igurations less pertinent to EEG
technology. Any number of resistors in series can be represented by a single
resistor of value equal to the sum of all of the series resistors:

R=Ri+R+...+R,

Resistors in parallel can be represented by a single resistor of value equal
to the reciprocal of the sum of the reciprocals:

R= 1
L1y 4L
R; R R,

Figure 3.6 gives some examples of series and parallel resistors and their
equivalents.

A similar relation holds for multiple capacitors in a circuit, e xcept that
capacitors are additive when positioned in parallel:

A
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FIG. 3.6. Demonstration of equivalent resistance. A: Three resistances in series
reduce to one resistance equal to their sum. B: Two parallel resistances equal
the reciprocal of the sum of the reciprocals of resistances (12 Q), which adds to
50 Q resistance in series. C: Three parallel resistances reduce to the reciprocal
of the sum or the reciprocal (12/11 Q).

C=C1+Cy+...+C,
Capacitors in series decrease total capacitance by the formula

1
C=
e
C 1 C2 Cn

It is possible to construct an endless number of complex circuits from a
voltage source, resistors, and capacitors, if the y can be arranged in serial
and parallel combinations. Three basic rules of electrical circuits are use-
ful in analysis of current flow and potential difference across any circuit
element:

1. Thévenin s theorem states that any system made up of resistors and volt-
age sources enclosed in abo x with two terminals protruding can be
exactly modeled by a system composed of one v oltage source and one
resistor in series. The value of the equi valent voltage source is found
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from the voltage appearing at the ter minals when no current is drawn
from the terminals. The value of the equivalent resistance can be found
by dividing the equivalent voltage by the current that flows when the
terminals are short-circuited.

2. Kirchhoff's voltage law states that the sum of the voltages across circuit
elements in a complete loop (star ting and finishing in the same place)
must be zero. Because of this, all elements in parallel ha ve the same
voltage across them.

3. Kirchhoff’s current law asserts that the net cur rent flow into a node
(junction point) anywhere in a circuit must be zero; that is, total current
exiting a node equals total cur rent entering a node. This means that all
elements in series have the same current passing through them.

In Fig. 3.7 these laws are applied to analyze simple circuits used in EEG
machinery. Figure 3.7 shows a circuit made up of an ideal v oltage source
and two resistors in series. To analyze the circuit, Ohm’ s law is first
applied:

V=I-R
Vm:(Rl-FRz)'I
N
(Ri + Ry)
R
Vi=Il-Ri=Vy —————
! ! (R1+R2)

FIG. 3.7. Simple voltage divider. If R1
and R2 are selected appropriately,
Vin can be divided up into V1 and V2 in
any ratio desired. Vi1 = Vi, - R1/(R1+
R2); V2 = Vin - R2/(R1 + R2).

Ry

Va=I-Ry=Vy  ——
2 2 (R + R>)

Assume that

Vin=11V, Ry = 1Q, and R, = 10Q

Therefore,
vio-ly. — 12 _11v-Q
V]=1V
and
=11y — 102 _110V-Q
Vo =10V

This circuit is called a voltage divider. It can be used to produce smaller
voltages in any ratio desired, depending on the ratio of the resistances.

Figure 3.8 illustrates a more comple x voltage divider with two switches.
This circuit, which is actually the sensitivity setting circuit from an EEG
amplifier, allows selection between two resistors with switch 1 and allows
selection among 12 resistors with switch 2 (32).

Analysis of circuits containing multiple capacitors is analo gous to the
exercises above.

FIG. 3.8. Electroencephalographic sensitivity switch circuit. A voltage divider
with selectable values for R1 and R2 via two switches. This circuit governs out-
put voltage amplitude to the electroencephalogram pen system.
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Time Constants

Figure 3.9 shows a capacitor and a resistor in series with a po wer source
connected via a switch. The input voltage (Vi,) and the output voltage across
the resistor (V.) are measured, as shown, by two imaginary voltmeters. This
circuit does not pass DC because of capaciti ve reactance. As discussed ear-
lier, it resists current flow in inverse proportion to the frequency. A point less
evident is that the resistor-capacitor (RC) circuit will also alter the timing of
applied electrical signals. The bottom of F igure 3.9 shows what happens
when a square-wave voltage is applied to the circuit at Vj,. By Kirchhoft’s
voltage law, voltage across the capacitor and the resistor must sum to the
voltage generated by the power supply. When the switch is in position 1,
electrons travel to the right plate ( Pr) of the capacitor and be gin to charge
that plate negatively. In the first small slice of time, few negative charges on
the left plate (P;) of the capacitor are repelled from this charge buildup, and
thus there is little v oltage across the capacitor. The entire voltage therefore
appears across the resistor . Later in time, Pr becomes more ne gatively
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FIG. 3.9. Resistor-capacitor circuit employed as a low-frequency filter, demon-
strating exponential decay of output to square-wave input signal. Circuit contains
voltage source (V), capacitance (C), resistance (R) and voltmeters measuring

voltage across the input (Vin) and across the resistor (V¢). Output at V. illustrates
low frequency filtering (and differentiation) of input (Vin).

charged, and more negative charges are repelled from P;. A voltage appears
across the capacitor, and less is measured across the resistor Later still, elec-
trons slow their migration to Pg, because they are repelled in propor tion to
the number of electrons already there. The equation to describe a process
whose rate is dependent on its amount is called anexponential equation, and
the inverse (reversed axes) is a logarithmic equation. Many processes in
nature are exponential or logarithmic: for example, unrestricted population
growth, cooling of a brick, radioacti ve decay, and the w earing away of a
stone’s surface in a stream. The process of charging the capacitor in the RC
circuit is exponential, so that the rate of char ging is inversely proportional
to how much it is already charged.
The formula for the voltage across the resistor (V) is

1) = de'”

where V(f) represents the voltage across the resistor at time ¢, 4 is a constant
representing maximum voltage; and 7T is called the time constant. The term
e represents the base of natural logarithms (approximately 2.718) and is also
the one constant for which the proportionality between the rate of change of
an exponential process and the process itself is unity.

The inverse equation may be obtained by taking the logarithm of each side:

In((2)) = In(4) — t/t

Theoretically, the capacitor in an RC circuit never becomes fully charged;
instead, it only approaches the full battery voltage in ever-decreasing incre-
ments (the more it is already char ged, the less it char ges in the ne xt time
slice). Consequently, a convenient convention is needed to describe ho w
long it takes an RC circuit to charge. One possibility would be to use the #1,2,
the time required to char ge a capacitor to halv e its final value. Engineers
prefer to use the natural logarithm as a yardstick and to utilize 1/e, which is
approximately 1/(2.718), which equals 0.368, or appro ximately 37%, as a
standard measure rather than the 50% point. Con ventionally, the time con-
stant of a series RC circuit, T, is the time required for the voltage across the
resistor to fall to 37% of the initial v alue. This is arithmetically equivalent
to the time required to char ge the capacitor to 63% of'its f inal value. The
time constant of an RC circuit can be calculated as the product of the resis -
tance and capacitance:

T=R-C

The bigger the resistor, the smaller the amount of current that is delivered
to the capacitor (by Ohm’ law) and the longer it tak es to fully charge. The
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larger the capacitor, the longer the f irst plate takes to “fill” with electrons
and develop a repulsive force on the second plate.

Once the capacitor in an RC circuit is nearl y fully charged (this being an
exponential process), a s witch may be opened to pre vent the charge from
leaking off. If the char ged capacitor is then removed from the circuit and
placed in series with a resistor, then as soon as a complete circuit is formed,
the capacitor will discharge through the resistor. The rate of discharge is also
exponential (or logarithmic, depending on w hich axis in the v oltage-time
relation is chosen as the independent v ariable). Initially, charges rush off
each plate, repelled by like charges on the same plate and attracted by oppo-
site charges on the other plate. As charges redistribute more equally, there is
progressively less force driving the movement of charge. The time constant,
T, also defines the time required for the charge to decline to 37% of the ini-
tial value. To avoid confusion over 63% versus 37% and charging versus dis-
charging, it is useful to remember that time constants represent a “majority”
of the appropriate change: (a) an increase to 63% of maximum v oltage on
charging or (b) a decrease to 37% of initial v oltage on dischar ging. The
direction of current flow is, of course, opposite to that of the initial charging
period, and voltage measured across the resistor therefore jumps to a ne ga-
tive value (see Fig. 3.9).

A circuit with a 1 x 10° Q (1 MQ) resistor in series with a 1- UF capaci-
tor would have a time constant of 1 second. Any constant stepped v oltage
drop applied across the resistor w ould decrease voltage to 37% of its f inal
value in 1 second. Similarly, a circuit with a 100- € resistor in series with a
1-uF capacitor would exhibit a time constant of 0.0001 second. ~ Applied
voltage steps downward would decline to tiny fractions of their initial values
within a few hundred microseconds.

If there are several circuits like the one in Fig. 3.9 (employed as a low-fre-
quency filter) in series, then the o verall time constant is less than any indi-
vidual time constant and may be estimated by the reciprocal of the sum of
reciprocals of the time constants of each circuit (6,14):

1
1o+1

T=

L.

Simple Filters

The analysis of an RC circuit demonstrates that lo w frequencies are fil-
tered by recording across the resistor of the circuit. Ho w much filtering is
done depends on (a) the frequenc y content of the input v oltage and (b) the

time constant of the circuit. Lo w-frequency filtering is used in e very clini-
cal EEG recording in order to pre vent DC potentials (e.g., tissue-electrode
polarization) from overwhelming the biological signals. Figure 3.10 shows
examples of calibration v oltage pulses passed through EEG circuitr y with
time constants corresponding to filters with cutoff frequencies of 0.1, 0.3,
1.0, and 5.0 Hz. Note that on man y EEG machines, the time constants are
given in seconds. The time constant in seconds is calculated from the fol-
lowing equation, w hich governs its relation to the cutof f frequency. The
shorter the time constant is, the more attenuated the lo w-frequency compo-
nents of the signal become. A low-frequency filter is sometimes referred to
as a high-pass filter, because it allo ws high-frequency signals to pass.
Another way to characterize a low-frequency filter is by specifying the fre-
quency (assuming a pure sine w ave input) at w hich output is reduced to a
fixed fraction of the input. This frequency, called the cutoff frequency, is
inversely related to the time constant and multiplied by a factor of 1/(r) (to
convert from frequency in radians to cycles per second):

1 1 0.16

ﬁuloff = = -

With a time constant of 1 second, the cutoff frequency is 0.16 Hz. A time
constant of 5 seconds yields a cutof f frequency of 0.03 Hz. A T of 0.1 sec-
ond corresponds to a cutof f of 1.6 Hz. High-pass (lo w-frequency) filters
pass at least 70% (more precisely, 1/V2) of the signal amplitude for inputs
of frequencies higher than the cutoff frequencies.

T

5.0 T
FIG. 3.10. Response of low-frequency filters to 50-uV square-wave calibration
input, with respective cutoff frequencies of 0.1-, 0.3-, 1.0-, and 5.0-Hz.
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Low-frequency filtering causes an advance in the timing of voltage peaks
for a sinusoidal input signal. One w ay to envision the mechanism of this
phase shift is to reco gnize that the later por tions of a slow wave occur at a
time when the filter capacitor is resisting accumulation of additional charge
on the plates. The later portions of the slower waves are therefore attenuated,
and the peak of the wave is shifted to the left (i.e., the filter differentiates the
input voltage with re gard to time). At the cutoff frequency, the peak is
shifted earlier by /4 radians (45°, or one-eighth of a ¢ ycle) (32). This can
be very significant in practice if filtering is applied to one channel and not
another. For example, assume a 5-Hz theta wave is recorded in two different
EEG channels having low-frequency filters set to different cutoff frequen-
cies. If channel 1 has a cutoff of 0.1 Hz and channel 2 has a cutoff frequency
of 5 Hz, then the w ave in channel 2 will appear to ha ve occurred 25 mil-
liseconds before the wave in channel 1, e ven though they both came from
the same source. If the EEG reader is not aware of these filter settings, he or
she may misinterpret this type of record.

High-frequency filtering may be obtained from an RC circuit by taking the
output across the capacitor. Rapidly changing input v oltages (high frequen-
cies) generate little potential difference across the capacitor and thus generate
little output. Slowly changing currents, in contrast, build up substantial volt-
ages across the capacitor plates (the capacitor has time to charge). A high-fre-
quency filter is a low-pass filter. The cutoff frequency is defined as the recip-
rocal of 2mtt (1/[21T]), just as with high-pass f ilters. Figure 3.11 shows the

HF¥=3% Hx
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FIG. 3.11. High-frequency filtering of spike waves to show attenuation of spike
component with 15-Hz high-frequency cutoff. Data are reproduced from an
ambulatory cassette electroencephalographic (EEG) monitor played back to a
standard EEG machine for paper output.

effect of two high-frequency filters having cutoff frequencies of 35 Hz and 15
Hz on a spike-and-wave discharge. Spike amplitudes become noticeably atten-
uated at a lower high-frequency cutoff; slow waves are barely altered, except
that they are made smoother.

High-frequency filtering also produces phase shifts in the timing of sinu-
soidal (or approximately sinusoidal) signals, because it takes time for a capac-
itor to charge and develop a voltage across the tw o plates. In this case, the
phase shift causes a delay in the peak of the w aveform. This delay becomes
significant only for high-frequency signals. At the cutoff frequency, a sine
wave is delayed by one-eighth (45°, or /4 radians) of a cycle (32).

Impedance

Impedance is a term used for the combined ef fects of resistance, capaci-
tive reactance, and inducti ve reactance. The formula for calculating the
impedance of a series circuit is

7Z=\VR>+ (XC +XL)2

where Z is in ohms and the remaining terms are as defined earlier. Inductive
reactance is subtracted from the capaciti ve reactance, because their v alues
have opposite phase. In the practice of EEG, inductive reactance can usually
be ignored. Impedance, represented by Z, replaces resistance in the analysis
of AC circuits. In AC circuits, Ohm’s law takes the form

V=I1-Z

This equation describes only the amplitudes of the waveforms considered.
J/ I, and Z are each a function of frequency, and they may be shifted in phase
in comparison with one another . These phase shifts can ha ve significant
effects on the behavior of AC circuits; however, a proper treatment of this
subject requires complex mathematics that are beyond the scope of this dis-
cussion.

Impedance can be signif icant in se veral aspects of EEG. The most
important of these is probab ly safety considerations (see later section on
electrical safety): dangerously low circuit impedances can allow high cur-
rents to pass through tissue with potentiall y disastrous consequences.
Impedance is also impor tant in comparing amplitudes in dif ferent EEG
channels. High impedance (typically in a poorly affixed electrode) causes
the EEG machine amplifiers to work improperly and distorts the resulting
signal in that channel. Impedance is also an impor tant factor in coupling
the output of one amplif ication stage to another . The EEG machine is
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designed so that electrodes should have impedances in the range of a fe w
thousand ohms, whereas the input impedance of the machine is in millions
of ohms. If the impedance of the input is too lo w, the second stage may
draw significant current from the primary stage and distort the measure-
ment. Suppose, for example, that a 100-u} EEG signal is inputted into a
circuit with a 1,000- Q resistor. Assume that the input impedance of the
EEG machine is 10° Q and therefore in a position to draw negligible cur-
rent from the circuit. Current through the circuit will be 0.1 nA (10 = A).
In contrast, now suppose that the EEG machine has an input impedance of
1,000 Q. Total circuit impedance is now 2,000 €, and current through the
circuit is 50 nA. Because of the low-input impedance, the output signal is
attenuated and measured as 50 W/ rather than 100 n¥ as in the first case.
This illustrates that the high-input impedance of a good amplif  ier pro-
duces its output voltage largely independently of electrode impedance. It
is essentially the voltage divider seen earlier in this chapter, with one resis-
tance being much larger than the other. As a result of this design, the elec-
trode impedance during nor mal EEG recording can v ary by a factor of
almost 10, with only minor alterations in the quality of the EEG.Very high
electrode impedances, which approach those of the EEG machine input,
cause the phenomenon called impedance mismatch, which results in sig-
nal attenuation, as demonstrated in the example earlier.

THE DIGITAL WORLD
Introduction to Digital Computers

The rapid and continuing spread of computers into all aspects of peo-
ple’s personal and professional lives requires that much information gath-
ering, storage, and communication be converted to their language, the lan-
guage of numbers. Properly referred to as digital computers, these devices
primarily manipulate, store, and display numbers, or their equi valents, in
various forms. Their strength lies in the fact that they perform these tasks
extremely fast, executing simple commands at speeds measured in mil -
lions of instructions per second (mips) and performing calculations mea-
sured in millions of floating point operations per second (  megaflops).
Conceptually, a digital computer can be envisioned as a group of individ-
ual devices, such as a calculator (central processing unit [CPU]), informa-
tion archive area (hard disk), computer monitor , floppy disk drive, key-
board, printer, and temporar y memory storage area in w hich data are
temporarily kept for manipulation (random access memor y [RAM]).

These devices are all connected both to each other , by a communication
cable called a bus, and to a clock. Each de vice is assigned a priority ,
according to its importance, and an interrupt flag, which is turned on when
the device needs to do something and tur ned off when it is w aiting for
instructions. Figure 3.12 depicts a schematic of this ar rangement. The
clock keeps track of time, so that events can occur in a synchronized man-
ner. In a typical instruction cycle in a computer’s life, the clock ticks, and
the CPU goes looking around the bus to determine which devices need to
be serviced. It checks the de vices in order of priority around the b us to
determine which get served first. The CPU services the devices as neces-
sary before moving on to the next request. If an instruction is given to copy
data from the floppy drive to the hard disk, the floppy drive sets its inter-
rupt flag to “on” and asks for service. The CPU, cycling around devices on
the bus, notices this and mo ves a piece or pieces of data from the flopp y
drive to the hard disk, as requested , all the w hile taking brief periods to
look around the bus for other tasks to complete, which it prioritizes. If no
other devices need service, it may continue this operation until the f ile is
copied and then turn the flag on the floppy drive to “off.” If other devices
with higher priority request attention, then the floppy drive will wait until

FIG. 3.12. Schematic diagram of personal computer architecture. A fast clock is
built into the central processing unit (CPU), which is connected to random
access memory (RAM), peripheral structures (such as the floppy and hard dri-
ves, printer, and fax machine), and computer monitor. State-of-the-art machines
have a variety of other design features and peripheral devices, such as “burst
cache” memory, network access, and digital video disk (DVD) drives. Despite
these tremendous advances, the basic machine design reduces to the opera-
tions described in the text.
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the more important tasks are completed. Devices with lower priority may
wait until the cur rent job is f inished before they are serviced. If many
devices request attention at one time, as frequently happens, then the CPU
may take turns servicing them, but it distributes service time according to
device priority. The faster the clock ticks (as of this writing, personal com-
puters have clock speeds of over a billion cycles per second [gigahertz]),
and the larger the capacity of the b us, the faster and more efficiently the
computer operates. As computers become e ven faster, this rule breaks
down somewhat as the rate-limiting steps in some processes change; for
instance, they may change to time it takes for the reading heads to access
the hard disk dri ve or transfer infor mation to and from memor y. More
ingenious ways of speeding up these processes continue to be dreamed up
by engineers, such as “b urst cache”, an ultra-f ast hard-wired section of
memory that holds critical information for brief periods, and putting more
and more microscopic devices on the machine’s CPU chip, so that transfer
distances and times are minimized. Because theoretical limits to the den -
sity of integration of these chips are approached, completely new types of
computing strategies, even using li ving cells to store infor mation, are
under development.

Computer programs that directly access machine hardw are and allow
users to give commands to this system via the keyboard or to run programs
are called operating systems or software platforms (e.g., Windows, Mac-
intosh Operating System (MOS), Disk Operating System (DOS), UNIX,
and LINUX). The actual machines and their indi  vidual components
together form hardware platforms. Other computer programs that run on
these computers and can be star ted or stopped by commands through the
operating system are called applications. The computer programs that pro-
vide interfaces, displays, and commands through which users interact with
digital EEG machines are e xamples of such applications. In most cases,
however, the hardw are platforms that constitute these machines are the
same standard personal computers that are used to balance checkbooks or
surf the Internet, with the exception of some specialized hardware, which
is discussed later. The easy-to-use graphical windows through which these
programs are run are called GUIs (pronounced “gooe ys”), for graphical
user interfaces.

Analog and Digital Signals

The basic currency of EEG is electrical acti vity generated by the brain
and recorded by scalp electrodes after it is conducted through the inter -

vening tissues. On a standard EEG machine, filters and amplifiers process
brain signals so that the y can be conducted to pens, w hich transfer these
signals in a continuous flow of ink to the EEG paper that scrolls beneath
them. Throughout this process, brain acti  vity, although transfor med,
remains continuous and uninter rupted. In this scheme, brain acti  vity
remains an analog signal, as it is analogous to the source signal, and every
point in time can be mapped back to every point in the source signal if one
knows the “recipe” for transformation is known. A digital signal is differ-
ent in that it is discontinuous, consisting of a sampling of the source sig-
nal in time with spaces left betw een the data points. Rather than be gin a
smooth, continuous line drawn on paper, a digitized signal can be written
as a table of numerical values. When these values are plotted on a g raph,
they form a representation of the original signal, with spaces betw een the
data points. Engineering theory provides mathematical rules, which deter-
mine how many points, or samples, are necessary to uniquely resolve a
particular kind of signal or w aveform. These rules, to some de gree, are
governed by what clinicians wish to do with the data and are discussed later
Table 3.3 reviews a number of common items that can be represented in
analog or digital form.

TABLE 3.3. Analog and digital comparisons

Analog
machine

Digital

Reference machine Comments

Time Pendulum clock  Digital clock The pendulum clock has
smoothly moving hands;
the digital clock has
discrete numbers.

The stylus traces groves in
vinyl records, generating
an electrical signal that
is carried to the speakers.
Numbers burned onto a
compact disk are read by
a laser, generating discrete
voltages sent to speakers.

The painting has smooth,
continuous brush strokes.
Dots or pixels compose the
newspaper photograph;
they can be seen through
a magnifying glass.

Music Long-playing

vinyl record

Compact disk

Art Qil painting Newspaper

photograph
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Analog-to-Digital Converters

The heart of a digital EEG machine is the  analog-to-digital converter
(ADC). This device usually consists of a circuit board installed in a com-
puter and is composed of se veral conceptual parts: (a) a clock, (b) av olt-
meter or series of voltmeters, and (c) very rapidly accessible memory stor-
age. The signal from a single EEG channel is inputted into a cor responding
channel in the ADC board, the voltage across the input in the board is mea-
sured, and its numerical v alue is written down in memory. The clock ticks
off a certain measure of time, and the process is repeated at rgular intervals,
yielding a table of evenly spaced numbers. The number of times per second
that the voltage is measured is called the sample rate and is measured in
samples per second (hertz). The higher the sample rate, in general, the bet-
ter the reproduction of the input signal. ~ADC boards are measured (and
priced) according to their number of input channels; their throughput, or the
total number of samples per second that can be acquired b y the entire
device; and their resolution (described later). The throughput can usually be
directed to and divided among any number of channels in the de vice. This
number may be only one channel, if v ery fast sampling is required, or the
total number of channels available, depending on the application. For exam-
ple, if an ADC board has 32 input channels and a total throughput of 6,400
samples per second (6.4 kilohertz [kHz]), it can sample each of 32 channels
at a maximum of 200 Hz each. The device could also sample two channels
at 3.2 kHz each.

ADC:s are also distinguished by their design for data sampling, including
boards that sample each channel in turn and stagger them in time (it takes at
least a few milliseconds to sample each channel), sample-and-hold de vices
that sample sequentially and then align data points in time, and devices that
sample all channels simultaneousl y. Another important characteristic of
ADC:s is their resolution or precision. This is a measure of ho w finely the
voltage can be subdivided when measured (e.g., to 1, 0.1, or 0.01 V). This
precision is measured in bits, each bit being a place in a binary number. The
total number of voltage values that can be resolved is 2", where 7 is the num-
ber of bits. If V) is the maximum range of the board , then the input is
resolved in steps, whereby AV is V,/2". For example, if the board can resolve
only two bits and is measuring on a scale of —100 to 100 iV, then there are
22, or four, possible values for the EEG signal, each data point being
rounded to the nearest 50 uV. At this resolution, such a signal w ould look
very rough, as measurements are rounded to the nearest 50 pV, without any
possible values in between. This type of resolution is far different from the

smooth lines drawn by pens on paper that are used with analo g machines.
Bits are used to measure resolution because the language of computers is
binary numbers, in which each bit is a little electrical s witch that is turned
either on (a value of 1) or off (a value of 0). When these switches grouped
together (usually in multiples of 8, 16, 32, or 64 at a time), the y become
binary numbers. For example, in the number 101 in binary, the first place on
the right has the decimal value of 1 - 1 = 1, the 0 in the middle (twos) place
has the decimal value 0 - 2 =0, and the 1 in the most leftw ard (fours) place
has a decimal value of 1 - 4 = 4. Therefore, the binary number 101 is equal
to(1-4)+(0-2)+(1-1),or5,in the decimal system. The number of bits,
n, in a binary number can then resolve into a maximum of 2" divisions. ADC
used in early digital EEG machines w ere eight-bit devices, able to resolve
EEG signals into 2% = 256 divisions. Therefore, in a range —150 to +150 uV,
steps of 300/256 nV, or 1.17 nV, can be resolved. This initial resolution par-
tially contributed to slow acceptance of these new devices because the trac-
ings did not look as good as on paper. Most current EEG machines have 16-
bit resolution and, for an input range of 150V, can resolve 300/65,536 LV,
or 0.00457 wV. Table 3.4 depicts the resolution of a voltage range of —1.0 to
1.0 V as a function of the number of bits of the ADC.

Of importance is that the input voltage (2,000 LV in this case) is not the
actual input voltage that is divided up by the ADC. Rather, all brain activity,
once brought into the machine, is amplif ied by a certain multiplier (called
gain; the inverse of this is sensitivity, the term commonly used to refer to
controls to adjust amplitude on the EEG) that brings it into the standard
input range of the ADC device (a typical range is +5 V). In the earlier case,
recording +1,000 uV would require a gain of 5,000 to bring it to +5 V.

Although it may not seem at f irst that a typical electroencephalo grapher
can tell the dif ference between 8-, 12-, and 16-bit resolution, these dif fer-
ences, particularly at the lower end of resolution, are easily apparent on rou-

TABLE 3.4. Voltage steps for digitizers of various resolutions

No. bits No. levels AV for V; = 2000 pVv

1 21=2 1,000 pVv
2 22=4 500 pVv
3 23=38 250 pv
4 24=16 125 pv
8 28 =256 7.8 uv

12 212 = 4,096 0.49 pv

16 216 = 65,536 0.031 uv




46 ENGINEERING PRINCIPLES

tine reading of clinical records. For this reason, digital EEG technology was
not widely used until 12- and 16-bit machines became a vailable.

Visual Resolution: How The Electroencephalogram Looks
to the Reader

As noted earlier, a frequent criticism of digital EEG, par ticularly when
this technology first became available, was that it just did not look as good
as on paper. At first glance, this is tr ue. Paper EEGs are lar ger than most
early computer monitors, the tracings are continuous w aveforms in dark
black ink, and large areas of the paper are de voted to each channel with, in
general, plenty of space betw een channels. Digital EEG systems initiall y
used 15-inch monitors; channels w ere often crammed to gether with little
space between them, depending on the number of channels; and waveforms
just did not appear as crisp as paper EEGs. Ne  wer digital systems ha ve
improved a great deal on these early systems, making use of larger monitors
with higher resolution and with better and more fle xible graphical displays.
A number of important characteristics should be k ept in mind in assessing
how a digital EEG tracing looks to a reader . Many of these parameters can
be adjusted to improve the appearance of the EEG, although some ma y be
hard-wired into the EEG machine.

Data Sample Rate

Low data sample rates ma y leave considerable spaces betw een data
points, when tracings are magnif ied to rapid paper speeds on digital dis-
plays. Higher sample rates gi ve an EEG recording the appearance of a
smoother, connected line in the horizontal (time) dimension.

Data Resolution

Data resolution, mentioned earlier in the context of ADC, is a function of
the ADC and consists of the number of bits in w  hich the EEG signal is
recorded. The more bits of data resolution there are, the better the signal
looks, because smaller incremental changes in voltage are displayed, giving
the appearance of a smooth, connected line rather than a jump 'y, step-like
tracing in the v ertical dimension. On older eight-bit EEG machines, this
stepwise quality to EEG tracings w as sometimes quite e vident. On newer
systems, this is much rarer , inasmuch as tracings are vie wed on standard
gain settings with multiple channels displa yed on the screen at one time;
however, it is possible to adjust display parameters so as to allow the reader

to view the limitations of a given data resolution—in many cases, primarily
by spreading smaller epochs of time over the screen (e.g., 1 to 2 seconds) at
high gains (see later discussion).

Monitor Resolution

This feature, sometimes neglected in discussions of digital EEG display,
is, along with monitor size and dot pitch, an impor tant determinant of how
a digital signal looks when the EEG pattern appears on a monitor. Monitor
resolution is the number of pix els in each direction that can be used to f ill
in points on the EEG tracing. F or example, a common resolution of com-
puter monitors is 1,024 x 768 pixels. If 10 seconds of the EEG are displayed
(for the time being, without re gard to pixels dedicated to channel labels,
screen borders, and so forth), then each second of the EEG on the horizon-
tal axis has 102 pixels devoted to its display. If the EEG is sampled at 250
Hz, then less than e very other data point can be displa yed. In the v ertical
direction, there is a more se vere restriction, because typical EEG tracings
may have 32 channels or more. In this case, ag ain without regard to pixels
devoted to borders or labels, each channel may have only 24 pixels devoted
to it in the vertical direction. If the EEG has a dynamic range of 30QuV, then
very sharp waveforms, such as spikes, which may change by 150 uV over a
fraction of a second, may look quite choppy. Larger monitors may help to
better visualize tracings and allo w space for each channel, in comparison
with paper. This increased size of the vie wing area should also be coupled
with higher resolution, when possible (and affordable), so that the increased
size does not serve to emphasize the distance between data points and does
not further accentuate the noncontinuous nature of digital w  aveforms.
Smaller monitors have the advantage of crowding each channel in such a
way as to make it appear more continuous to the e ye, but this is overridden
by the disadvantage of making the reader strain to mak e out what can turn
into a jumble of waveforms crammed into a small space.

Other Items: Dot Pitch and Color

Other items that can affect the appearance of the EEG are the dot pitch of
the monitor and how color is applied to tracings. Their effect is, in general,
smaller than that of the items just described. Dot pitch is the diagonal dis-
tance between display pixels. The smaller the pitch is, the higher the screen
resolution is and the g reater the number of pix els that the screen can con-
tain. Changes in color for dif ferent groups of channels are sometimes used
for ease of reading, although less commonl y by more seasoned electroen-
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cephalographers. The authors’ preference is to mak e the tracings b lack
against a white or easy-to-read light backg round, but choice of colors and
tracing displays are usually a matter of personal preference.

Recording “The Right Stuff”: Nyquist’s Theorem and Aliasing

A few important engineering rules govern how digital EEG signals must
be acquired in order to guarantee that the EEG records the appropriate sig-
nals. The most important of these is called Nyquist’s Theorem, which states
that, in order to reliab ly digitize a signal of a gi ven frequency, £ the signal
must be sampled at a rate of more than tw o times £ For example, if the sig-
nal to be recorded has components of interest at 100 Hz, then a sample rate
of greater than 200 samples per second (also properl y stated as 200 Hz) is
required. The reason for this sampling requirement is something called alias-
ing. Aliasing occurs when a signal of a cer tain frequency is sampled too
slowly to resolve its frequency content, so that the resulting samples, w hen
put together, compose a signal w hose frequency is lower than that of the
source signal. The true frequency of the signal “folds back™ on one-half the
sampling frequency, giving the aliased frequenc y. Once this aliasing has
taken place, it is impossib le to recover the original signal from the samples.
This is best demonstrated b y an example. Suppose an electroencephalo gra-
pher wants to record a brain rh ythm that occurs at 75 Hz, w hich requires a
minimum sampling rate of 150 Hz, but the bargain-basement device that the
purchasing department acquired for the electroencephalographer has a max-
imum sampling rate of 100 Hz per channel. Not belie ving in Nyquist’s theo-
rem, the electroencephalographer records the activity. An aliased signal of 25
Hz will therefore be recorded , introducing error into the data. F igure 3.13
depicts this phenomenon for a 5-Hz sine wave sampled at 8 Hz, which is less
than the Nyquist frequency of 10 Hz. The sine wave reconstructed from the
samples is only 3 Hz. Just as the ter m “alias” in common speech means a
false name, so is an aliased signal a false representation of the source signal.

One method to significantly reduce aliasing is through the use of antialias-
ing filters. These simply are low-pass filters whose cutoff frequencies are
equal to or less than one-half the sampling rate, the highest frequenc y com-
ponent of the signal that can be resolv ed without aliasing. This ensures that
higher frequency components are eliminated before digitization. Another way
to be sure that a signal is not aliased is to oversample, which is sampling at a
rate higher than that required by Nyquist’s theorem. For example, most com-
mercial EEG machines ha ve sampling rates of at least 250 Hz to sample a
bandwidth of 0.1 to 100 Hz. There are many practical reasons for doing this.
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FIG. 3.13. Example of aliasing in an under sampled signal. Top: The original
analog signal, a 5-Hz sine wave, and the discrete points sampled at eight times
per second (open circles). Bottom: The analog sine wave reconstructed from the
samples. Note that the frequency of the reconstructed signal is only 3 Hz.

Most important is that most commercial filters, such as those used in antialias-
ing, remove only approximately 37% (30% on Grass machines) of signal
power at the cutoff frequency. This means that there is still signif icant power
higher than the cutoff allowed into the EEG. Oversampling prevents this por-
tion of the source signal from being aliased. When oversampling is combined
with antialiasing filters, the aliasing can be eliminated.

Referential Recording

One important difference between analog and digital EEG machines is
that digital machines use the principle of “referential recording. ” In this
scheme, a separate electrode, called the reference, or a combination of elec-
trodes such as the ear or mastoid electrodes (A1 and A2, or linked ears), are
used as the second input (“grid 2” in older EEG language) into the differen-
tial amplifier for each channel. In this recording con vention, the potential
difference at the reference is subtracted from each electrode location (e.g.,
Fpl — ref, Fp2 — ref), so that each data point stored in memor y consists of
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FIG. 3.14. Example of a referential digital recording,
viewed in both a bipolar montage (A) and then the
“machine reference” montage (B), with the potential at
each electrode location minus the reference displayed.
In this case, with the references (lined ears) off the
patient, the bipolar record appears to demonstrate low
voltage and muscle artifact (a). On the machine refer-
ence, notice the 60-Hz artifact in all channels, which
indicates that the reference is either of high impedance
or off the patient. The data viewed in A are not physio-
logical.
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the voltage derived by subtracting the potential at each electrode location
minus the reference. This convention allows the reader to convert this  sim-
ply by subtracting or adding channels appropriately. For example, to get the
channel Fpl — Fp2, the technician needs only to take the data in memory for
the channel Fpl — ref and subtract Fp2 — ref:

(Fpl —ref) — (Fp2 — ref) = Fpl —ref — Fp2 + ref = Fpl — Fp2

The reference channel activity thus cancels, and the result is Fpl — Fp2. In
this way, simply adding and subtracting the appropriate channels can yield ary
conceivable montage. This is to be distinguished from bipolar recording, in
which the montages remain f ixed and can be changed onl y by physically
changing the wiring in the machine, which may be accomplished through the
channel selector or montage selector on analo g machines (see later discus-
sion). Referential recording has numerous adv antages over bipolar recording
in that it allows the reader to revise the montage at will when examining a par-
ticular section of the EEG to get numerous views of a particular discharge. In
addition, referential recording allows use of a variety of computed references,
such as an “average reference,” Laplacian reference, or individualized custom
references for each patientb y combining signals from multiple channels
mathematically. One potential disadvantage of referential recording is that the
data in all channels ma 'y be compromised if the reference electrode or elec-
trodes are disrupted or are of high impedance, par ticularly in the presence of
significant external noise. In these cases, the noise may overwhelm the signal
in all channels, leaving the reader a tracing of v ery low amplitude with little
to no signal content. A quick review of EEG data on the machine reference
montage demonstrates high-amplitude 60 Hz ar tifact in all channels, indicat-
ing the reference problem. For this reason, the authors recommend that each
digital tracing be viewed briefly both during recording by the technologist and
later on review by the reader f irst on a “machine reference” montage (each
channel minus the reference) to check for high impedance in the reference
electrode (see Figure 3.14). The authors have personally seen records misin-
terpreted as low voltage with little normal background because of such tech-
nical difficulties.

THE ELECTROENCEPHALOGRAPHIC MACHINE:
AN OVERVIEW

The EEG machine has been the subject of study , development, and use
since the 1920s. Although the basic elements are similar to those emplo yed
in the days of Hans Berger, many of the components and circuits have been

vastly improved. One-channel machines have expanded to machines with 8§,
16, 20, 24, 32, 64, 128, and even more channels. Vacuum tube—based ampli-
fiers have given way to transistorized amplifiers and then to inte grated cir-
cuits of increasing comple xity and smaller size. The electronics that once
constituted machines of se veral hundred pounds that w ere pushed around
the hospital by burly EEG technologists now can be worn on a patient’s belt.
Paper output has persisted for a sur prisingly long time, ar guably because
electroencephalographers tend to be very conservative and concrete. Never-
theless, oscilloscopic output de vices and methods for computerized signal

analysis have been around for decades and steadil y attract devotees. The
paperless EEG is in a race with the paperless office. In the next section, the
major components of a typical modem EEG machine are considered in view
of the engineering principles described earlier, with new emphasis on inte-
gration of digital signal technolo gy. Figure 3.15 shows a block diagram of
the circuit containing the patient and EEG machine, w hich consists of both

e charmet oorined
kacieocis lant & oallraiiem

t .t 1

high pess .Iﬂlll'lﬂl!'

=
Hom

vy
m

I—

'-f

o
!

EEf --ll—-—i :
FIG. 3.15. Block diagram of major functional units of the electroencephalo-
graphic (EEG) machine. Filters and amplifiers are contained in EEG amplifier

units. Paper, ink, and drive train are replaced in digital EEG machines by an ana-
log-to-digital converter, a computer monitor (oscilloscope), and a computer.
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digital and analog components. The machine’s main functional units are
defined in individual blocks.

Just as the function of an automobile is to serve its driver, the function of
an EEG machine is to ser ve the patient. The entirety of EEG technolo gy is
devoted to faithful representation of the electrical signals generated b y a
patient’s brain. These signals arise primaril y from spontaneous synaptic
activity in cerebral cor tex. Regional voltage differences in brain are com-
municated via the conductive components of the head to the scalp. At that
site, biology meets technology.

Electrodes

Electrodes conduct electrical potentials from patient to the EEG machine,
usually with help from a conductive paste connecting skin to electrode. The
electrically conducting paste that is used to couple the electrode and the skin
serves two functions: It transmits potentials from the brain to the EEG
machine, and it decreases movement artifacts. Electrodes are made of metal,
but not all metals mak e equally good EEG electrodes. Proper electrodes
must be good electrical conductors (an indicator of available mobile charge)
and must make good contact with the electrol yte paste that covers the skin.
Electrodes establish this contact through double layers of charge.

When metals are placed into a conducting solution, such as a solution that
contains free ions to carry current flow, there is the oppor tunity for charge
to move between the metal and the solution. Diffusion of ions leads to a sep-
aration of metal ions from the metal electrode. How far the charge strays and
how great a potential difference is developed depend on the balance between
an ion’s mobility in solution and the retarding force from charge separation.
In the steady state, a layer of charge is established on the metal surface, and
a layer with opposite polarity is estab lished in the solution near the metal.
This system resembles the charged plates of a capacitor . If a v oltmeter is
connected across the solutionb y connecting one lead to the metal and
another to the solution, a small potential is measured. This indicates that a
small steady-state current of ions is flowing between the metal and solution.
The potential measured in this manner is called the electrode potential.
Electrode potentials may be measured in the range of up to 1 V: that is, four
to five orders of magnitude larger than the voltage of the EEG (6).

When a voltage (such as that from the EEG machine) is applied to an elec-
trode and an electrolyte solution, the double layer between the two is disturbed,
and current flows between the electrolyte solution and the electrode. This cur-
rent is added to the steady-state electrode-electrol yte current. If the electrode

potential is large in comparison to the signal of interest, the electrode is said
to be polarized or nonreversible. Such electrodes have large resistances and
capacitances, which distort the EEG pattern. In order to detect the EEG signal
with polarized electrodes, low-frequency filtering to remove the DC electrode
potential is required. Fur thermore, the electrode itself ser ves as a lo w-fre-
quency filter because of capacitance at the double layer.

Reversible electrodes are electrodes that do not easil y become polarized.
One way to produce such electrodes is to deposit a metallic salt containing
an ion in common with the conducting solution on the electrode. An exam-
ple of this is the silver chloride (AgCl) electrode. Such an electrode may be
fabricated by immersing silver wire in a solution of electrol yte-containing
chloride and placing a positi ve voltage across the electrode. Chloride ions
migrate to the surface of the silver and impart a distinctive gray color. When
a chloride-treated silver electrode comes into contact with NaCl solution on
the skin, currents of CI~ ions flow freely between the electrode and the solu-
tion and pre vent the electrode from becoming polarized. P olarization is
avoided because the electrode and the solution can communicate with ions
(namely, CI~ ions from electrode and electrol yte, respectively) that exhibit
identical mobilities in solution. Silv er chloride electrodes are useful for
recording DC and potentials of very low frequency.

Reversible electrodes can also be constructed from noble metals, such as
platinum and iridium. For a more in-depth consideration of these electrodes,
see Cooper (5), Cooper et al. (6), or Weyer (33).

The ability of dif ferent kinds of electrodes to reproduce a square-w ave
test voltage is illustrated in Figure 3.16, taken from Cooper et al. (6). In this
illustration, the distor tion of the w aveforms results from the electrode
impedance, which is a function of the electrode capacitance and resistance.
Notice that the silver chloride electrode best reproduces the waveform. Fig-
ure 3.17, adapted from Niedermeyer (24), shows a simple circuit that mod-
els the interface between electrode and skin. In this diagram, R,y is the resis-
tance resulting from the electrode-skin junction. Rp and Cp are the
resistance and capacitance of the electrode doub le layer, and R; and Cy are
the frequency-dependent resistance and capacitance of the system related to
diffusion, which compose the Warburg impedance (10,25).

Large electrode resistances, g reater than 5,000 Q for skin electrodes or
15,000 € for needle electrodes, can result in noise attifacts in the EEG record-
ing (6,30). This happens because strong electric fields present around the EEG
machine induce small currents in the electrodes where they meet large imped-
ances (e.g., at the scalp-electrode junction). By Ohm’ s law (V' = [ - Z), high
electrode impedance leads to high v oltages, even in the presence of small
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FIG. 3.17. A simplified model of the electrode-tissue interface. Req is the resis-

tance of electrolyte material (e.g., gel) between tissue and metal; Rp and Cp are

the resistance and capacitance of the electrode double layer; Rq and Cq are the

time and frequency dependent diffusion impedances (these are very large if elec-

trode becomes polarized). (Adapted from Niedermeyer E, Lopes da Silva FH,

SCALP eds. Electroencephalography: basic principles, clinical applications, and related
: fields, 4th ed. Baltimore: Williams & Wilkins, 1999.)
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currents. Because of a small area of contact with the subject, a needle elec-
trode has high impedance and is more susceptib le to line (60-Hz) ar tifacts.
In certain circumstances (e.g., the use of needle sphenoidal electrodes to
record activity from the anterior -inferior temporal lobe), the benef its of a
needle electrode may outweigh the drawback of high impedance. Electrode
impedances are tested after application by ohmmeters. These devices pass a
small constant current through the electrode circuit and a remote reference
(e.g., on the forehead or ear) attached to the patient. Voltage change is mea-
sured, and Ohm’s law is used to calculate impedance. Impedance is fre-
quency dependent, and the ohmmeter should therefore use frequencies in a
range relevant to the EEG, such as 10 to 30 Hz. DC ohmmeters induce
polarizations in electrodes and in validate the measurement. High DC cur -
rents can also cause discomfort for the patient.

Before placement of an electrode, the scalp must be prepared by being
rubbed vigorously with alcohol or with a skin preparation agent. This action
removes dirt and oil from the electrode site and lo wers the impedance of the
scalp-electrode junction. Obviously, excessive cleaning can be ir ritating to
the patient. Similarly, some patients are sensiti ve to paste containing salt
solutions or bentonite. Se veral varieties of electrode attachment media,
including sodium chloride pastes or gels, conducting sponges, and other spe-
cialized electrolytes, are available. Scalp electrodes are usually cupped, with
a hole at the peak, to facilitate contact with electrode paste. Electrodes ma 'y
be held in place by viscous gels, by mechanical restrictions (bands or rubber
caps), or by collodion. Collodion is a glue formulated from pyroxylin (an ele-
ment of gunpowder) in ether, alcohol, or camphor; it is liquid w hen applied,
but itis ab le to dry to a strong adhesi ve within minutes. It is suitab le for
patients who cannot keep still or who need electrodes in place for more than
a few hours. Ether is highly flammable. Flames, excessive heat, or pure oxy-
gen should not be near collodion applications, and collodion should be used
only in well-ventilated areas. It must be remembered that collodion is not an
adequate conductive medium: Conductive gel must be injected into the cup
electrodes and refreshed periodically. A blunt needle is usually employed for
this task. Collodion is removed with acetone scrubs (6).

Common Types of Electrodes

Each of the commonly used electrodes has a simple design: a metal con-
tact surface, flexible and insulated wire, and a connecting pin to mate with
the headbox or jackbox of the EEG machine. Wires are usually color-coded
for easy tracing in troubleshooting (4).

Scalp electrodes (Fig. 3.184) are suitable for most routine recordings and
are usually of the re versible type. They are most often made of chloride
treated silver disks 4 to 10 mm in diameter. Electrodes fabricated from plat-
inum, gold, or tin are sometimes used. Properl y applied electrodes demon -
strate resistances of a few hundred ohms. Resistances smaller than this usu-
ally indicate a short circuit in the electrode. According to the inter national
standards for the EEG, electrode resistances should be less than 5,000€2 and
greater than 100 Q (1). Positioning of scalp electrodes and methods for con-
structing montages of electrode pairs are considered elsewhere in this book.

Subdermal electrodes (see Fig. 3.18B) are fine metal electrodes made from
stainless steel or platinum and are approximately 10 mm long and 0.5 mm in
diameter. Skin is cleaned with a presur gical scrub such as iodophor or ben-
zalkonium chloride (Zephiran), and the electrodes are inser ted through the
horny layer of the skin into the subder mis. Insertion is made to the needle
hub, in a direction nearl y parallel to the scalp. Subder mal electrodes are
attached quickly and simple to use, b ut their disadvantages are many. First,
they are painful and consequentl y are best used on comatose patients. They
have a high resistance (generall y 10,000 to 15,000 €2), which makes them
more susceptible to noise. Subder mal electrodes can cause infection and
must be sterilized before each use; therefore, in the era of serious, transmis-
sible wviral illnesses, such as hepatitis, Jak ob-Creutzfeldt disease, and
acquired immunodeficiency syndrome (AIDS), the use of subder mal elec-
trodes should generally be avoided. In the rare occasions w hen they are
employed, most institutions require that they be discarded after a single use.

Clip electrodes (see Fig. 3.18C) are cup electrodes filled with conducting
paste and clipped to the earlobes, usuall y for referential recordings. Their
properties are similar to those of scalp electrodes. Because of their location,
these electrodes are prone to mo vement artifacts. Some electroencephalog-
raphers prefer to place the A1 and A2 electrodes (left and right ears, respec-
tively) over the mastoid processes (sometimes they are then labeled M1 and
M2), obviating the need for clip electrodes.

Nasopharyngeal electrodes (see Fig. 3.18D) have historically been used in
conjunction with standard scalp electrodes in order to impro ve detection of
inferior temporal or frontal discharges. They are made from a 10- to 15-cm-
long segment of flexible insulated wire with an uninsulated 2-mm gold tip.
Nasopharyngeal electrodes can be purchased or f abricated from insulated
silver wire by stripping 5 mm of insulation from the tip and heating the wire
with a match. The silver melts, forming a little ball at the tip. A pin connec-
tor is soldered at the pro ximal end. The wire may then undergo chloride
treatment by immersion in 1N HCI or NaCl and passage of 1.5 to 9V of pos-
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itive battery current through the wire until itise venly gray. A 1,000- to
10,000-€2 resistor should be placed in series with the silver wire to limit cur-
rent flow (if current flow is too high, chloride deposition ma y be uneven).
Any thick-gauge wire can ser ve as a reference in the solution. Electrodes
should then be thoroughly washed and sterilized. A physician or an experi-
enced technologist inserts one electrode in each of the patient’ s nostrils.
Wires are bent into an “S” shape, threaded along the nasophar ~ ynx, and
rotated outward to their position within 2 cm of the anterior mesial surf ace
of the temporal lobes. Inser tion technique w as reviewed in detailb y
MacLean (23). Nasopharyngeal electrodes may increase the yield of inter-
ictal spike detection, but only by about 5% (28). Unfor tunately, they are
uncomfortable for the patient and highl y prone to respirator y motion arti-
fact. Nasopharyngeal electrodes are now rarely used clinically, having been
replaced by a ring of subtemporal electrodes (e.g., T1, T2, and cheek) or
sphenoidal electrodes, w hich substantially increase the ability to record
anterior and deeper temporal dischar ges without being subject to the same
respiratory and motion artifact seen in nasopharyngeal electrodes.

needle introducer. F: Depth electrode, with eight
recording contacts.

Sphenoidal electrodes (see Fig. 3.18E), as initially described by Silver-
man in 1960 (29), are used to record dischar ges from the anterior tip of the
temporal lobe. Electrodes are usuall y made from thin, straight insulated
stainless steel wire about 50 mm long and 0.5 mm in diameter, with a small
uninsulated ball at the tip. Sphenoidal electrodes are introduced through a
needle cannula into the temporal and masseter muscles; the inser tion point
is between the zygoma and sigmoid notch of the mandib le. Penetration is
directed slightly anteriorly so that the tip rests lateral to the foramen ovale at
the greater wing of the sphenoid bone. In theor vy, there is risk of injur y to
branches of the trigeminal and f acial nerves, and rare complications ha ve
been reported; in practice, ho wever, these electrodes are w ell tolerated.
Infection is a potential risk but is very rare. Sphenoidal electrodes were tra-
ditionally sterilized after each use and destro yed after use on a patient with
a known or suspected transmissib le viral infection. At present, these elec-
trodes are disposable, and it is rare that they are reused, even after steriliza-
tion. Some authors have held that sphenoidal electrodes are more sensiti ve
than scalp or nasopharyngeal electrodes (31), but others have disputed this
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(13,28). More recent studies claim that sphenoidal electrodes of fer limited
advantages over cheek electrodes in detecting and localizing temporal
epileptiform discharges (19), although man y epilepsy centers continue to
use them as part of initial (phase I) epilepsy monitoring (18). Other studies
report that introducing these electrodes under fluoroscopic guidance, to
ensure exact placement, can maximize the diagnostic yield of sphenoidal
electrode recording (9,16,17).

Tympanic electrodes (not shown in Fig. 3.18) are another type of basal
electrode used for recording from the mesial temporal lobe or for recording
brainstem auditory evoked potentials. The electrodes usually consist of a
thin insulated conducting wire with an uninsulated 7-mm-diameter stainless
steel, gold, or platinum ball wrapped in felt. The electrode tip is soaked in a
conducting solution and threaded through the external auditory meatus to lie
next to the tympanic membrane. A conservative approach is recommended,
stopping the procedure as soon as the patient senses an y discomfort in the
internal auditory canal. These electrodes must be carefully placed, to avoid
trauma to the eardr um, and must be sterilized betw een uses. In practice,
these electrodes are rarely used.

Wieser and Moser (34,35) have described foramen ovale electrodes (not
shown) for recording mesial temporal or frontal dischar  ges. These elec-
trodes are fine silver wires insulated with polytef (Teflon) and mounted on
a stainless steel wire 0.1 mm in diameter. The external diameter of the array
is 0.33 mm. Up to four contact points, separated by 15 mm, are recom-
mended. Electrode impedances range from 200 to 700 Q. Electrodes can
inserted with the use of local or general anesthesia, in meticulous sterile pro-
cedure. A guide needle punctures the cheek 3 cm lateral to the corner of the
mouth and is aimed as directed (34). The foramen ovale and the subarach-
noid space are penetrated b y the introducer, after which the electrode is
inserted into the caudal end of the ambient cistem. In this study (34,35), two
of 37 patients experienced transient sensory deficits, and about half of the
patients experienced minor discomfort.

Depth electrodes (see F ig. 3.18F) are arrays of electrodes designed for
introduction directly into the substance of the brain by a neurosurgeon. They
are used to detect and localize v oltages not visible with scalp EEG record -
ing. Typically, depth electrodes are composed of a f ine array of thin stain-
less steel, platinum, or gold insulated wires of dif ferent lengths, ending in
uninsulated tips. The electrodes most commonly used at present consist of
plastic-encased wires with 1- to 3-mm uninsulated bands exposed at regular
intervals, so as to allo w spatial sampling along the mesial and neocor tical
temporal structures. Chloride-treated silv er can ir ritate brain tissue after

direct contact for several days. In contrast, stainless steel, gold and platinum
are relatively inert and safe. Depth electrodes are usuall y implanted stereo-
tactically (according to a three-dimensional coordinate reference frame),
although some e xperienced neurosurgeons prefer to place the electrodes
freehand or with radio graphic guidance, under sterile protocol. Electrodes
may remain in place for days or weeks. Orientation, targets, and methods for
implantation differ among institutions. Other chapters in this te xt review
various approaches. The amygdala, hippocampus, entorhinal or orbitofrontal
cortex, and supplementary motor areas of the frontal lobe are popular place-
ment targets. Depth EEG recordings usuall y demonstrate excellent signal-
to-noise ratio, because these electrodes ha ve relatively low impedance, are
relatively unaffected by muscle and movement artifact, and bypass the high-
resistance skull. Depth EEG clearly increases the ability to detect and local-
ize epileptiform activity in selected patients (30), b ut it has disadv antages.
First, not all deep brain sites can be studied with this technique, and thus
there is a possibility of sampling er ror. Epileptiform activity originating in
a particular depth electrode only indicates that the electrode is closer than
the others to the seizure focus and not necessarily that it is within the seizure
focus. Second, the technique is in vasive, with risks for hemor rhage, infec-
tion, reactive meningitis edema, and headache. Use of these electrodes
should be restricted to experienced centers.

The current explosion in research on implantab le devices to treat neuro-
logical conditions, such as mo vement disorders (P arkinson’s disease,
tremor) and now epilepsy requires that the use of depth and cor tical elec-
trodes be used not only to record the EEG b ut also for stimulation in deep
brain structures (e.g., the thalamus) and on the cor  tical surface itself.
Although these applications have not resulted in drastically new designs for
intracranial electrodes, they are now available in a wide variety of configu-
rations, with different electrode spacing and geometries, depending on the
intended site of implantation. The development of new designs, materials,
and implementations of chronic indw elling electrodes for brain recording
and stimulation is expected to evolve considerably over the coming years.

Cortical electrodes (Fig. 3.19) are used to record directl y from the surface
of the brain during neurosur gical procedures (12). The technique is usuall y
referred to as electrocorticography (ECoG). Epileptiform events can be local-
ized in relation to brain anatom y, enabling a “tailoring” of the resection dur -
ing epilepsy sur gery. Unfortunately, the relati vely brief time a vailable for
recording, the need to restrict recording to the craniotomy site, and EEG sup-
pressant effects of most anesthetics limit the practical v alue of ECoG. Some
investigators believe that location of corticographically recorded discharges at
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FIG. 3.19. Intra-operative photograph of electrocorticography (EcoG) apparatus
with cotton wick electrodes soaked in sterile saline. Electrodes are held in place
by a metal halo attached to the surgical table. This apparatus is mainly of histor-
ical interest, inasmuch as most corticography is now performed with subdural
grids moved from place to place during surgical procedures. (Photograph cour-
tesy of Dr. Sumio Uematsu.)

the time of sur gery, and persistence of these dischar ges after resection, may
have prognostic value for surgical outcome (15), although this is debated.

An old cotton wick ECoG apparatus, now mostly of only historical inter-
est, is shown in Fig. 3.19. In this apparatus, cor tical electrodes are usually
made from stainless steel, silver, or platinum. Although metal ball electrodes
may be placed directly on the cortex, brain pulsations can mak e this haz-
ardous. In the past, it was common to make electrodes in this manner, con-
nected to the brain by cotton wicks soaked in a sterile isotonic saline solu-
tion. Electrodes were held in an adjustable halo frame anchored to the skull
or surgical table. Such equipment has been replaced b y moving subdural
strips and grids of electrodes over the cerebral cortex (see following discus-
sion). Recording in the operating room with these electrodes is nov standard
practice in most institutions.

Subdural electrodes (Fig. 3.20) are designed to be in contact with cor tical
tissue of conscious, cooperati ve patients for periods of a fe w days toa few
weeks. The goal of subdural recording is localization of seizure foci in rela-
tion to important functional areas of brain (11,21). In the epilepsy sur gery of
the past several decades, this f acilitated the critically important distinction
between “bad brain” (epilepto genic areas) and “good brain” (nor mal areas).
Seizure discharges are identified and localized by recording. Areas of cortex
involved in sensorimotor, speech, reading, or cognition are identified by stim-
ulation through pairs of adjacent electrodes, w hich causes transient suspen-
sion of function in these re gions. Benefits and risks of this technique are dis-
cussed elsewhere in this book. In order to study a lar ~ ge region of cor tex,

subdural grids may be assembled in an approximately hand-sized array, with
up to eight rows and eight columns of electrodes. These electrodes are usually
flat 3-mm disks f abricated from stainless steel or platinum. Electrodes are

embedded in a sheet of flexible plastic, usually with center-to-center electrode
separation of 1 cm (see Fig. 3.20). Grids may be cut to size during implanta-

FIG. 3.20. Subdural stimulating-recording grid of electrodes photographed just
before anterior temporal lobectomy. An 8 x 5 array of electrodes is illustrated. Cut
wires, visible in the upper left, connect to a 2 x 8 array of electrodes placed infe-
riorly to the temporal lobe. (Photograph courtesy of Dr. Sumio Uematsu.)
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tion. Placement requires a full craniotom y. Aggressive surgical resection of
regions demonstrating early onset of seizures outside of the temporal lobe has
declined somewhat, as a result of only fair clinical outcomes and newer ideas
related to the role of neuronal netw orks in the generation of focal seizure
onsets. Despite this change in thinking, implantation of intracranial elec-
trodes, grids, strips, and depth electrodes continues to be common, although
surgical resection is some what more limited to cases with focal lesions or
functional abnormalities in which the chances of a good outcome are high.
Epidural electrodes in single or double-row strips are less invasive than sub-
dural grids (they can be placed through a burr hole) and often provide impor-
tant information about seizure foci (36). Because a smaller area is covered, the
true focus of seizure onset is less likely to be in the field of recording. In addi-
tion, epidural electrical stimulation is painful, unless dural nerves are cut (12).

THE ELECTROENCEPHALOGRAPH MACHINE:
PRACTICAL ISSUES

Over the years, EEG recording devices have evolved into many different
forms, each uniquely addressing the challenge of presenting the electrical
activity of the brain to the electroencephalo grapher in a faithful and useful
manner. Special credit is due the Grass Cor  poration for their historical
efforts to fur ther EEG technolo gy. The following section traces a signal
through an EEG machine, from patient to paper (and digital computer
screen; see Fig. 3.12). The purpose of this review is to develop in the student
an appreciation for the function of the dif ferent components of a generic
EEG machine. Discussion of specific machines can be found in the manu-
als distributed with them. Such manuals are not onl y a technical necessity
for proper operation and maintenance of an EEG machine it are also a use-
ful source of general information about EEG technology.

Jackbox and Montage Selector

The EEG signal is conducted from the subject through conducting elec -
trodes to the electrode board, also called the electrode box or jackbox. Elec-
trodes are identified on the jackbox in accordance with the Inter national 10-
20 system electrode nomenclature. All electrodes except midline electrodes
are identified by a number and a letter; all midline electrodes car ry the sub-
script “Z” instead of a number. Odd-numbered electrodes are on the left side
of the head, and even-numbered electrodes are on the right. Electrodes are
labeled according to the brain re gion proximate to their location: frontopolar
electrodes are labeled “Fp”; frontal, “F”; central, “C”; temporal, “T”; parietal,

“P”; and occipital, “O.” Ear or aural electrodes are labeled “ A,” and mastoid
electrodes are labeled “M.” It is important to note that only the F7 and F8 elec-
trodes may appear to be misnamed , inasmuch as the y record more from the
anterior temporal than frontal re gions. The jackbox contains an additional
input for a ground electrode; a scalp electrode affixed to the midline forehead
or other relatively neutral site connects to this input. Numbered inputs are
available on most jackboxes to accommodate special electrodes or transduc-
ers. Safety issues per taining to proper g rounding are considered later in the
chapter. A jackbox may be electrically or optically isolated to limit the possi-
bility of passing current to the patient (4,32).

The jackbox for digital EEG machines has additional components that are
not seen in analo g machines. For example, there is one or more additional
inputs for the reference electrode. This electrode is often placed some where
between Fpz and Fz in single reference de vices, although it can be located in
any place that is relatively noise free and where a good contact with the scalp
can be maintained. In some machines, tw o electrodes, usually A1 and A2
(linked ears) are used to gether to form the reference. As explained earlier, in
digital EEG machines, each channel is stored as G1-Ref, where G1 (grid one)
is a particular electrode of interest and Ref is the potential at the reference
electrode. It is impor tant to note here a vulnerability specif ic to digital EEG
machines that can render recordings de void of information. If the reference
electrode becomes detached in the presence of an electromagneticall y noisy
environment, this noise may actually saturate the recording amplif ier in the
reference channel. In this instance, the EEG signal in each channel (each
channel being G1-Ref) is 0 verwhelmed by noise. When individual channels
are subtracted in a typical displa y montage (e.g., longitudinal bipolar), the
record appears to be very low voltage and with little activity. This pattern can
be hard to recognize as a technical artifact for technicians who are not famil-
iar with this problem. For this reason, it is the authors’ opinion that EEG tech-
nologists should always look at the machine reference montage for a shor t
time at the beginning of the record (each channel minus the reference) to see
whether the reference is detached or of v ery high impedance. This is usually
demonstrated by the presence of high-v oltage line artifact (60-Hz noise) in
every channel. It is remarkable that in most cases in which the reference is of
high impedance, the EEG record can appear completely normal on other mon-
tages, unless the reference amplifier is saturated, although the machine refer-
ence montage demonstrates widespread 60-Hz artifact (see Fig. 3.14).

Another important feature of digital EEG machines is that ADCs and
amplifiers are frequently reduced in size and installed as part of the jackbox
itself. This requires a little more careful handling of the jackbo x than sea-
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soned EEG technicians are used to with their analog predecessors. Again, it
is important to consult individual machine manuals to determine the design
and care of particular pieces of equipment.

From the jackbox, the EEG electrode inputs are car ried to the montage
selector board of the EEG machine, a two-dimensional array of pushbuttons.
Each row across the board contains one button per jackbox input. Vertically,
the array is organized into channels, with two rows of buttons per channel.
Each channel’s output is equal to the potential of the electrode selected in
row 1 minus the potential of the electrode selected in ro w 2. The top input
of the pair is sometimes referred to as “grid 17 (G1) and the bottom as “grid
2 (G2), from the days of vacuum tube technology; more recently, they have
been referred to as “input 1” and “input 2.” For example, in channel 1, if the
O1 button is depressed in the first row and the O2 button is depressed in the
second row, then the output of channel 1 will be O1 minus O2. One elec-
trode’s potential can be an input into more than one channel. With 21 elec-
trodes and 16 channels, there are 21 '°, or 1.43 x 10?!, possible montages.
This impractical number calls for a cer tain choice of a limited number of
montages in a recording session. Reasons for choosing par ticular montages
are discussed in other chapters. Once a montage is deter mined, it may be
programmed into the EEG hardw are (usually by boards inserted into slots)
so that it can be implemented with a single-s witch selection. This master
electrode selector switch spares the technologist from having to specify each
channel of each montage with each recording.

Montage selection and recording are quite dif ~ ferent in digital EEG
machines. Because all recording is perfor med referentially, simple addition
and subtraction are perfor med to deri ve any montage without requiring
selections of particular recording configurations in advance. Remontaging
is performed at the click of a mouse or touch of ab utton, which changes
only the way that the computer displa ys prerecorded information or infor-
mation being recorded. This scheme also mak es available other computer-
calculated montages, w hich may enhance infor mation embedded b ut not
readily visible in the EEG. Such e xamples include average reference and
Laplacian montages, in w hich global or local a verages of the potential at
specified electrode locations are used to provide a more balanced reference
or to enhance local features of the EEG in par ticular regions.

Amplifiers

From the montage selector board , EEG signals mo ve on to amplif iers.
Amplifiers in EEG machines are compound de vices and should be distin-

guished from an amplifier whose sole function is to increase v oltage. EEG
amplifiers also contain filters, voltage dividers, input and output jacks, and
calibration devices. Amplifiers designed to receive small inputs (e.g., micro-
volts or millivolts) are often called preamplifiers, and those designed to
receive large inputs (volts) are called amplifiers, however, this distinction is
arbitrary. An amplifier multiplies an input v oltage by a constant. Because
EEG signals are v ery small, the assumption is that this constant will be a
number greater than 1, usuall y in the range of 2 to 1,000; ho wever, step-
down amplifiers are also available. The amplification factor is referred to as
gain and may be expressed as Vou/Vin. More commonly, gain is expressed as
a logarithmic ratio in order to compress representation of the wide range of
possible input voltages. The unit of gain is the decibel (dB):

decibels (dB) = 20 - log (%)

An amplifier that increases input v oltage by a factor of 10 has a g ain of
20 dB.

Amplifiers are designed to receive input voltages within a certain range,
called the dynamic range. Inputs smaller than this range may be lost in back-
ground noise. Voltages exceeding the maximum recommended input may be
distorted or may cause damage to the equipment. Fle xible control of the
dynamic range is achie ved with a sensiti vity setting on an EEG machine.
Sensitivity has units of either millolts per centimeter or microvolts per mil-
limeter and is def ined as the amount of v oltage required to deflect the
recording pens a given distance. A typical sensitivity setting for the EEG is
7 WV per millimeter, leading to pen deflections of 3 to 20 mm for typical
EEG input voltages. An electrocardiographic monitoring channel, in con -
trast, may require a sensitivity of 1 or 10 mV per centimeter. The sensitivity
control switch is a voltage divider, which attenuates the input to a level con-
sistent with faithful reproduction by the EEG amplifiers and output system.
In practice, an EEG technologist adjusts the sensitivity of the EEG machine
so that EEG signals of interest produce a pen deflection lar  ge enough to
read, but not so large that it runs into the pen output of adjacent channels.

Figure 3.21 shows an EEG signal at se veral sensitivities. To increase the
amplitude of the pen deflection, the v oltage to the writer -unit must be
increased by increasing the gain. Inexperienced technicians are sometimes
confused by the concept that to increase the g ain, they must use a sensitiv-
ity setting with a smaller numerical value. A moment’s thought clarifies this.
At a sensitivity of 5 uV per millimeter, a 100-uV signal deflects the pen 20
mm (100 + 5). At a sensitivity of 10 wV/mm, the pen deflects only 10 mm
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FIG. 3.21. lllustration of effect of sen-

sitivity setting on electroencephalo-
graphic (EEG) tracing. The same EEG

input is displayed at sensitivities of 5,

10, 15, and 20 pV per millimeter. As

sensitivity is increased, the waveform,

which initially appeared to be some
sort of artifact, is revealed to be a

generalized, high-voltage spike and

slow-wave discharge. Before the era of

digital EEG, such discharges passed

without a chance of definitive inter-

pretation, unless the technologist

was very fast or the discharge was

(100 = 10). At the beginning of every recording, to verify the accuracy of
amplification, the technologist calibrates each channel with a kno wn stan-
dard voltage, typically 50 LV for a sensitivity of 7 LWV per millimeter. At the
end of the recording, the technologist documents an appropriate voltage cal-
ibration for every sensitivity setting used (e.g., 50 UV for a sensitivity of 7
L1V per millimeter, 100 uV for a sensitivity of 10 uV per millimeter, or 200
LV for a sensitivity of 20 uV per millimeter).

Of importance is that this type of calibration loses much of its meaning
for digital EEG machines. In this case, amplif iers may be testable by the
machines that would put a known current pulse into the inputs of the ampli-
fiers and verify that they, the ADC, and the analo g and digital f ilters are
functioning properly. In machines that synthesize only a pretended calibra-
tion signal and display it, this process serves little or no purpose.

The EEG amplifier itself has a frequenc y response that is linear o ver a
wide range of input v oltages. In practice, the settings that the technolo gist
chooses for the filters determine the range of linear frequency response. Fig-

repeated.

ure 3.22 displays the relationship between frequency and amplification for
a typical EEG amplifier (4). It is impor tant to choose an amplif ier whose
frequency response is linear over the expected range of input voltages so that
high- or low-frequency components will not cause distor tion. Thus, ampli-
fiers for EEGs and amplif iers for evoked responses differ substantially in
amplification and settings for filters (see later discussion).

Signals from each electrode are led to a differential amplifier, which sub-
tracts one signal’s voltage, in relation to some reference electrode (the iso -
lated ground electrode [iso ground] on the scalp in most machines), from
another signal, in relation to the same reference, and amplif ies the differ-
ence signal. This process removes voltages (e.g., noise) common to both
electrodes. Although one of the input pairs could be connected to the
machine’s ground circuit, this would expose the signal to massi ve amounts
of noise generated by line current and electrical appliances. The two inputs
for each channel are therefore k ept isolated (floating) from the system
ground. When a distant electrode is chosen as the common reference for
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FIG. 3.22. Frequency response of 1.0-Hz high-pass, 60-Hz notch, and 70-Hz
low-pass filters. The conventional cutoff frequency, at which input is attenuated
by approximately 30%, is marked “cutoff.” The cutoff frequency of this particular
machine, defined by the manufacturer to be the point at which the input is atten-
uated by 20%, is marked “cutoff (G).” (Adapted with permission from Grass
Instruments® EEG machine instruction manual.)

several channels, the montage is said to be referential. The older ter m
monopolar 1is inaccurate, because a v oltage must al ways be recorded
between two points. Montages linking nearby electrodes are called bipolar.
Referential montages are more sensitive to regional changes in EEG poten-
tial. Bipolar montages, w hich are conf igured to record more localized
potentials, are less disturbed by noise. Both types of montage should be used
in a clinical EEG recording.

Signals common to both inputs of a dif ferential amplifier are canceled.
Such signals are said to be in phase, or common mode, which implies that
they vary together over time. Noise from a 60-Hz line current is an example
of a signal lik ely to be in phase at all inputs. Unfor tunately, differential
amplifiers are not perfect and do not completely cancel common-mode sig-
nals. The ability of an amplifier to reject in-phase and amplify out-of-phase
potentials is measured by the common-mode rejection ratio (CMRR) of the
amplifier. The CMRR can be measured b y connecting a v oltage source to
two amplifier inputs so that each input “sees” the same signal. The output
voltage, which should be close to zero, for ms the denominator of the

CMRR. This is compared to the output v oltage when the voltage source is
connected to one input and the machine g round is connected to the other
(the numerator of the CMRR). The ratio of these output v oltages is the
CMRR. Good EEG amplif iers have CMRRs of at least 1,000, and man y
have CMRRs of 10,000. Under ideal circumstances, CMRRs of 100,000
may be achieved. It is impor tant to note that common-mode rejection is
effective only over a limited range of common-mode voltages. It is possible
that in extreme circumstances (e.g., if an electrode f alls off the head), the
voltage of common-mode signals may exceed the amplifier’s input range. In
this case, the output is unpredictab le. It is also impor tant that the reference
electrode used be reasonab ly close to the recording electrodes. This maxi-
mizes chances that major noise signals will be common mode and canceled.
If the reference electrode is placed at a distant location (on the lg, for exam-
ple), the widely spaced electrodes may act as an antenna and pick up signals
that may exceed the common-mode range of the amplifiers.

When recording is done with differential amplifiers, the polarity convention
for display of EEG signals is that negative waveforms cause an upward deflec-
tion and positive waveforms cause a downward deflection. For example:

1. If input 1 is ne gative with regard to input 2 (i.e., input 1 minus input 2
is negative), the pen (or waveform displayed on the computer monitor)
deflects up. If input 1 is positi ve with re gard to input 2 (i.e., input 1
minus input 2 is positive), the pen or monitor waveform deflects down.

2. If input 2 is ne gative with regard to input 1 (i.e., input 1 minus input 2
is positive), the pen or monitor w aveform deflects down. If input 2 is
positive with regard to input 1 (i.e., input 1 minus input 2 is ne gative),
the pen or monitor waveform deflects up.

This convention leads to the principle of phase reversal of the EEG sig-
nal, by which negative potentials can be localized to an electrode demon-
strating phase reversal between two channels sharing a common electrode.
Figure 3.23 illustrates this principle. The montage in this instance is a sim -
plified, linked bipolar montage. Channel 1 represents the diferential voltage
between Fp1 (electrode 1) and F7 (electrode 2). Channel 2 sho ws a differ-
ential input from F7 (electrode 1) and T3 (electrode 2). Because the pen
deflects down in channel 1, F7 is ne gative with regard to Fpl. Because the
pen deflects up in channel 2, F7 is also ne gative with regard to T3. At F7
there is therefore a local maximum of e xtracellular negativity. Such extra-
cellular negativity occurs during interictal spikes near an epileptic focus, as
a result of sudden influx of positi ve ions (sodium and calcium) into the
depolarizing neurons. Of course, man y other EEG e vents, including those
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FIG. 3.23. Schematic drawing of a phase reversal, representing site of local
extracellular negativity, which in this illustration is at the F7 electrode.

derived from normal spontaneous brain activity, may result in instances of
local extracellular negativity. In practice, electroencephalo graphers first
identify potentials with the mor phology of interictal spikes or sharp waves
and then attempt to deter mine a physiological field, perhaps including a
phase reversal, for the potential. The electrode common to the two channels
showing phase reversal may be assumed to be near the origin of the dis-
charge. Extracellularly positive potentials (generally of less practical impor-
tance to electroencephalographers) cause phase re versals with pen deflec-
tions away from each other in adjacent channels. These are seen on occasion
on scalp EEGs, usuall y in the case of transv ersely oriented dipoles in the
generating tissue. This method of localizing discharges is applicable only to
recordings with linked bipolar montages.

Outputs of one amplifier may be used as input to another . This allows a
series of amplifiers, each with a limited dynamic range, to boost the EEG
signal substantially. As the signal becomes amplif ied, it becomes lar ge in
relation to ambient noise, and dif ferential amplification may no longer be
required. Internal amplifiers may thus be single ended (one acti ve input
measured with regard to ground). The principles of dif ferential amplifiers
and common mode rejection e xplained earlier are central to most systems
for recording clinical EEGs and unchanged in digital EEG machines.

Electroencephalogram Filters

After EEG signals are subtracted and amplified, the output is filtered to
remove specified frequency components, as described earlier . The high-

pass filter attenuates components of the signal that ha ve frequencies less
than a specified value; the low-pass filter removes components with fre-
quencies higher than a certain value. A special filter, a 60-Hz notch filter,
is available to remove electrical noise generated by line current. The ideal
in EEG recording is to minimize the use of filters—for example, by using
a low cutoff frequency of 0.1 Hz and a high cutoff frequency of 70 Hz. Fil-
ters distort both the amplitude and the interchannel phase of signals. In
some circumstances, high-frequency artifacts from muscle and lo w-fre-
quency artifacts from movement or sweat potentials mandate use of more
stringent filtering. Figure 3.24 illustrates how filtering can rescue a nearly
uninterpretable tracing. The use of filters should always be documented on
the EEG recording, so that the electroencephalographer can interpret their
possible influence.

LF = 14 B
HF = 1Y Bx
FIG. 3.24. Effects of different low- and high-filter cutoff frequencies on a noisy
electroencephalographic (EEG) tracing. Note enhanced readability at the expense

of lost detail in the most severely filtered tracing at the bottom. Data reproduced
from an ambulatory cassette EEG monitor played back to paper output.
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Of importance is that the principles of filtering remain the same in dig-
ital EEG machines, except that most filtering is performed post hoc—that
is, after the signal has been acquired and stored. Most digital EEG
machines record and store EEG broad band—that is, with the f ilters open
as wide as possible, without introducing aliasing, ar tifacts, or severe dis-
tortion into the data. Because the data are to be displa yed, computer pro-
grams are used to filter the data as they are projected to the computer mon-
itor. In reality, the source data, recorded with less stringent filtering (e.g.,
0.01 to 100 Hz), remains untouched by digital filtering. Of importance is
that digital filters induce the same changes into the EEG, such as phase
shifts, as do analog filters, although the digital environment allows for cor-
rection of these changes, if desired , because this requires only numerical
manipulation of the digital data.

Ancillary Electroencephalographic Controls

Typical EEG machines offer several controls to validate proper function-
ing of electrodes and amplifiers and to provide flexibility in presentation of
data. A few of the more important controls are considered as follows:

Individual channel controls: 1t is a convenience to use the all-channel control
to set gain and filters for all channels; however, this is not practiced if input
signals vary widely, as is the case w hen cardiac, electrom yographic, or
movement monitors (or transducers) are used to measure respiration or
intracranial pressure, or during recording from in vasive electrodes. Such
circumstances require individualizing of gain and filters for each channel.
In the digital environment, channels can be individually displayed, filtered,
and manipulated numerically post hoc, after acquisition.

Calibration signal: A calibration signal is an internally or externally gener-
ated input of known voltage. The operator chooses a calibration v oltage
(square-wave pulse) ranging from 1 to 10 mV or more.  This signal is
passed through all stages of EEG signal processing, from the f irst stage
of amplification to pen output. In addition to ser ving as a voltage refer-
ence, the calibration procedure can (a) show differences in channel ampli-
tude or pen alignment that might introduce attifact and (b) show the effect
of filter settings on a square-w ave input. No EEG tracing is complete
without a voltage calibration signal for each f ilter and sensitivity setting
used during the recording session. As mentioned earlier, the actual imple-
mentation of calibration signals varies from one digital EEG machine to
another. It is impor tant to consult the manual forindi ~ vidual EEG

machines to understand the details of how this procedure is performed for
any given piece of hardware.

Electrode test switch: The electrode test switch conducts an artificial (e.g.,
30-Hz sine wave) signal through each electrode to the pens. Electrodes
with impedances less than appro ximately 1,000 Q produce no pen
response. Electrodes of higher resistance generate pen deflections of
about 0.5 mm for each 1,000 € of resistance (Fig. 3.25). Testing elec-
trodes entails passing current through electrodes to the patient. This is of
theoretical concern with cortical or depth electrodes. The test current is,
however, very small and is probab ly below a level able to produce bio-
logical effects. For the Grass Model 8 EEG machine, test current is 0.035
UA (9). In digital EEG machines, this procedure is perfor med the same
way as in analog devices, but impedances are usually displayed as num-
bers, in ohms or kilohms on the EEG machine screen. Some digital
machines do not record these numbers as par t of the EEG record, which
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FIG. 3.25. lllustration of electrode test output from six electroencephalographic
electrodes. The resistance of each electrode is marked to the left of its tracing
(assuming a resistance of 2,000 Q per millimeter). Electrodes 2 to 5 would need
to be reaffixed before resumption of recording, because their resistances are
more than 5,000 Q.
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is a disadvantage with regard to later interpretation. Electrode tests should
be performed at the beginning and end of each recording session, accord-
ing to accepted EEG standards (1).

Baseline adjustment: The baseline adjustment for each channel is used to set
the pen tracing baseline to coincide with the 0-V line on the EEG paper .
This permits maximum travel of the pen. There is no equivalent control in
digital EEG machines.

Sensitivity adjustment: As an EEG machine ages, the amplif ication factors
for individual channels may drift out of the specified range. The sensitiv-
ity adjustment is a tur n-screw used to set the sensiti vity in conjunction
with the all-channel calibration signal. The sensitivity of each channel can
be adjusted to produce equal output for the same input signal. Amplifiers
in digital EEG machines must also be checked and calibrated in a similar
manner over time. The Biomedical Engineering section of hospital f acil-
ities that service this type of equipment usually undertakes this responsi-
bility. Procedures for testing and adjusting this equipment v ary between
manufacturers.

Event markers: Event marker buttons provide a quick and con venient way
for the technologist to annotate time of occur rence for an event of inter-
est. On digital EEG machines, this feature is usuall y more sophisticated,
allowing technologists to type specific comments into the record, with the
computer keyboard or with a light pen that allows them to write longhand
on the computer screen, or to display a variety of preset comments from
a series of “hot keys” programmed on the computer keyboard.

Trace restore: High-amplitude, low-frequency signals cause the pens to
deflect and slowly return to baseline. If the retum to baseline requires sev-
eral seconds, EEG infor mation may be lost. The trace restore b utton
quickly neutralizes amplifier blocking so that recording can continue.
This feature is usually omitted in digital EEG machines; ho wever, many
digitally controlled amplifiers have preprogrammed features to suppress
these types of artifacts.

Output and input jacks: When output other than paper tracing is desired, it is
necessary to have a means of transmitting the EEG signal to another output
device. Examples of such outputs are analog tape recordings, oscilloscopes,
and analog-to-digital devices for computer input. Some EEG machines pro-
vide several outputs in order to facilitate impedance matching of the output
and input equipment. Similarl y, EEG machines ma y have input jacks to
allow playback of external signals in the machine circuitry. This input may
be before or after the initial stage of amplif ication and filtering. One com-

monly employed input is a marker for photic stimulation. Attention must be
given to the proper range of input v oltages for each input jack. The high-
quality amplifiers used in analo g EEG machines still of fer the advantage
that their output signals can be digitized at very high rates, with the appro-
priate filters in place; thus, the y are very important in the basic science
community, in which they remain extremely popular in research on biolog-
ical signals. Many digital EEG machines provide an analog output to allow
playing the recording back into a standard paper EEG machine to generate
old-fashioned paper tracings. With the growing acceptance of digital EEGs
and the widespread availability of affordable universal reader software for
the majority of EEG pro grams and manufacturers, it is e xpected that this
feature will be used less over time.

Penmanship

The final link between the patient and a legible EEG tracing is the writer.
Most EEG machines involve the use of a pen-ink-paper system in which pen
tips move back and forth in proportion to voltage while EEG paper is trans-
ported by rollers at a constant v elocity under the pens. Se veral varieties of
ink-writing systems are available. The most common system uses a coil of
wire to generate a magnetic field in proportion to the applied voltage. This
field is opposed by the field of a nearby stationary magnet, which results in
deflection of'the pen. This type of apparatus is called a  galvanometer.
Mechanical force from a spring on the pen mounting restores the pen posi-
tion to baseline.

Because the pen moves in an arc rather than in a straight line, there is a
small error in representing the amplitude and time to reach the peak of
particular waveforms in the EEG signal. In addition, the pens are mechan-
ical devices with mass and friction, w hich exert effects on the paper as it
scrolls by. They are thus filters, unable to respond with perfect fidelity to
EEG signals. Pens are high-frequency filters because of mass, and the y
usually cannot respond to frequencies higher than appro ximately 90 Hz.
Pens may be low-frequency filters because of friction. Friction is usually
considered more of a prob lem at low frequencies than at higher ones,
because it takes more energy to initiate movement in an object than to keep
an object moving. The effect of pen friction is to decrease and dela y
response to low frequencies. Finally, the resonance of the system is a func-
tion of both the electrical and mechanical characteristics of the pen writ-
ing system. A sensitive system might respond quickl y to an input, b ut it
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may oscillate when the input pulse is very sharp, as with a square wave or
a spike. At the other extreme, a pen system can be overdamped, with little
or no oscillation in response to very sharp input signals but with substan-
tial attenuation and delay of the input signal (see Cooper et al. [6] for a
detailed discussion).

In routine practice of EEG, pen-writing systems are entirel y satisfactory,
despite the qualifications just listed. In special applications in volving high-
frequency recordings, alter native methods are needed. Such methods
include rectilinear ink jet recorders, oscilloscopic data presentation, analo g
tape, and digital recording of the EEG. Again, with the increasing popular-
ity of digital EEGs, these f actors will likely become less impor tant over
time. Of historical interest is that experienced EEG technologists often rely
on the sound that the pens mak e on paper to detect cer tain conditions: for
example, the 3-Hz waveforms of absence epilepsy. This sound was thought
to be so important in the past that early digital EEG machines actually syn-
thesized the sound of pens writing on paper w hile the EEG scrolled by on
the computer screen, so as to preser ve these auditory cues.

Paper Transport

The writer unit is the final part of the EEG machine to influence the EEG
record. This is the system b y which the paper is pulled belo w the pens in
order to provide a written tracing of the EEG. The writer unit consists of a
small rotating wheel (pressure roller) connected to a motor. The switch con-
trolling the writer is usuall y a lever with three settings: “of f”” (no paper or
pen movement), “chart” (allows the paper to move, but the pens do not con-
duct the EEG signal to the paper), and “char t and pens” (the paper mo ves
and the pens conduct the EEG signal to the paper). On most machines, at
least three speeds are of fered: 15, 30, and 60 mm per second. The slowest
time setting is used to conser ve paper or to highlight slow activity. The set-
ting of 30 mm per second is standard in the United States, although 15 mm
per second is common in other par ts of the world. The 60-mm per second
chart speed is used to examine fast activity or interchannel latency relation-
ships that are not easily discerned at slower paper speeds. This setting serves
to draw out the tracing, thereby allowing the reader to see more detail. F ig-
ure 3.26 shows some examples of an EEG tracing containing ictal acti vity
seen on three dif ferent paper speeds. One area inw  hich digital EEGs
demonstrate superiority over analog EEG is in the ability to replay segments
of the EEG at different gains and paper speeds. Single events that may occur
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FIG. 3.26. Electroencephalogram from a single channel at the start of a complex
partial seizure recorded at several paper speeds. This recording was obtained
digitally. At slower paper speeds, more of the event, including its evolution, can
be discerned. At faster speeds, more detail over shorter periods of time becomes
apparent.

suddenly and be uninterpretable when written on paper may be diagnostic of
a variety of conditions w hen they can be re viewed post hoc after being
stored digitally.

Processing During and After Data Acquisition

Because digitally acquired EEGs are stored as numerical data, a wide
variety of computer pro grams and algorithms can be used to anal  yze,
extract features from, and displa y data in many different forms. These
methods have utility in both clinical and research applications. Examples
of clinical uses include compressed spectral ar ray displays of long-term
EEG data, such as for intraoperati ve, intensive care unit or anesthesia
monitoring; seizure detection algorithms used for inpatient epilepsy mon-
itoring (27); and automated sleep staging systems. Research applications
include such investigations as functional brain mapping with the use of
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focal cortical desynchronization in electrocor ticographic recordings dur-
ing cognitive tasks (7,8) and investigation into seizure precursors and pre-
diction (20,22). Details related to this topic are co vered in other sections
of this book.

Networking, Data Storage, and Report Generation

As mentioned earlier, one of the most useful aspects of digital EEG tech-
nology is the ability to connect acquisition machines, w hich collect data
from the patient, to computer networks. This allows for transmission, inter-
pretation, and archival of recordings to remote sites and a  vailability for
review at many locations at one time. With the development of broader band
networks (e.g., those capab le of carrying more data per unit time), typical
16-bit records 20 to 40 Mb in length can be transfer red in minutes to loca-
tions that are sometimes miles away from the patient. Urgent studies can be
read rapidly in these systems and , with appropriate bandwidth access at
home (e.g., cable modem or DSL line), after a transfer time of justafe w
minutes. Transmission of such lar ge files over more standard modems on
telephone lines (e.g., 56 K baud) remains impractical for this pur pose for
now, requiring up to 3 hours to transfer a typical digital EEG record.

Figure 3.27 depicts a typical “high end” netw ork system for a compre -
hensive center performing routine EEG, epilepsy monitoring, and EEG dur-
ing Wada testing, positron emission tomo graphic scanning, intraoperative
monitoring, and record re view in multiple locations. In this scheme, the
EEG machines, also called “collectors,” are placed in a v ariety of inpatient
and outpatient locations. At each site, the machine is plugged into a network
jack, and studies are transmitted to the hospital ser ver. Epilepsy monitoring
unit (EMU) data are k ept locally for review and clipping before transfer to
the hospital server, because of the lar ge volume of EEG and digital video
data that are continuousl y collected. Data on the ser  ver can then be
reviewed, and reports can be generated and sent to remote archi ves on CD,
DVD, or other media. In the authors’ laboratory, it is protocol never to delete
a study from the collector unless a repor t has been generated and the data
are verified to be intact in the archive. Remote sites can be monitored in real
time, such as in the operating room, intensi ~ ve care unit, or else where,
although at present, this usuall y requires the use of third-par ty software
(e.g., PC Anywhere, NetMeeting) for network communication. Home access
provides its own challenges, particularly with regard to patient confidential-
ity and adherence to Health Care F inance Administration and other federal
and local standards, w hich are being considered and put into place at this
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FIG. 3.27. Schematic of computerized electroencephalographic (EEG) network
in a tertiary hospital. “Collectors” are digital EEG recording units, with or without
digital video; “Central, Fellows and Attending” are reading station areas; “OR”
stands for operating room, “ICU” for intensive care unit, and “EMU" for epilepsy
monitoring unit. “Research, Home and Remote site” are areas away from the
central hospital where data may be reviewed or copied. “ISP” stands for Internet
service provider, which provides the link for Internet access to remote locations
outside the hospital network.

time. Most comprehensive EEG systems contain both local area netw orks

(LANS), such as in the EMU and outpatient EEG laboratories, and wide area
networks (WANSs), which cover entire medical centers. The network archi-

tecture that makes the most sense for a par ticular laboratory is a complex

issue, often best left to professional designers. It is a function of institutional
resources, hardware, usage, and policy and regulations.

Data Storage, Media, Universal Readers, and Report Generation

EEG data, whether paper or digital, have an associated cost of acquisition
and storage, in view of regulations that require, in most states, keeping doc-
umentation of medical studies for at least 7 y ears. Table 3.5 lists media and
storage costs per year for paper and several types of digital media. Because
there are no microfilm, clipping, or remote storage costs for digital media,
in addition to environmental considerations, the cost savings of digital stud-
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TABLE 3.5. Cost of storage media per electroencephalographic study

Paper and microfilm* $10.54
Optical (1GB) $4.50
CD-ROM (700MB) $0.03
DAT (7GB) $0.12
DLT (15GB) $0.12
Video tape $0.31
Jaz Drive (1GB) $6.00
DVD (4.7GB)' $0.13

*Does not include off-site storage costs.

*May increase to 20 GB.

CD-ROM, compact disk, read-only memory; DAT, digital audio tape; DLT, digital
linear tape; DVD, digital video disk.

ies are easy to see. Of importance is that the costs of digital media continue
to drop; for e xample, a CD at the time of writing this chapter cost about
$1.00 and as low as $0.75 when purchased in bulk.

One issue of importance to digital electroencephalographers is having the
ability to read data from EEG machines manuf actured by different compa-
nies on a single platform (e.g., a universal reading station). This is important
in cases in w hich patients are refer red for e valuation and bring digital
records from other laboratories. The American Society for Testing and Mate-
rials is composed of representatives from the EEG community and industry
dedicated to working out a uni versal storage format to enable this type of
record exchange. Several software manufacturers also pro vide universal
reading platforms that accept data from most manufacturers. Both of these
efforts are works in progress but show promise of success in accomplishing
this task in the long run.

An added benefit of using digital EEG machines is the ability to read
records on a personal computer, which can also be loaded with data base and
word-processing software to enable rapid generation of reports and search-
able archives for clinical, research, and continuous quality assessment pur -
poses. In such systems, as the authors and others ha ve implemented them,
technologists input data that the y would normally write on a co ver sheet,
such as the patient’s identifying information, conditions of the record , and
medical history, into fields in a data base record residing on the laborator y
server. The recording is performed and sent to the server for remote review,
and the reading physician inputs features of the record and impressions into
the same data base record. In addition to quality infor mation, the need to
review the record at conference and technical issues are flagged in the

appropriate fields. Finally, when completed, the reader generates a repor t
through a mail-merge program, which takes fields from the data base and
inserts them into the body of a repor t form that has been pre viously con-
structed. The process is quite streamlined, except for very difficult records,
and is usually time and cost efficient. Reports are then uploaded to the lab-
oratory server, where they can be accessed throughout the hospital through
the EEG laboratory’s web site. Some manufacturers are currently including
data base and report generation software as part of their digital EEG soft-
ware. Other third-par ty programs to accomplish this task are becoming
available for use, as the popularity of digital systems continues to rise.

EVOKED POTENTIALS

Routine EEG investigates spontaneous electrical activity of the brain. A rel-
atively new and growing area involves study of EEG potentials evoked by sen-
sory signals (visual, auditor y, or somatosensory evoked potentials) orb y
motor tasks (motor evoked potentials). Electrical principles and technological
requirements underlying recording of e voked potentials are similar to those
underlying recording of the spontaneous EEG, with a few exceptions. Evoked
potentials recorded are usually very brief and occur at short latencies, after the
evoking stimuli. Rapid data acquisition and storage are thus needed. Ev oked
EEG signals are sampled at very fast acquisition rates and digitized to facili-
tate mathematical manipulation. Evoked potentials are small and are subject
to poor signal-to-noise ratios.  This is o vercome by averaging several
responses. With such a veraging, random noise and other signals tha t are
uncorrelated with the stimulus cancel, lea ving only an evoked response (or
correlated artifact) related to the stimulus. If N is the number of trials a ver-
aged, then the signal-to-noise ratio of an e voked potential is impro ved by a
factor of V/N. F igure 3.28 shows a typical brainstem auditory evoked poten-
tial with 1, 100, 500, and 2,000 a veraged trials. The pen-ink-paper method is
not conducive to signal averaging; therefore, virtually every modern evoked
potential machine entails the use of oscilloscope or computer screen outputs,
with the capacity to print studies to a laser or similar printer .

Evoked potential amplif ier and filter settings dif fer substantially from
parameters used for routine EEG. In the recording of brainstem auditor y
evoked potentials gain is set to 200,000 to 500,000. Low-frequency filter cut-
offs are usually set at 50 to 150 Hz, high-frequency cutoffs are usually set at
3,000 Hz, and the minimum sampling rate is 10,000 samples per second.
Detailed discussions of technique and interpretation of evoked potentials can
be found in later chapters in this book, as w ell as in other standard texts (3).
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FIG. 3.28. Record of brainstem auditory evoked potential with 1, 100, 500, and
2,000 signal averages. As number of averages is increased, the resolution of the
normal waveform increases. Time displayed is 10 milliseconds. The gain of the
first tracing is half that of the lower three tracings, to prevent saturation of ampli-
fier by noise.

ELECTRICAL SAFETY

EEG is an extremely safe procedure, but a small possibility of injury does
exist. Itisimperati ve that the technolo gist and electroencephalo grapher
understand how to minimize this risk. Current is the most important predic-
tor of electrical injur y. It can cause pain and b urns if applied to the skin.
Seizures can result from certain types of current applied directly to the brain
or to the scalp. Cur rent can electroplate ir ritating metals from intracranial
electrodes into brain tissue. Cur rent can even kill, by inducing ventricular
fibrillation. Injury risk can be discussed in ter ms of three groups with dif-
ferent types of relationships to EEG equipment. The safest group comprises
persons who are simply near and possibly touching an electrical device but
not intentionally connected to it. The second group comprises people with
electrodes attached to skin, in the absence of other medical instrumentation.

TABLE 3.6. Effects of various currents at 60 Hz

Current for 1 second Effect
0.1 mA Ventricular fibrillation if applied to the heart
0.3 mA Sensory threshold
1.0 mA Pain threshold

5 mA Maximal harmless level

15 mA Muscle tetany
50 mA Tissue injury
100 mA Fibrillation or death

Adapted from Tyner F, Knott J, Mayer WJ. Fundamentals of EEG technology.
New York: Raven Press, 1983.

The third g roup contains patients at higher risk, such as neonates and
patients with intravascular catheters or other medical instrumentation.
Table 3.6, adapted from Tyner et al. (32), summarizes ef fects of various
currents at 60 Hz on normal persons (group I described earlier).
There are several potential sources of dangerous cur rents that may flow
through patients connected to EEG machines and cause them har m. These
sources are described as follows.

Improper grounding

Improper grounding can result from a disr uption of the g round circuit
inside the EEG machine or from use of a tw o-prong socket. The cylindrical
contact (green wire) on the three-prong plug is the g round contact. Should a
short circuit occur in the machine and a current-bearing element make contact
with the chassis of the machine, this cur rent should immediately be shunted
to the ground contact, because this is the path of lowest resistance. This would
quickly blow a fuse or circuit breaker in the EEG machine, which would sense
the abnormally high current flow through the now very low resistance of the
short circuit. This would not happen immediatel y, and some cur rent might
flow through the patient even if the proper safety mechanisms were intact dur-
ing a short circuit. If the machine ground contact is not intact, substantial cur-
rent (possibly life-threatening) may pass through the patient.

EEG machines should never be powered by an inadequately grounded cir-
cuit: Three-prong to two-prong adapters should not be used. Machines must
always be protected with re gulation fuses. Fuses should not be defeated:
There is always a reason when a fuse stops w orking, and it is impor tant to
discover that reason rather than subject the patient to an electrical hazard.
Hospital-grade power outlets should be used w henever possible for EEG
machines (or for any other machines that are to be connected to patients).
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These outlets are labeled with a green dot and indicate a higher standard of
safety and quality of construction than do other outlets (32). A schedule of
preventive maintenance on the EEG machine and outlets should be enacted.

Leakage currents

Leakage currents arise from two main sources: stray capacitance and stray
inductance. Stray capacitance usually arises from wires connected to a wall
socket or to the EEG machine power supply. Capacitance is a function of the
construction of the power cords and of their length. Nearby wires in a power
cord are insulated from each other and therefore can function as a capacitor.
AC current flows through the “hot” (b lack) wire in the cord and induces
small capacitive currents in the neutral (white) and ground (green) wires as
they alternately charge and discharge with the AC current. This leakage cur-
rent is usually shunted directly to the ground contact; however, if the ground
connection is not properly made, this current may flow through the patient.
Extension cords should not be used with EEG machines, because the y
increase the capacitive current to a potentially dangerous amount. Because
wires are inefficient capacitors, capacitive currents from an EEG machine
are generally far less than 0.1 mA and ma y be only a few microamperes.
Nevertheless, if applied directly to the heart, 0.1 mA could cause v entricu-
lar fibrillation.

Each wire carrying current to and through the EEG machine induces a
magnetic field that, in turn, creates currents in other wires, including neu-
tral and ground wires. These currents are usually shunted directly to the
ground contact, b ut, again, they may be conducted through the patient
should some ground malfunction (ground fault) occur. Stray inductances
generally are of less magnitude than stray capacitances.

According to Hill and Dolan (cited in Cooper et al. [6]), maximum leak-
age currents allowed for the three g roups defined earlier are 500 pA for
those having casual contact with a medical de vice; 100 LA for those con-
nected to electrical devices; and 10 LA for the group at high risk.

Double-grounding

If a patient is connected to an EEG machine and to another electrical
instrument, there is probably be more than one ground connection. This cre-
ates a situation referred to as double-grounding or a ground loop. Because
no two ground connections are at identical potential, current may flow from
one ground connection to the other through the patient. There are several
potential sources of ground-loop currents. Short circuits in the machine or

other circuit faults can deliver massive current to a ground loop. Less dan-
gerous but more common are cur rents in the g round circuit as a result of
stray capacitance and stray inductance. Additional currents may be induced
in the ground wires by nearby magnetic fields. In this case, the induced
potentials in question are small, b ut the resistances of the g round paths are
also small. By Ohm’s law, large currents could flow from one ground circuit
to another through the patient.

Double-grounding is of par ticular concern in areas w here patients are
connected to multiple de vices, such as intensi ve care units and operating
rooms. It is not unusual to obser ve patients connected to EEG machines,
electrocardiographic monitors, temperature monitors, electric b lood pres-
sure cuffs, ventilators, pulse oximeters, warming or cooling blankets, elec-
tric beds, arterial and venous catheters, intracranial pressure monitors, and a
variety of other hardware. In such circumstances, the presence of a g round
loop is virtually guaranteed. The solution is to connect all de vices attached
to the patient to a common g round connection plugged into the same w all
outlet. If necessary, a grounding bar can be used to g ang together the vari-
ous ground connections. This provides only one low-resistance ground path
(not through the patient) for stray currents.

The EEG technologist must remember the principle of single-g rounding
when an accessory ground connection is necessary to eliminate 60-Hz inter-
ference. All ground connections should travel to one point. If the patient is
already grounded by another device, it is not necessar y (and is potentiall y
dangerous) to attach another ground connection to the patient. Avoidance of
multiple ground connections, in addition to being a requirement for patient
safety, improves recording quality.

In high-risk circumstances, such asw  hen patients ha ve intravenous
catheters, special isolation jackboxes should be employed. These boxes use
optical isolation or solid-state variable resistors to separate the patient from
any currents generated in the EEG machine (12,32).

Switch sparking

Whenever the power switch on the EEG machine or on the pens is enabled,
a small spark occurs inside the machine. This was an explosive and shock haz-
ard in the past (when volatile anesthetics such as ether were in common use)
but is not a major concern in most modem recording environments.

Exacerbating Factors

Predicting the consequences of an electric shock is difficult, because sev-
eral factors influence the biolo gical response. In the clinical setting, the
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TABLE 3.7. Safety rules for performing electroencephalography (EEG)

Maintain machinery to avoid faulty circuits

Always use a grounded (three-prong) plug to power

Properly fuse the EEG machine

Use one ground connection to patient or ground to a common point
Use an isolation jackbox in high-risk situations

most important factor is instrumentation. A transvenous pacemaker or a cen-
tral venous pressure catheter provides a low-resistance route for stray cur-
rents to travel directly to the heart. Ventricular fibrillation can result from
currents that would not even be perceived through intact skin. Skin wounds
or excessive abrasion with cleaning paste may increase the risk for injury by
a given current at those sites. Good general health may be a factor in resist-
ing effects of electric shock, b ut many hospitalized patients are ill (6,32).
Table 3.7 summarizes important safety rules in EEG recording.

CONCLUSIONS

It is easy to see ho w the engineering and electronics technolo gy behind
EEG continue to evolve as fast digital computers free electroencephalogra-
phers and technologists from paper and ink and pro vide opportunities for
quantitative analysis of neurally generated signals. Nonetheless, the basic
core technology remains the same as itw as when discovered during the
1930s. Postsynaptic potentials generated by large functional masses of neu-
ronal tissue, filtered by and conducted through the cerebrospinal fluid, dura,
skull, scalp, and skin are transduced b y surface electrodes, amplified, and
filtered for review. Unfortunately, as the understanding of brain function and
dysfunction increases, the limitations of this empiricall y discovered tech-
nology become more apparent. Functional activity generated by deep struc-
tures central to clinical epilepsy, such as the mesial temporal lobe and deep
frontal lobe, remain inaccessible for EEG recording. P atterns generated by
metabolic encephalopathies are often indistinguishable from those of subtle
or nonconvulsive status epilepticus. Seizures that are not directl y on the
brain surface are often obscured, poorly localized, or even invisible on sur-
face EEGs, sometimes even after placement of intracranial electrodes.These
common problems highlight the need for a ne w type of EEG technolo gy,
designed specifically for moder n clinical epileptolo gy and neuroscience
research, to replace w hat has been the gold standard for assessing electro-
physiologic function in the central nervous system since the early twentieth

century. Just as potent “designer” compounds ha ve replaced the less ef fec-
tive naturally occurring substances, which spawned their development in the
pharmaceutical armamentarium, so may a new technology devoted to real-
time assessment of brain function supplant the cur rent form of EEG. This
may well be a long time in coming, because it will be hard to improve upon
the immediate accessibility, portability, relatively low cost, and e xcellent
reliability of current EEG technology.
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ELECTROENCEPHALOGRAPHIC TECHNOLOGY KEY POINTS

1. EEG current is approximately 1 HA, voltage is approximately 2 to 300
uVv.
2. V= IR (volts, amperes, ohms)
3. Voltage law:
Total of all voltages around a closed circuit is zero
OR
V input = total of voltage drops in circuit
OR
V input — total of voltage drops in circuit = 0.
4. Current law:
Total current into a node equals total current out of a node
OR
Total current at any junction is zero.
5. For capacitors:
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o=CV (coulombs, farads, volts)

1=CdVidt

Current = capacitance (a constant) - change in v oltage over time.
Capacitive reactance (like resistance, but frequency dependent):

X. = 1/Q2nrfC)

where fis frequency in cycles per second, or hertz, and C is capacitance,
in farads.

NOTE: Capacitors resist current flow more at lower frequencies.
Inductance (L, measured in henrys) (not very important to EEG).

Inductive reactance = X; = 2xfL.

Power = I’R = % (measured in watts).
Alternating current (AC) comes out of wall socket:
W (t) =V, - sin(wt + 1)

where o is angular frequency (in radians per second) and T is phase
angle (in radians).

radians per second = 27/ (frequency in Hz).

Direct current (DC) comes out of a batter y and has no frequency con-
tent.

Root mean square (RMS) is equivalent DC voltage of an AC voltage:

RMS (sine wave) = peak voltage

V2

Wall socket delivers 110 V RMS = 110 - V2 = 156 V amplitude.
Resistances in series: ADD =Rl + R2+R3 . ..

Resistances in parallel: reciprocal of sum of reciprocals = 1/(1R1 + I/R2
+1/R3...).

Capacitances in series: reciprocal of sum of reciprocals = 1/(1C1 + 1/C2
+1/C3...)

Capacitances in parallel: ADD =C1 + C2+ C3. ...

Time constant=T1=R - C

T = time it takes for voltage across resistor to fall to approximately 37%

(1/e) of initial value, or for a capacitor to charge to 63% (1 — 1/e) of
maximum value in an RC circuit.

NOTE: e is approximately 2.718.
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23.

24.

NOTE: Avoid confusion: percentage is major change in direction of

charge or discharge (up to 63% charging, or down to 37% discharging).
Cutoff frequency of a filter (frequency at which 1/V2 or approximately
70% of signal is passed) is related to the time constant T by the formula

St = 1/(217) = 1/2nRC) = 0.16/1
In low-frequency filters, the voltage across the resistor is
V(t)=Ade™"
Time constants are related to cutoff frequency:
T = 1/(2nfeucony)

Time constant is in seconds, cutof f frequency is in Hz. The cutoff fre-
quency is the frequenc y at which 1/V2 of signal is passed (appro xi-
mately 70%).

Low-frequency filtering advances the timing of v oltage peaks for the
sinusoidal signal. High-frequency filtering delays the timing of voltage
peaks. At the cutoff frequency timing, the change is a phase shift of 45°
= 1/4 radians = one-eight of the cycle.

Ohm’s law for AC:

V=I1-Z where Z is impedance

VA (Rz + (XC — XL)2

Reversible electrodes do not easily become polarized, which means they
have low electrode potentials, which in turn means they produce signals
better.

Decibels (dB):

dB =20 - log(Voul Vin)

Frequency response of a filter: how the signal is altered as a function of
frequency. Rolloff is how steep slope of cur ve is when amplitude plot-
ted against log (frequency). Measured in decibels/(factor of 10 in fre -
quency) = decibels/octave.

Common-mode rejection ratio (CMRR): a measure of ho w well a dif-
ferential amplifier filters out signals common to both inputs:

voltage when input 1 = V and input 2 = ground

CMRR = ; .
input 1 =V and input 2=V

Electrode impedance: 30-Hz sine wave is sent by machine through elec-
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trodes. Impedance =1 or 2 k Q (machine dependent) per 1 mm of pen
deflection.
Pen frequency response is limited to about 90 Hz before there is signif-
icant arcing.
Paper speed is commonly 30 mm per second in the United States; else -
where, 15 mm per second is used. Slo wer paper speeds for operati ve
monitoring (and usually for sleep) are sometimes used. F aster speeds
help analyze fast events.
Analog signal: no spaces betw een data points, a continuous w aveform
(e.g., electrical current).
Digital signal: An analog signal is sampled at inter vals measured in
samples per second (= sample rate).
Nyquist’s law: in order to resolve a waveform of frequency X cycles per
second (= X Hz), the signal must be sampled at more than 2 - X/second
(= Nyquist frequency).
Aliasing: If a signal of frequency X is sampled at the Nyquist frequency
or lower, it can look lik e a signal of a lo wer frequency, corrupting the
data. This process is called aliasing. The signal is said to be aliased.
To prevent aliasing, all frequencies that are higher than the band of
interest should be filtered out, and sampling at slightl y higher than the
Nyquist frequency (called oversampling) should be performed just to be
sure of accuracy. It should be remembered that filters have a frequency
response curve, not just a vertical cutoff (infinite slope).
Digital storage: Resolution of a digital signal is a function of the v olt-
age range being sampled (typically =10 V), the sample rate, number of
bits in ADC, the number of bits used for storage, and the resolution of
the computer screen used for display.
The number of bits ( 7) used to store digital data di vides the voltage
range into 2" increments. The more bits used, the better the resolution of
the data. For example:
1 bit allows data to be 0 or 1
2 bits allows 2% = 4 increments
3 bits allows 23 = 8 increments
4 bits allows 2* = 16 increments
8 bits allows 2% = 256 increments
12 bits allows 2!2 = 4,096 increments
Safety:

I. Three risk groups

A. Bystanders
B. Subjects connected to machine

Current for 1 second

C. High risk: patients connected to intravenous catheters and other
devices; neonates
II. Potential sources of danger
A. Improper grounding: more than one ground, three prongs
converted to two, defeated fuses
B. Leakage currents: capacitance of long wires (no extension
cords) or nearby cords
C. Switch sparking (not a “turn on’)
D. Working in puddles (e.g., in the operating room)
III. Rules to follow:
A. Use green dot outlets (hospital standard)
B. Regular maintenance
C. Proper fusing
D. No extension cords
E. One common ground
F. Isolation jackbox for high-risk circumstances
IV. Injury table: effects of various currents at 60 Hz

Effect

0.1 mA Ventricular fibrillation if applied to the heart
0.3 mA Sensory threshold
1.0 mA Pain threshold
5 mA Maximal harmless level
15 mA Causes muscle tetany
50 mA Causes tissue injury
100 mA Causes fibrillation or death

V. Leakage current limits

Devices standing alone 500 pA
If patients are connected 100 pA
Patients at high risk (e.g., with intravenous catheters) 10 pA

REFERENCES

. Barlow JS, Kamp A, Morton HB, et al. EEG instrumentation standards: Report of the commit-

tee on EEG instrumentation standards of the International Societies for Electroencephalography
and Clinical Neurophysiology. Electroencephalogr Clin Neurophysiol 1974;37:539-553.

. Budak A. Circuit theory fundamentals and applications. Englewood Cliffs, NJ: Prentice-Hall,

1978.

. Chiappa KH. Evoked potentials in c linical medicine, 3rd ed. Philadelphia: Lippincott-Ra ven,

1997:ix, 709.

. Company GI. Grass model 8 instruction manual. Quincy, MA: Grass Instrument Company. 1974.



W

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

ENGINEERING PRINCIPLES 71

. Cooper R. Electrodes. Am J EEG Technol 1963;3:91-101.
. Cooper R, Osselton JW, Shaw J. EEG technology. London: Butterworths, 1980.
. Crone NE, Miglioretti DL, Gordon B, et al. Functional mapping of human sensorimotor cor tex

with electrocorticographic spectral analysis. I. Alpha and beta event-related desynchronization.
Brain 1998;121:2271-2799.

. Crone NE, Miglioretti DL, Gordon B, et al. Functional mapping of human sensorimotor cor tex

with electrocorticographic spectral analysis. II. Event-related synchronization in the g amma
band. Brain 1998;121:2301-2315.

. Fenton DS, Geremia GK, Dowd AM, et al. Precise placement of sphenoidal electrodes via flu-

oroscopic guidance. A/NR Am J Neuroradiol 1997;18:776-778.

Geddes L, Baker L. Principles of applied biomedical instrumentation. New York: John Wiley &
Sons, 1968.

Goldring S, Gregorie EM. Surgical management of epilepsy using epidural recordings to local-
ize the seizure focus. Review of 100 cases. J Neurosurg 1984;60:457-466.

Graf M, Niedermeyer E, Schiemann J, et al. Electrocor ticography: information derived from
intraoperative recordings during seizure surgery. Clin Electroencephalogr 1984;15:83-91.
Homan RW, Jones MC, Rawat S. Anterior temporal electrodes in complex partial seizures. Elec-
troencephalogr Clin Neurophysiol 1988;70:105-109.

Horowitz P, Hill W. The art of electronics. New York: Cambridge University Press, 1981.
Jasper H, Arfel-Capdevielle G, Rasmussen T. Evaluation of EEG and cor tical electrographic
studies for prognosis of seizures following surgical excision of epileptogenic lesions. Epilepsia
1961;2:130-137.

Kanner AM, Jones JC. When do sphenoidal electrodes yield additional data to that obtained
with antero-temporal electrodes? Electroencephalogr Clin Neurophysiol 1997;102:12—19.
Kanner AM, Ramirez L, Jones JC. The utility of placing sphenoidal electrodes under the fora -
men ovale with fluoroscopic guidance. J Clin Neurophysiol 1995;12:72-81.

King DW, So EL, Marcus R, et al. Techniques and applications of sphenoidal recording. J Clin
Neurophysiol 1986;3:51-65.

Krauss GL, Lesser RP, Fisher RS, et al. Anterior “cheek” electrodes are comparab le to sphe-
noidal electrodes for the identif ication of ictal activity. Electroencephalogr Clin Neurophysiol
1992;83:333-338.

20.

21.

22.

23.

24.

25.

26.
217.

28.
29.
30.
31.
32.

33.
34.

35.
36.

Lehnertz K. Non-linear time series anal ysis of intracranial EEG recordings in patients with
epilepsy—an overview. Int J Psychophysiol 1999;34:45-52.

Lesser RP, Luders H, Klem G, et al. Extraoperati ve cortical functional localization in patients
with epilepsy. J Clin Neurophysiol 1987;4:27-53.

Litt B, Esteller R, Echauz J , et al. Epileptic seizures ma y begin hours in adv ance of clinical
seizures: a report of five patients. Neuron 2001;30:51-64.

MacLean P. A nasopharyngeal lead. EEG. Clin Neurophysiol 1949:1.

Niedermeyer E. Depth electroencephalo graphy. In: Niedermeyer E, Lopes da Silva FH, eds.
Electroencephalography: basic principles, clinical applications, and related fields, 3rd ed. Bal-
timore: Williams & Wilkins, 1993:593-617.

Niedermeyer E, Lopes da Silv a FH, eds. Electroencephalography: basic principles, ¢ linical
applications, and related fields, 4th ed. Baltimore: Williams & Wilkins; 1999:xi, 1258.

Purcell E. Electricity and magnetism. New York: McGraw-Hill, 1965.

Qu H, Gotman J. A patient-specific algorithm for the detection of seizure onset in long-ter m
EEG monitoring: possible use as a warning device. /[EEE Trans Biomed Eng 1997;44:115-122.
Sadler RM, Goodwin J. Multiple electrodes for detecting spik es in partial complex seizures.
Can J Neurol Sci 1989;16:326-329.

Silverman D. The anterior temporal electrode and the ten-tw enty system. Electroencephalogr
Clin Neurophysiol 1960;12:735-737.

Spencer SS, Spencer DD , Williamson PD, etal. The localizing v alue of depth electroen-
cephalography in 32 patients with refractory epilepsy. Ann Neurol 1982;12:248-253.

Sperling MR, Mendius JR, Engel I Mesial temporal spikes: a simultaneous comparison of sphe-
noidal, nasopharyngeal, and ear electrodes. Epilepsia 1986;27:81-86.

Tyner F, Knott J, Mayer WI. Fundamentals of EEG technology. New York: Raven Press, 1983.
Weyer E. Bioelectrodes. Ann NY Acad Sci 1968;148:221.

Wieser HG, Elger CE, Stodieck SR.The “foramen ovale electrode”: a new recording method for
the preoperative evaluation of patients suffering from mesio-basal temporal lobe epilepsy. Elec-
troencephalogr Clin Neurophysiol 1985;61:314-322.

Wieser HG, Hajek M. Foramen ovale and peg electrodes. Acta Neurol Scand Suppl 1994;152:33-35.
Wyler AR, Ojemann GA, Lettich E, et al. Subdural strip electrodes for localizing epilepto genic
foci. J Neurosurg 1984;60:1195-1200.



Chapter 4

Electrical Fields and Recording Techniques

Mary B. Connolly, Frank W. Sharbrough, and Peter K. H. Wong

Cerebral Generators of Electroencephalographic
Potentials
Electrode Placement
Electroencephalographic Derivations, Polarity
Conventions, Calibration, Sensitivity, and
Filter Settings
Derivations
Polarity Conventions
Calibration and Sensitivity
Filters
Montages
Unpaired, Paired-Group, and Paired-Channel
Montages

Display Conventions
Referential, Bipolar, and Laplacian
Montages
Referential Montages
Bipolar Montages
Laplacian Montages
Selection of Montages
Inverse or “Backward” Electroencephalographic
Projection
Electrocap Systems
Three-Dimensional Devices
References

Electroencephalography (EEG) enab les clinicians to study and anal yze
electrical fields of brain acti vity by recording amplified voltage differ-
ences between electrodes placed on the scalp, directly on the cortex (e.g.,
with subdural electrodes), or within the brain (with depth electrodes). F or
each electrical field, the clinician attempts to deter mine the nature, loca-
tion, and configuration of the generator of EEG patterns and whether they
are normal or abnormal and epileptiform or nonepileptiform. The clinical
interpretation of the EEG findings must correspond to the patient’s symp-
toms, findings on physical examination, and results of other in vestiga-
tions, such as brain imaging.

72

The traditional and universally accepted method of scalp electrode placement
is the international 10-20 system (17,18). The spatial distribution of a changing
electrical field requires orderly arrangement of multiple channels, termed a mon-
tage. Within a montage, different derivations record activity from different spa-
tial intervals.

CEREBRAL GENERATORS OF
ELECTROENCEPHALOGRAPHIC POTENTIALS

EEG signals represent the summated electrical acti vity generated by large
populations of neurons (103 or more) (12) (see Chapter 1 for a more detailed
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B

FIG. 4.1. A: A pyramidal cell dipole that is surface negative and depth positive
can be produced either by excitatory synaptic input at the surface or by inhibitory
synaptic input in the depths. B: Conversely, a pyramidal cell dipole that is surface
positive and depth negative can be produced by inhibitory activity at the surface-
positive end of the pyramidal cell or excitatory activity at the negative end. See
also Fig. 4.4.

discussion). The main sources of EEG potentials are cor tical neurons, which
are arranged in layers beneath the cortical surface. Within each layer, neurons
are aligned in bundles oriented perpendicular to the cortical surface and acti-
vated by synapses on soma-dendritic membranes. EEG signals are continuous
variations of summated cellular electrical potentials as a function of time and
location. All generators of scalp-recorded electrical acti vity, whether cerebral
or extracerebral in origin, behave like a “dipole”: that is, a generator with pos-
itive and ne gative poles. Pyramidal cells are the major source of synaptic
potentials and are radiall y oriented. Synaptic activity at one end of the p yra-
midal cell produces an active ionic current as a result of changes in membrane
permeability. The current loop is completed passively through neuronal mem-

branes at distant, relatively inactive sites. This means that synaptic input at one
end of a pyramidal neuron causes current flow through the neural membrane
whose direction at the surface is opposite its direction in the depth. This pro-
duces polarization shifts in opposite directions at the surface and in the depth;
therefore, electrically, the neuron behaves as an extracellular, transcortical, sur-
face-to-depth, radially oriented dipole (see Chapter 2 for detailed discussion).

Although a measurement of polarization e xtracellularly at the cor tical
surface predicts opposite extracellular polarization in the depth, it does not
permit determination of whether the polarization changes result from e xci-
tatory or inhibitory synaptic activity (Fig. 4.1). Thus, it is difficult to deter-
mine the three-dimensional intracranial location and conf iguration of cere-
bral generators from scalp EEG acti  vity alone (the so-called in verse
problem). However, by using intracellular recordings from experimental ani-
mals or tissue slices, it is theoreticall y possible to predict the tw o-dimen-
sional location and configuration of the scalp potential field for any type of
activity. This is the forward EEG projection or problem (24,26,27). It is
more common in clinical practice to tr y to determine the (unknown) EEG
generators on the basis of the patter n of activity recorded at the surf ace;
thus, the inverse problem is of clinical interest.

ELECTRODE PLACEMENT

Since EEG was first recorded from humans by Hans Berger, who used two
electrodes applied on the front and back of the head , various systems have
been used over the years (2,21). The Committee of the Inter national Federa-
tion of Societies for Electroencephalo graphy and Clinical Neuroph ysiology
(IFSECN) recommended a specific system of electrode placement under stan-
dard conditions for use in all laboratories (F ig. 4.24) (17). This is the system
now known as the inter national 10-20 system. Specif ic measurements from
bony landmarks are used to detemmine the placement of electrodes. From these
anatomical landmarks, specif ic measurements are made, and then 10% to
20% of a specif ied distance is used as the electrode inter val. This enables
replication consistently over time and betw een laboratories. The American
Clinical Neurophysiology Society (formerly the American Electroencephalo-
graphic Society) has recommended using a minimum of 21 electrodes in the
international 10-20 system. Odd-numbered electrodes are placed on the left
side of the head, and even-numbered electrodes, on the right side of the head.
Specific letters designate the anatomical area; for example, “F” means frontal.

In 1991, the American Electroencephalographic Society added nomen-
clature guidelines that designate specific identifications and locations of 75
electrode positions along five anterior-posterior planes, lateral to the mid-



74 ELECTRICAL FIELDS AND RECORDING TECHNIQUES

FIG. 4.2. A: Electrode nomenclature of the 19 most commonly used electrodes, according to the International
Federation of Clinical Neurophysiology 10-20 system. B: Electrode nomenclature in the International Feder-
ation of Clinical Neurophysiology 10-20 system with additional electrodes (this is the 10% system).

line chain of 11 specif ic sites (see F ig. 4.2B). In addition, four coronal
chains lie anterior, and four posterior , to the chain of 13 electrode sites
between the earlobe electrodes along the midline at the Cz electrodes. Se v-
eral electrodes have different names in the 10-20 system and the e xtended
nomenclature. The electrodes T3 and T4 in the 10-20 system are referred to
as T7 and T8 in the expanded system, and T5 and T6 are referred to as P7
and P8 under the new nomenclature. Currently, there is inconsistency among
laboratories in identifying these electrodes (6,7,25,26).

For infants, fewer electrodes are used, and the number v aries from labo-
ratory to laboratory. For neonates, a 12.5% to 25% system is used in the
Children’s Hospital of British Columbia (Fig. 4.3). Specific issues related to
recording EEG activity in newborns are discussed in Chapter 6.

In certain situations, additional electrodes can be applied to increase the
yield from EEG recordings. These include, for example, sphenoidal, T1, and
T2 electrodes in patients with kno wn or suspected temporal lobe epilepsy .
Sadler and Goodwin (28) recorded simultaneous] y from nasophar yngeal,
sphenoidal, minisphenoidal, mandib ular notch, surface, T1, and T2 elec-
trodes. Like Binnie et al. (3), they found that T1 and T2 electrodes were as
effective as sphenoidal and minisphenoidal electrodes and w  ere signifi-
cantly superior to nasopharyngeal electrodes. T1 and T2 are placed accord-
ing to Silverman’s (29) recommendations: 1 cm abo ve one-third of the dis-
tance from the e xternal auditory meatus to the e xternal canthus (nearer to
the former). If there is a question of a medial frontal focus, additional elec-
trodes can be usefully applied near the midline (F1, F2, FC1, FC2, FCz).
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FIG. 4.3. Diagram illustrating the neonatal electrode placements used routinely
(12.5% to 25%) at British Columbia Children’s Hospital. 1: Measure from nasion to
inion and from ear to ear, and mark position one-eighth up from ears, nasion, and
inion. 2: Measure head circumference; calculate one-sixteenth, and mark to the left
and right of the Fpz position; calculate one-eighth and mark the remainder of the
circumference positions. 3: Measure the distance between the anterior temporal
electrodes and divide into three parts; repeat for the posterior temporal area. 4:
Measure from the frontal-polar to the occipital region, and divide by three.

ELECTROENCEPHALOGRAPHIC DERIVATIONS,
POLARITY CONVENTIONS, CALIBRATION, SENSITIVITY,
AND FILTER SETTINGS

Derivations

The amplified and filtered output from one recording channel documents
the EEG voltage over time across one spatial interval in a relati vely undis-
torted, continuous, and direct display. This appears on paper or video display
as a graph of voltage over time. With traditional EEG machines, this potential
difference appears in an analo g manner as a pen deflection. The direction of

the pen, up or down, depends on a polarity convention that is based on whether
one input of the amplifier is more positive or negative than the other input.

Polarity Conventions

The two inputs of a dif ferential amplifier are designated input I and input
2. In the past, the terms “G1” and “G2” were used, in reference to actual grids
in vacuum tubes that were used in the past. The IFSECN has recommended
using the terms “input terminal 1 and “input terminal 2” (5). By convention,
upward pen deflection occurs either when input 1 is more negative than input
2 or when input 2 is more positi ve than input 1 (F ig. 4.4). Downward pen
deflection occurs if input 1 is more positi ve than input 2 or if input 2 is more
negative than input 1. The polarity convention also specifies that the 10-20
electrode symbols, separated by a dash, designate electrodes connected to the
two inputs of an amplifier (e.g., F3-C3 or F4-A2) and that the electrode whose
symbol lies to the left of the dash (F3 or F4 in the e xample) connects to input
1; the amplifier input is indicated by the sign at the top of the calibration sig-
nal. Similarly, the electrodes w hose symbol lies to the right of the dash (C3

Pen ' Input Local peak
tarminal polmity

f\ @ e}
4 or
Gz i+
G —#
- or
U G —10)
FIG. 4.4. According to the standard polarity convention, an upward signal deflec-
tion results if input 1 is more negative than input 2 or if input 2 is more positive

than input 1. Conversely, a downward signal deflection results if input 1 is more
positive than input 2 or if input 2 is more negative than input 1.
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and A2 in the example) are connected to input 2. A single differential ampli-
fier cannot deter mine absolute polarity. Recording with multiple electrode
pairs and displaying EEG activity in several montages enables delineation of
the field and determination of the polarity of a given potential.

Calibration and Sensitivity

Individual EEG channels ha ve adjustable controls that allo w variation of
sensitivity and frequency response. An amplifier’s sensitivity (or gain) control
changes output voltage; that is, it attenuates the output v oltage equally for all
input frequencies. Sensitivity is expressed in microvolts per millimeter, which
is the input voltage necessary to produce a given amount of vertical deflection
and is indicated by a voltage specification placed beside a vertical calibration
mark. The EEG instrument’s dynamic range specifies the range of input volt-
ages that can be measured accuratel y from the least to the maximum. The
dynamic range is affected not only by the sensitivity setting used but also by
the mechanical properties of the display system. During recordings, the tech-
nologist should adjust the sensiti vity setting as necessar y to maintain EEG
activity within the system’s dynamic range (Fig. 4.5). For ink-writing analog
EEG machines, the most impor tant part of calibration is that deflections are
measured and carefully observed in all channels, before the star t of the EEG
recording. For traditional analog paper EEG recordings, the calibration signal
also checks pen alignment and time axis. When pen alignment has been ade-
quately adjusted, a sharp signal change applied to e very channel should pro-
duce a tracing on paper that is e xactly synchronized in all channels and of
identical deflection amplitude. Obviously, video displays do not use pens and
have no alignment problems. In this sense, as in many others, digital EEG sys-
tems are considerably more convenient, flexible, and accurate.

A small calibrating voltage, such as a 5- LV input, displayed with a sensi -
tivity of 7 or 7.5 LV per millimeter, produces a very small deflection, less than
1 mm. This should be assessed to deter mine whether the onset of the wave is
rounded or whether the deflection is absent in any channel. An additional bio-
logical calibration is essential to ensure that all the amplifiers respond equally
and correctly to a variety of frequencies and not just to a direct current signal.
This form of calibration is more sensiti ve to amplifier malfunction. It is also
recommended that a second calibration be perfor med at the end of the EEG
recording, with all of the sensiti vities and filter settings that were employed
during the recording (American Electroencephalographic Society recommen-
dation, 1986). In the par ticular setting of electrocerebral inacti vity, there is a
requirement to calibrate with a 1- or 2-uV calibration signal.

With digital technolo gy, calibration need be perfor med only once, and
amplifier gain and direct cur rent offset can be cor rected automatically by
the system’s software to yield the same gain across channels. Calibration at
different frequencies can be a b uilt-in automatic function, and this elimi-
nates the need for manual biocalibration (32).

Filters

The range of neuroph ysiological activity within the brain ranges from
between 0.25 and 0.3 Hz to as high as 2,000 Hz (in the cerebellum). Under
certain circumstances, as in studies of the contingent ne gative variation or
negative direct current shift and pre-ictal acti vity, frequencies even slower
than 0.25 Hz may be recorded. In studies of evoked potentials, a very broad
frequency band is required. The broader the frequency band of the record-
ing is, the g reater the fidelity with w hich the actual neuroph ysiological
activity is reproduced. Ho wever, a wide frequenc y band increases the
amount of outside interference and unw anted noise. For this reason, filters
are used to preser ve, to the greatest extent possible, brain wave activity of
interest while minimizing extraneous signals. For routine clinical use, it is
usually not necessary to record activity greater than 50 Hz; this is in shar p
contrast to evoked potentials, whose signal components reach as high as
5,000 Hz. Filters are components in the amplif ier that eliminate unw anted
frequencies. A filter is described by the frequency range in which signals are
amplified without significant distortion. For EEG activity, more than 70%
attenuation of a particular frequency component by a filter results in signif-
icant distortion. In addition, conventional pen writing mechanisms are inca-
pable of recording activity above 100 Hz accurately.

The instrument’s frequency response capabilities are adjustab le (19,30).
The high-frequency filter, also referred to as the lo w-pass filter, affects
high-frequency activity. A commonly used high-frequency filter setting is
70 Hz; on occasion, 35 Hz is used. The number refers to the par ticular fre-
quency that has been reduced or attenuated in amplitude. The percentage
attenuation varies with the filter characteristic called “rolloff.” Thus, a 70-
Hz filter affects the designated 70-Hz frequency by 20% to 60% (depending
on roll-off) but has much less ef fect on lower frequencies. In contrast, fre -
quencies above 70 Hz are attenuated to a much g reater degree. In the con-
text of epileptiform activity, it is critical that the f ilters be set so that f ast
components represented in spikes are not attenuated or distorted. For exam-
ple, too low a high-frequency filter setting results in spik es that have the
appearance of beta activity (Fig. 4.6).
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FIG. 4.6. A: Generalized beta activity recorded with sensitivity of 15 uV/mm, a high-frequency filter setting of
70 Hz, and a low-frequency filter setting of 0.5 Hz. B: Generalized beta activity displayed with sensitivity and
low-frequency filter settings the same as in part A but with a high-frequency filter setting of 35 Hz. This results
in attenuation of some beta activity. C: Generalized beta activity displayed with sensitivity and low-frequency
filter settings as in part A but with a high-frequency filter setting of 15 Hz. There is even more marked atten-
uation of beta activity and distortion, resulting in spike-like transients. (Figure continues.)
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FIG. 4.6. Continued.

Low-frequency filter settings identify the lo wer frequency limits below
which the amplifier progressively attenuates and distorts physiological sig-
nals. Above this limit, the amplifier does not distort signals to a significant
degree. Low-frequency filters are also refer red to as high-pass f ilters
because they allow higher frequencies abo ve the specified frequencies to
pass largely unchanged. The effect of a low-frequency filter is determined

by its time constant. In the simple traditional amplif ier, one time constant
(TC) is calculated by multiplying resistance by capacitance. Time constant
can also be def ined as the time it tak es for a square-w ave deflection to
decline 63% from its peak or as the time it tak es for a square-w ave signal
deflection to drop within 37% of the baseline. The terms time constant and
low frequency are used interchangeably in practice to describe a low filter’s
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FIG. 4.6. Continued.

effect on slower activity, but they are distinct terms and are specified differ-
ently. For example, a time constant of 1 second represents a lo w-frequency
filter of 0.1 or 0.16 Hz, depending on the filter roll-off involved; a time con-
stant of 0.3 seconds represents a lo w-frequency filter of 0.5 Hz. Kno wl-
edgeable use of the lo w-frequency filter increases the yield of impor tant

clinical information. For example, in a record dominated b y slow activity,
short time constants or nar row low-frequency filters attenuate most delta
activity (Fig. 4.7) but allow faster frequencies to be displayed more clearly.
This may facilitate recognition of asymmetries of faster frequency patterns,
such as sleep spindles or beta activity.
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FIG. 4.7. A: Right posterior temporal-occipital delta activity displayed with sensitivity of 15 uV/mm, low-fre-
quency filter setting of 1 Hz, and high-frequency filter setting of 35 Hz. B: Same delta activity displayed with
low-frequency filter setting of 3 Hz and with sensitivity and high-frequency filter settings as in part A. Note mild
attenuation of right posterior delta activity. C: Same EEG sample but with low-frequency filter setting of 10 Hz
and high-frequency filter and sensitivity settings as in part A. There is now marked attenuation of right poste-
rior delta activity. D: The right posterior delta activity is enhanced with a display speed of 15mm/sec (sensi-
tivity of 20 uV/mm in this example). (Figure continues.)
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MONTAGES

Common conventional montages, even with logically organized series of
channels, distort spatial information by converting complex patterns of EEG
activity originating in three dimensions to a series of channels whose output
displays are horizontal, spatially discontinuous, and variable. Spatial delin-
eation of fields has improved steadily as advances in technology have led to
a steady increase in the number of recording channels a vailable, but spatial
sampling, although v astly improved, is still fraught with prob lems even
today. In addition, the electroencephalographer infers the spatial distribution
of EEG activity only indirectly, by cross-comparing activity from different
channels. Even this presentation is distor ted, however, because a g rid of
electrodes, each with up to four neighbors (anterior and posterior sagittall y
and left and right coronally), appears as a series of channels with onl y two
vertical (upper and lower) neighbors on a typical EEG displa y. Thus, EEG
montages unavoidably distort spatial relations among electrodes, because
the visual presentation has fe wer dimensions that the reality that it depicts
(consider the analogous distortions that occur in maps based on Mercator
projections of the earth).

Like other inherent mapping distor tions, a given EEG montage tends to
preserve spatial relationships of electrodes in one direction better than in
others. Therefore, a montage is classified as longitudinal if it preserves spa-
tial relations best betw een electrodes in the sagittal direction and as trans-
verse if it better preserves spatial relations in the coronal direction.

Montages may be classified as unpaired, electroanatomical paired-group,
or paired-channel and as referential, bipolar , or laplacian (source deri va-
tion). In longitudinal montages, channels are ar ranged along sagittal lines.
Adjacent channels within a sagittal line may either link in bipolar chains or
connect to a reference. In transv erse montages, channels are ar ranged in
coronal lines.

Unpaired, Paired-Group, and Paired-Channel Montages

In unpaired longitudinal or transverse montages, channels are arranged in
anatomical neighboring sequences: for e xample, sequentially from front to
back or from left to right. These are often referred to as electroanatomical
groupings (19). In paired-g roup montages, electrodes are ar ranged from
homologous areas of the scalp by placing together left and right temporal, or
left and right parasagittal, linkages. P aired-group arrangements apply only
to longitudinal montages because the brain does not ha  ve functional or
anatomical symmetry in the coronal direction. In paired-channel montages,
channels from homologous brain areas are paired. Left and right pairs are

then subgrouped together in longitudinal lines (e.g, a line of temporal pairs
and a line of parasagittal pairs). Midline electrodes cannot be paired.

The characteristics of these montage ar rangements are different in terms
of the accuracy of voltage representation (distor tion) and display of any
asymmetry:

Unpaired
Paired-group
Paired-channel

Least distortion, worst display of symmetry
Fair distortion, fair display of symmetry
Most distortion, best display of symmetry

Display Conventions

In montages, electrodes are arranged in anterior-posterior sequences. For
longitudinal montages, this means that frontal electrodes precede central,
parietal, and occipital electrodes; anterior temporal electrodes precede
midtemporal and posterior temporal electrodes. F or transverse montages,
electrodes are also displayed in a front-to-back sequence. The left-right con-
vention dictates that for unpaired longitudinal montages, left-sided channels
are placed above right-sided channels. In transv erse montages, each line of
channels proceeds from left to right. For paired longitudinal montages, left-
sided channels appear above the homologous grouping of right-sided chan-
nels. These left-right displays are used widel y throughout North America
and conform to the guidelines of the American Electroencephalographic
Society (1). However, the reverse convention of “right over left” is used rou-
tinely in Europe and is recommended by the IFSECN (18).

Referential, Bipolar, and Laplacian Montages

Localizing voltage peaks within a potential f ield requires a line of elec-
trodes crossing the field’s maximal potential. For longitudinal or transv erse
linkages, the clinician attempts to identify one or more electrodes that register
the peak potential more than other electrodes within the f ield. More precise
localization requires identifying the maximall y involved electrode or elec -
trodes in both sagittal and coronal directions. Such multiple direction readings
give information about the topo graphy of the peak. This means that for an y
voltage peak, the potential recorded by that electrode is greater than the poten-
tials seen simultaneously by its four immediate neighbors. F or example, a
right frontal potential field can be localized to F4 if the v oltage peak at F4 is
larger than the v oltage change seen simultaneously at FP2, C4, FZ, and F8.
Problems in localization arise if peaks lie at the perimeter of an electrode grid
(end of the chain) (Fig. 4.8). Localization is commonly achieved with appro-
priate combinations of referential and bipolar montages (F ig. 4.9). The lapla-
cian source derivation method may also be helpful (9,14,15,23,24,27,28).
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FIG. 4.8. A: Left occipito-temporal spikes displayed with sensitivity of 15 pV/mm, low-frequency filter setting

of 1 Hz, and high-frequency filter setting of 70 Hz. B: Same spikes as in part A, displayed in a bipolar longi-
tudinal montage, which enables accurate localization to the T5 and O1 electrodes. (Figure continues.)
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Referential Montages

FIG. 4.9.

In referential montages, a common reference electrode is connected to
input 2 of each amplifier. Ideally, for each pair of electrodes in a channel, only
one (input 1) is active. This situation is never achieved in real life, because the
common reference site is al ways active to some de gree and therefore invari-

Continued.

ably contributes to the output signal (19). In the past, referential recording was
also referred to as monopolar recording. The types of reference electrodes

used include A1 and A2 (“ipsilateral ears”); Al plus A2 (“linked ears”) (28);
Cz, a balanced noncephalic reference such as the neck-chest re gion; and the
average reference (“Goldman-Offner”). The average reference is traditionally
derived electronically by interconnecting all active scalp electrodes (all those
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of input 1) (13). The clinician can delete selecti vely from the average one or
more electrodes that may contribute disproportionately high voltage activity to
the reference, such as frontal leads sho wing prominent e ye movements or
electrodes over an area of focal slowing or epileptiform activity.

With digital recordings, a true average reference can be created with any
combination of two or more electrodes. As long as electrodes connected to
input 1 are more acti ve than the input 2 common reference, a referential
montage clearly displays a potential’s polarity and voltage field. Selection of
a reference site is impor tant. If the selected reference site lies within the
field of interest, it is “active”; this makes it difficult or impossible to deter-
mine polarity and spatial distribution of the field. A major advantage of dig-
ital recording techniques is that they allow reformatting of the EEG with dif
ferent montages, including those uniquel y created for indi vidual patients.
The following are examples:

1. A left temporal discharge contaminating the left ear reference and refor
matted with the contralateral ear as a reference. The field and amplitude
of the discharge can be more readily determined (Figs. 4.104 and B).

2. A left temporal spike contaminating an ear reference. This can be elim-
inated by changing the reference to bipolar (see F  ig. 4.10C) and
enhanced by increasing the paper speed (see Fig. 4.10D).

Bipolar Montages

In bipolar recordings, both input 1 and input 2 are connected to acti  ve
recording electrodes. No single electrode is common to input 1 or input 2.
Bipolar montages link sequential pairs of electrodes in longitudinal or coro-
nal lines. In linked chains, a single electrode becomes common to two adja-
cent channels, but it is connected to input 2 in the first channel and to input
1 in the second channel. The site of maximal voltage within a field appears
as a phase reversal; that is, simultaneous deflections in two channels sharing
a common electrode occur in opposite directions. The direction of the phase
reversal (deflections coming to gether for local ne gative peaks or di verging
for local positive peaks) assists in determining polarity. If the voltage peaks
involve two adjacent electrodes equally—for example, F4 and C4—they are
equipotential. If equipotential electrodes connect to input 1 and input 2,
there is in-phase cancellation, and no output appears in that channel. Local-
izing by phase reversal is possible only if bipolar montages fully encompass
the site of maximal voltage in both longitudinal and transverse directions. A
phase reversal does not occur unless the electrode chain full y encompasses
a local voltage peak. For example, a negative voltage gradient increasing
from C3 to P3 to O1 (as with an occipital spik  e) does not sho w a phase

reversal, and only a downward deflection is seen. Addition of a suboccipital
electrode may reveal a phase reversal if the discharge is maximal at O1.

Bipolar montages are most useful in defining localized potential gradients.
Of importance, however, is that the deflection in a particular channel is great-
est when the voltage gradient between the two electrodes is steepest, not nec-
essarily when the absolute voltage is largest. This is an impor tant distinction
between bipolar and referential recordings. Other advantages of bipolar mon-
tages include (a) eliminating the ef fect of contaminated references (see F ig.
4.10); (b) easy localization of relatively discrete focal abnormalities by phase
reversal; and (c) avoiding problems that can arise from unbalanced amplif ier
inputs with a common reference. On the other hand, it is possible only to infer
(and not compare directly) activity from individual electrodes, and voltage and
polarity determinations are always positive. Referential recordings allow clear
characterization of widespread or comple x potential f ields, unambiguous
determinations of voltage polarity, and less distortion of EEG patterns exhibit-
ing time lags across the scalp. The major disadvantage of referential recording
is that no single reference electrode or method is optimal for all situations,
inasmuch as no reference is truly inactive; thus, it is crucial to select an appro-
priate reference for a particular situation (34). Using the same reference rou-
tinely and without thought largely invalidates the advantages offered by a ref-
erential recording. With regard to the relation between bipolar and referential
montages, it is helpful to remember that the y are simply mathematical trans-
formations of one another. For example, converting absolute voltage-to-volt-
age difference is only a matter of computing the v oltage gradient of spatially
continuous voltage fields (the first spatial derivative) inferred from longitudi-
nal and transverse electrode arrays displaying discrete fields. Bipolar-to-ref-
erential transformation is analogous to integrating an electrical field’s voltage
gradient in relation to a f ixed site to obtain the v oltages at individual elec-
trodes. This conceptual parallel between manipulations of spatially discontin-
uous EEG data and spatially continuous electrical field data assists in under-
standing laplacian source derivations.

Laplacian Montages

In the laplacian source derivation, voltages at each electrode site are com-
pared with a local a verage of voltages at immediately surrounding elec-
trodes. Operationally, this means that each channel measures the vltage dif-
ference between the electrode of interest (input 1) and a reference (input 2)
derived from the average voltage of its nearest neighbor . For example, for
F4, the simplest value of the local average would consist of

(FP2 + C4 + FZ + F8)/4
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Because it involves discontinuous measurements from closel y spaced elec-
trodes, the source derivation only approximates the true mathematical laplacian
display of the electrical field, which is a continuous mathematical function rep-
resenting the second spatial derivative of the field. The output of any channel is
proportional to the intensity of local cur rent sources or sinks. Consequentl y,
source derivation combines attributes of both bipolar and referential recording

methods. Source derivation montages emphasize regions of local voltage peaks
and deemphasize widely distributed activity, much as do bipolar deri vations.
Voltage peaks are localized to the channel of maximal deflection, and polarity

is accurately indicated by direction of signal movement, as with common refer-
ence recording. True laplacian source deri vations eliminate concer n for an
active reference. In practice, ho wever, neighborhood average approximations
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with large interelectrode distances (approximately 5 cm, as seen with 21 scalp
channels) and without symmetry among nearest neighbors (as with edge elec-
trodes such as Fp1/2, F7/8, and O1/2) cause spatial aliasing, the equi valent of
an active reference (9,14,15,24,26). This may result in falsely localized voltage
peaks, spurious phase reversals, and inaccurate inferences about field distribu-
tion. These limitations are lessened, although not eliminated, by the use of more
electrodes to provide a denser array (e.g., 128 scalp electrodes).

Hjorth (14,15) addressed the interelectrode distance probem by including
in the local average some additional electrodes lying on lines diagonal to the
electrode of interest and w eighting their contribution as a function of dis-
tance. For electrodes of a grid (e.g., Fp1/2, F7/8) with only three neighbors,
adding inferior electrodes minimizes spatial aliasing in the laplacian esti-
mate. The mathematical basis of the laplacian transfor m, as well as the
derivation of the laplacian operator, is quite complex and beyond the scope
of'this discussion. Nunez (23) discussed this quantitatvely. The practical use
of laplacian derivations has been limited because of dif ficulty in applying
them to conventional EEG hardw are. However, with the computer -based
EEG machines now widely available, coupled with denser electrode arrays,
laplacian derivations are easier to apply.

Selection of Montages

The three types of montages just described can be vie wed as three types
of input to input 2: (a) Input 2 is the nearest neighboring electrode and
changes from channel to channel (bipolar derivation); (b) input 2 is a distant
electrode common to all channels (common reference); or (c) input 2 is
computed (A1 plus A2 average, common average, and laplacian reference).
The “averaged ears” reference and common a verage reference remain the
same in all channels; the laplacian reference dif fers from channel to chan -
nel. Each type of montage has advantages and disadvantages. Optimal EEG
recording combines referential and bipolar methods. Comprehensi ve and
accurate assessment of potential f ields requires combining all methods
intelligently (16,19,22).

Table 4.1 lists eight logical arrangements for referential and bipolar mon-
tages. The American Electroencephalographic Society recommended that
each laboratory routinely use one of se veral alternatives from each major
group: longitudinal referential, longitudinal bipolar, and transverse bipolar
montages. This recommendation does not, of course, preclude using other
montages required by individual laboratories, for special purposes, or in par-
ticular recording circumstances, but it does establish standards (1). For the

TABLE 4.1. Montage arrangements

Montage arrangement Longitudinal Transverse

Unpaired
Paired-group
Paired-channel

Referential and bipolar
Referential and bipolar
Referential and bipolar

Bipolar and referential

standard longitudinal referential montage, the American Encephalographic
Society Guidelines proposed choosing among unpaired , paired-group, and
paired-channel options. For the longitudinal bipolar montage, the Guide-
lines recommended using either unpaired or paired-g roup arrangements as
the interlaboratory standard. A paired-channel longitudinal bipolar montage
was not recommended, because phase re versals localizing a v oltage maxi-
mum occur in alter nate, not adjacent, channels. The Guidelines recom-
mended only bipolar options for the transverse montage. This reflects diffi-
culty in choosing a suitable, unbiased reference for transverse arrays. Source
derivations, with their inherent advantage of less biased reference, may well
increase in popularity with the availability of digital EEG and an increased
number of scalp channels.

INVERSE OR “BACKWARD”
ELECTROENCEPHALOGRAPHIC PROJECTION

Two questions frequently arise:

1. What are the shape and location of the potential f ield on the surf ace
(which is curved and two-dimensional) of the cerebral cortex?

2. What are the shape and location of the cerebral generator within the
three-dimensional volume of the cerebral cortex?

These questions form the so-called inverse, or “backward,” EEG projec-
tion problem.

The first question has a unique ans wer if infor mation about electrical
properties of tissues intervening between scalp and cortex is sufficient. Spa-
tial deconvolution (24) is the general method of predicting cor tical electri-
cal fields (which can later be v alidated by corticography) from scalp-
recorded EEG. However, these predicted cor tical fields are simpler than
those actually recorded from the brain’s surface, because many low-voltage
and fast-frequency components of the cor ticogram attenuate so mark edly
that they do not appear at the scalp and therefore cannot be reconstr ucted.
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5. Merging the MRI data set with the plot of the electrode positions by
using the three common fiduciary points as locking markers (this can be
done with a suitable graphical software program).

This results in a core gistered plot of the patient’s head and applied elec-
trode positions, which can be rotated and sized at will in order to clarify the
relationship of each scalp electrode to underl ying brain anatomy.By further
graphical manipulation (a process called  segmentation), software can
remove unwanted layers of tissue, re vealing the structures beneath (virtual
reality craniotomy). For example, selective removal of scalp, skull, and
meningeal tissues can create a windo w to re veal the underl ying cortical
anatomy and gyral markings (10).

Figure 4.11 shows an epileptogenic focus, displayed as an EEG tracing, a
scalp topographic map of the ne gative spike peak, and superimposed brain
anatomy. Although the raw and deblurred maps represent the same negative
spike peak, their topographies are different: the cortical peak location is dis-
placed more laterally than might be suggested in the scalp map.

Measurements of individual electrode positions can be made simpl y by
using three-dimensional electromagnetic devices that are based on magnetic
coils and sensors, if the instr ument is kept away from large ferrous metal
structures, which tend to distor t magnetic measurements. An alternative
with electrode caps is to use caliper measurements to estimate the locations
of each of the electrodes in relation to the f iduciary points.
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INTRODUCTION TO THE VISUAL ANALYSIS OF
THE ELECTROENCEPHALOGRAM

Analysis of the electroencephalo gram (EEG) is a rational and systematic
process requiring a series of orderly steps characterizing the recorded electri-
cal activity in terms of specific descriptors and measurements. The elements
of this analysis are listed in Table 5.1. For example, in the hypothetical case of
an 8-year-old child, some 2-Hz waves are identified in the awake EEG. This
activity must then be characterized according to their location, voltage, wave-
form, manner of occurrence (random or rhythmic, intermittent or continuous),
frequency, amplitude modulation (smooth, v ariable, unchanging, paro xys-
mal), synchrony and symmetry in homologous derivations on the two sides,
and reactivity (e.g., to eye opening). A sustained occipital alpha rhythm of 8.5
Hz is present. The maximum voltage of the 2-Hz waves varies from 40 to 70
WUV, approximating the voltage of the occipital alpha rhythm. The slow waves
occur randomly and block with the alpha waves when the eyes are open; they
tend to occur synchronously and fairly symmetrically on the two sides.

Taken as a whole, these descriptors fit those of a nor mal EEG slow pat-
tern that occurs commonly in this age group: namely, “posterior slow waves
of youth” (2,165). A variance in any of these descriptors might entirel y
change the significance of the 2-Hz waves; a different locus, a much higher
voltage, a more complex waveform, a failure to block with eye opening, or
any combination of these may render the findings abnormal. For instance,

TABLE 5.1. Essential characteristics of electroencephalographic analysis

Frequency or wavelength
Voltage
Waveform
Regulation
a. Frequency
b. Voltage
Manner of occurrence (random, serial, continuous)
Locus
Reactivity (eye opening, mental calculation, acapnia, sensory stimulation,
movement, affective state)
8. Interhemispheric coherence (homologous areas)
a. Symmetry
i. Voltage
ii. Frequency
b. Synchrony
i. Wave
ii. Burst

PwpbppE
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2-Hz, 40-to 76- uV random waves in the frontal, rather than occipital,
derivations in an awake 8-year-old child is an abnormal finding, the signif-
icance of which may be entirely different if the slo w waves are rhythmic
rather than random, if the waveform are complex, and if the voltage regula-
tion are paroxysmal rather than variable within a narrow range.

The only clinical information required before the EEG analysis is begun is
the patient’s age and state. The age is listed on the patient’s data sheet, which
should be part of the EEG record.' The younger the patient, the more critical
it is that age infor mation be precise. In the ne wborn, age should be specified
in days since delivery (chronological age); in infants aged 1 to 3 months, it
should be specified in weeks; and in those aged 3 to 36 months, it should be
specified in months. This progressively decreasing degree of precision reflects
the fact that the landmarks of ontagenetic development of the EEG in the new-
born are clearly differentiated in weekly or biweekly epochs but become pro-
gressively less sharply delineated with increasing age; for e xample, there are
clearly defined differences between the EEG of a premature infant with a con-
ceptional age of 35 weeks and that of an infant with a conceptional age of 36
weeks, but there are no impor tant or sharply delineated differences between
the EEG of a 3-year-old child and that of a 4-year-old child.

The “state” of the patient refers to the clinical assessment of the patient’s
general state of consciousness; this should be specif ied in such ter ms as
“alert,” “lethargic,” “stuporous,” and “semicomatose” on the clinical data
sheet that accompanies the record. The patient’s state also refers to the phys-
iological variations of alertness and levels of sleep that occur during the
recording, which are noted by the technologist.

Although these two items of information (the patient’s age and state of con-
sciousness) are essential for an accurate inter pretation of the EEG, it is a good
teaching exercise and a test of anal ytic acumen to read a record occasionall y
when only one or neither of these two items is known. Attempting to determine
the patient’s age or, more easily, physiological state according to the character-
istics of the EEG activity sharpens analytic technique and subjective criteria.

That age is an important determinant of the characteristics of the EEG has
been known since Hans Berger’s early studies in 1932. The electrical activ-
ity of the brain—awake, asleep, and in response to stimuli—v aries consid-
erably with age; a particular activity or pattern that is normal at one age may
be quite abnormal at another.

In the premature infant, the age factor is critical. In reading the records
of such infants, the initial step is to determine whether the conceptional age

"Both age and birth date should be recorded.



102 ORDERLY APPROACH TO VISUAL ANALYSIS

(gestational age plus time since delivery) can be determined from the char-
acteristics of the EEG. Absence or distor tion of features that nor mally
make this possible is evidence of abnormality, as are differences between
the maturational characteristics of the v arious stages of the a wake/sleep
cycle in the same inf ant (dyschronism). At the other end of the age spec-
trum, EEG features such as focal, episodic, temporal theta acti vity may be
within the normal range for an elderl y person but are outside the nor mal
range for a young adult.

The state of alertness or of altered levels of consciousness (physiological
and pathological) is also a critical factor in EEG interpretation. The obvious
situations are the w ell-known alpha-type record and the spindle sleep-lik e
patterns that may be seen in comatose patients, which, in spite of their “nor-
mal” appearance, have precise pathological significance in the altered states
of consciousness in which they may be found. Less well recognized are the
dramatic EEG changes sometimes seen iny oung children in association
with changes in affective state and with subtle ph ysiological alterations of
cerebral state that are antecedent to the onset of clinicall y evident sleep.

FEATURES OF THE NORMAL ELECTROENCEPHALOGRAM
Reactivity

Before the various features of the normal EEG of adults and children are
described and discussed, it is important to recognize that the identification
of a particular activity or phenomenon may depend on its “reactivity” (see
Table 5.1). An important element of the recording and its analysis is the test-
ing of the reactions, or responses, of the various components of the EEG to
certain physiological changes or pro vocations. These include eye opening
and closing, repetitive movements of the extremities, visual scanning, sen-
sory stimulation, and hypocapnia produced by hyperventilation.

Specification of the reacti vity of a gi ven activity, rhythm, or pattern is
essential for the identif ication and subsequent anal ysis of the acti vity and
may clearly differentiate it from another activity with similar characteristics.
For example, occipital slow waves intermixed with the alpha rhythm, which
block with the alpha rh ythm when the eyes are opened, may be a nor mal
finding in a child, but similar slow waves that do not b lock may be patho-
logical. Similarly, a series of rthythmic, high-voltage, monomorphic 3- to 4-
Hz waves in the frontal leads occur ring in association with arousal in a
young child may be normal, but a similar burst occurring spontaneously and
not associated with arousal may be abnormal.

Alpha Rhythm

The occipital alpha rhythm should be the star ting point for visual anal y-
sis. The initial questions should be the follo wing: Is an occipital alpha
rhythm present, and are its characteristics appropriate for age? If there is lit-
tle or no occipital alpha rh ythm, is it because the patient’ s eyes are open
(reactivity) or because the patient is dro wsy or asleep (state)? Is it an idio-
syncrasy of a normal adult (genetic)? Or is it an abnor mal finding?

Some persons (adults; rarely children) who are apparently normal show
no alpha activity, at least under the conditions of a routine clinical record-
ing. Other persons, also apparentl y normal, may show brief episodes of
occipital alpha acti vity only during h yperventilation or, transiently, on
arousal from sleep.

In addition to providing clues concerning the patient’ affective state (e.g.,
anxiety) or level of arousal, the presence and character of the occipital alpha
rhythm are critical deter minants in e valuating the signif icance of other
activities present. Thus, the presence of some low-voltage, 5- to 6-Hz rhyth-
mic frontocentral activity in an adult ma vy, in the transient absence of an
occipital alpha rhythm, merely signify the patient’s drowsiness; in the total
absence of an occipital alpharh ythm, however, such acti vity may have
pathological significance. Similarly, the presence of the frontocentral theta
activity would be more ominous if the occipital alpha rh ythm itself were
slow (e.g., 7 Hz). It is important to remember that the occipital alpha rhythm
may be preserved in conditions that produce marked slowing of the activity
in anterior derivations. Thus, a slow occipital alpha rhythm usually denotes
a more serious change than if its frequenc y were maintained.> Conversely,
preservation of the occipital alpha rhythm despite marked slowing elsewhere
is a favorable finding.

Normal Characteristics

The normal range for the frequency of the occipital alpha rhythm in adults
is usually given as 8 to 13 Hz. The distribution curve for the mean alpha
rhythm frequency in a series of 200 selected men (141) is sho wn in Fig. 5.1.
Note that the incidence of an occipital alpha rlythm as slow as 8 Hz is less than
1%. Although population studies indicate that an 8-Hz alpha rh ythm may be
found in normal asymptomatic young adults, in clinical practice this should
always raise the suspicion that the alpha rh ythm has slowed, which, statisti-

’There are exceptions: A notable example is the slowing of the occipital alpha rh ythm that may
be an early sign of intoxication with phenytoin.
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FIG. 5.1. Distribution of the mean alpha frequency in a series of 200 volunteer
flight personnel, aged 24 to 35 years, on active duty in the United States Air
Force (144 pilots and 56 navigators).

cally, is more likely. The maturational curve for occipital alpha rh ythm fre-
quency (Fig. 5.2) shows that the lo wer limit of the adult range is usuall 'y
reached by the age of 3 years. The curve has an overall parabolic course, with
the rate of change diminishing after late adolescence. In late life, the frequeny
of the occipital alpha rhythm tends to decrease, and this change appears to be
related to changes in cerebral metabolic rate (57,84,154-157,182).

It has been sho wn that the frequenc y of the occipital alpha rh ythm is
closely related to cerebral blood flow; it has also been shown that if cerebral
perfusion falls below a cer tain critical le vel, the occipital alpha rh ythm
slows. This relationship of alpha rhythm frequency to the adequacy of cere-
bral perfusion has been demonstrated repeatedl y in patients with cardiac
failure: Pacemaker or cardiac implants may result in an increase of as much
as 2 Hz in alpha rhythm frequency (188).

When certain drugs (particularly phenytoin) approach toxic levels, the
alpha rhythm slows without other changes in the EEG (175a). Consequently,
if alpha rhythm frequencies are at the lo w end of the nor mal spectrum for
age in patients w ho are taking such dr ugs, the possibility of to xic effects
should be considered. Carbamazepine, at therapeutic le vels, may slow the
alpha rhythm in children (59).
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FIG. 5.2. Curve showing the development of the occipital alpha rhythm between
the ages of 4 months and 16 years. Some rhythmic 3- to 4-Hz activity is present
in the electroencephalograms of awake infants aged 2 to 4 months, but it is not
reactive to eye opening. From the time rhythmic activity that is reactive to eye
opening first appears, the frequency increases rapidly, reaching 5 to 6 Hz by 12
months and 8 Hz by 36 months. At that age, there is a sharp inflection in the rate
curve, and the frequency increases only 2 Hz over the next 6 years. (From Kell-
away P, Noebels JL, eds. Problems and concepts in developmental neurophysi-
ology. Baltimore: The Johns Hopkins University Press, 1989.)

Frequency in Children

The relationship of the occipital alpha rhythm frequency to age in normal
control subjects is sho wn in Fig. 5.2. Occipital rh ythmic activity that is
responsive to eye opening appears in approximately 75% of normal infants
between the third and four th months after (full-ter m) birth. Initially, this
activity is not well sustained and has a frequency of approximately 3.5 to 4.5
Hz. The frequency increases rapidly, reaching 5 to 6 Hz in appro ximately
70% of children by 12 months of age. At age 36 months, 82% of nor mal
children born at full term show a mean occipital alpha rhythm frequency of
8 Hz (range, 7.5 to 9.5 Hz). By the age of 9 y ears, the mean alpha rh ythm
frequency is 9 Hz in 65% of controls; in the same percentage of persons, the
mean is 10 Hz by the age of 15 (48,165).

In infants and young children, the occipital alpha rh ythm may totally
block with the e yes open, and slo wer activity may be mistaken for the
occipital alpha rh ythm. For this reason, a por tion of the a wake EEG
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should be recorded during passi ve eye closure. Infants and very young
children usually do not close their eyes until they become drowsy and are
ready to fall asleep; at that time, the occipital rhythm may slow before dis-
appearing.

Frequency in the Elderly

For many years, it was commonly thought that the frequency of the dom-
inant posterior rhythm decreased, with normal aging, to the lower end of the
alpha activity range or even below it. Extrapolation from the parabolic curve
describing the age—alpha frequency relation indicates that a decline in fre-
quency might be expected at about age 58 years (48,165). The weight of the
evidence derived from studies of health y elderly persons indicates that
although there may be a decrease in alpha frequenc y in some nor mal per-
sons in later life, the mean frequenc y is maintained at or abo ve 9 Hz
(57,84,100,154-157,168,182,191). In another study of selected healthy sub-
jects with a mean age of 68 years, the mean alpha frequency was 9.7 Hz, and
only two subjects had an alpha rhythm as slow as 8 Hz (3).

\oltage

Absence of an alpha rhythm (or even a very-low-voltage alpha rhythm) is
not encountered when recordings are made directly from appropriate regions
of the brain in unanesthetized persons. Indeed , a number of alpha rh ythm
generators exist in the cortex and the depths of the brain, and the y produce
remarkably high voltage rhythms (181). On the other hand the voltage of the
alpha rhythm as recorded at the scalp in apparently healthy persons (73) may
barely exceed the noise level of the amplifiers.

Normative studies have shown that 6% to 7% of healthy adults have alpha
rhythm voltages of less than 15 WV at the scalp (141). It must be k ept in
mind, however, in considering the voltage characteristics of a given activity,
that interelectrode distance is a factor that influences the actual wltage mea-
sured, depending on the size of the potential f ield and the position of the
electrodes in relation to that field (Fig. 5.3). In discussing voltage, the elec-
trode placements used in measuring the voltage should be specified. In one
series in which the P4-O2 derivation was used, 75% of normal adults were
found to have alpha rhythm voltages of 15 to 45 uV (141). The relationship
between interelectrode distance and the amplitude of actwity recorded in the
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FIG. 5.3. Effect of interelectrode distance on recorded
amplitude of alpha rhythm. Note that this is not the only
factor determining amplitude; the geometry of the potential
field is also a factor. For example, although the interelec-
trode distance between O2 and PZ is half that between O2
and A2, the recorded amplitude is actually somewhat
greater.
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scalp EEG can be accurately characterized by an exponential function (52);
the increase in potential dif ference is proportional to the square of the dis-
tance up to about 10 cm.

Children rarely show low-voltage (less than 30 uV) alpha rhythms. In their
control group, Petersén and Eeg-Olofsson (165), using the T5-O1 derivation,
found no children with voltages less than 20 LV; only 1.3% of the children had
voltages of 20 to 30 wV, and all of those were older than 12 years.

In this same series, the a verage alpha rhythm voltage in children aged 3
to 15 years was 50 to 60 V. Approximately 9% of the children of this age
group (predominantly those aged 6 to 9 y ears) showed alpha rhythm volt-
ages of 100 uV or more. High voltage should never, in itself, be considered
an abnormal finding; however, paroxysmal bursts of 9- to 12-Hz acti vity
having a wider area distrib ution than the occipital alpha rh ythm (Fig. 5.4)
are abnormal (63). This pattern, associated with epilepsy, can be clearly dif-
ferentiated from a nor mal alpha rh ythm on the basis of its distrib  ution,
paroxysmal features, and lack of reactivity to eye opening.

The voltage of the occipital alpha rhythm diminishes with increasing age; this
probably, in large part, reflects (a) changes in the density of the bone and (b)

-t

FIG. 5.4. Paroxysmal generalized 8-Hz rhythmic activity
in a 21-year-old man with an initial buildup of rhythmic,
frontal-dominant but generalized high-voltage 8- to 10-
Hz activity.

increased electrical impedance of the inter vening tissue, rather than a decrease
in the voltage of the electrical activity of the brain. This impression is based on
the observation that during electrocor ticography, the voltage is not appreciably
reduced in older patients w ho showed low-voltage alpha rhythms at the scalp.
The relation between EEG voltage and the impedance of the intervening tissues
is discussed in more detail in the later section on bilateral v oltage symmetry.

Regulation

Good regulation of frequency? and voltage* of the occipital alpha rhythm
is characteristic of the EEGs of appro ~ ximately 80% of y oung adults
(48,165). With increasing age, there is a tendenc y for alpha acti vity to
become less well regulated.

3“Good regulation” of frequency is defined as follows: a sustained rhythm in which the mean fre-
quency does not v ary more than +0.5 Hz (as measured during an y 2-second epoch in w hich the
activity is sustained).

4Regulation in terms of voltage refers to the smoothness of the envelope of the waxing and wan-
ing of voltage that the alpha rhythm typically shows.
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As mentioned earlier, the peak frequency of the occipital alpha rhythm
is remarkably constant and, in healthy persons, shows virtually no varia-
tion throughout the da y or over long periods (37,51,177,193). Precise
computer analytic techniques ha ve demonstrated that the peak alpha
rhythm frequency may increase in women during the initial phase of the
menstrual cycle, but the change is so small (0.3 Hz) that it escapes notice
in routine visual analysis (37,51,177,193). The stability of frequency reg-
ulation of the alpha rh ythm does fluctuate some what throughout the day
and in relation to certain physiological changes (e.g., the menstrual cycle).
Regulation is also affected in some persons by mental activity and anxiety.
Thus the general comments concer ning “regulation” of the alpha rh ythm
refer to conditions of recording that approach the optimal conditions for
“good” regulation: a quiet, nonstressful environment; eyes closed; the sub-
ject at rest but still alert.

Both voltage regulation and frequency regulation of the occipital alpha
rhythm are “good” from the ages of appro  ximately 6 months through 3
years. During this period, the occipital activity may be almost monorh yth-
mic, and the v oltage variation on the EEG is usuall y smoothly contoured
(Fig. 5.5). From the ages of 3 to 14 y ears, poor regulation (particularly of

voltage) is common in normal subjects, and the regulation in approximately
33% of children in this age group is poorer on the low-voltage side (48,165).

Distribution

The occipital region is the site of maximal alpha rhythm voltage in 65% of
adults and 95% of children. However, in some normal persons, the amplitude
of the alpha activity in the central and temporal re gions is equal to or greater
than that in the occipital derivations. In about 32% of nomal young adults, the
alpha activity is widely distributed; it may be predominantly central or tem-
poral, oritma y be essentiall y equal in both areas (141). Studies with
implanted electrodes have shown that multiple alpha generators e xist in the
human brain, not only in the occipital region but also in central and temporal
regions (163). These generators overlap and influence each other; therefore,
what is recorded at the scalp at any locus reflects an “averaged” field pattern.

Bilateral Symmetry

Asymmetry of the occipital alpha rhythm voltage on the two sides occurs
in 60% of adults; in 50%, the right side sho ws the higher voltage (without
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FIG. 5.5. Normal electroencephalogram of an awake,
asymptomatic 9-month-old infant, eyes closed. The almost
monorhythmic occipital activity with little or smoothly con-
toured amplitude modulation is typical of the 4- to 24-month
age group.
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consistent correlation with handedness). The asymmetry between sides is
generally less than 20% 3; only 17% of nor mal adults show differences
greater than this. In only 1.5% is the asymmetry more than 50% (141).

In practice, an asymmetry of 50% or more should be re garded as clinically
significant until proved otherwise. An additional consideration is the side of
the low voltage. Because there is a statistical probability that the alpha rhythm
has a higher v oltage on the right side ina gi ven individual, asymmetries of
35% to 50% should be considered suspect if the right side has the low voltage.

In 95% of normal children, the alpha rh ythm voltage has an asymmetry
between sides of up to 20%. In 98% of these children, the lo wer voltage is
on the left side, and there is no relationship to handedness. In the 5% of chil-
dren with asymmetries of more than 20%, none shoved a difference of more
than 50%. The same rule mentioned above for adults should be used in the
assessment of asymmetries in children when the low voltage appears on the
right side, because the likelihood that the right side should be the high-volt-
age side is 98:2 (48,165).

A difference in skull thickness on the two sides may be a major factor in
determining the presence of voltage asymmetry. Through the use of an ultra-
sonic-pulse technique, it was shown that a dif ference in skull thickness of
more than 33% in homolo gous regions of the two sides may be present in
normal persons; the left is more commonl y the thicker side (approximately
72% of cases). Differences in skull thickness of this degree can account for
voltage asymmetries of 20% to 70% (129). Thus, a difference in bone thick-
ness on the two sides not only may account for asymmetries seen in normal
subjects but also may mask or simulate abnormality. In the absence of actual
measurements of bone thickness, asymmetries of less than 50% probally are
diagnostically insignificant. The clinician should be especiall y attentive to
the presence of subgaleal swelling caused by hematoma and for leakage dur-
ing an infusion into a scalp v ein, because these also g reatly reduce the
apparent voltage of the EEG activity recorded by overlying electrodes.

Asymmetry of the mu rh ythm (a central rh ythm of alpha acti vity fre-
quency, discussed in detail later in this chapter) and of temporal alpha activ-
ity is the rule rather than the exception, and predominance of the activity on
one side is not uncommon in asymptomatic persons. F or these reasons,
asymmetry of the mu and temporal alpha activity should be interpreted with
caution, especially in children. In prolonged (36-hour) and serial studies in
children, the mu rhythm sometimes showed higher voltage on one side (even

SThe asymmetry is the difference between the two sides, expressed as the percentage of the high-
voltage side.

to the point that it appears unilateral) for prolonged periods and then shaved
predominance on the opposite side (34,67). Such findings may well be sig-
nificant in ter ms of subtle brain functions, b ut the clinical electroen-
cephalographer should not conjecture about the presence of focal cor tical
lesions. Admittedly, there appear to be cases, such as those that Gastaut et
al. (67) originally described, in which the mu rhythm appears to be enhanced
at or near the site of a craniocerebral injur y, but the greatest percentage of
unilaterally predominant mu rhythms are not associated with e vident corti-
cal lesions. It must also be remembered that high v oltage of the mu rhythm
on one side may result from an underlying or subjacent skull defect (e.g., bur
hole) that provides a low-resistance pathway for activity in the cortex under-
lying the region of absence of bone. Mu rhythms are often enhanced during
and after hyperventilation, and this may further mislead the ine xperienced
electroencephalographer to an assumption of abnor mality.

Temporal alpha activity in young adults is usually fairly symmetrical on
the two sides. However, elderly persons, in whom the voltage of this tempo-
ral activity may be greater than that of the occipital alpha rhythm, may show
alternating voltage lateralization; in 80%, the left side shows higher voltage.
(This is discussed fur ther later in this chapter in relation to temporal slo w
activity in the elderly.)

Reactivity

The reactivity (i.e., blocking) of the alpha rhythm to conditions other than
eye opening is v ariable. Hans Ber ger found early on that an indi vidual’s
alpha rhythm diminished in amplitude or “b locked” during periods of con-
centrated mental effort, such as making calculations. Ho wever, in 24% of
the normal young adults studied by Maulsby et al. (141), no alpha blocking
was detected in a controlled test situation. F ailure of the alpha acti vity on
one side to attenuate during concentrated mental ef fort is evidence of cere-
bral dysfunction or lesion of the nonreactive side (212). In some apparently
healthy persons, the alpha rhythm seems to be blocked almost continuously,
appearing only very briefly (1 second or less) in cer tain situations (e.g.,
upon arousal or star ting hyperventilation). It has been suggested , although
not proved, that in some subjects the alpha rth ythm may be “blocked” or
diminished in amplitude by “anxiety.”

Alpha Variants

A characteristic of the occipital alpha rh ythm is that it ma y show what
seem to be abrupt phase reversals, so that the resultant wave or waves have
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a frequency of half that of the ongoing alpha activity and in some instances
have a greater amplitude. This phenomenon was first described by Goodwin
in 1947 (76). He also described a “bifurcation” in the indi vidual alpha
waves, so that a superimposed har monic rhythm of twice the basic fre-
quency was produced. He noted that both the subhar monic and harmonic
patterns blocked with eye opening, along with the alpha rhythm. He referred
to the two patterns, respectively, as “slow” and “fast” alpha variants. In dif-
ferent people, these two patterns vary in their degree of expression, from a
random, sporadic occurrence to a predominant feature of the occipital activ-
ity. All degrees occur in apparently normal persons. The current concept of
alpha variants is that they are a “physiological variation of the basic cortical
rhythm” and that they “have no correlation with any clinical entity or with
increased convulsive susceptibility” (2).

An early report indicated that the slo w alpha variant pattern is much
more common in persons with “symptoms usuall y associated with emo -
tional instability” (2) or with “psychoneurosis” (76) than in nor mal per-
sons. However, more rigorous in vestigation is needed before this can be
established as fact, and even if such a cor relation were established, its
meaning would have to be determined before the findings had any clinical
utility.

Several other rare occipital slo w patterns of unknown significance have
been seen in adults referred for EEG studies. One of these patter ns may be
related to the slow alpha variant, because it seems to evolve from it. The typ-
ical slow alpha variant configuration progressively changes to a simple
monomorphic wave with a frequency of half that of the alpha rh ythm. The
new rhythm may persist for several seconds and then be replaced by a return
of the alpha rhythm. This sequence of events may occur several times over
a period of several minutes. Aird and Gastaut (2) found onl y one case that
approached this type of pattern in their study of 500 “normal” young adults
aged 19 to 22 years, and Maulsby et al. (141) found three cases in their study
of 200 highly selected male subjects aged 24 to 36 years.

Mu Rhythm

The mu rhythm,® a central rthythm of alpha activity frequency (usually 8
to 10 Hz) (Fig. 5.6) in which the individual waves have an arch-like shape,

%Synonymous with wicket, comb, and arcade rthythms and rythme en arceaux, these names were
derived from the distinctive waveform of this activity. The Greek letter mu (1) now designates this
rhythm because the symbol resembles the waveform and conforms with the practice of using Greek
letters to name specific EEG activities.

is present as a visually detectable rhythm in 17% to 19% of y oung adults
(65,141,167). It is less common in the elder]l y and in children. A clearly
defined mu rhythm occurs in only 5% of normal children younger than 4
years, and the incidence increases little up to the age of 8 y ears. Between
8 and 16 years, the incidence increases from about 7% to the adult f igure
of 18%. It is more common in girls than in boys throughout childhood and
adolescence; the incidence is appro ximately twice as high in girls at age
14 (48,165).

The voltage characteristics of the mu rhythm resemble those of the occip-
ital alpha rhythm. The mu rhythm does not b lock with eye opening but
blocks unilaterally with movement of the opposite e xtremity. Its presence
relates to the level of attention and is enhanced by immobility (28).

The mu rhythm is particularly labile (26-28): It is suppressed by fatigue,
by somatosensory and sensorimotor stimulation (26,27,118), and , to some
degree, by mental arithmetic (25,27) and prob lem solving (36). Ho wever,
because it commonly occurs when an alpha rhythm is present in the central
region, it may be difficult to differentiate by visual inspection (119).

The mu rhythm may be present one day and undetectable the next (per-
sonal observations from prolonged monitoring studies; see also Schoppen-
horst et al. [179]). Its degree of expression may also vary from time to time
during the same day (20). The true incidence of the mu rh ythm in normal
persons is obscured by all these factors, which would tend to produce sig-
nificant sampling errors in any study group.

According to established facts and personal experience in recording elec-
trocorticograms from the sensorimotor cor tex of unanesthetized patients
during surgery, the mu patter n is a ubiquitous rhythm of the sensorimotor
cortex at rest, a concept first enunciated by Shoppenhorst et al. (179). How-
ever, it is the central beta rth ythm recorded directly from the prerolandic
region that shows a strong b locking response to movement of the e xtremi-
ties on the opposite side (95).

Routine clinical studies ha ve shown that the mu th ythm may be quite
asymmetrical and asynchronous on the two sides, even though the subject is
motionless and at rest (119). It may be present on only one side in persons
with no clinical or other laboratory evidence of organic brain disease. Very-
high-voltage mu activity may be recorded in the central re gion over a bone
defect (e.g., bur hole), and its shar p configuration, mixed with slower fre-
quency activities that may be present, may mislead the clinician to a pre-
sumption of a potentially epileptogenic focal process (32,119).

In infants whose occipital alpha rhythm is still less than 6 Hz, a well-orga-
nized and fairly well-sustained 8- to 10-Hz acti vity may be present in the
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FIG. 5.6. Episode of mu rhythm occurring during a period
when the eyes are open and the occipital alpha rhythm is

central regions bilaterally. It lacks the characteristic w aveform of the mu
rhythm but may be ontogenetically related to it. This activity was originally
described by Pampiglione in 1977 (158):

“In the rolandic area of each hemisphere and at the vertex some rhythmic activity
kept on appearing in most infants, at somewhat irregular intervals, in the form of
8-10 per sec waves of the order of 20—40 microvolts, with variable lateralization,
often occurring independently over the right or the left side.. .. This activity
would often diminish or disappear alto gether when the baby used his hands or
played with toys, but it would increase when the baby was at rest with his ar ms
and hands relaxed. . . . Distribution, frequency and behavior were similar to those
of the mu rhythm in older children and adults.”

Beta Activity

Activities with frequencies higher than 13 Hz are commonl y present in
the EEGs of normal adults and children. Three distinct frequency bands in
the beta activity range may be distinguished: a common 18- to 25-Hz band,
a less common 14- to 16-Hz band, and a rare 35- to 40-Hz band. High-volt-
age activity in the f irst two frequency bands is present at the cor tex in

blocked. Electroencephalogram of asymptomatic 25-year-
old woman. Mu-rhythm asymmetries of this degree are not
uncommon in normal subjects.

unanesthetized humans, particularly in the prerolandic and postrolandic cor-
tex. This fast activity is greatly attenuated in the scalp EEG. In 97% to 98%
of normal awake adults and children, the voltage in the EEG is less than 20
WV; in 70%, it is 10 WV or less (recorded between closely spaced scalp elec-
trodes) (48,141,165).

Beta activity with a voltage of 25 UV or more in the clinical EEG has been
considered abnormal. Although such findings are statistically outside the
range of nor mal variation, little is kno wn about the significance of beta
activity. The early literature documents a significantly higher percentage of
“fast” EEGs in epileptic patients than in nor mal controls and implies that a
fast EEG (a record with much beta actwvity with a voltage of 25 LV or more)
may be considered supportive evidence for a diagnosis of epilepsy.However,
“fast” EEGs also occur with a g reater incidence than in nor mal controls in
a number of other, nonepileptic conditions (89,201,204), and f ast EEGs
have no correlation with epilepsy in children (46,61,62,88,185).

The presence of beta activity at amplitudes of 25 'V or more is currently
of little or no diagnostic utility (e xcept when drug ingestion is suspected).
Thus, if a patient with a differential diagnosis of syncope versus epilepsy is
referred for EEG studies, the finding of excessive voltage and a prevalence
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of beta activity in no way clarifies the diagnosis. Similarly, the impression
that high-voltage beta activity may have some specific significance for the
diagnosis of minimal brain dysfunction, dysle xia, behavior disorder, or
hyperactivity (attention deficit hyperactivity disorder) has no estab lished
basis; the finding neither proves nor illuminates the diagnosis.

There is evidence that beta activity is a multifactorial genetic trait and that
an age factor is responsible for its penetrance (203); however, the relationship
to age is complicated. F or example, whereas beta activity is a predominant
feature of the EEG of premature and full-ter m infants, it is barely evident in
the EEGs of young children. It may be increased in v oltage and persistent in
the precentral region in middle-aged and elderly women, but it tends to have
a low voltage during old age, especially in men (57,84,154-157,182).

In evaluating beta activity, it should be kept in mind that many commonly
used drugs (e.g., barbiturates, benzodiazepines, chloral hydrate) increase the
amplitude, and thus apparentl y the amount, of beta acti vity (58). Because
the incidence of beta rhythms with amplitudes much above 20 uV is statis-
tically low in normal persons, the presence of such activity suggests the pos-
sibility of drug ingestion. Although the 18- to 25-Hz band is the one most
generally affected, some drugs also increase the 14- to 16-Hz acti vity.

In the presence of skull defects, beta activity in the area of the defect or
adjacent to it may be enhanced as a consequence of the lo w-impedance
pathway. Defects of dura, bone, and scalp enhance beta activity more than
other, lower frequency activity (99), which has led to er roneous identifi-
cation of so-called foci of f ast activity in patients with sur gical or trau-
matic skull defects.

Beta activity of 18 to 25 Hz usually increases in amplitude during drowsi-
ness, light sleep, and rapid-e ye-movement (REM) sleep, and it usuall y
decreases during deep sleep. When a barbiturate or other beta-enhancing
drug is administered to promote sleep during the EEG e  xamination, the
resultant fast activity increases with the onset of light sleep, decreases
markedly during deep sleep, and then remains prominent after the patient is
aroused. This effect of sedation is particularly pronounced in children.

Beta activity should have the same frequency on both sides. Ho wever,
even in normal persons, there may be a voltage asymmetry, with the activ-
ity being as much as 35% lo wer on one side. Such asymmetries may result
from differences in skull thickness, as described earlier for the alpha rlythm.
On the other hand , a consistently low voltage on one side (g reater than
35%), whether focal, regional, or hemispheric, is often a useful diagnostic
feature; it indicates cortical injury (e.g., acute contusion, acute ischemia, or
the presence of a subdural or epidural fluid collection). F ocal, regional, or

hemispheric depression of beta acti vity may also occur transientl y after a
focal epileptic seizure. Beta activity is generally the first to show diminished
voltage in the presence of a cortical injury or subdural or epidural fluid col-
lection; therefore, its presence on the lo w-voltage side can be helpful in
assessing the signif icance of a v oltage asymmetry of other backg round
activity in the same region (if the asymmetry is borderline in degree). In this
regard, it must be remembered that beta acti vity amplitude is par ticularly
susceptible to the presence of subg aleal fluid, and special care should be
taken by the technologist to note the presence of scalp swelling: its location,
extent, and degree.

Beta activity, especially when frontocentral in origin, is predominantl y
out of phase in the tw o hemispheres; consequently, its amplitude is g reater
in the paired interhemispheric frontal deri vation than in either frontal elec-
trode paired with an “indif ferent” electrode or with another adjacent scalp
electrode (Fig. 5.7).

Beta activity in the 14- to 16-Hz band is usually most marked in the fron-
tocentral region but may show maximum voltage elsewhere, even in the
occipital region. The location of the maximum potential f ield does not
appear to have particular physiological or pathophysiological significance.
Beta activity in this band, when present, is usually enhanced by hyperventi-
lation and indeed may become clearly evident only during this acti vity. It
may be present during sleep b ut should be distinguished from sigma acti v-
ity, which, by definition, occurs only in bursts.

Activity in the 35- to 40-Hz band is rarel y seen in clinical EEGs. Only
one report has described acti vity of this frequenc y; it was seen only in
adults and was reported to be associated with “organic psychosis” or “dull
psychopathy” (70). Such acti vity has not been repor ted in any series of
normal adults or children, and the frequenc y response of some EEG
amplifiers precludes the possibility of recording activity of this frequency
even if present.

Although frequencies above 25 Hz are rarel y seen in scalp recordings,
depth electrode studies in humans have revealed cortical activities with fre-
quencies up to 50 Hz and voltages of 15 to 70 uV (163).

The 18-to 25-Hz acti vity in the EEG during w akefulness is usuall y
enhanced during stages 1 and 2 sleep, and tends to decrease during the
deeper sleep stages.” In infants older than 6 months, the onset of sleep is

"REM sleep is rarel y documented in routine clinical EEG recordings of adults and children
because time and other f actors often do not allo w this stage to be reached. Ho wever, when REM
sleep is recorded, beta activity equal to or greater than that seen in the record during wakefulness is
usually present.
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marked by increased beta acti vity in the central and postcentral re  gions
(110). The frequency of this activity is usually 20 to 25 Hz; in infants aged
12 to 18 months (the age at w  hich beta acti vity is usuall y maximally
expressed), it may have a maximum amplitude of 60 uV (Fig. 5.8). This
activity diminishes in both incidence and v oltage with increasing age, and
beta activity amplitudes exceeding 5 to 10 WUV are rare after the age of 6
years. Again, the diagnostic utility of beta activity during sleep is limited.
Focal, regional, or hemispheric depression (def ined as being at least
50% lower on one side) of beta acti vity is a reliab le indicator of abnor-
mality, and it is usuall y accompanied by depression of other backg round
activity on the same side. It is a sign of either cor tical depression (contu-
sion, ischemia, atrophy, or cystic defect) or the presence of an intervening
fluid collection some where between the cor tex and the electrode sites.
Conversely, high-voltage, generalized but anterior-dominant, fast activity
may be a sign of brain damage. In children, a mixture of 18- to 25-Hz and
14- to 16-Hz beta acti vity with sigma activity of 10 to 14 Hz ma y occur
during sleep in a patter n that has been called “continuous spindling and
fast activity” (101). This abnormal finding is seen in certain cases of cere-

FIG. 5.7. Frontal beta activity in a 12-year-old boy,
referred for abdominal pain and receiving diphenoxylate
and atropine (Lomotil). Note the high amplitude of the
beta activity in paired frontal derivation in comparison with
ipsilateral derivations.

bral palsy and mental retardation. The continuous sigma acti vity may be
the predominant feature of the patter n and has led to the name extreme
spindles, which has been applied to essentiall y the same phenomenon
(69). The interpretation of pronounced f ast rhythms (but not so pro-
nounced as to qualify as “continuous fast activity and spindling”) in chil-
dren during sleep is an unresolv ed problem. Whatever the voltage and
duration of the beta activity, consideration must be given to the effects of
any drugs the patient may have been taking; consideration must also be
given to the effects of any drugs used to promote sleep for the pur pose of
the EEG study. The electrographic effects of a given drug dose are differ-
ent in different persons, even if dose-weight schedules are used. There
have been no definitive studies to determine whether these differences are
related to the drug level in the blood or to differences in the response of
the brain to equivalent levels. In children given sedation for sleep in the
EEG laboratory, beta activity may become very pronounced if sleep does
not ensue after a reasonable period (approximately 35 minutes). Similarly,
beta activity may become greatly enhanced in the postsleep record w hen
the child is awakened.
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Theta Activity
Frontal and Frontocentral Theta Activity

Most normal young adults show traces of 6- to 7-Hz random acti vity but
show no activity slower than this. In approximately 35%, some low-voltage
(less than 15 nV) 6- to 7-Hz waves may be present in the frontal or fronto -
central region with the eyes closed and in the presence of a w ell-sustained
occipital alpha rhythm (141,216). The 6- to 7-Hz acti vity in the frontocen-
tral region tends to become sustained and higher in voltage with the onset of
drowsiness, but this effect can usually be recognized because the occipital
alpha rhythm concomitantly becomes intermittent or disappears. In patients
whose alpha rhythm is low in voltage or poorly sustained, the onset of
drowsiness can be determined objectively by using eye electrodes to detect
the slow, pendular eye movements that accompany the onset of the dro wsy
state (141).

In young adults, and particularly in children, heightened emotional states
enhance frontal rhythmic theta activity in the 6- to 7-Hz range (24,33,54,60,
93,122,123,150,210). Moreover, some normal persons show marked fronto-
central rhythmic theta activity (with the eyes open) while performing certain

FIG. 5.8. Posterior 20- to 22-Hz activity present almost con-
tinuously but tending to show bursts of high voltage, in an
asymptomatic 18-month-old girl.

tasks (218). It has not been established whether this latter effect results from
a change in affective state related to the task or is a concomitant of some
other aspect of brain function.

Because the routine clinical EEG examination generally does not encom-
pass evaluation of “affective state” or even of “vigilance” during the record-
ing, the presence of some 6- to 7-Hz random or rhythmic activity in the rou-
tine EEG cannotbere garded as ha ving pathological significance. As
mentioned earlier, approximately 35% of young, nondrowsy, asymptomatic
adults show some very-low-voltage (less than 15-V) 6- to 7-Hz activity in
the frontal or frontocentral re gion in the environment of a quiet, smoothl y
operating, clinical EEG laboratory. In 10%, the voltage is 15 to 25 pV, and
the activity tends to occur in rhythmic serials. The extent to which more sus-
tained, higher voltage (greater than 15-uV), 6- to 7-Hz rh ythms reflect the
patient’s emotional state (24,33,54,60,93,122,123,150,210) or some other
physiological condition cannot be assessed properl y unless specific proce-
dures are carried out. Hence, there is no clear-cut end point at which frontal
theta activity can be specif ied as abnor mal. This problem is par ticularly
important in children, who are especially prone to increased theta activity in
highly emotional states and in w hom frontal theta activity was once identi-
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fied as an abnormality having a specific association with behavior disorders.
Indeed, the presence of this “abnor mality” inthe EEG w as originally
thought to be “evidence of the organic nature of the behavior disorder pre-
sent” (96). Clearly, enhanced theta acti vity in such children might result

from emotional upsets engendered by the behavior problem and its conse-
quences rather than from pathologically altered brain function. The clinical
interpretation of anterior theta rhythms in the EEGs of children w as overly
influenced by a series of early reports, beginning with that of Jasper et al. in
1938 (96), who stated that such acti vity was more pronounced and more

prevalent in children with beha vior problems than in nor mal, age-matched
controls. It is clear that Jasper et al. and subsequent in vestigators regarded
this theta activity as evidence of fundamental brain pathology. Lindsley and
Cutts (133), for example, reported that although occasional brief runs of 5-
to 8-Hz waves in the frontal and central re gions are not unusual in nor mal
subjects, they should be considered abnor mal “if they are present as much

as 10% of the time in w ell-organized ‘runs’ or "bursts.”” This concept has
been reiterated ever since (usually without critical reappraisal) as a criterion
of abnormality in children. However, the runs of 6-Hz activity shown in Fig.
5.9 are comparable to those that Lindsley and Cutts described as abnormal.
The tracing in this figure is from the EEG of an asymptomatic 19-y ear-old
man. Such rh ythmic activity appears in appro ximately 15% to 20% of
asymptomatic children and adolescents between the ages of 8 and 16 years;
serial studies indicate that the occur rence of such rh ythms is age-related,
appearing in a given child at a cer tain age, increasing to a peak v oltage at
approximately the age of 8 years, and tending to diminish and finally disap-
pear thereafter (48,165). Thus, age and ontogenetic processes are factors in
the appearance of this type of anterior theta rhythm. Evidence also indicates
that genetic factors may play a role (43). The problem is: At what point do
frontal 6- to 7-Hz rhythms—because of high voltage, unusual persistence, or
paroxysmal regulation—qualify as evidence of abnormal function?

FIG. 5.9. Monomorphic, rhythmic 6- to 7-Hz moderate-voltage
activity, occurring in fairly prolonged runs in the frontal leads in an
asymptomatic 19-year-old pilot. Theta activity of this degree
occurs in asymptomatic young adults but usually not so continu-
ous or so pronounced at this age as in this subject.
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Monomorphic, rhythmic 6-to 7-Hz acti vity occurring in high-v oltage
(greater than 100- uV) paroxysmal bursts in the frontal or frontocentral
region (Fig. 5.10) is not typically seen in normal children (zero incidence in
controls). The two extremes of rhythmic theta activity occurrence are shown
in Figs. 5.9 and 5.10; however, all degrees of theta activity may be encoun-
tered in pediatric practice. At what rate of amplitude change, maximum volt-
age attained, or degree of persistence, or in what combination of these, does
such activity have diagnostic significance? The problem is compounded by
the fact that such rhythms are potentiated during drowsiness and by hyper-
ventilation, and what may be a “baseline” rh ythm awake and at rest ma y
become paroxysmal during stage I sleep or during o verbreathing. Clearly,
the true meaning of such rhythms must await development of a more sophis-
ticated knowledge of neuropsychiatry. In clinical practice, the electroen-
cephalographer should not be misled by poorly controlled studies that pur-

port to show that monomorphic frontocentral activity of 4 to 6 Hz (w hich
interrupts and exceeds in peak amplitude the background activity) is corre-
lated with clinical epilepsy. Activity of this description is seen as often in
children referred for prob lems other than epilepsy . Nor should the elec -
troencephalographer be led into f alse syllogistic thinking—that is, that
because a significant incidence of such theta rh ythms has been reported in
epileptic patients, other disorders that display such rhythms must be epilep-
tic in character.

The problem of interpretation of pronounced theta rhythms in children has
been compounded by the repor ts of Doose et al. (42,43,45,80,81), w  ho
equated such rhythms with susceptibility to convulsions and particularly with
“clinically manifest epilepsy” (44). They described the pattern as consisting of
runs of bilaterally synchronous, monomor phic 4- to 7-Hz rh ythmic activity
shown most clearly by referential recording from the central regions. The runs

FIG. 5.10. Monomorphic, rhythmic, high-voltage 6- to 7-Hz activity in a
9-year-old boy. Rhythmic 6- to 7-Hz activity, similar to that seen in Fig.
5.9, occurs commonly in this age group but usually not so continuously
as in this subject. This high-voltage, frontal theta activity is outside the
range of normal variation for any age.
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of thythmic 4- to 7-Hz monomor phic waves often have a spindle shape, tend
to spread to the frontal and posterior re gions, and tend to dominate the EEG.
The rhythm occurs predominantly in children aged 2 to 6 y ears.

The examples these authors used to illustrate this acti vity (e.g., Fig. 1 of
Doose and Gundel [44]) are typical of w hat normal children of this age may
show in the h ypnagogic state. They dismissed this point, ho wever, with the
inaccurate assumption that h ypnagogic activity occurs “predominantly as a
paroxysmal generalized phenomenon,” whereas the theta rh ythms that they
described “are less paroxysmal and tend to be localized in the parietal rgions”
(see Fig. 1of Doose and Gundel [44]). They also dismissed the h ypnagogic
state as a possible explanation, because children who show the rhythm “may
show no evidence of being sleep y.” Yet the term Aypnagogic was originally
used, instead of the ter m drowsy waves, to describe the hypersynchrony pro-
dromal to sleep so as to con vey the important fact that the inf ant or young
child showing the pattern may have the appearance of being fully awake.

Doose et al. (42,43,45,80,81) presented e vidence that the 4- to 7-Hz
rhythm that they described “is not only characteristic of primary epilepsies
of early childhood but may be found in secondar y epilepsies with focal
symptomatology” and “in a relatively high percentage of controls” (44). The
author’s experience with EEGs of many thousands of young children (both
normal and with wide-ranging complaints) has led him to belie ve that the
theta pattern as described by Doose et al. is a ubiquitous patter n related to
age, not to dysfunction.

Midline Central Theta Activity

A midline central (Cz) theta rh ythm has been described in children and
adults (31,148,211). As described by Westmoreland and Klass (211), it con-
sists of trains of rhythmic waves of sinusoidal or mu-like form having a con-
sistent frequency within the 4- to 7-Hz range. The rhythm, which is pre-
dominantly 6 or 7 Hz, occurs episodically in trains that have a duration of 4
to 20 seconds. It is present only in the awake state, is not related to drowsi-
ness, and is a dif ferent rthythm from the bilateral rh ythmic central theta
activity that is a common f inding in sleep. The rhythm has a high cor rela-
tion with epilepsy but is not related to an y particular type (148,211). It is,
however, not specifically related to epilepsy, inasmuch as about 25% of the
persons who show this pattern have other disorders.

It is not seen in nommal subjects at any age, but it is mentioned here so that
it may be clearly differentiated from the midline frontal theta rhythm that
may occur in adults during mental tasks (218), such as reading.

Posterior Slow Waves

Perhaps no EEG finding has been more misunderstood and misevaluated to
the detriment of the patient than slo w activity in the parieto-occipital and
occipitotemporal regions. The interpretation of such activity in children, ado-
lescents, and young adults continues to be fraught with dif ficulties. Perhaps
the problem can be clarified by reviewing how some of the difficulties arose.

In 1938, Jasper et al. (96), beginning with the premise that “the important
electrical signs of brain dysfunction gi ven by the electroencephalo gram
might contribute to our understanding” of cer tain primary behavior disor-
ders, studied 71 children between the ages of 2 and 16 y ears who had been
admitted to the Bradley Home with a primar y diagnosis of behavior prob-
lem. For controls, a comparison w as made with the EEGs of “40 nor mal
children of comparable age, 70 nor mal adults, and 219 patients with other
nervous or mental disorders.” As a pioneer effort, this study was important
chiefly in terms of its heuristic value. The authors’ conclusion that “abnor-
mal brain function as revealed by the electroencephalogram is an important
component in the majority of a g roup of problem children whose disorder
had been considered as primarily psychogenic previous to using this method
of diagnosis” was to have a far-reaching influence on future studies, and for
a long time no systematic attempt w as made to examine this concept or its
implications. A long series of papers repor ted similar findings and reached
similar conclusions, each tending to repeat the errors in the research design
of the original study without, ho wever, the e xtenuating circumstance of
being the first to deal with the subject.

The errors of experimental design in the original study of Jasper et al.
(96) were largely a reflection of the lack of kno wledge at this v ery early
point in the history of clinical electroencephalography. Thus, although the
authors were concerned about the intelligence of the subjects, the y did not
control for state (e.g., drowsiness, alertness) and did not appear to make sig-
nificant adjustments of EEG criteria in tems of age. Consequently, although
the study included children as young as 2 years, the authors considered, for
the purpose of their study, that the EEG was abnormal if the waves below 7
Hz occurred in more than 10% of at least 100 seconds of record.

The fundamental limitations of this original study (and of man y subse-
quent studies) were the small size of the control g roup and the basis of the
criteria of abnormality. Furthermore, in all the studies, there w as the per-
vading concept that the “abnor malities™ are signs of damage. The evidence
for this concept was not conclusive (only circumstantial) and included some
statistical conceptualizations of questionable validity.
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The occipital slow activity seen by Jasper et al. (96), b y Lindsley and
Cutts (133), and by other early workers who studied children with behavior
problems was not well characterized and, in fact, consisted of several types,
ranging from continuous delta acti vity with no alpha rh ythm to episodic
delta activity with a continuous superimposed alpha rh ythm of normal fre-
quency. Clearly, several varieties of occipital or posterior slow activity may
be present in children; fur thermore, there are numerous per mutations of
amplitude, waveform, incidence, and posterior areal distribution that cannot
be combined into a single cate gory of abnormality without regard for age
and state.

The weight of the statistical e vidence (33,87,95,133,161) seems to con-
firm a greater incidence of posterior slow activity in children with behavior
disorders than in selected controls of the same age.  The character of the
deviation and its de gree vary considerably, however, and probably do not
reflect a unitary pathophysiological mechanism, even in terms of brain dam-
age or lack of it. The evidence of Aird and Gastaut (2), Wiener et al. (216),

and Sutter and Harrelson (190) suggests that asymptomatic children with no
antecedent history of brain insult may show posterior slow activity, and this
slow activity appears to be age-related. It is lik ely that some of the types of
posterior slow activity described in problem children reflect simply that the
subjects are children of a certain age.

The interpretation of posterior slow activity can be made coherent only if
its characteristics are clearly defined in terms of the anal ysis schema out-
lined in the f irst two sections of this chapter . First, some posterior slo w
activity, intermixed with the alpha rhythm, is present in the EEGs of 7% to
10% of highly selected normal young adults (18 to 30 y ears of age). The
type of activity present in 90% of these persons consists of moderate-v olt-
age (defined as no more than 120% of the alpharth  ythm voltage) fused
waves intermixed with the alpha rh ythm (which is often superimposed on
them). These waves have been called polyphasic waves (48,165) or posterior
slow waves of youth (2). An example of this type of acti vity in a nor mal
young adult is shown in Fig. 5.11. This type of posterior slow activity is rare

FIG. 5.11. “Posterior slow waves of youth” in an 18-year-
old asymptomatic woman. Long interelectrode distances
and the central-occipital derivations emphasize this type of
slow activity.
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in normal adults after age 21 years but has a 15% incidence in persons aged
16 to 20 years (48,165).

Such waves are uncommon in children younger than 2 years, but they are
maximally expressed (in amplitude and incidence) in children aged 8 to 14
years (see Fig. 5.16B); they occur more often in girls than in boys. It is com-
mon for the amplitude and incidence of posterior pol  yphasic waves in a
child to diminish as the recording proceeds. The basis for this change is not
clear; it may reflect a change in the anxiety or stress le  vel of the child
(24,33,54,60,93,122,123,150,151,210).

A practical point to remember is that the potential f  ield of posterior
polyphasic waves is such that the y appear to be much more pronounced
when recorded from C3-0O1 or C4-02 than from scalp-to-ear deri vations
(e.g., O2—A2). These waves block with eye opening and disappear with the
alpha rhythm during drowsiness and light sleep. They are not al ways sym-
metrical or synchronous on the tw o sides, but the asymmetry should not
consistently be more than 50%. They are accentuated by overventilation and,
possibly, by stress (24,33,54,60,93,122,123,150,151,210).

If polyphasic or fused waves were the only type of occipital slow activ-
ity encountered in children, the difficulty of interpreting children’s EEGs
would be considerably lessened. However, occipital slow activity may be
present in numerous per mutations of amplitude, w aveform, occurrence,
and topography, which renders it difficult to distinguish betw een normal
and abnormal findings.

In terms of manner of occur rence, there is an occipital slow activity that
is semirhythmic in character and is a nor mal finding between the ages of 1
and 15 years (48,165); this is discussed in detail later . Except for this age-
related finding, in the awake state there should be no rhythmic component
in the occipital regions that has a frequency slower than that of the nor mal
range (for age) of the occipital alpha rhythm.

Random, occipital slow activity may be present in normal children in a
wide range of waveforms, voltages, and wavelengths, and interpreting the
meaning of such activity is complicated by the fact that, in children, the
occipital region appears to be a common site for the EEG e xpression of
disordered function. Thus, after closed-head injur y or hypoxia or in the
various encephalitides, occipital slow activity may be the initial and the
last persisting EEG sign of dysfunction resulting from the brain insult.
However, because of the wide range of nommal variation in the amount and
character of occipital slow activity in normal children of various ages and
under various conditions, it is often dif ficult to assess the significance of

random occipital slow waves. Nevertheless, it is possible to provide some
guidelines for interpretation on the basis of (a) studies of nor mal children
and (b) the experience gained from prospective serial studies of children
with various types of brain insult.

Serial observations dating from the time a brain insult is incur red allow
definition of certain features of occipital slow activity that are more charac-
teristic of abnormal than of nor mal function. Thus, when the slow activity
deviates from that commonly seen in normal children, the deviation or devi-
ations can be characterized in ter ms of (a) comple xity and v ariability of
waveform, (b) incidence (how often slow waves occur within a gi ven time
epoch, such as 10 seconds), ® (c) voltage ratio (e.g., whether the voltage of
the slow activity is greater than 1.5 times the voltage of the occipital alpha
rhythm), (d) persistence (whether the occipital slow activity persists with the
eyes open), (e) synchrony (whether the occipital slow activity is synchro-
nous on the two sides), and (f) symmetry (whether the occipital slow activ-
ity is predominant on one side) (Figs. 5.12 and 5.13).

Any or all of these factors and their degree of expression may be used to
formulate an index of abnormality. When this index is high, there should be
no difficulty with evaluation. A definitive statement of normal or abnormal
cannot be made, however, about many EEGs encountered in clinical prac-
tice. The term borderline is sometimes applied in this situation, but the clin-
ical utility of this designation is doubtful.

When serial EEGs are obtained after brain injury (147) or in patients with
various disease states (e.g., encephalitis), this inde x of abnormality can be
employed effectively. It is much less useful if the EEG is an isolated diag-
nostic study. In the latter circumstance, even if the electroencephalographer
can conclude with confidence that occipital slow activity present on an EEG
is outside the range of normal variation, the diagnostic significance (or clin-
ical meaning) of such a finding is not clearly evident ipso facto. If, for exam-
ple, the patient is refer red to the EEG laborator y because of “possib le
seizures,” does the presence of an occipital dysrh ythmia—or, for that mat-
ter, any nonspecific dysrhythmia—help establish a diagnosis of epilepsy?
Occipital slow dysrhythmia, as an isolated f inding, occurs as often in chil -
dren who are referred for behavior disorder or lear ning disability and who

8In children aged 6 to 24 months, a wake, occipital activity is monorhythmic, and with the e yes
closed, there should be no random slo w waves with a duration e xceeding 0.25 second aftnd an
amplitude more than 1.5 times that of the alpha rhythm. This is not true of light sleep, in which ran-
dom delta waves characterize the occipital derivations (110).
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FIG. 5.12. A: This EEG is outside the range of normal variation for age (8
years, 1 month) because of high-voltage (three times that of the alpha
rhythm), rhythmic 4-Hz waves, which are not seen in normal children. B: This
occipital slow activity is chiefly 5 to 6 Hz; although it sometimes exceeds the
voltage of the occipital alpha rhythm, it is within the range of normal variation
for age (8.5 years). Occipital slow activity is usually of higher voltage on the
right side; this degree of asymmetry causes no concern. In view of the
amount, frequency, and voltage of the occipital activity, this EEG is slightly
slow. C: The occipital slow activity (3 to 4 Hz) is polymorphic, asynchronous,
and over 300 pV. These features are outside the range of normal variation for
age (8 years); however, the slow activity in anterior derivations is well within
the range of normal. (Figure continues.)
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FIG. 5.12. Continued. D: In an 8-year-old child with meningitis, these
high-voltage, random, 2.5- to 3.0-Hz asynchronous waves in the occipital
derivations are abnormal, even though the slow activity in anterior deriva-
tions is within the range of normal variation. E: From the same patient as
in part D. In scalp-to-scalp derivations, the amount and degree of occipi-
tal slow activity are obvious. Note that the duration of some waves
exceeds 0.75 seconds. (Figure continues.)
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do not have seizures as it does in epileptic children (T able 5.2). Even in
instances of known epilepsy, the finding of an occipital slo w dysrhythmia
does little to illuminate the diagnosis. The occipital dysrhythmia may be
bilateral, but even this does not establish that the patient has a “generalized”
epilepsy. The patient may also have an occult focus not revealed in the EEG.
In such a case, it is possib le that the occipital dysrh ythmia does not relate
directly to the patient’s epilepsy, but instead occurs as a result of some other
intercurrent factor (e.g., phenytoin intoxication).

The foregoing is prelude to a plea: The criteria for what is considered abnor-
mal in children and indicative of disease or disorder must be impro ved. Also,
more caution must be e xercised in assigning signif icance to such f indings.
Examples of various degrees and types of slo w activity encountered in chil-
dren of a given age are shown in Fig. 5.12. The samples illustrate the range
from supernormal to clearly abnormal. It would be more useful if the various
types of occipital slow activity could be illustrated for each age. In addition to
random slow waves, occipital or “posterior” rhythmic slow waves are seen in
normal children (48,165). Episodic rh ythmic, 2.5- to 4.5-Hz, monomor phic

FIG. 5.12. Continued. F: For comparison, a “supernormal” electroencephalogram in a
boy aged 7 years, 9 months. Occipital slow activity is minimal and masked by a con-
tinuous alpha rhythm. The amount of slow activity seen in anterior derivations is within
the range of normal variation up to age 16 years.

and polymorphic low- to moderate-voltage waves (<100 uV) occur in the pari-
eto-occipitotemporal region (usually maximal at O1 and O2) in approximately
25% of normal awake children aged 1 to 15 years. Such activity is most promi-
nent in those 5 to 7 y ears of age. Runs of this acti vity rarely last more than 3
seconds and are present only 2% of the time (48,165). Hyper ventilation gen-
erally causes this activity to become more continuous and higher in v oltage.

Rhythmic occipital slow activity of various types and frequencies that
does not seem to reflect an insult or to have an established genetic origin has
been reported in the EEGs of adults (2,6,120,166). These rhythms are per-
haps of some interest as EEG anomalies, b ut they are important in the dis-
cussion of the characteristics of the nomal EEG only in that they can be rec-
ognized as being outside the range of normal variation but having no known
pathophysiological significance.

Posterior Slow-Wave Transients Associated with Eye Mo vements. In
some young children (aged 6 months to about 10 years), some eye blinks or
eye movements are associated with a singl e monophasic or diphasic slo w
transient that has a duration of 200 to 400 milliseconds and an amplitude of
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FIG. 5.13. A: Polymorphic slow activity in the occipital leads is
often difficult to evaluate if low in voltage and random in occur-
rence, as in a 14-year-old boy. The slow activity is different from
that shown in Fig. 5.11 (normal for the age of 18 years) and
from that in Fig. 5.16B (normal for the age of 10 years). The
occipital slow activity in this tracing, made 6 hours after injury,
typifies that seen soon after closed-head injury (concussion)
occurring in late childhood or adolescence. This slow activity
usually resolves within 10 days. B: From the same patient as in
part A, 7 days after injury. Note that the occipital slow waves
have disappeared. The alpha rhythm is somewhat slow, poorly
sustained, and poorly organized, but it is “normal” for age.



TABLE 5.2. Electroencephalographic (EEG) findings in children with known seizures compared with other
children commonly referred for EEG studies (age group: 3—-16 years)*

Primary Learning and

Epilepsy behavior disorders communication Questionable

(%) (%) disorders (%) seizures (%)

EEG findings (N = 3,046) (N =2,626) (N =3,148) (N =1,163)
Normal 39.6 66.9 65.8 64.0
Nonspecific dysrhythmias 19.0 19.9 21.0 24.0
Foci 29.8 7.5 8.0 8.7
Spike-and-wave 4.8 1.8 1.9 3.0
Other 7.8 0 0 0.3

*Note that the incidence of nonspecific dysrhythmias is approximately the same for all groups and is simi-
lar to the incidence (16%) given by Wiener et al. (216) for normal children.
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FIG. 5.14. Occipital sharp transient associated with eye blink in a 13-month-old boy, awake.
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up to 200 pV. These transients are usually confined to the occipital re gion
and occur with a latenc y of 100 to 500 milliseconds after the b link or eye
movement (Fig. 5.14).

The initial component of these transients is surfice positive, and it and the
ascending phase of the next surface-negative component have a steep wave
front. The descending phase of the second component is much less steep.
These transients are often asymmetrical on two sides and do not occur with
every eye movement or blink. They are seen most frequentl y in children
aged 2 to 3 years (213).

These posterior slow-wave transients that follo w an e ye movement or
blink are normal phenomena but may be mistaken for abnormal activity, par-
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ticularly if they seem to occur in the absence of eye movements or blinks. To
establish an association between these events, it may be necessary to record
horizontal and oblique as well as vertical eye movements, because the for-
mer may not be detected easily in frontal EEG derivations.

Anterior Slow Activity in Children

It has long been kno wn that the amount of slo w activity in the EEGs of
children decreases with increasing age and that the persistence and fre-
quency of the slow activity vary in different areas. Both of these f acts are
clearly illustrated in Fig. 5.15, a graphic representation of the findings of an
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FIG. 5.15. Graphic summary of early frequency-analysis study of Gibbs and
Knot (75). The designation of “Parietal” refers to the parietal bone of the skull.
Actual electrode locations are approximately those of the C3 and C4 posi-
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tions. At the time this study was made, temporal derivations were not used
routinely by this group. L.V.F,, low-voltage fast activity.
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early frequency-analysis study by Gibbs and Knott (75). This figure may be
regarded as a fairly good approximation of the frequencies present and their
degree of expression in various regions at different ages. It does not, ho w-
ever, provide information concerning the waveform of the activity, its volt-
age, or the manner of its occur rence (e.g., random, continuous runs), all of
which are critical elements of visual anal ysis and are essential to clinical
evaluation of the EEG.

Another important aspect of assessing the amount of slo w activity in the
EEG is the frequenc y:voltage ratio. It has become the practice for clinical
electroencephalographers to rate an activity as having high or low voltage in
relation to its frequency. Thus, at the two ends of the EEG frequency spec-
trum, a 25-Hz activity is regarded as being high in v oltage if its amplitude
is 30 uV, but a 1- to 2-Hz w ave of similar amplitude is considered lo w in
voltage. This convention grew out of the e veryday experience of recording
the EEGs of human subjects: Beta activity is generally much lower than 25
WV in amplitude; hence, an ything higher is “high v oltage.” On the other
hand, 1- to 2-Hz w aves of over 800 LV are common during ph ysiological
(sleep) and in abnormal conditions in humans. The convention has signifi-
cance in terms of the power-spectral characteristics of the EEG. The clinical
electroencephalographer assesses the signif icance of slow activity in rela-
tion to its voltage; this frequency:voltage ratio is an important component of
the set of mental templates (one for each age range) that must be de veloped
in order to have a consistent basis for e valuation. The age range to w hich
each such template can be applied varies with age, because the range of nor-
mal variation is different at different age levels.

In evaluating the amount and duration of slow activity present in relation
to the age of the patient, it is helpful to use the concept of the “ideal” EEG
for each age as a standard of comparison. “Ideal” is not used to convey per-
fection (particularly in a clinical sense) but is, instead, employed in the pla-
tonic sense of “prototype.” The “ideal” is based on w hat 75% of asympto-
matic children of a gi ven age show in terms of the slow activity present in
the various derivations. Approximately 5% of nor mal children (same age)
show less slow activity than the ideal, and their EEGs more closely approx-
imate the adult patter n (these are sometimes called “super normal” EEGs)
(48,165). Another 15% of normal children show slightly greater amounts of
slow activity than the ideal, and 5% show moderately increased amounts of
slow activity. These general concepts ha ve been adopted, modified, and
expanded by the author’s colleagues and collaborators in Sweden and under-
lie their cate gorizations of “slightl y increased slo w” and “moderatel y
increased slow” (48,165). These benchmark papers of Ee g-Olofsson and

Petersén provide the essential data on w hich the kind of mental template
required for the evaluation of children’s EEGs can be developed.

Eeg-Olofsson and P etersén (48,165) rated the amount of nonrh  ythmic
(random) slow activity in the EEGs of children in their nor mal series as
“minute,” “normal,” “slightly increased (SIL),” and “moderately increased
(MIL)” for age. Of their highl y selected healthy children, appro ximately
87% had random slo w activity in an amount rated as nor mal for age.
Approximately 8% had lesser amounts of slo w activity than this, and 4.3%
had slightly greater amounts of nonrh ythmic slow activity; in 0.5% of the
series, the random slow activity was MIL. This compares with the concept
of the “ideal” EEG and the range of nor mal variation that was developed
from studies of asymptomatic b ut not highly selected children. Ee g-Olofs-
son and Petersén found that the incidences of SIL and MIL were greatest in
children between 6 and 11 years of age and were significantly higher in girls
than in boys.’

Comparison of Eeg-Olofsson and Petersén’s prototypic EEG samples of
“normal,” “slightly increased,” and “moderately increased” slow activity
with the author’s own prototypes indicates that the highly selected healthy
children in the Gothenburg series (48,165) showed lesser amounts of ran-
dom slow activity than did the author’s unselected asymptomatic children.
If the criteria offered by the Gothenburg study of highly selected children
are used as a basis of inter pretation in routine clinical practice, consider-
able caution must be exercised in categorizing an EEG of a given child as
“outside” the range of normal variation; care should be taken here because
the “pathological” significance of an abnormal EEG, which is too readily
equated with brain “damage” (or, at best, “dysfunction”), is often based on
simplistic reasoning. The talent of the clinical electroencephalo grapher is
measured not so much by an ability to make a visual analysis of the trac-
ing but by an ability to deter mine what the findings mean in a par ticular
patient under particular circumstances in relation to a par ticular clinical
history. The characteristics of the EEG are determined by numerous influ-
ences, not the least of which may be the uniqueness of the laboratory envi-
ronment. Factors that determine the characteristics of an individual’s EEG
at any time are discussed in the f inal section of this chapter. It is beyond
the scope of this chapter to attempt to con vey the “ideal” and the “range
of normal variation” for each age. Figure 5.16 illustrates the concept for a
single age level.

°This finding is in accord with the concept that the range of normal variation itself varies with
age.
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FIG. 5.16. A: “Supernormal” electroencephalogram (EEG) for age (10-
year-old girl). Greater amounts of slow “fused” (polyphasic) activity could
appear in the occipital leads, as in part B, or greater amounts on random
4- to 6- Hz moderate-voltage activity could appear in the anterior leads
and yet remain within the range of normal for age. B: This EEG, from an
asymptomatic boy aged 10 years, 2 months, shows greater amounts of
“posterior slow waves of youth” than in part A but has slightly smaller
amounts of anterior slow activity. C: Moderately increased slow activity;
random moderate-voltage, 4- to 6-Hz activity; and some slower low-volt-
age fused forms in anterior derivations. Occipital derivations show mod-
erate amounts of polyphasic slow activity. The subject was 9 years, 8
months old.
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Lambda Waves

When an individual’s eyes are open, especially if the room is well illumi-
nated, sharp waves with a duration of 160 to 250 milliseconds ma  y be
recorded in the occipital re gions bilaterally. These sharp transients, desig-
nated lambda waves, are particularly likely to be present if the patient is
visually scanning a complex picture. The necessary condition for generation
of these waves is saccadic movements of the eyes (4,56). Gastaut (68) ini-
tially described them as “biphasic or triphasic potential v ariations with a
small initial positive phase and a prominent subsequent ne gative phase.”
More recent studies, involving the use of computer techniques, have shown
that the most prominent phase in the occipital re  gion is surface negative
(132,174). However, most of the studies concerning lambda waves recorded
from the scalp in human subjects (4,53,79,173,176,180,194) describe them
as predominantly surface positive at the occipital electrodes (F ig. 5.17).
Routine experience indicates that the duration and w  aveform of lambda
waves vary considerably among individuals and that, par ticularly in chil-
dren, the highest amplitude and shar pest component are generall y surface
negative in the occipital deri vations. Lambda waves are much more com-
monly seen in children aged 2 to 15 years than in adults; they are rarely seen
in the routine EEGs of elderl y people. With long interelectrode distances
(e.g., C3to O1), lambda w aves with amplitudes as high as 65 WLV may be
seen in children (Fig. 5.18).

In a routine clinical EEG, lambda w aves may be quite asymmetrical on
the two sides and, in fact, may be present on only one side. This asymmetry
may lead to the misinter pretation of lambda waves as a focus of abnor mal
activity. This is especially likely to occur if the technolo gist or electroen-
cephalographer fails to note that the waves occur only during the eyes-open
condition. If there is any doubt concerning the nature of the actwity, then eye
closure, diminution of illumination, or ha ving the patient stare at ab lank
white card should eliminate lambda waves but should have no effect on the
incidence or amplitude of abnormal occipital sharp waves.

The amplitude of lambda w aves, and hence the lik elihood that they will
be seen in routine EEGs, is greatly influenced by the complexity of the sen-
sory field, by the intensity of illumination of the sensor y field, and by its
proximity. There are also mark ed individual differences in the ease with
which such waves may be detected (28,56,180).

In children, and less commonl y in young adults, scanning of a comple x
geometric pattern may produce lambda waves, which are predominantly sur-
face negative and have a spik e-like configuration (see Figs. 184 and B).

These are a normal finding even when asymmetric on the two sides. When
present unilaterally, they may be mistaken for an abnor mal focus of spik e
discharge, but the distinction can easil y be made by simply replacing the
geometric image with a b lank surface. These observations (105) were con-
firmed by Sunku et al. (189).

Temporal Slow Activity: A Normal Finding in the Elderly?

With increasing age, a signif icant number of persons sho w episodic,
irregular slow activity in the temporal regions, usually with maximum volt-
age in the midsylvian re gion. A 50-year-old subject may typically show a
series of EEG changes in the temporal re gions during the next 15 years of
life. The sequence of changes ma y be as follows: the first new activity to
appear might be episodic, temporal 8- to 10-Hz waves of higher voltage than
the occipital alpha rhythm. With time, some episodic activity that is usually
a subharmonic frequency (4 to 5 Hz) of the alpha rh ythm may then appear.
This mixed alpha/theta activity is usually more marked on the left side, is
enhanced by overventilation, and may persist w hen the occipital alpha
rhythm blocks with eye opening or with drowsiness. The episodes are usu-
ally quite brief, ranging from tw o to three waves to rarely more than six or
seven. Overventilation increases their v oltage and persistence. Enhanced
temporal alpha activity is not a constant feature. Episodic temporal theta
activity of this type, designated sylvian theta activity by Gastaut et al. (64),
may remain unchanged for many years (up to 20 years in the author’s expe-
rience), or it may become higher in v oltage, more polymorphic, and more
persistent.

Because independent temporal focal slo w activity may be seen in aged
but asymptomatic persons, Obrist et al. (154—156) and Kooi et al. (117) sug-
gested that it is anor mal accompaniment of the aging process. Others
(21,64,66,112,196), beginning with Gastaut et al. (64), suggested that tem -
poral EEG changes are associated with cerebro vascular insufficiency. A
group of persons with e vidence of cerebrovascular insufficiency was com-
pared with an age-matched group of controls who had no evidence of such
disease; the age incidence of temporal slow activity was shifted to the left in
the insufficiency group, and there w as a greater overall incidence of this
type of activity (Crawley and P. Kellaway, unpublished observations). Fur-
thermore, in a series of subjects aged 50 to 70 y ears, a comparison of the
persons who show temporal slow activity with those who do notrevealed a
35% higher incidence of h ypertension, coronary insufficiency, peripheral
artery occlusion, and other e vidence of systemic v ascular disease in those
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FIG. 5.17. A: Lambda waves in an asymptomatic 25-year-old
woman looking at a pattern (e.g., ceiling tile). B: Recording designed
to provide greater definition of lambda waves In an asymptomatic
girl, aged 12 years. Note that lambda waves are often polyphasic,
and in this child the predominant phase is positive at the occipital
electrode.
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FIG. 5.18. A: High-voltage lambda waves in an asymptomatic
15-year-old, with the maximum amplitude phase negative at the
occipital electrode. Note that lambda waves are quite “sharp,”
are of short duration, and occur almost entirely on the right side.
B: Lambda waves occurred bilaterally while the subject, a nor-
mal child aged 10 years, 7 months, was looking at a pattern in
the ceiling tile. Note that the waves have a sharp negative
phase.
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with the temporal slo w activity (Crawley and P. Kellaway, unpublished
observations). However, the predominantly left lateralization of the tempo-

ral slow activity appeared to have no relationship to the side on w hich the
first or any subsequent transient ischemic attack or completed strok e might
occur. These observations, made over a period of 20 y ears, are based on

presurgical and postsurgical EEGs of more than 1,800 patients with insuffi-
ciency and on serial EEGs of a group of 200 executives aged 45 to 75 years.
However, a well-designed prospective and longitudinal study with quantita-
tive methods has not been perfor med, and so the descriptive data just men-
tioned have not been pub lished. To be useful, such a study w ould have to
include measurements of re gional blood flow, quantitative EEGs, and neu-
ropsychological evaluations. In the absence of such data, the clinical elec -
troencephalographer faces the problem of inter preting the significance, if
any, of various degrees of temporal slow activity seen in a high percentage

of middle-aged and elderly patients. It is common practice to repor t some
temporal theta waves and possibly a few temporal delta w aves as normal
findings in elderly patients. The problems of how much slow activity is
allowed and how old the patient must be for the f indings to be considered
normal are currently being neglected; as a consequence, there is enor mous
variability in the way individual electroencephalographers evaluate this type
of finding.

When episodic 4- to 5-Hz, low- to moderate-voltage waves are present in
the temporal leads bilaterall y or with a mark ed predominance on one side
(usually the left) in persons aged 50 years or older, it is reasonable to report
their presence and to note that such activity may occur in asymptomatic per-
sons in this age group. When the activity is present in y ounger adults, or if
there is episodic temporal delta acti vity, the suspicion of clinicall y signifi-
cant abnormality is increased. It is important also to recognize that, because
temporal slow activity occurs in asymptomatic elderl y persons, such f ind-
ings in patients of this age group who are referred because of head injury or
possible cerebral metastases are unlikely to be related to these etiologies and
therefore carry the same meaning here as would a normal EEG.

A case in point concerns a 65-year-old man who was in the hospital for
gallbladder surgery. He fell out of bed one mor ning and bruised his fore-
head; he was not unconscious but seemed confused for several minutes after
getting back into bed. The EEG (made on the after noon of the same da y)
showed a well-regulated 9-Hz occipital alpha rh ythm, with some episodic,
low-voltage 3-to 5-Hz w aves in the left temporal re gion and some rare
activity of similar frequency that occurred independently in the right tem-

poral region. Statistically, there is a high likelihood that such EEG findings
in a man of this age predated the injury; also, focal episodic left-lateralized
temporal theta activity is an unlik ely consequence of an acute closed-head
injury. Follow-up EEGs 5 and 10 days later showed no change.

Another case concerns a 72-year-old woman with a history of breast can-
cer and bilateral mastectomy, referred for EEG studies because of attacks of
dizziness and headaches. The tentative diagnosis was cerebral metastasis.
The EEG showed an 8-Hz alpha rh ythm, with some moderate-v oltage (85
WV maximum) 4- to 5-Hz w aves that appeared episodically in the left and
right temporal re gions independently but were much more mark ed on the
left side, where there were also occasional lo w-voltage 3- to 4-Hz w aves.
The EEG report indicated that these f indings were probably not related to
the presence of cerebral metastasis b ut that a follo w-up study at 4 w eeks
might be helpful in this regard. Over a period of 18 months, the patient con-
tinued to complain of headache and dizziness, b ut several EEGs failed to
show any change. Over the next 3 years, the patient’s symptoms showed
some fluctuation but no progression and no evidence of cerebral metastasis.
The EEG remained essentially unchanged.

Torres et al. (191) found a signif icantly higher percentage of focal slo w
activity in volunteer elderly subjects “who showed no signs or symptoms of
central nervous system disease” than in patients with known cardiovascular
disease. However, in another series of elderl y patients “rigorously selected
for neuropsychiatric normality,” Katz and Horowitz (100) found a very low
incidence of focal temporal slow activity, and one study (200) reported that
temporal slowing is correlated with subtle speech prob lems and computed
topographic scan changes.

The more that temporal slo w activity differs from the simple prototype
shown in Fig. 5.19, the more it should be re  garded with suspicion. The
slower the activity, the greater the voltage, and the more complex and (par-
ticularly) the more continuous the w aveform is, the less reasonab le it
becomes to regard the finding as being within the range of normal variation
for age.

The definition of temporal slow activity is critically important. The slow
activity must be characterized in ter ms of frequency, amplitude, mode of
occurrence, precise location, and percentage of time during w hich the sub-
ject is awake. All studies of elderly patients have found low-voltage inter-
mittent temporal theta activity in a percentage of asymptomatic elderly per-
sons; an incidence of about 35% has been repor  ted by several different
groups (3,23,91,191). Paroxysmal bursts or long trains of th ythmic theta
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FIG. 5.19. Temporal alpha and fused slow activity on the left
side and occasionally independently on the right in a 60-year-
old man with occlusive carotid disease, more marked on the

C4-A2 MWW%WMWW right.

activity in the temporal re gion are not seen in nor mal elderly persons.
Episodic focal temporal delta acti vity occurs in only 12% to 18% of such

persons (3,100,191). The slower the acti vity, the higher its v oltage, the
greater its persistence, and the more strongly lateralized it is, the less likely
that it will be found in nor mal elderly subjects.

Episodic delta activity occurring focally in the temporal re gions, synchro-
nously or asynchronously on the two sides, is an abnor mal finding in elderly
persons (162,196); moreover, the correlation with vascular insufficiency, par-
ticularly with small-vessel disease, is much g reater than it is with temporal
theta activity (P. Kellaway and Crawley, unpublished observations).

Hyperventilation Response

Throughout the literature of pediatric electroencephalo graphy, the
response to hyperventilation is cited repeatedly as partial or complete sup -
porting evidence of brain abnormality in children. Historically, this concept
originated in the early report of Lindsley and Cutts (133):

Overbreathing in some cases produced w hat we have called a “h yperventilation
effect.” This is defined as a distinct change (usuall y abrupt) in the electroen-

cephalogram, consisting of a sequence of slow waves, ranging in frequency from
2 to 8 per second and usually of a magnitude considerably above anything of sim-
ilar frequency occurring in the records before h yperventilation. The “hyperventi-
lation effect” may persist as a cont inuous series of rh ythmic slow waves or may
consist of repeated bursts of slow waves at irregular intervals. Two measurements
were made, one of the duration from the beginning of hyperventilation to the onset
of the “effect,” the other of the duration from the cessation of h yperventilation to
the disappearance of the “effect.”

Lindsley and Cutts’s subjects spent 1.5 minutes hyperventilating unless a
marked effect appeared before that time, in which case subjects were told to
stop overbreathing and to remain quiet until the record retur ned to the orig-
inal state. Lindsley and Cutts found that children with beha vior problems
showed a more abr upt and greater buildup of slow activity and more pro-
longed effects after cessation of hyperventilation than did normal controls.
The subjects were instructed “how to hyperventilate or overbreathe at a rel-
atively uniform depth and constant rate,” but no measurements were made
to determine the blood carbon dioxide tension (PCO,) or pH changes, nor
were the blood-glucose levels measured at the time of the test. Itisno w
known that all of the measures of the “lyperventilation effect” used by Lind-
sley and Cutts (i.e., abruptness of the change, amplitude and slowness of the
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waves produced, and degree of persistence of the ef fect after overbreathing
stopped) are determined by the effectiveness of the o verbreathing in pro-

ducing a change in b lood PCO; as well as by the level of blood glucose at
the time of the test. It is dif ficult to judge the de gree of hypocapnia (blood
PCO; reduction) produced by a given hyperventilation effort (9), particu-
larly in children; the rate, depth, and consistency of the respiratory effort are
extremely difficult to gauge and compare without measuring the respiratory
exchange or blood PCO, changes. Even if attempts are made to standardize
the performance of overbreathing, the effect on blood chemistry is unpre-
dictable (149); furthermore, an uncertain relation exists between the levels
of peripheral and cerebral blood gases because of cerebral vasoconstriction
and resulting in hypoxia, which, until recently, has been considered the main
basis for the effect on the EEG (77,160). A critical review of the world lit-
erature on the subject (156) has not yielded unequi vocal evidence for the
idea that cerebral hypoxia is the critical factor in producing this response. It
has been shown that hypocapnia produces decreased acti vity of the of the

mesencephalic reticular formation (10) and that lesions that disconnect the
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cortex from the anterior par t of the reticular ascending acti vating system
abolish the hypersynchronous slowing effect of hyperventilation (10,183).

The blood-glucose level is important in determining the degree of response
to hyperventilation (17,18,41). Most routine EEG studies of children do not
control for this factor; however, even in adults, a low blood glucose level (<80
mg per 100 mL) favors the appearance of slow waves, and a high level (>120
mg per 100 mL) tends to inhibit or pre vent such an effect (41).

If effective overventilation is obtained in children, slo w waves appear
much more abruptly and are more pronounced than in adults, and the slo w-
ing outlasts the overbreathing for a longer time in children (74). The degree
and abruptness of the response seem to relate directly to age (19,74,78,2006).
Indeed, when the blood PCO; change produced by overbreathing is mea-
sured, there is a linear relationship betw een age and the ef fect produced
(38,39). Practically speaking, under routine laboratory conditions, in which
respiratory effort and ef fect are not measured , the most pronounced
responses to overventilation usually occur in children 8 to 12 y ears of age
(19,55,165) (Fig. 5.20).

FIG. 5.20. Example of pronounced overventi-
lation response that may occur in children 8 to
12 years of age. The subject was a girl aged 9
years, 6 months, at time of the electroenceph-
alographic study, with serum glucose level of
110 mg/dL. She had no history of seizures or
evidence of central nervous system disease.
Note that initial posterior slowing, typically seen
in children, is quite marked after only 30 sec-
onds of overventilation. Some frontal delta
activity continues 50 seconds after overventila-
tion stopped.
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Practical experience has shown that in routine diagnostic electroen-
cephalography, interpretation must allow wide latitude for the de gree of
slowing and for the abruptness and duration of the hyperventilation effect.
Only the elicitation of abnormal wave complexes (spike-and-slow-wave,
sharp-and-slow-wave) or clear focal or lateralizing changes can be con-
sidered unequivocal evidence of abnormality. Even paroxysmal slow bursts
are not acceptable evidence of abnormality, because these may be elicited
in normal children under cer tain circumstances (48,165). Nonetheless,
“susceptibility to hyperventilation” (7) and other characterizations of pro-
nounced overventilation responses have been used as diagnostic measures
in the evaluation of children (92).

Although prominent slow activity occurs less commonly in adults than in
children, it too should be re garded with the same de gree of caution. An
abrupt, pronounced, or prolonged b uildup of slow waves should never, in
itself, be considered a basis for classifying an EEG in an adult as abnor mal
and certainly should never be considered a criterion for the diagnosis of
epilepsy. If the b lood glucose is near nor mal and the pronounced or pro-
longed slowing persists, there ma y be some reason to suspect abnor mal
brain function. However, in the absence of direct measurement of the blood
PCO; level, only elicitation of a focal abnor mality or production of an
abnormal wave pattern can reliably indicate disordered brain function.

Activity of Drowsiness, Arousal, and Sleep
Activity of Drowsiness (Stage | Sleep)

Monorhythmic Slow Activity. The state ter med drowsiness in adults
and children—a condition characterized b y slow, pendular eye move-
ments—is classically associated with the disappearance of the occipital
alpha rhythm and the appearance of some rh ythmic and semirh ythmic
theta activity in the central or frontocentral re gions. A comprehensive
study of drowsiness has shown that there may be several variations of this
pattern, including some persistence of the occipital alpha activity into the
drowsy state (178). The various EEG patterns are not detailed here but are
well documented in Santamaria and Chiappa’ s book (178), w hich is
devoted entirely to this subject. Many of the patterns described have been
recognized as state-related and not abnor mal findings by experienced
electroencephalographers, without benefit of the rigorously derived data
that this book provides. The findings reported in this book are critical to

the interpretation of the EEG and, as the authors stated in their pref ace,
will be of great utility to electroencephalo graphers, polysomnographers,
and investigators involved in psychophysical studies that use EEG and
evoked potentials.

Drowsiness is usually defined as a presleep state, or a prodromal or twi-
light condition between being fully awake and asleep. In infants and young
children, overt signs of drowsiness may not be e vident even though the
EEG shows changes indicating that the child is f alling asleep. “Drowsi-
ness” commonly conjures up a certain vision of a “heavy-lidded” appear-
ance and, on the contrary, infants may have their eyes wide open and may
be irritable and restless during a v ariable period before onset of clinical
and electrographic sleep. For that reason, the author and colleagues ha ve
used the less common ter m hypnagogic to refer to this state (110). A
smooth transition from the hypnagogic state to sleep may not occur, espe-
cially in the strange en vironment of the EEG laborator y; instead, the
child’s condition may fluctuate between sleep, arousal, and transitional
states. A steady state of slo w-wave sleep (stages II, 111, and IV) ma y not
appear under ordinary conditions in the EEG laboratory for intervals rang-
ing from a few minutes to an hour or more.

In order not to be misled by the sometimes dramatic changes in the EEG
that occur during the transition betw een wakefulness and sleep, the clini-
cal electroencephalographer must know the EEG patter ns and their v ari-
ations that may occur during this state in children of v arious ages. The
electroencephalographer can better understand and inter pret what tran-
spires if the entire process of f alling asleep is recorded. The irrational, if
economical, practice of tur ning off the instrument while waiting for the
child to fall asleep may also result in loss of critical data: An important
electrographic event may occur only once or only during one stage of the
sleep cycle. Furthermore, the child sometimes drops precipitousl y into
deep sleep, with a consequent omission of the productive stages 11 and III
of sleep.

The changes that tak e place in the transient stage betw een wakefulness
and sleep are best understood in vie w of the changes with increasing age
from birth onward: once a sustained, rhythmic, occipital activity appears at
approximately 3 months of age, the onset of the hypnagogic state is marked
by sustained, monorhythmic, slow generalized activity. When this activity
first appears, the frequency is 3 to 4 Hz, and it increases in older children to
4 or 5 Hz. Approximately 30% of 3-month-old infants show this hypnagogic
hypersynchrony; the degree of its e xpression and duration vary in a single
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infant at different times and on different days. It may be seen in normal chil-
dren up to the age of 12 or 13 y ears but is increasingly rare after the age of
11 years, when it appears in onl y 10% of health y children. Figure 5.21
shows the incidence of this dro wsy pattern in the author’ s own series of
1,000 healthy children. The relation to age resembles that reported by Gibbs
and Gibbs in asymptomatic children (71) and b y Eeg-Olofsson et al. in

highly selected normal subjects (49).

In some children, the occipital alpha rh ythm may slow as drowsiness
ensues (Fig. 5.22), and at a time when anterior derivations show the more
usual 4-to 5-Hz h ypnagogic hypersynchrony, the occipital deri vations
may show some high-voltage, less regulated, slower (3- to 4-Hz) activity.
The latter effect occurs in not more than 3% of health y children before
the onset of sleep, b ut it occurs in appro ximately 6% after arousal. It
commonly occurs during a transient episode of arousal. In the author’ s
series of healthy controls, all children with this pattem were younger than
4 years.
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FIG. 5.21. Age distribution and incidence of sustained monorhythmic slow-activ-
ity drowsiness in asymptomatic children.

More commonly, as a shift to ward sleep takes place, the occipital alpha
rhythm becomes less persistent, and a central or frontocentral rhythm of 4-
6 Hz develops; this thythm may have a high voltage (200 uV). Examples of
monorhythmic drowsy patterns in children of v arious ages are sho wn in
Figs. 5.22 and 5.23.

Paroxysmal Slow Activity. Gibbs and Gibbs (71) and K ellaway and Fox
(110) were the first to describe paroxysmal slow bursts during drowsiness in
normal children. The latter authors described it as follows:

“The onset of the h ypnagogic phase is signaled b y a general reduction in the

amplitude and rhythmicity of the activity of all areas. This relative "quiet’ may
then be broken by paroxysmal bursts of high v oltage sinusoidal waves which
involve all leads but which are greater in amplitude in the precentral or central
regions and generally more strongly expressed in the frontal than in the occipi -
tal regions.”

“These paroxysmal bursts may reach e xtremely high v oltages when
maximally expressed (in excess of 350 micro volts) and therefore consti-
tute a possible source of er ror both for the inter pretation of sleep w here
this is sought and for the inter pretation of waking records where the osci-
tant state may intervene without true sleep ensuing....The appearance of
such bursts in the period just preceding tr ue sleep, or at its onset, or at a
time when the electrogram shows other evidence of the hypnagogic state,
is never considered an epileptiform manifestation unless accompanied by
spike discharges in some for m. Long e xperience has shown that if a
patient with established petit mal epilepsy sho ws abnormal paroxysmal
activity during sleep the spik e component is al ways strongly in evidence
and the epileptiform serials persist into fairly deep levels of sleep. A dis-
tinguishing characteristic then of the pre-oscitant paro xysmal episodes is
that they make a brief appearance at the onset of sleep and do no t persist
into deeper stages.”

The example of paroxysmal drowsy waves illustrated in the report of
Kellaway and Fox (110) is shown in Fig. 5.24. The paroxysmal activity in
this sample, which they considered representative for age (35 months), has
a frequency of 4.0 to 4.5 Hz, shows maximum voltage in the central regions,
and shows a spindle-like waxing and waning of amplitude typical of the
drowsy patterns seen in their series of asymptomatic children.

More complex waveforms, slower wave bursts, and a more frontal domi-
nant distribution of the acti vity may also be seen in nor mal children. The
example of paroxysmal slow activity illustrated by Gibbs and Gibbs (71)
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FIG. 5.22. A and B: Slowing of the occipital alpha rhythm as the record
shifts from the awake state (first two-thirds of part A) to the drowsy state

(last third of part A and all of part B) in an asymptomatic girl aged 28
months.
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AT l l l 1
=AY r'r“ FIG. 5.23. A: Almost continuous “hypnagogic hypersynchrony” in an
asymptomatic 6-month-old infant. B: Continuous “drowsy” pattern in an

asymptomatic 12-month-old infant.
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FIG. 5.24. Paroxysmal “hypnagogic hypersynchrony” in an asymptomatic girl
aged 35 months. (From Kellaway P, Fox BJ. Electroencephalographic diagnosis
of cerebral pathology in infants during sleep. |. Rationale, technique, and the
characteristics of normal sleep in infants. J Pediatr 1952;41:262-287.)

shows (a) some waves at the end of the bursts as slow as 2.5-3.0 Hz, and (b)
some complex waveforms with f aster components superimposed on, or
intermixed with, the slow waves. Figures 5.25 and 5.26 sho w examples of
activity of this type in dro wsy asymptomatic children. It is dif ficult to dis-
tinguish between such bursts and a patter n described by Gibbs and Gibbs
(72) which they designated “pseudo petit mal.” They characterized the pat-
tern as “paroxysmal diffuse 3—4 per second slow waves, with a poorly devel-
oped spike in the positi ve trough betw een the slow waves, occurring in
drowsiness only...and most prominent in the parietal [central: C3—C4]
areas.” Gibbs and Gibbs saw this pattern only in children between the ages
of 3 months and 9 y ears and only in 0.1% of nor mal children aged 0 to 14
years. Eeg-Olofsson et al. (49), ho wever, found similar acti vity during
drowsiness in 7.9% of 599 highl y selected normal children aged 1 to 16

FIG. 5.25. Paroxysmal “hypnagogic hypersynchrony” in a 14-year-old girl,
asymptomatic at the time of the electroencephalographic study and during the
20 years after the tracing was made. There was no family history of seizures.
Complex, paroxysmal slow bursts of this type, occurring only in drowsiness, are
rare at this age (see Fig. 5.27).

years. The highest incidence (12%) was in children aged 4 to 5 years. Gibbs
and Gibbs described this “drowsy” pattern as consisting of bursts of 2- to 4-
Hz waves of 100 to 300 uV, with a spike or spike-like component appearing
briefly, early or late, in the burst. The pattern disappeared as soon as drowsi-
ness was replaced by deeper sleep. A wide diversity of patterns of paroxys-
mal drowsy bursts, , ranging from a common type with occasional notching
of the slow waves to bursts with polyspike-like components, may occur in
normal children (see Fig. 5.26).

Figure 5.27 illustrates the incidence of “paro xysmal hypnagogic hyper-
synchrony” in asymptomatic children of dif ferent ages. The hatched bars
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FIG. 5.26. Complex wave configurations such as in O1 and 02, as well as low-
voltage, spike-like components seen in other derivations, are most common in
drowsy, asymptomatic children between the ages of 4 and 9 years. The subject
was an asymptomatic 7-year-old boy.

show the incidence of what Brandt and Brandt (12) called the “severe” type
(i.e., slow bursts with sharp or “spike-like” components). The percentage
approximates that found by Eeg-Olofsson et al. (49) in their highly selected
normal children.

In routine clinical practice, if such bursts occur only during drowsiness or
at the onset of sleep, they cannot be considered evidence of abnormal func-
tion and cer tainly cannot support a clinical diagnosis of epilepsy . Even
bursts with a clearly defined spike component fitting Gibbs and Gibbs’ (72)
definition of “pseudo petit mal” have only a tenuous association (10%) with
febrile convulsions. According to Gibbs and Gibbs, the incidence of epilep-
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FIG. 5.27. Percentages of asymptomatic children of various ages who show
paroxysmal slow bursts in drowsiness. Hatched areas show percentages hav-
ing sharp or spike-like components intermixed with slow waves, as in Figs. 5.25
and 5.26.

tic (other than febrile) con vulsions is only 7% greater in children with
“pseudo petit mal” bursts than in children with nor mal EEGs, a difference
that is not statistically significant.

From the ages of 3 months to 6 y ears, patterns of drowsiness may vary
from time to time in the same child. If sleep be gins abruptly, little hyper-
synchrony of any type may be seen. If there is a dela y in the onset of tr ue
sleep, continuous, rhythmic, high-voltage slow or paroxysmal slow activity
may persist for prolonged periods. Transient arousals (Fig. 5.28) frequently
elicit a paroxysmal type of slow pattern; thus, it is impor tant for the tech -
nologist to make note of such arousals and for t he electroencephalographer
to watch for artifacts associated with such a change of state.

Arousal from any level of sleep in infants and children is generally asso-
ciated with a paroxysmal change. This may be a single, high-voltage, sharp-
wave transient similar to that in adults, or it ma y be a complex three-phase
change, which, if unexpected or unrecognized as an arousal e vent, may be
misinterpreted as abnormal.

In general, the ages with pronounced arousal patterns coincide with those
for hypersynchronous slow drowsy patterns.
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Activity of Arousal

Loomis et al. (135) were the first to show that reactive arousal involved a
more or less complex electrographic pattern, rather than a simple and imme-
diate transition from sleep to waking activity. In adults, they observed an ini-
tial diphasic slow wave followed by a series of rapid oscillations of about 8
to 14 per second, the total pattern occurring maximally in the central regions
“but appearing at lo wer amplitude in the frontal, occipital, and temporal
areas also.”

FIG. 5.28. Transient arousal in an asymptomatic boy, aged 7 years.
Just before the beginning of the sample, the child had been asleep
(stage 11). A brief period of desynchronization is followed by some
central and occipital alpha activity lasting 2.0 to 2.5 seconds and, in
turn, by a high-voltage, central-dominant, “drowsy” burst lasting about
3 seconds; then sleep resumes.

This phenomenon appears prominently in children but varies somewhat
in character and degree with age. The initial slow component, sometimes
erroneously referred to as the K complex, is discussed later in relation to
the spontaneous, bilateral central shar p-wave transients seen in light
sleep. The fast component represents, as the original w orkers hinted, a
process associated with a g reater degree of arousal. Thus, the slow-tran-
sient component may represent the only response to a stimulus (e.g., a
loud sound), with no clinical signs of arousal and, in fact, no transition to
a lighter stage of electro graphic sleep (Fig. 5.294). The fast component

b
>

FIG. 5.29. Response to stimulus, and phases of arousal response, in a normal child, aged 6 years. A: Hand-
clap elicits only a vertex transient, with no clinical or electroencephalographic evidence of arousal. Calling the
child’s name results in a full sequence of arousal, as follows: B: The first phase is the central dominant fast
component. C: In the next phase, the central fast component is replaced by generalized slow activity, with
rhythmic monomorphic delta activity in the frontal regions and slower, less rhythmic, activity in posterior
derivations. D: The last phase of the arousal pattern before the normal alpha rhythm reappears consists of
posterior rhythmic and semirhythmic delta activity. The child appears to be awake as soon as phase C (frontal
delta activity) occurs. The calibration is the same for all four tracings. Arousal in a child may be aborted at any
of these phases, with a reversion to sleep. The degree of arousal may alternate between phases two or more

times before an awake state is sustained.
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(see Fig. 5.29B) may also occur without further EEG or clinical evidence
of arousal but is often followed by such evidence.

Neither component of the electro graphic arousal reaction is clearl 'y
defined before the age of 2 months. During the first 8 weeks after birth, and
especially during the first 6 weeks, the transition from sleep to w aking is
characterized only by a degree of desynchronization. Sometime between the
eight and tw elfth week, rudimentary diphasic slo w-wave responses to
applied stimuli may occur; also, at about this time, the f irst signs of a def’i-
nite rhythmic hypersynchrony, similar to that of the drowsy state, appear in
the immediate postarousal state. Ho wever, the slo w component of the
arousal reaction is rarely well defined before the age of 3 months.

The faster component of the arousal reaction usuall y does not appear
before the age of 7 months. Initiall y rudimentary, it consists of a few mod-
erately high voltage sinusoidal waves of 4.0 to 4.5 Hz in the frontocentral
region, superimposed on a slower, irregular background activity.

With increasing age, this f ast component of arousal increases in fre-
quency until it reaches the adult rate of 8 to 10 Hz. In children, it is maxi-
mal in the central region (C3 to C4), and its f ield is such that its v oltage is
higher at F3 and F4 than at P3 and P4. Its appearance is transitor vy, and its
duration is usually no more than 4 to 5 seconds. Occasionall y, runs of this
activity may last as long as 30 seconds (110).1°

Postarousal Hypersynchrony

In children, the fast component of the arousal pattern is quickly followed
by what in adults would be called a “paradoxical arousal response.” Thus, as
the child awakens, a high-voltage, monomorphic, quite slow rhythm (2.5 to
3.5 Hz) appears in the frontal regions (see Fig. 5.29C); and as further arousal
ensues, the rhythmic slow activity becomes less slow and moves posteriorly,
with the voltage and persistence of the rhythm progressively diminishing in
anterior derivations (see Fig. 5.29D). In infants and children in whom con-
tinuous “monorhythmic slow” or “paroxysmal slow” activity occurs during
drowsiness, there may be similar episodes of postarousal hypersynchronous
slow activity of similar frequency (110).'!

The various components of arousal and a wakening patterns in children
shown in Fig. 5.29 may be aborted at any point in the process. If an external

10This is probably the same arousal rhythm that White and Tharp (214) reported in a series of chil-

dren with “minimal brain dysfunction”; they did not study its incidence in a matched control group.
"n infants, when this phase of postarousal slo w activity is over, passive eye closure should be
done in order to determine the frequency of the occipital alpha rhythm.

stimulus triggers the arousal (if there is a sudden sound, if the child’s name
is called, or if the child is touched), a diphasic sharp-wave transient appears
in the region of the vertex; if no arousal effect is produced, the background
EEG activity reverts immediately to its prestimulation character (as in F ig.
5.294). Presumably, a further degree of arousal is signaled b y the appear-
ance of the f ast central component (as in F ig. 5.29B), and overt signs of
arousal (e.g., movement or eye opening) do not occur until the h ypersyn-
chronous slow activity appears (see F ig. 29C). Spontaneous arousal may
occur without the appearance of the diphasic central (v ertex) sharp-wave
transient.

In adults, the arousal pattern depends on the level of sleep that preceded
the arousal. Arousal from stage I (dro wsiness) is not associated with an y
change other than a reversion to the awake alpha rhythm pattern (Fig. 5.30).
Once the spindle stage has been reached, an attenuated form of the arousal
patterns seen in children may occur: There may be an initial diphasic central
sharp-wave transient, followed by a brief train of waves of alpha activity fre-
quency that occur in the frontocentral region, and there may be one or two
high-voltage, frontal slow waves (1.5 to 3.0 Hz). Examples of adult arousal
patterns are illustrated in Figs. 5.30 and 5.31.

A postarousal, frontocentral burst of 4- to 5-Hz w aves of brief duration
may occur in y oung adults and is f airly common in adolescents. The only
data on the incidence of this type of postarousal burst in asymptomatic sub-
jects are those of Gibbs and Gibbs (71), who found the bursts in at least 40%
of subjects 10 to 14 years of age.

Perspective on Patterns of Drowsiness and Arousal

Episodes of drowsiness and arousal are common in routine EEG studies
and are expected aspects of prolonged EEG monitoring. For the clinical neu-
rophysiologist, they constitute a paradox: Their occurrence is to be sought
because they may reveal abnormal rhythms or dischar ges not otherwise
manifest; however, transient episodes of drowsiness, particularly if recurrent
throughout the record, are a common hazard for misinterpretation. Similarly,
transient episodes of arousal or semiarousal ma y be mistaken for paroxys-
mal abnormalities. Santamaria and Chiappa, in their monograph on the sub-
ject (178), made an e xcellent case for using e ye-movement monitoring for
the detection of drowsiness and arousal. They showed that, in addition to the
better known slow, pendular movements that signal the oscitant state, there
occur more rapid phasic movements of the eyes and eyelids that may facili-
tate recognition of the drowsy state.
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FIG. 5.30. In stage | sleep, arousal is associated with an
immediate return of the waking pattern without an initial high-
voltage, slow-wave transient.

: M0 IE0p¥  FIG. 5.31. Abortive-arousal response consisting of a slow-wave tran-
w Ww.ﬁ_‘w sient, maximum in voltage in the frontal leads, followed by a train of 9-
. : to 14-Hz waves; the subject was a normal adult. Vertex transient and

. . low-voltage spindle (sigma) activity occur before the abortive-arousal
Ta-FplE - AR gy i response. Such arousal patterns may occur spontaneously.
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A wide range of patter ns associated with dro wsiness and arousal w ere
seen in a small sample of nor mal subjects (55 adults, aged 22 to 79 y ears).
These patterns differed from those generall y recognized by electroen-
cephalographers as being characteristic of nor mal drowsiness or arousal
(178). In routine practice, whether frontocentral or central 3- to 5-Hz activ-
ity seen in an adult’s EEG is related to dro wsiness can be deter mined with
the aid of hyperventilation. The constant urging to greater or sustained effort
has the effect of keeping the subject alert and thus decreasing slow activity
that is associated with drowsiness; at the same time, abnormal slow activity
is accentuated as a result of hypocapnia produced by the hyperventilation.

The complex and varied EEG patterns of sleep and arousal are not w ell
understood. Transitions through the various stages of sleep and from sleep
to arousal involve changes in the acti vity and interaction of brainstem sys-
tems and in the noradrenergic and cholinergic modulation of cortical activ-
ity (187,198). The diverse EEG patterns that reflect these comple x func-
tional changes may therefore contain impor tant information concerning
physiological and pathophysiological processes. They have already yielded
useful insights concer ning pathophysiological mechanisms in epilepsy
(108). As Santamaria and Chiappa (178) suggested , the less common pat -

terns of drowsiness (and, perhaps, of arousal) and their relationship to e ye
movements and other behavioral phenomena may have significance in dys-
functional terms for disorders of sleep and co gnition and for aberrations of
the aging process.

It is regrettable that in this new era of diagnostic imaging, interest in elec-
troencephalographic phenomena should be w aning long before the signif'i-
cance of the many varied electrical patterns associated with sleep has been
explored, much less determined.

Activity of Sleep

Vertex Sharp-Wave Transients. The onset of stage II sleep is signaled by the
appearance of bilaterally synchronous shar p-wave transients in the central
region (Fig. 5.32). Although maximal in voltage in the C3 and C4 electrode
positions, when they are of high voltage, as they sometimes are in young chil-
dren, they may be evident over a wide area of the frontocentral re gion. These
sharp waves are usually diphasic, with an initial surf ace-negative deflection
followed by a low-voltage, surface-positive phase. The sharp wave may be fol-
lowed by a slow, surface-negative wave and/or a sleep spindle.

FIG. 5.32. Example of bilateral vertex transients in an
asymptomatic 12-year-old girl. Note the diphasic waveform
in central derivations.
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From the time these w aves first appear (at appro ximately 8 weeks post
term), they are bilaterally synchronous and essentially symmetrical on the two
sides. With persistent asymmetry of more than 20%, a lesion on the lo w side
should be suspected. Some variable voltage difference between the two sides
is not uncommon in young children, but if the low voltage always appears on
the same side, it should be regarded as significant. Unlike other sleep activity
(e.g., spindles), vertex transients are always bilaterally synchronous in normal
persons. A breakdown of this synchrony is usually a sign of increased intra -
ventricular pressure (obstructive hydrocephalus). Asynchrony should be dis-
tinguished from the situation not uncommonl y seen in children in w hich the
vertex transients do not occur on both sides each time. In this situation, one or
the other side may show more vertex transients (and spindles), but whenever
they occur bilaterally, they are symmetrical on the tw o sides. Although this
phenomenon—in which an occasional vertex transient (and spindle) may be
missing on one side—occurs in apparentl y healthy children, it is compara-
tively rare (<3%) and may indeed be pathophysiologically significant.

The very high voltage that vertex transients may attain in children aged 2
to 4 years may come as a surprise to the electroencephalographer not accus-
tomed to children’s records. The high voltage and sharply peaked waveform
must not lead to an incor rect interpretation of abnormality. Similarly, these

vertex transients in children, in contrast to the situation in adults, may occur
in quick succession (e very 1 to 2 seconds), and an “interference pattern”
may result, giving these waves a complex configuration that seems abnor-
mal (Fig. 5.33).

The voltage and, to some de gree, the configuration of successive vertex
transients in any series may fluctuate considerably, and in a given montage,
it may be difficult to distinguish the vertex transients (Fig. 5.34) from abnor-
mal sharp-wave discharges arising unilaterally or bilaterally from foci in this
region (rolandic spikes). The problem often can be solv ed by mapping the
fields of the various sharp waves present.

K Complexes and Vertex Transients. The term K complex was originally
used by Loomis et al. (134,135) to denote a series of w aves that could be
detected in the EEG during sleep in response to an auditor y stimulus (see
Fig. 5.31). As the word “complex” implies, the ter m was not meant to
describe a single transient or sharp wave, although the term K complex has
often been applied to the spontaneous v ertex transients of sleep. The elec-
trical field of the slow component of the K comple x at the scalp is essen -
tially similar to that of the v ertex transient, and the initial component ma y
have a similar waveform. It has, in fact, been suggested that vertex transients
constitute EEG responses to afferent stimuli arising from interoceptors.

FIG. 5.33. Vertex transients occurring in repetitive sequence in an
asymptomatic 11-year-old boy. Note the variable and often sharp
waveform. The higher-voltage transients cause blocking at normal
gain.
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Once stage II sleep has been reached, a single “click” stimulus will elicit a
sharp, diphasic wave in the central region bilaterally that is indistinguishable
in waveform, amplitude, and field from the spontaneously occurring vertex
transient in the same individual. The spontaneous vertex transients may occur
in relatively quick succession, as shown in Fig. 5.33, and appear in quick suc-
cession (every 1 to 2 seconds) throughout stages 2 to 4 of non—rapid-e ye-
movement (NREM) sleep; however, the central sharp-wave transients elicited
by a stimulus show a relatively long refractory period and may disappear if
the stimulus is repeated at shott intervals over a period of 30 seconds or more.
This accommodation effect can be overcome simply by changing to a novel
stimulus: for example, by substituting the calling of the child’s name for one
of the clicks (personal observations). The duration of the refractory period in
which a second stimulus (e.g., a click) is not effective has not been measured
precisely, but it is estimated to be at least 5 seconds.

Spindles. Sleep spindles are bilaterally asynchronous at the time of their
first appearance at 6 to 8 weeks post term (110) (Fig. 5.35), and they become
increasingly more synchronous during the first year of life; thus by the eigh-
teenth month, most spindles are bilaterall y synchronous. Before the age of
2 years, asynchrony of sleep spindles cannot be considered ¢  vidence of
abnormality. The waveform and duration of sleep spindles in inf ants differ

FIG. 5.34. Characteristically “sharp” appearance of some vertex tran-
sients in children is increased in this montage by the admixture of
electrocardiographic artifact and fast activity. The sample is from an
asymptomatic girl aged 9 years 6 months with no evidence of central
nervous system disease.

from those in adults: The spindles may be 2 to 4 seconds in duration and lack
the typical fusiform amplitude modulation that gives the adult type of sleep

spindle its name. The individual waves of the spindle may be sharply peaked

(reminiscent of the mu rhythm) in the surface-negative phase (110) (see Fig.

5.35).

Three types of spindles may be distinguished by their frequency charac-
teristics and potential f ield. The most common, and usuall y the only type
seen in adults, has a frequency of approximately 14 Hz, and the center of the
field coincides closely with the C3 and C4 electrode placements. The spin-
dles are characteristic of stages II and III sleep, b ut they are also the distin-
guishing characteristic of “spindle coma” or “coma sleep” (29). Unilateral
slowing of spindle frequenc y may occur in the presence of lesions of the
ipsilateral hemisphere (172).

Spindles that have a fundamental frequency of approximately 10 to 12 Hz
and a more anterior locus of origin occur in 5% of nor mal children aged 3
to 12 years (Fig. 5.36). These “frontal” spindles, w hich are seldom more
than 3 seconds in duration, should be clearl y differentiated from “continu-
ous spindling” or “e xaggerated” spindles, which are an abnor mal finding
seen in children with certain types of cerebral palsy and mental retardation.
Frontal 10-Hz spindling that is almost continuous can result from dr ug
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action (e.g., morphine and halothane anesthesia), b ut the unremitting char-
acter of the activity and the lack of reacti vity to intense stimuli clearly dis-
tinguish it from the frontal dominant 10-Hz spindles of sleep (F ig. 5.37).

Fusiform bursts of 18- to 22-Hz acti vity in sleep should not be confused
with sleep spindles (sigma acti vity). Most commonl y, these b ursts are
effects of medication, particularly the phenothiazines and barbiturates (Fig.
5.38), but they are also associated with certain pathological conditions in the
absence of drugs.

Fast Activity. Sometime between the fifth and sixth month, many infants
begin to show low-voltage fast activity during the early stages of sleep. This
activity occurs in all deri vations but is most pronounced in the central or
postcentral region (see Fig. 5.8). The frequency averages approximately 28
Hz, but it varies as much as +6 Hz in different subjects. When the fast activ-
ity first occurs, its amplitude is very low (5 WV or less), but relatively high
amplitudes (30 pV maximum) may be seen b y the twelfth to eighteenth
month, when it seems to reach its maximum expression. After the age of 30
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FIG. 5.35. Typical infant sleep spindles. Note the asynchrony (attenuation)
between the two sides, prolonged duration (>4 seconds), lack of fusiform ampli-
tude modulation, and mu-like waveform.

to 36 months, pronounced f ast activity during early sleep is less common,
and in general, the amplitudes seen are not as great as in children aged 12 to
18 months. Older children are much less lik ely to show fast activity during
early sleep, and after the age of 7, it is relati vely uncommon (110).

When sedation with a barbiturate or other f ast activity—inducing drug is
used to promote sleep, f ast activity is increased in the a wake and asleep
EEG. This fast activity has a frequency chiefly in the range of 18 to 22 Hz
and a predominantly anterior distribution. When sedatives are administered
at some point just before or during the recording, the f ast activity induced
displays maximum voltage during light sleep (stages 1 and 2) and is greatly
diminished during deeper sleep. Upon arousal, the f ast activity increases
again and becomes much more pronounced than in the presleep record—
unless there was an inordinate dela y in the onset of sleep. F  ast activity
induced by chronic medication, or by a drug administered a long time before
the recording, shows the same diminution during the deep sleep stages b ut
is equal during the pre-sleep and post-sleep awake tracings.
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FIG. 5.36. A: Example of 12-Hz frontal-dominant spindles in
stage Il sleep in an asymptomatic male, aged 10 years, 10
months. These spindles are often high in voltage in compari-
son with 14-Hz central spindles and have a larger potential
field. B: Example of 10-Hz frontal-dominant spindles in an
asymptomatic 6-year-old boy.
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FIG. 5.37. Almost continuous 10- to 12-Hz, moderately
high voltage, frontal-dominant activity showing a spindle-
like amplitude modulation in a woman aged 52 years who
was stuporous from a diazepam overdose.

FIG. 5.38. Barbiturate “spindles” such as those in this fig-
ure are sometimes confused with physiological sleep spin-
dles. Note the greater amplitude of paired frontal derivation
in comparison to homolateral frontal derivations; this is a
common finding with barbiturate spindles but is not char-
acteristic of sleep spindles. The subject was a boy aged 13
years, 4 months, with generalized seizures and taking phe-
nobarbital (150 mg per day). Fast activity was not present
before treatment. The sample is from stage | sleep.
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The voltage of both natural and induced fast activity should be essentially
the same bilaterall y. With a consistent dif ference of more than 30%, an
abnormality on the low-voltage side should be suspected, except when the
fast activity is confined to a circumscribed focal area, in w hich case it may
be associated with a focal lesion in that re gion (94). (Beware, however, of
the pitfall mentioned elsewhere: the low-resistance pathway provided by a
bone defect in the skull.)

Fast activity of cortical origin is particularly susceptible to the effects of
ischemia, hypoxia, contusion, and the presence of subdural fluid. Thus, its
depression or absence focall y or unilaterally may be a useful sign on the
EEG, particularly in relation to other findings (e.g., the presence of a slow-
wave focus).

Positive Occipital Sharp Transients. Surface-positive sharp transients,
occurring singly or, more commonly, in runs of 4 to 5 Hz, are often seen in
routine EEG sleep recordings (Fig. 5.39). These interesting waves are com-
monly seen in the EEG laborator y because they are prone to occur during
daytime naps and par ticularly if the patient has been par tially aroused and
quickly returns to sleep. The pattern occurs in persons aged 4 to 50 years and
is most common and best e xpressed in those aged 15 to 35y ears. The indi-
vidual waves show a sharp, surface-positive peak, followed in some instances

by a low-voltage, surface-negative peak. The initial deflection of each wave
has a somewhat slower time course than the ascending phase, and so the
resultant waveform may have a checkmark-like shape; some authors refer to
them as occipital V waves of sleep.

Positive occipital shar p transients of sleep (POSTs) (199) are al ~ ways
bilaterally synchronous but are commonly asymmetrical on the tw o sides
(Fig. 5.40); voltage differences as great as 60% are seen in normal persons.
This may lead to misinterpretation of POSTs as abnormal sharp-wave activ-
ity in one or the other occipital re  gion. In this re gard, it is impor tant to
remember that POSTs may occur at a time when the background activity has
an amorphous character that might be thought to represent dro wsiness or a
slightly slow awake pattern (Fig. 5.41).

The helpful distinguishing characteristics of POSTs are (a) their surf ace
positivity (abnormal surface-positive cerebral spikes are rare), (b) the f act
that they tend to occur in trains with a repetition rate of 4 to 5 Hz, and (c)
their predominantly monophasic checkmark-like waveform.

Occipital Slow Transients. In children, the transition from light to deep
sleep may be associated with the bilateral appearance of high-v oltage slow
transients in the occipital re gions (110). These waves vary from a cone-
shaped configuration (Fig. 5.42) to a diphasic slow transient (Fig. 5.43) rem-

FIG. 5.39. Positive occipital sharp transients of sleep (POSTSs) during
stage Il sleep (note presence of 14-Hz spindles) in an asymptomatic
14-year-old boy.



FIG. 5.40. Asymmetrical positive occipital sharp transients of sleep (POSTS) in a
healthy girl aged 11 years. Note considerable voltage difference between sides, espe-
cially of the isolated sharp wave (POST) near the center of the sample. The facts that
the series shows a repetition rate of about 5 Hz at the right side of sample and that
the sharp waves are positive at O2 provide clues to their identity. However, although
positive sharp waves or spikes rarely signify abnormal activity, electrodes near the
midline (e.g., O1 or O2) may reveal only the positive end of a dipole, presumably
because the negative end lies on the mesial surface of the hemisphere.

FIG. 5.41. Positive occipital sharp transients of sleep
(POSTs), occurring after drowsiness but before spindle

w : sleep had been reached, in an asymptomatic 17-year-old
- Bt T N P girl. Note the low-voltage, slightly slow or “drowsy” appear-
_'lﬂ.lm ance of the record. POSTs are often seen during daytime

Td-Fpd . g naps that may occur during routine studies in the typical
P! et * T ) v ol etk nef=r  eclectroencephalograph laboratory.
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Te-AZ E]m FIG.5.42. Cone-shaped, posterior slow transients during

light sleep in an asymptomatic 35-month-old boy.
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_ 100V . . . . -
Té4-A2 WNMMW FIG. 5.43. Diphasic slow-wave transients in the occipital
. . derivations in light sleep in the same subject as in Fig. 5.42.
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iniscent of a prolonged v ertex transient. At first, during light sleep, these
transients occur every 3 to 6 seconds; with deepening sleep, the y appear
more frequently and seem to meld into the continuous, occipital-dominant,
random, very slow delta waves of stage IV sleep.

THE CLINICAL REPORT

Visual analysis in terms of the specific descriptors as set forth in Table 5.1
provides the basis for the initial par t of the formal EEG report, namely the
technical description. The next aspect of the repor t, the technical impres-
sion, comprises a summary statement of the overall analysis (e.g., paroxys-
mal generalized 3-Hz spike and wave dysrhythmia with normal background
activity for age). F inally, an assessment is made of the signif icance of the
EEG findings in relation to the clinical histor y and the patient’s clinical
state: the clinical impression.

THE MEANING OF “NORMAL” AND THE SIGNIFICANCE OF
DEVIATIONS FROM THE NORM

The purposes of this chapter are to delineate the processes in volved in an
orderly approach to visual analysis and to provide information concerning the
elements of the “normal” EEG in adults and children. The latter endeavor, if
it is to be an ything more than a pedago gical exercise, requires some discus-
sion of the meaning of “normal.” Perhaps more important is that some thought
should be directed toward the meaning of deviations from normative data. Do
such deviations always imply abnormality? Do they imply that the brain has
suffered some sort of insult? Does their presence necessaril y mean that they
have a causative relationship with the symptoms or signs for which the patient
was referred? The history of clinical electroencephalography has certainly not
been distinguished by thoughtful analysis of these problems or even by a crit-
ical sense of their significance. Perhaps this has been the natural outcome of
the quest for laboratory techniques that can provide “penny in the slot” diag-
noses: the kind of explicit certainty that computed tomography and magnetic
resonance imaging are apparently now providing, at a somewhat higher price,
for diseases with a morphological signature.

From its inception, there has been a tendenc y in electroencephalography
to view minor deviations from the norm as objective evidence of disordered
brain function,'? the result of some past or ongoing pathological process. To

2Minor dysrhythmias have been used to “prove” the already tenuous clinical diagnosis of mini-
mal brain damage.

some electroencephalographers, many EEG findings automatically mean
epilepsy; to others, cer tain findings (e.g., a spik e focus) always imply the
presence of a palpable brain lesion. Such concepts are now undergoing reap-
praisal (106,107). It is gradually becoming recognized that the EEG charac-
teristics of a given individual are the product of di verse internal and exter-
nal influences, acting on a geneticall y determined substrate. These
influences may be conceptualized diagrammatically in terms of their inter-
actions. Figure 5.44 represents an attempt to specify the f actors that deter-
mine the characteristics of the EEG and to illustrate their inter play (109).

Many years ago, Kennard (113,114) suggested that the total EEG pattern
may ultimately result from all the stabilizing and disr  uptive influences
brought to bear on cerebral function. The validity of this concept is being
clarified only now.

The Individuality and Stability of the Human EEG

Fortunately for clinical electroencephalography, the EEG of an adult shows
remarkable stability over time. This was originally noted by Travis (192,193)
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FIG. 5.44. Schematic representation of the factors and their interactions that
determine the characteristics of brain electrical activity. (From Kellaway P. Intro-
duction to plasticity and sensitive periods. In: Kellaway P, Noebels JL, eds. Prob-
lems and concepts in developmental neurophysiology. Baltimore: The Johns
Hopkins University Press, 1989:3-28.)
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in the very early days of electroencephalography and has been confirmed by
several more recent studies (8,116,139,197). With the application of modified
techniques of communication theor y with multivariate statistical analysis, it
has been shown that an individual can be recognized by his EEG spectral pat-
tern with a confidence probability of about 90%. The stability of the individ-
ual’s spectral pattern holds for dif ferent conditions such as e yes open, eyes
closed, auditory stimulation, and task performance. This specific individuality
of the human EEG provides strong presumptive evidence that the characteris-
tics of the EEG are determined primarily by genetic factors.

The Genetic Substrate

After the individuality and stability of the EEG had been estab  lished,
there was an effort to determine EEG similarity within pairs of monozygotic
and dizygotic twins (40,85,130,131,171,201,203). Analysis of the EEGs of
110 pairs of monozygotic twins of various ages revealed only one pair with
dissimilar awake EEGs and four pairs with dissimilar sleep EEGs. Of 98
dizygotic pairs, in contrast, onl y 17 were found to be similar . The rate of
maturation of the EEG was similar for the monozygotic twins b ut different
for the dizygotic ones (201,203). Striking similarities in the spectral features
of the resting EEGs of monozygotic twins ha ve been found by several dif-
ferent groups (47,136,137,219). The similarity of the EEGs of monozygotic
twins has been shown in such twins who were reared apart in different envi-
ronments (97,98,184).

A finding with dual signif icance in this re gard is that alcohol has similar
effects on the EEGs of monozygotic twins, b ut the EEGs of frater nal twins
become more dissimilar after alcohol ingestion (169,170). This indicates that
the effect of alcohol on the EEG is under genetic control and reflects genetic
differences in the sensiti vity of the tar get organ. A common obser vation in
routine clinical electroencephalo graphy is the v ery great difference in the
amount and amplitude of beta acti vity that may be seen in persons of similar
ages and with similar blood levels of barbiturates, benzodiazepines, and other
drugs that increase fast activity. Thus, the findings of the alcohol study maYy,
as the authors suggest, be generalized to all centrall y acting substances.

The possibility that each of the spontaneous rh ythms of the human brain
might constitute heritab le traits no w seems full y confirmed. However,
although there is strong e vidence for apparent pol ygenic transmission of
some spectral frequency patterns, no specific gene locus for a specific EEG
rhythm has yet been identified in humans. Researchers have obtained unam-
biguous evidence in mice that a spontaneous and predominant EEG rhythm

can be expressed as a hereditary trait under the control of a single recessive
locus (124,152).

Kennard (113,114) was the first to suggest the possibility that familial or
inherited tendencies may be important in the genesis of some of the de via-
tions from normal (e.g., nonspecific dysrhythmias) seen in children. A sig-
nificant familial factor has been established for certain abnormal or specific
patterns of the child’ s EEG: 3-Hz spik e-and-wave activity (83,143—-146),
rolandic spikes (13-16,151a), and 14- and 6-Hz positi ve spikes (164,175,
202). The most provocative and surprising finding is the genetic or familial
factor associated with focal EEG abnormality (5,14). Clearly, it appears that
deviations from “normal” may be the “neurophysiological consequence of a
genetically controlled biosynthetic pathway” (145).

Ontogenetic Plasticity

Although the emergence and differentiation of the electrical acti vity of
the brain are initially dependent on the genetic substrate, the character of the
activity is also vitally influenced by environmental factors. For example, the
maturational evolution of the brain, w hich continues for some time after
birth, is currently conceived as an orderly sequence of interactions between
the genome and the milieu. The fine-tuning of cortical properties is gov-
erned to a cer tain extent by the external environment so as to adapt the
organism to the characteristics of that en vironment. If these requirements
exceed the limits set by genetic rules, the respective functional characteris-
tics are eliminated (for review, see Kellaway and Noebels [111]).

This plasticity is possib le only when processes of or ganization are taking
place. In general, the period of life in w hich the organism is maximally sus-
ceptible to lasting structural and functional changes coincides with the period
of fastest neuronal growth (35). However, there is evidence that some modifi-
cation of structure and function by subtle environmental factors may be pos-
sible, at least in the visual system, up to the age of 2 to 3 y ears (86,205).

Afferent input (in ter ms of the entire sensor y environment) is a critical
factor in the ontogenesis of the electrical activity of the brain; aberrations of
sensory input early in life may profoundly alter the character of the EEG.
Thus, persons deprived of visual input from bir th have no occipital alpha
activity, and deprivation or incongruity of input from the two eyes occurring
within a very early epoch after birth may result in the development of occip-
ital spikes (109).

As stated previously, age is a primary factor in determining the characteris-
tics of the EEG: The younger the individual, the more critical the age f actor.
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In premature infants, an age dif ference of a w eek may be associated with
markedly different EEG characteristics, but there is little dif ference between
the EEG characteristics of an inf ant at term and those of one aged 4 to 5
weeks. The EEG of an 8-year-old child may be indistinguishable from that of
an 11-year-old. The ontogenetic evolution of the EEG throughout inf ancy,
childhood, and adolescence has been well documented (48,103,165).

Less clearly understood is the role pla yed by age—degree of cerebral
development—in determining the characteristics of the EEG in response to
a brain insult or injury, particularly during very early life. For example, it
has been shown repeatedly that when a significant injury is sustained during
the perinatal period, the EEG initiall y may manifest abnor mality, become
normal and remain so throughout early childhood, and then become abnor-
mal again during middle or late childhood. Thus, brain damage may not be
revealed in the EEG recorded at a given age even though it is in fact present
(104,109).

The effect of a given insult or injury on the immature brain may be deter-
mined in part by the stage of de velopment at the time of the injur y. For
example, hypsarrhythmia, and the characteristic inf antile spasms that
accompany it, may be a manifestation of a wide v ariety of diffuse cerebral
insults operant during the perinatal period and early infancy (90,102,121). If
the same degrees and types of insult are sustained later in the course of cere-
bral maturation, they do not produce the same types of EEG changes or the
same types of clinical seizures. Hypsar rhythmia and infantile spasms con-
stitute the response of the brain to a nonspecif ic insult at a cer tain critical
stage of development.

The rate of maturation setb y genetic instr uction may be retarded or
arrested by the effects of various brain insults, and the timing of such an
insult determines the characteristics of the EEG both acutely and in the long
term. Walter (208,209) suggested that man y of the lesser dysrh ythmias of
childhood may simply reflect delayed cerebral maturation. He hypothesized
that such a delay might occur, even in the absence of a causative brain insult,
as a result of “less than optimal trophic influences or systemic g rowth pro-
moting endocrine and chemical influences” (209).

The suggestion has been made, and e vidence adduced to support it, that
differences in the EEGs of control children and , for example, children of a
similar age with beha vior problems may reflect maturational dif ferences
rather than damage or dysfunction (11,115,140). Common e xperience also
suggests that maturational f actors are signif icantly related to minor dys-
rhythmias, but the nature of this relationship remains obscure. ~ Thus, the
slow rhythms (e.g., frontal theta acti vity and posterior slow waves) tend to

disappear with increasing age. This was documented in serial studies (P.
Kellaway, unpublished observations) and can be inferred from samplings of
different age groups (48,165). In practical terms, if minor dysrhythmias are
important for the diagnosis and e valuation of behavior disorders, learning
disabilities, and so for th (as has been suggested), the y must then be pro-
gressively less so with increasing age.

Epidemiological studies (125—-128) of beha vior disorders in children
yielded some interesting f indings that have a bearing on this point. In a
study of 482 children selected randoml y from households systematicall y
sampled in Buffalo, New York, Lapouse (126) found “a strikingl y high
prevalence of so-called symptomatic beha vior” and pointed out that its
“excessive presence in y ounger as contrasted with older children, and the
weak association between those behaviors and adjustment, give rise to the
question whether behavior deviations are truly indicative of psyc hiatric or
organic brain disorder or whether they occur as tr ansient developmental
phenomena in essentially normal children” (emphasis added). It seems
likely that parallel deviations may occur in the behavior and EEG patterns at
a certain time in the life of a y oung child as coincident manifestations of a
transient, ontogenetically determined influence.

Gender

The normative studies of Eeg-Olofsson and Petersén (48,165) showed sta-
tistically significant sex differences in the incidence of certain EEG patterns
or in their characteristics (e.g., a much higher incidence of mu rh ythms and
a significantly higher frequency of the occipital alpha rh ythms in girls and
women). Some of these are mentioned else where in this chapter.

Metabolic and Homeostatic Factors

The influences of homeostatic and metabolic factors have been well doc-
umented and have been discussed in se veral reviews (e.g., Harding and
Thompson [82]). These factors become more important when deranged, and
it is essential that the electroencephalo grapher recognize that disease states
may affect the EEG secondaril y through these factors rather than directl y.
For example, the frequency of the occipital alpha rhythm may be decreased
by any condition that impairs cerebral metabolism. Thus, slowing of the
alpha rhythm may result from c