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Welcome Message of EIDWT-2017 International
Conference Organizers

Welcome to the 5th International Conference on Emerging Internetworking, Data
and Web Technologies (EIDWT-2017), which will be held from June 10 to June
11, 2017, in Wuhan, China.

The EIDWT is dedicated to the dissemination of original contributions that are
related to the theories, practices, and concepts of emerging internetworking and data
technologies yet most importantly of their applicability in business and academia
toward a collective intelligence approach.

In EIDWT-2017 will be discussed topics related to information networking, data
centers, data grids, clouds, crowds, mashups, social networks, security issues, and
other Web 2.0 implementations toward a collaborative and collective intelligence
approach leading to advancements of virtual organizations and their user commu-
nities. This is because current and future Web and Web 2.0 implementations will
store and continuously produce a vast amount of data, which if combined and
analyzed through a collective intelligence manner will make a difference in the
organizational settings and their user communities. Thus, the scope of EIDWT-
2017 includes methods and practices which bring various emerging internetworking
and data technologies together to capture, integrate, analyze, mine, annotate, and
visualize data in a meaningful and collaborative manner. Finally, EIDWT-2017
aims to provide a forum for original discussion and prompt future directions in
the area.

For EIDWT-2017 International Conference, we received 254 papers, and out
of them 76 were accepted for presentation (about 30% acceptance ratio) during the
conference days.

An international conference requires the support and help of many people. A lot
of people have helped and worked hard for a successful EIDWT-2017 technical
program and conference proceedings. First, we would like to thank all authors for
submitting their papers. We are indebted to Program Area Chairs, Program
Committee members, and reviewers who carried out the most difficult work of
carefully evaluating the submitted papers. We would like to give our special thanks
to Honorary Chairs of EIDWT-2017, for their guidance and support. We would like
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to express our appreciation to our keynote speakers: Prof. Kouichi Sakurai, Kyushu
University, Japan, Prof. Jian Weng, Jinan University, China, Prof. Lein Harn,
University of Missouri-Kansas City (UMKC), USA and Prof. Qian Wang, Wuhan
University, China, for accepting our invitation and delivering very interesting
keynote talks at the conference.

We would like as well to thank the Local Arrangements Chairs for making
excellent local arrangements for the conference. We hope you will enjoy the
conference and have a great time in Wuhan, China.

EIDWT-2017 Steering Committee Chair
Leonard Barolli Fukuoka Institute of Technology (FIT), Japan

EIDWT-2017 General Co-chairs

Mingwu Zhang Hubei University of Technology, China
Santi Caballé Open University of Catalonia, Spain

EIDWT-2017 Program Committee Co-chairs

Debiao He Wuhan University, China
Elis Kulla Okayama University of Science, Japan
Wei Ren China University of Geosciences (Wuhan), China
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Honorary Co-chairs
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A Security Management with Cyber
Insurance—Event Study Approach
with Social Network Sentimental Analysis
for Cyber Risk Evaluation

Kouichi Sakurai
Kyushu University, Fukuoka, Japan

Abstract. Since the recent security breach requires the intensification of
security management, the documents, describing the best practice of security
management, are published by experts. However, the implementations of all
best practices are tough because of the cost and the difficulty of
cost-effective security investment. In this talk, I will discuss the security
management theory with cyber risk insurance, especially the effectiveness of
cyber risk insurance by Monte Carlo simulation approach. Once organiza-
tions have the security incident and breaches, they have to pay tremendous
costs. Although visible cost, such as the incident response cost, customer
follow-up care, and legal cost are predictable and calculable, it is tough to
evaluate and estimate the invisible damage, such as losing customer loyalty,
reputation impact, and the damage of branding. In this talk, I also will
present a new method, called Event Study Methodology with Twitter
Sentimental Analysis, to evaluate the invisible cost. This method helps to
assess the impact of the security breach and the impact on corporate
valuation.



Look Back! Earlier Versions will Reveal
Weaknesses in Android Apps

Jian Weng

Jinan University, Guangzhou, China

Abstract. Nowadays, Android platform gains explosively growing popu-
larity. A considerable number of mobile consumers are attracted to varieties
of Android Apps, which leads developers to invest resources to maintain the
upward trajectory. In the early stage, the developers usually pay more
attention to the functionality of Android Apps than the security matters.
Unfortunately, it makes Android Apps a hot target for attackers. For the sake
of resolving the attacks, developers attach great importance to improve the
security of Apps and upgrade them to new versions, whereas leave their
earlier versions diffuse through the network. In this paper, we indicate how
to attack newly versions of popular Apps, including Facebook, Sina Weibo
and Qihoo360 Cloud Driven, by using the weaknesses existing in their
earlier versions. We design and implement an App weaknesses analysis tool
named “DroidSkynet” to analyze the security weakness on widespread
applications. Among 900 mainstream Apps collected from real world, our
DroidSkynet indicates that 36.3% Apps are suffering from such weaknesses.



Secret Sharing and Its Applications

Lein Harn
University of Missouri-Kansas City (UMKC), Kansas City, USA

Abstract. Secret sharing is one of the most popular cryptographic tools in
network applications used to protect data. For example, secret sharing has
been used in cloud to strengthen data security. Shamir’s threshold secret
sharing scheme which was proposed originally in 1979 is the most popular
scheme in the literature. In this talk, I will briefly introduce Shamir’s scheme
and point out some interesting properties. Then, I will introduce some
related research problems to the secret sharing, including secure and fair
secret reconstruction, verifiable secret sharing, multi-secret sharing, cheater
detection and identification in the secret reconstruction. Applications using
the secret sharing will also be discussed, such as group key establishment in
group communications and group authentication. Finally, I will briefly
introduce my recent research paper on the design and implementation of a
general secret sharing.



New Short-Range Communication
Technologies over Smartphones:
Designs and Implementations

Qian Wang
Wuhan University, Wuhan, China

Abstract. With the ever-increasing popularity of smartphones in our daily
lives, people more and more heavily rely on them to share and spread a wide
variety of information. Because of the limitations of traditional short-range
communication technologies (e.g., complex network configuration and
troublesome authentication process), some new short-range communication
technologies over smartphones have been proposed recently. In this talk, I
will discuss barcode-based and acoustics-based short-range communication
systems over off-the-shelf smartphones. First, we introduce Dolphin, a novel
form of real-time acoustics-based dual-channel short-range communication,
which uses a speaker and the microphones on smartphones to achieve
concurrent audible and hidden communication. By leveraging masking
effects of the human auditory system, Dolphin ensures real-time unobtrusive
speaker-microphone communication without affecting the primary
audio-hearing experience for human users, while, at the same time, it
overcomes the main limitations of existing unobtrusive screen-camera links.
Then, we introduce RainBar, a new and improved color barcode-based NFC
system for achieving lightweight real-time streaming for smartphones,
which features a carefully-designed high-capacity barcode layout design to
allow flexible frame synchronization and accurate code extraction.
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Abstract. In order to enhance the detection rate of ensemble classifiers in
steganalysis, concern the problems that the accuracy of basic classifier is low
and the kind of basic classifier is single in typical ensemble classifiers, an
algorithm based on rotating forest transformation and multiple classifiers
ensemble is proposed. First, some feature subsets generated randomly merger
with training sample to generate sample subsets, then the sample subset is
transformed by rotating forest algorithm and train some basic classifiers, which
is made of fisher linear discriminate, extreme learning machine and support
vector machine with weighted voting. At last, the majority voting method is
used to integrate the decisions of base classifiers. Experimental results show that
by different steganography approaches and in different embedding rate condi-
tions, the error rate of proposed method decreased by 3.2% and 1.1% in com-
pared with the typical ensemble classifiers and ensemble classifiers of extreme
learning machines, therefore demonstrating the proposed method could improve
the detection accuracy of ensemble classifier.

1 Introduction

The goal of steganalysis is to detect the presence of secretly hidden date in an object.
Today, the most accurate steganalysis methods for digital media are built as supervised
machine learning on feature vectors extracted from the media [1]. The supervised
machine learning mainly consists of three phases: feature extracting, feature selection and
classification [2, 3]. In order to detect the highly secure steganography methods based on
STC (Syndrome Trellis Coding, STC) [4] and minimizing embedding impact in
steganography, steganalysts have to use feature spaces of high dimensionality. For
example, the state-of-the-art feature set for image steganalysis, “Rich Models” [5] even
has a dimensional of 34,671. Although the highly feature is effective to detect the highly
secure steganography methods, but the large feature dimensions cause the curse of
dimensionality in steganalysis. To address this problem, the ensemble classifiers based on
random forests were proposed in [6]. This method uses many simple basic classifiers.
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Each basic classifier is a Fisher Linear Discriminant (FLD). These classifier are trained on
different parts of the training dataset and feature subsets. The final decision is taken by
combining the decisions of all basic classifiers by majority voting. The ensemble clas-
sifiers based on AdaBoost were proposed in [7], but the effect is worse than the typical
ensemble classifier proposed in [6]. The ensemble classifiers based on selective ensemble
are proposed in [8, 9]. The method improves the accuracy but training time is much higher
than typical ensemble classifiers. A cognitive ensemble of extreme learning machines for
steganalysis were proposed in [10]. The method used ELM (Extreme Learning Machine,
ELM) as basic classifier and gradient descent algorithm to give every ELM a weight. The
performance of this method is better, but the training time is higher than typical ensemble
classifiers. Cogranne models and extends the ensemble classifiers for steganalysis using
hypothesis testing theory in [11]. This method could allow steganalysts to train the
ensemble classifiers with desired statistical properties, such as the false-alarm probability,
but this method can’t enhance the detection rate of ensemble classifiers.

In order to enhance the detection rate of ensemble classifiers, concerning on the
accuracy and diversity of basic classifiers, an algorithm based on rotating forest
transformation [12] and multiple classifiers ensemble is proposed in this paper. First,
the method use rotation forest algorithm to transform the feature subsets. The Principal
Component Analysis (PCA) algorithm in rotation forest have the effort of pretreatment
which could eliminate the redundant features and improve the accuracy of basic
classifier. Meanwhile, the transform could generate different subsets and enhance the
diversity of basic classifiers. In the course of training basic classifier, the method trains
three different kinds of classifiers as basic classifier instead of only one kind of basic
classifier in [6—11]. This method could not only improve the accuracy of basic clas-
sifier, but also enhance the diversity of basic classifiers. Experimental results show that
the accuracy of proposed method is much higher than that of [6, 10]. And, the training
time of this method is smaller than [10].

This paper is organized as follows. In Sect. 2, we will briefly describe the ensemble
classifiers proposed in [6] and rotation forest algorithm. In Sect. 3 we present the
proposed method. Experimental results are shown in Sect. 4. The performance of the
proposed method is tested on three steganography methods: S-UNITWARD [13], HILL
[14] and WOW [15]. Furthermore, we compare our method with linear SVM (L-SVM),
ensemble classifiers [6] and cognitive ensemble of ELM [10]. Finally, the conclusions
are summarized in Sect. 5.

2 Basic Theory

2.1 Ensemble Classifiers

In [6], multiple diverse basic classifiers are combined together to overcome high
computational complexity of modern steganalysis methods. In this method, image
database is divided into two subsets: training set N"" and testing set N*'. The method
use FLD as basic classifier. For each basic classifier, the training set samples are
selected using a bootstrap algorithm and each basic classifier is trained on a subset of
the whole features set (its size is dg,).
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Cardinality of the whole feature dimensionality is d, the basic classifier is B; and the
number of basic classifiers is L. The following is the training process of ensemble
classifiers.

Algorithm 1: Ensemble Classifiers
Input: Training set : N
For/=1 : L
{
(1) Form a random feature subspace d,, <<d
(2) Form a bootstrap sample N, = Bootstrap(N™)
(3) Train a base classifier B, on bootstrap sample N, with random subspace
"
v

s
Output: The basic classifiers {B,,B,,:-B,}

The algorithm proposed in [6] uses majority voting to make the final decision.
Cardinality of x is the feature of unnamed picture, B;(x) is the result of basic classifier.
If B)(x) = 1, the picture is a stego picture, else if B;(x) = —1, the picture is a cover
picture. The finally decision of ensemble classifiers is

1 EL:BZ()C) >0
=1
B(x) = -1 iBl(x)<O (1)
Random, zLjBl(x) =0

2.2 Rotation Forest

In ensemble learning, the diversity of basic classifiers and the powerful of basic classifier
are two important properties of ensemble classifiers [16]. Rotation forest transformation is
one kind of feature transformation methods. This method could through transforming the
training set to improve the powerful and diversity of basic classifiers [17].

First, the rotation forest use Bootstrap algorithm to generate the training subsets,
then the method will segment the feature set and use PCA (Principal Component
Analysis, PCA) to transform the feature set. This transformation can be as a kind of
data pretreatment to improve the powerful and diversity of basic classifiers.

Let x = [x,xp,------ ,xn]T be a data point describe by n features and let X be the
data set containing the training objects in a form of an N X n matrix. Dy, D5, ..., Dy are
classifiers and F is the feature set. The following is the process of rotation forests.
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Algorithm2: Rotation Forests
Fori=1: L

(1) Split F randomly into K subsets (the subsets are disjoint) , the feature’s
number is M=F/K.
For j=1:K

(2) Denote by F; the jth subset of features for training set of classifier D;. And Xjis
the data set X on the features in F;

(3) Select a bootstrap sample from Xj; of size 75% of the number of objects in X

Denote the new set by X .

[/

(4) Apply PCAon X to obtain coefficients in a matrix C, = [a;j,a;;n,a;/l’ ]
END
(5) Arrange the C,(j=1---K) in arotation matrix R;
ay.a;,,a;" 0 0
. 0 apaial 0
0 0 e,

ij> %ot %y

(6) Construct R by rearranging the columns of R, so as to match the order of

features in F.
(7) Build classifier D, using the X xR{ as the training set.

END

At last, we get L basic classifiers and every classifier has a RY. For given an
unknown sample X, we use basic classifier to judge the x’ =x x R{ and use appropriate
method to aggregate the classifiers.

3 The Proposed Algorithm

The key to improve the generalization of ensemble classifiers are accuracy and
diversity of basic classifiers. The rotation forest could generate different subsets and use
PCA algorithm to improve diversity and accuracy. However, the dimensionality of
feature usually is very high. It will consume much time if we use rotation forests
directly. And we also need much space to storage RY (If the dimensionality of feature is
n, the dimensionality of R{ is n x n). To solve this problem, we first generate some
feature subsets randomly and use rotation forest to them. This method could optimize
the features which are used to train basic classifier directly. And this method could get
more diversity than method in paper [6].
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In steganalysis, ensemble classifiers all use one kind of classifiers as basic classifier,
which causes the insufficient of accuracy and diversity of basic classifier. Instead of it,
we propose to train three different classifiers to composite a basic classifier. This
strategy has two advantages: 1. Every basic classifier is a simple ensemble classifiers,
so it can improve the accuracy of basic classifier. 2. This strategy could enhance the
diversity because the different classifiers have different mechanisms and there are
different internal weights in basic classifiers.

3.1 Basic Classifier

We train three different classifiers to instead of only one kind of basic classifier in typical
ensemble classifiers. The three classifiers are correlated and use weighted voting method
to get the decision. The three different classifiers are FLD, ELM which ‘sigmoid’ is active
function, SVM with RBF kernel. The following is the process to train basic classifiers.

Algorithm 3: The training process of basic classifiers

Input: Feature with d dimensionality, Training samples N.
For i=1:L
(1) Generate a feature subset F, and dimensionality is d_, << d

sub

(2) Extract 75% training samples randomly from N to generate training set N, and
the last is N, which is used for calculating weights.

(3) Run rotation forest to training set N; in features subset F; and then train the
FLD classifier Bjr.

(4) Run rotation forest to training set N; in features subset F; and then train the
ELM classifier Big.

(5) Use FLD to distinguish the training set N, and record the wrong samples in
Nri. Use ELM to distinguish the training set N; and record the wrong samples in
Nro.

(6) Let Ng= Nri M Ngy. Then run rotation forest to training set Ny in features
subset F; and train SVM Bjs. (the reason why we use the wrong samples of FLD
and ELM to train SVM is:1. The training time of SVM is longer than FLD and
ELM, the small samples could reduce the training time of SVM. 2.The SVM
could become a special classifier to deal with the difficult samples.)

(7) Use training samples in N, to calculate weights for three classifiers

Output: The basic classifier and weights D, =[{FLD, ELM,SVM}, {w,, w,,w,}]
END
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3.2 Weight Assignment for Classifiers

We use the method proposed in [18] to calculate weights for classifiers. There are two
methods in [18], one is for classifiers that are independent and another is for depend. In
this paper, we use method for depend case.

In our proposed method, let X;, X, X5 stand for Bjg, Big and Bis. ey, e, e5 are error
rate on N, and wy, w,, w3 are weights for B;r, B;g and B;s respectively. Each X; takes on
two possible values, 1 with probability e;, which represents misclassification, and 0

3
otherwise. The objective is to find a weight assignment w;, satisfying w; >0 > w; = 1
i=1

3
and e = P{>_ w;X; > 1/2} is minimized. Because the joint distribution of (X;, X, X3)
i=1
is unknown, this problem does not lead to easy numerical solutions.
For solving this problem, the paper [18] formulate this problem from an alternative

perspective that can be solved easily and has some statistical justifications. We cast our
3
goal as to minimize expectation of the square loss E() w,-X,-)z. According to the
i=1
relationship between expectation and variance, we can use the formula (2) as the object
function.

mln{z (EX)w? +2 Z (EX:X;)wiw;}

1<i<j<3
3

ZW,‘ZI

i=1

In this function, we can use error rate to stand for the probability of X; = 1, such as
P{X; =1} = e;. If we know the numerical of EX;X;, the object function will become a
quadratic programming problem.

We use statistical method to get the pair-wise correlations between classifiers. For
example, let B;r and Big to judge the samples in N,, we denote a as the number of
samples both classifiers make correct results, b as the number of samples both clas-
sifiers make wrong results, ¢ and d as the number samples where they have different
results. Then, we can get: P{X, =0, X, =0} =a/N,, P{X, =1, X, =1} = bIN,,
P{X,=0,X,=1} =c/N,, P{X, =1, X5 =0} =d/N,. And the EX,;X, can be calcu-
lated as b/N,. We also can get other EX;X; with the same method. Then, the object
function will become a quadratic programming by standardizing this problem and we
can obtain the weights by solving it. In this paper, we use Matlab optimization toolbox
to solve this problem.

We can get wy, w, and wj for Big, Big and B;g respectively. Then we use formula (3)
to get the decision of basic classifier.

—1 w1Big + waBig + w3B;s <0
D, = 1 w1Big +waBig +w3Bis > 0 (3)
Rand wBjr +wyB;g +w3B;s =0
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After we get the decisions of every basic classifier, our method use majority voting
to aggregate the classifiers and get the finally result. The whole process of proposed
method is in Fig. 1.

Feature Training set

Random
sample

Rotation Rotation Rotation Rotation Rotation Rotation
Forest Forest Forest Forest Forest Forest

Wrong
sample

Wrong Wrong

sample sample

Wrong

Wrong

sample sample sample

‘ Magjority Voting ‘

e N
C Result )

Fig. 1. The flow chart of proposed method

3.3 Determination of d,,;, and L

From Fig. 2 we can know the error rate of ensemble classifiers will become stability
with the number of basic classifiers increase gradually when the numerical of d,,,;, is
certain. The Table 1 gives the stability of error rate and the number of basic classifier in
different d,,;,. From the Table 1, we know that the different d,,;, has different stable

0.4

0.35

0.3

Error Rate

0.25

0.2

. . . . . .
0 50 100 150 200 250 300 350
The number of basic leamners

Fig. 2. Error rate with different number of basic classifiers
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Table 1. The error rate and L of different d,,

dop |L | Pg

100 | 109 | 0.2096
200 | 25310.1763
2501262 |0.1849
300|312 0.1751
3251304 /0.1814
350 {298 |0.1920

error rate and L. When d,,;, = 300 and L = 312, we get the lowest error rate. And
according to the Table 1 and the correlation between L and error rate. We chose the
numerical of d,,; is 300 and the number of basic classifiers is 320 at last.

4 Experiment Results

4.1 Experimental Environment

In this section, we show the performance of proposed method to detect three
steganography methods S-UNIWARD, HILL and WOW. We compare it with that of
linear SVM, typical ensemble classifiers in paper [6] and ensemble ELM classifiers in
paper [10].

The experiments are executed on the BossBaseV1.01 [19]. This database contains
10000 grayscale raw images. The whole dataset is randomly divided into two equal size
subsets as training and testing set. In this paper, we use the 34671 dimensional SRM
feature set. The dimensionality of feature subsets dy,;, is 300 and it will be divided into
5 different sets when we use rotation forest algorithm. The number of basic classifiers
is 320. The experimental environment is Windows Sever 2012 (Inter Xeon E5620
16 GB memory) and the simulation software is MATLAB_R2012a.

4.2 Comparison of Error Rate

The error rate could reflect the power of classifiers quantitatively. In this paper, we
compared the error rate of different classifiers. The experiment results are shown in
Table 2.

As Table 2 show, the error rate of ensemble classifiers is lower than SVM and our
method has the lowest error rate in all classifiers when we detect S-UNIWARD HILL
and WOW with different relative payloads. To compare the typical ensemble classifiers
[6] and ensemble ELM classifiers [10], the error of our method is lowered by 3.21%
and 1.12% on average, respectively.
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Table 2. The error rate of different methods

Steganography | Payload | L-SVM | Paper [6] | Paper [10] | Proposed algorithm
S-UNIWARD | 0.1 0.4315 {0.4143 |0.3912 0.3778
0.2 0.3306 |0.3162 |0.2951 0.2833
0.3 0.2679 |0.2519 |0.2323 0.2221
0.4 0.2186 |0.2034 |0.1836 0.1733
HILL 0.1 0.4607 |0.4530 |0.4318 0.4197
0.2 0.4106 {0.3912 |0.3712 0.3611
0.3 0.3665 |0.3490 |0.3293 0.3195
0.4 0.3190 |0.3030 |0.2841 0.2757
WOW 0.1 0.4645 |0.4540 |0.4294 0.4148
0.2 0.4179 {0.3990 |0.3766 0.3646
0.3 0.3372 {0.3265 |0.3054 0.2937
04 0.3024 |0.2853 | 0.2653 0.2553

4.3 Comparison of ROC Curve

ROC curve (Receiver Operating Characteristic ROC) is an important indicators which
can reflect the power of classifiers intuitively. The more sleek and closer to the top left
corner the curve is, the more powerful the classifier is. AUC (Area Under ROC Curve,
AUC) stands for the area of the ROC curve which can evaluate ROC curve quanti-
tatively. The larger the number of AUC is, the better the curve is.

The Figs. 3, 4 and 5 show the ROC curve and AUC of three different classifiers
when we detect the three steganography methods. From the three figures, the ROC
curve of our method is more sleek and closer to the top left corner than other two
methods. To compare the typical ensemble classifiers and ensemble ELM classifiers,
the AUC of our method is higher by 3% and 1.4% on average, respectively. From the
ROC curve, we can get the conclusion that our method is better than other classifiers in
steganalysis.

True positive rate

....... AUC=0.8302 Paper]6]
===~ AUC=0.8541 Paper[10]

0.1

AUC=0.8668 Our Method

- ! ! ! ! !
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
False positive rate

Fig. 3. The ROC curve of S-UNIWARD (0.4 bpp) detection
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0.5
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0.3

0.2

"""" AUC=0.7912 Paper[6]

———-AUC=0.8136 Paper[10]

o T ) ) ) ) AUC=0.8304 Our Method

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
False positive rate

0.1

Fig. 4. The ROC curve of HILL (0.4 bpp) detection

ROC
1 T

0.9 S
0.8 -
07
0.6

0.5

True positive rate

0.4
0.3

02ff

------- AUC=0.8230 Paper{6]

— === AUC=0.8440 Paper[10]

0 ) ) ) ) AUC=0.8551 Our Method

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
False positive rate

0.1

Fig. 5. The ROC curve of WOW (0.4 bpp) detection

44 Comparison of Training Time

The training time is another an important indicator. This paper compares the training
time of our method to other classifiers when we detect the three steganography methods
with 0.4 bpp.

The Table 3 shows that the training time of ensemble classifiers is lower than
L-SVM because the former can overcome the curse of dimensionality. The training
time of ensemble ELM classifiers is higher than typical ensemble classifiers because it
need use gradient descent algorithm to give every ELM a weight. Because we use
rotation forest algorithm and train three different classifiers to combine a basic clas-
sifier, the training time is also higher than typical ensemble classifiers, but it is lower
than ensemble ELM classifiers. And the accuracy of our method is better than them.
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Table 3. The training time of different methods

Steganography | L-SVM | Paper [6] | Paper [10] | Proposed algorithm
S-UNIWARD | 18.0 min | 2.2 min 9.0 min | 5.8 min
HILL 19.1 min | 3.0 min | 11.2 min | 8.0 min
WOW 18.6 min | 2.8 min | 10.3 min | 6.8 min

5 Conclusion

In this paper, we propose an algorithm based on rotation forest transformation and
multiple classifiers ensemble. This method uses rotation forest to transform features and
trains three different classifiers as basic classifiers. As experimental results show, this
algorithm is more powerful than typical ensemble and ensemble ELM classifiers. In the
future works, we will study how different training and test image sources affect the
accuracy and decrease the training time.
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Abstract. Reversible data hiding in encrypted domain (RDH-ED) is an
important and effective technical approach for security data management of
cloud computing, big data and privacy protection. This paper proposes a
three-dimensional (3D) optical reversible data hiding (RDH) with integral
imaging cryptosystem. The secret data is encrypted and embedded into the cover
image. The receivers can decrypt the cover image and secret data with a
reversible or lossless manner, respectively. The simulation experiment and
results show that the data embedding rate can be increased to one. Besides, the
quality of image decryption is quite high. The technique boasts the advantages
of high data embedding rate, security level and real-time capability.

Keywords: 3D-ORDH-InImC - Reversible data hiding in encrypted domain
(RDH-ED) - Three-dimensional optical information hiding

1 Introduction

The security of information systems is increasingly crucial in our lives, as everything is
going to be connected to the Internet [1-4]. Barton presented the concept of reversible
data hiding (RDH) for the first time in his patent in 1997 [5]. He adopted the lossless
compression technology to create more redundant space in image and realized rever-
sible hiding of carrier image and secret information. After that, RDH gradually
becomes a new hot spot of information hiding research field. According to the current
research situations, RDH can be divided into six categories [6], i.e., RDH of spatial
domain, RDH of compressed domain, semi-fragile RDH, RDH of cipher-text domain,
RDH of audio and video, and RDH of contrast enhancement type. The existing
reversible information methods of spatial domain mainly include RDH of difference
expansion, RDH of histogram shifting, RDH of lossless image compression and RDH
of contrast enhancement.

RDH-ED is an important and effective technical approach for security data man-
agement of cloud computing, big data and privacy protection. The existing methods
include RDH method based on private key cipher [7-9] and RDH method based on
public key cipher [10, 11]. Zhang Xinpeng et al. [7] jointed encryption and information
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hiding technology, and put forward a RDH algorithm in cipher images, which owned
the advantage of convenient operation and could meet the reversible requirements.
However, the encryption algorithm was too simple and image decryption was required
before the secret image was extracted. As a result, steganography load and steganog-
raphy quality were greatly limited by cipher image. The literatures [10-12] utilized
encryption carrier data of public key cipher and homomorphic encryption embedding
information. The algorithm led to obvious expansion of encrypted data volume,
complex computation and low embedding capacity. The literatures [7, 8, 13, 14] car-
ried out pre-processing to compress partial data before image encryption and then hided
information. It could guarantee the reversibility. However, it couldn’t be regarded as a
method for the encryption domain. The true information hiding of encryption domain
shall be carried out completely in the encryption domain, and no characteristic should
be public when the carrier data is in plaintext state. But many algorithms for the
cipher-text domain fail to deal with this problem.

The main motivation for using optical technology of optics and photonics for
information security is that optical waveforms possess many complex degrees of
freedom such as amplitude, phase, polarization, nonlinear transformations, quantum
properties of photons, and multiplexing that can be combined in many ways to make
information encryption more secure and more difficult to attack [15, 16]. Among
published research reports, patents and literatures [1-4, 6, 17-21], there are few
researches on jointing optical technologies, integral imaging and RDH, not to mention
three-dimensional multimedia RDH. Therefore, it’s worthy taking full advantage of
optical technologies for three-dimensional RDH technology based on integral imaging
cryptosystem.

This paper proposes a three-dimensional optical reversible data hiding with integral
imaging cryptosystem (3D-ORDH-InImC). We have researched on the technical
principles, implementation algorithm and implement workflows of 3D-ORDH-InImC.
They are introduced in detail. Finally, the simulation experiment was done, and the
results proved that the data embedding rate could be approximately increased to 1,
which was higher than that of the existing methods by about 60%. Besides, the image
decryption quality was quite high. We also further analyzed influence of change in key
space element on image decryption quality. The system boasts the advantages of high
data embedding rate, computation efficiency, security level and real-time capability,
and thus can meet the performance requirements of RDH. The current state of the arts,
it is the first scheme on jointing the integral imaging and RDH in cipher-text domain.

2 The Principle of the Proposed Scheme

The 3D-ORDH-InImC is designed and shown in Fig. 1. It is divided into two sub-
systems. Figure 1 (a) is the pickup, encryption and embedding subsystem and Fig. 1
(b) is the extraction, decrypted and display subsystem.

Therein, A and B represent the two planes which separate spatially in the direction
of propagation. s, t, z4p and 4 denote the sampling number of two adjacent orthogonal
pixels, the spacing between the planes, the wavelength of incident light, respectively.
We define correlation sampling lengths of the input plane along the x and y axes as Ax
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and Ay, and the Fourier plane along the ¢ and n axes in Fresnel transform domain
(FTD) as A¢ and Ay, respectively. C is a complex constant whose value may be
calculated by the formula (2).
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Where
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As we all know, since DFD[A, B, s, t; zap, 4] is complex value in Formula (1), it
pickups both the amplitude and phase information of the result signal in the optical
implementation described in Fig. 1.

In order to improve security of the cryptosystem, the EIA images are encrypted by
Discrete 2D-logistic [22] algorithm. The most important characteristics of chaos
encryption algorithm are efficiency and high speed in encryption. It is especially
applicable to real-time communication [22]. Therefore, the plain-text images are
encrypted with Discrete 2D-logistic algorithm and these cipher-text images are marked
as Wl(xvy)a W2(x7y)'

Grpu(w,7) = {oey DFD[W;(x,y), L(x,y), s, t; 2w, , 4]
+ 0, DFD[W(x,y), L(x,), s, t; Zw,, ] + eaDFD[R; (x,¥), L(x,y), 5, t; zr,, 4] (3)
+ 054DFD[R2(X7)’)7L(X»)’)7S, 1 2Ry j']} X T(S, t?f)

Assume that Wy (x,y),W2(x,), Ri(x,y), Ra(x,y),L(x,y) represent planes in differ-
ent position, respectively. s,t are the number of pixel samples. Z; represents the distance
between the different planes, where j=1,2,---9, W, W,,R|,R,. These symbols
w, = 2R, =23+, Iw, = 2r, = 25 +z4 and g represent the distance between the
lenslet array and elemental image plane. D represents the size of elemental images. ¢
represents lenslet spacing. The focal length of the imaging lens p is f, o, ap, o3, o4 are
encryption weighting factors, where o) + oy + o3 + a4 = 1. They are used to adjust the
energy ratio among the DFD transforms of the cover image, 3D digital secrete image
and RPMP. The optical transfer function is T'(s,#;f). Grpu(®, y) is marked encrypted
image that is encrypted cover images containing secret data or additional bits.

The three-dimensional decryption, extraction and display subsystem is shown in
Fig. 1(b). The legal user can receive these marked encrypted images transmitted by the
secure communication network, implement subtraction through -contribution in
embedding of RDH of two random phase mask plates, and then obtain cipher-text
image according to Fourier transform and inverse Fresnel diffraction transformation
theory, as shown in Eq. (5). The mathematical model of decryption can be represented
with Eqgs. (4)-(6). Implement decryption of EIA images of carrier image and secrete
image with the original value set by Discrete 2D-logistic. Finally, three-dimensional
images can be displayed by the 3D-ORDH-InImC.

EW' = Ggrpr(w,7) — DFD{a3DFD[R;(x,y), L(x,y),s,t; zr1, ] x T(s,t;f)}

—DFD{04DFD[Ry(x,y), L(x,y), s, t; Zg2, 2] x T(s,t;f)} @

W' = IDFDEW')|._,, (5)
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Among them, the diffraction distance Z@V, , can be calculated by the following formula:

1 1 1
= ©)
ZWI,Z ZWI.Z f

3 Experimental Results and Discussions
As shown in Fig. 2, Lena image and XD EIAs are chosen as the cover images and

secrete images. Their sizes are all in 512 x 512 pixels. Joint Photographic Experts
Group (JPEG) is the image format.

(a) XD EIA (b) Lena

Fig. 2. Sample images of the experiments

XD FEIAs are encrypted by discrete 2D-logistic algorithm. For analyzing the cor-
relation of neighboring pixels, we chose scatter diagrams in the horizontal and vertical
directions to characterize the correlation. Figure 3 shows correlation between neigh-
boring pixels of plaintext images and cipher-text images. According to the above
figures, neighboring pixels of plaintext images have large correlation, and distribution
diagrams of cipher-text images are relatively uniform. They indicate the correlations of
neighboring pixels in two directions are relatively small. Therefore, the encryption
algorithm can greatly reduce pixel correlation of cipher-text images, improve the
capability to resist the statistical analysis attacks, and meet the cipher-text image
evaluation index requirements of histogram statistics and neighboring pixel correlation.

The security and robustness are improved by the proposed method. The linear
characteristics of the 4f system are enhanced with these techniques such as discrete
2D-logistic, DFD and double random phase coding, etc. That is to say, Plain images
can be encrypted by scrambling the pixel position or pixel value replacement. Thus the
integral security of the optical cryptosystem is improved. Discrete 2D-logistic
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(a) marked encrypted image (b) pixel distribution diagram

Fig. 4. The pixel distribution diagram of the marked encrypted image

algorithm is a kind of digital image encryption technology based on the chaos theory,
and it can enhance the system security. First, the higher the sensitivity of the original
value of chaotic mapping, the smaller the correlation between neighboring pixels will
be. After these images are scrambled, the better ergodic property, the larger random-
ness of scrambling image will be. Therefore, during the pixel scrambling, the sensi-
tivity of the original value of chaotic mapping and ergodic property determine the
scrambling intensity. Second, during the pixel scrambling and the pixel replacement,
the more number of iterations, the higher the encryption intensity will be. At the same
time, the exhaustion become more difficult than additional technologies and computing
complexity is higher. It’s necessary to trade off the security and computing complexity
when users decide the number of iterations. Finally, the key sensitivity is determined by
the parameter sensitivity when mapping parameters are used as the scrambling key.
While key sensitivity will resolve security of the whole system. 3D-ORDH-InImC can
improve the encryption performance and practicability. Figure 4(a) and (b) are marked
encrypted image and pixel distribution diagram.

In the new method, the optical device parameters and functionality parameters of
integral imaging system can be used as keys. These modulation parameters for secrete
data embedding coefficient can also be used as keys. Multiple keys synthesizing the
above mentioned keys will enhance security. It could be more difficult to crack. By
redistributing signal energy and diffusing hidden signal energy embedded into trans-
formation coefficients in spatial and temporal domains, the DFD embedding and
extraction algorithm applied in the new method effectively resolves the contradiction
between imperceptibility and robustness of information hiding. Thus, the new method
can meet robustness and security requirements.

4 Conclusion

A three-dimensional (3D) optical reversible data hiding (RDH) with integral imaging
cryptosystem is proposed. The secret data is encrypted and embedded into the cover
image that is encrypted by 3D-ORDH-InImC. The receivers can decrypt the cover
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image and secret data with a reversible or lossless manner, respectively. The simulation
experiment and results prove that the data embedding rate can be increased to one. The
technique boasts the advantages of high data embedding rate, security level and
real-time capability. The proposed method can be used in such fields as three-
dimensional new media information hiding and multimedia information security. This
paper is a powerful new example for optical information security theory. In the future
work, we’ll research on characteristics of three-dimensional image cryptosystem from
the perspectives of cryptanalysis and information theory, and then improve strategies
for the system security. To the best of our knowledge, three-dimensional multimedia
information security is developing forward from scientific theoretical research to
engineering technology in spite of many challenges.
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Abstract. This paper proposes an innovated approach of risk assessment of
borrowers based on the BP neutral network model. Specifically, firstly, referring
to the empirical data published by the website ‘peer-to-peer lender’ and the
indicators of personal credit risk assessment from commercial bank is an effi-
cient method to pick several valid values through data processing, classification
and quantification, then the final modeling indicators are selected by information
gain technology. Secondly, the new credit risk assessment model is formed after
training the modeling indicators. Meanwhile, several strings of collected testing
data would be substituted to find out the default rates which are supposed to be
compared with the practical ones on the website and the calculated ones from
existing credit risk assessment evaluating models. Last but not the least, the
effect of this new method is evaluated.

1 Introduction

P2P (Peer-to-peer) Website which is under an admirable escalation with the promotion
from the comprehensive regulatory and the new international marketing environment
has been operating for over a decade [1-3]. However, as a result of the limitation in
scale, comparing with traditional commercial banks, peer-to-peer lending companies
demonstrate a weak controllability when facing the varying risks, ranging from credit
risk, legal risk, regulatory risk, information asymmetry, investment risk, discipline risk,
settlement risk and information security risk. Among those the most serious problem is
the credit risk — most of the platforms have not polish up their model of risk assessment
whereas present typical credit assessment model of lending has innovated into a totally
different state. Simply applying those models that are merely suitable for classical
traditional finance model could not be practical.

The most innovative part of this study is utilizing BP neutral network, information
gain technology and introduction of values to evaluate the credit risk assessment of P2P
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lending and getting a desired result, conclusion and testing results. On top of that, some
expected advancements which root in the conclusion of this study on personal credit
assessment of peer-to-peer lending borrower based on BP neural network are proposed
at this paper.

The internet financial is becoming different from not only indirect financing of
traditional commercial banks, but also the capital market whose indirect fund is raised
by direct fund new financial model with the improvement of modern information
technology especially the internet. Starting from 2007, P2P lending came to China
and gradually becomes the delegate of internet financial models [4—7]. P2P network
lending is designed to match the requirement of individual borrowers and the loans of
small or medium-sized entrepreneurs. As the intermediary platform, P2P network
platform allow the individuals and small or medium-sized entrepreneurs that have idle
funds or are willing to loan to publish the information of loan with rate and due
date selected by themselves. As a result, more deals could be done by this kind of
method.

2 BP Neutral Network

BP neutral network (Background Propagation), also called error back propagation
network, was firstly introduced by Werbos in 1974. In 1985, Rumelhart and
other scholars did effort to develop the theory and propose clear and strict algorithms
[8]. BP algorithms is applied to forward network. It applies the training forms
which the tutors’ help is involved, and it can also provide both the input and the
output vector product simultaneously. By using the back propagation learning
algorithms and adjusting the link weight of network, the network output is expected to
be approximate to the expected output to the greatest extent under the condition of
least mean square error. The progress of backward learning consists of forward and
backward propagation. Specifically, in the process of forward propagation, the
input information transfers to output layer after the testing of hidden neutron, if the
output layer could not receive the output as expected, then the information will
transfer to the backward propagation process where the error of the actual
output compared to the expected one will be sent back in the former connected
channel [9]. Eventually, through modifying authority of the connecting of each
layer neurons, the errors can be reduced, and then it can transfer to the
forward propagation process where a recycle is formed until the error is less than a
given value.
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3 Application Flow Chart

Firstly, being a new product of the modern information society, P2P lending has not
established efficient systems that is related to the information risk evaluation mechanism
so far, and the evaluation for the information risk of borrower is not impeccable.
However, BP neutral network has the characteristics of self-adjusting, high self-study
and high flexibility which can adjust itself merely according to the variations of the
environment, then find regulations for large amount of data and provide relatively
correct inference results based on those regulations. Thus, BP neutral network has strong
practical feasibility on the P2P lending’s defects which includes uncertainty of infor-
mation, lacking of efficient systems that is related to the information risk evaluation
mechanism and the evaluation for the information risk of borrower. In addition, BP
neutral network can display the professors’ knowledge, experience and thoughts, thus it
can get rid of the subjective evaluation as much as possible. Then it is obvious that the
credit evaluation can be more precise. In the end, BP neutral network model is a
nonlinear modeling process which is not necessary to learn the nonlinear relationship
between data. Technically, this indicates that it can effectively overcomes the difficulties
of choosing the suitable model functions in the traditional modeling process, and it can
establish the modeling speedily. As a result, it can be applied in various fields. The
algorithm flow chart for using BP is shown in Fig. 1.

Testing data
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Fig. 1. Algorithm flow chart
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4 Model Construction

4.1 Target Selection

P2P network lending platform generally requires the borrower to provide personal
information including the identity, occupation, property and other personal basic
conditions. After this state is complicated, the information borrowers provide is judged
through the field of authentication, video authentication, and so on, to ensure the
authenticity of the information. According to the certification, followed by the
assessment of the credit rating of the borrowers, the information and credit rating
results will be published on the website as a reference for lenders. Therefore, according
to the characteristics of P2P lending on the website, the data in Renren Loaning
Website and the selection principle of the traditional commercial bank personal credit
rating index, the basic information of the borrower is concluded into five aspects:
demographic characteristics, occupation status, income and property, credit history
operation and certification. Considering of the personal credit rating of commercial
banks which is combined with the characteristics of P2P network platform, various
indicators of the importance of the credit rating and five aspects of credit evaluation
index are quantitative. The reasons for the selection of the index and the value are as
follows:

Demographic characteristics: demographic characteristics include age, marital
status and educational level. For age, there is a significant difference in default
rates among borrowers of different ages. Generally, the default rate of individuals
from 35 to 50 years-old who own a stable job and in satisfied economic condition is
low. On top of that, for 26- to 35-year-old borrowers, although their income
may experience an increase, the pressure comes from the families are serious problem
of rising the default rate to a general level. Borrowers of whose ages are below 25,
their low income, the lack of mercury spending habits and mostly no saving capabilities
all contribute to the high risk of defaulting. Those older than 50 years old, whose
level of income begin to decline, are more likely to have sudden consumption.
As a result, the default risk is relatively large. Apart from that, marital status is also a
key to this, married borrowers are more reliable and divorces or unmarried
borrowers may be in low credit status. Lastly, the education is also essential,
overall, the higher the education level is, the lower the probability of occurrence of
default is.

Occupational status: Occupational status, ranging from unit type, type of jobs and
years of services. As for unit type, generally speaking, people who work for the
government could have a more stable source of income and have less likelihood of
default. Therefore, they are of the highest value. The larger the firm sizes, the more
stable income level they have. As a result, the default rate is smaller. For post type,
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higher post has higher level of earnings with small risk of default. Moreover, for work
experience, the longer years of working leads to a more reliable income levels. Those
individuals also seem to have lower risk of default.

Income property: First of all, the high the income is, the smaller the default is.
Secondly, as for properties, especially that of China, housing conditions normally
represent individual economic capacity, so there are existing a smaller risk of
default than that of non-real state. Last but not the least, cars can also represent
the economic capacity of people, that is to say, the car owners are less likely to
default.

Credit history: Credit history is mainly reflected by the number of successful
repayment (i.e. Successful repayment times: The more number of successful
repayment, the better the credit inertia is and the less likely to violate rules) and the
number of overdue repayment (i.e. overdue repayment times: the more number of
overdue repayment, the worse the history of credit history is and the easier to violate
rules).

Operation certification: The more kinds of authentication, the more reliable the
information is, then the more complete and the smaller the possibility of default is.
According to the standard of the personal credit rating, combined with the character-
istics of P2P network platform, the higher index value and the higher credit rating, the
smaller the possibility of default is.

4.2 Data Processing

This paper extracts transaction data from a number of online trading platforms (i.e. a
total of 14 k borrower information) as a sample of P2P personal borrowers’ credit risk
assessment. Then those data would be transformed into quantitative data according to
the personal credit indicators in qualitative indicator [10].

In general, the input sample values of the neural network are required to be nor-
malized. In this paper, the maximum and minimum method is utilized to normalize the
quantitative data of personal credit indicators, that is to say, using the formulas below
to normalize. Maximum and minimum method is a kind of linear transformations that
will not cause too much loss according to formula (1). And our code for BP network to
process the data is shown as the following.

u — min(u)

W= max(u) — min(u)

(1)
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pseudo-code:

Program prepare data for BP network (Input)

{Gain main information}Repeat

1=42:1:50: [data, text]=xlsread(strcat (' 'dataintegration/traini
ng data/platform',num2str(i),'.csv'));

count=size(text,1);

1=1:10303,strcmp (1listO (i), 'installment')==1:n_1listO(1i)=1;
else : strcmp(listO(i), 'one-off payment')==1: n_1listO(i)=2;
else : n_1listO(1)=3;end;

1=1:10303, strcmp(listQ (i), 'male')==1:n_1listO(1i)=1;

else : n_1listO(i)=2;end;

1=1:10303, strcmp (1istS(i), 'underguaduate')==1||strcmp (listS (i
), 'graduate')==1: n_1listS(i)=1;

else : n_1listO(i)=2;end;

1=1:10303, strcmp(listT (i), 'married')==1: n_listS(i)=1;

else : strcmp(listT (i), 'unmarried')==2;

else : n_1listO(1)=3;end;
1=1:10303, strcmp(listW(i), '\N')==1: n_listW(i)=1;
else : n_listW(i)=2;end;

1=1:10303, strcmp(listX(i),'yse')==1: n_listX(i)=1;
else : n_listX(i)=2;end;
1=1:10303, strcmp(listY(i),'yse')==1: n_listY(i)=1;

else : n_listY(i)=2;end;

Program training data for BP network (Input)

{Process for F data including yuan or RMB}

yvl=strfind (S, 'yuan');rl=strfind(S, 'rmb') ;

r2=strfind(S, 'RMB') ;Repeat

if there exists any these key word: transform data to lisfF
{Process for J data including loan rate}

listJ=data(:,10);

money_rate: aJ=data(:,10); if 1listJ(2)<=1 1listJ=1istJ*100;
listO=text(:,14);%repay_type

listQ=text (:,16) ;%borrower_sex

listR=data(:,18) ;%$borrower_age

if there exists any these key word: get digital information
in the string one by one and transform data to lisfF

{Input datali=length(aF); b=text{i,5};
A=isstrprop (b, 'digit');B=b(A); C=str2num(B);listF(i)=C;
listJ=[listJ;data(:,10)];1if 1listJ(2)<=1;1listJI=11stJI*100;
{Input list information}
i=l:length(list0):S={'a'};S=11istO(1i);

{Input the kinds of loan} n_1listO(i)=n(n=1~4);

{Input gender} n_listQ(i)=n(n=1~3);

{Input education} n_1listS(i)=n(n=1~5);

{Input marriagestate}n_listW(i)=n(n=1~2);n_1istT(i)=n(n=1~4);
{Input house information state} n_1listX(i)=n(n=1~3);

{Input car information} n_1listY(i)=n(n=1~3);end

If i<=27553:state(i)=1;

Else state(i)=-1; end;
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S Model Processing

5.1 Model Description

In this paper, the personal credit risk assessment process of P2P internet lending
platform is simulated by the three-layer neural network [11]. Input layer mode number
is 11.

The output layer is the credit rating of the individual borrower of the P2P platform
which refers to the classification of platforms. The number of nodes in the output layer
is 1 and the selected values are 10, 8, 6, 4 and 2, corresponding to the five credit levels,
respectively. Specifically, the highest credit rating is 10 (i.e. the least likely to default),
a minimum of 2 credit rating value of 1 (i.e. the lowest level which is the most likely
breach of contract and cannot repay in time). The approximate range of the number of
nodes in the hidden layer is firstly determined by the golden section method, and then
the optimal number of nodes in hidden layers is determined through experiment.

5.2 Model Simulation

Before the simulation, 14000 sets of data from 10 different platforms are simulated and
integrated as training data including 2000 of defaulted and 12000 of clean loan records.
Training function is used to build BP neural network with epoch set to 500, mean
squared error to 0.001 and the number of hidden layer to 5. All those are shown in
Fig. 2.

This program is aimed to evaluate the risk of P2P station. There are 40 sets of
training data including 16 sets of normal data which are provided by working stations
and 24 sets of abnormal data which are provided by bankrupt stations. And the given
10 sets of predicting data are used to evaluate the risk.

Each station contains a number of records of loan, and the risk of P2P station is
relevant to the evaluation of every record, so we decide to evaluate the risk of P2P
station by evaluating the risk of each record of loan. It is obvious that the station is
considered as a bankrupt station when the number of the risky records in this station
exceed the threshold.

Referring to the information provided by experience and cogitate the weight of each
property, 11 properties are chosen as input:

column F ITEM_AMOUNT: the amount of the loan money, it is a key property.
column J] MONEY_RATE: the rate of this loan, it is a key property.

column O REPAYTYPE: the repay type of this loan, it is a key property.
column Q BORROWER_SEX: the gender of the borrower, it is borrower’s personal
information.
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Neural Network
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Algorithms

Training: Levenberg-Marquardt (trainlm)
Performance: Mean Squared Error (mse)
Calculations: MATLAB

Progress
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Time: 0:03:14
Performance: 0152 [ 00275 0.0100
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Plots
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Training State (plottrainstate)

Regression (plotregression)
Plot Interval: ' 1 epochs

Fig. 2. Settings before training

column R BORROWER_AGE: the age of the borrower, it is borrower’s personal
information.

column S BORROWER_EDUCATION: the degree of the borrower, it is bor-
rower’s personal information.

column T BORROWER_MARRIAGE: the marriage of the borrower, it is bor-
rower’s personal information.

column W BORROWER_INCOME: the income of the borrower, it is borrower’s
personal information.

column X BORROWER_HOUSE: the house of the borrower, it is borrower’s
personal information.

column Y BORROWER_CAR: the car of the borrower, it is borrower’s personal
information.

column Z REWARD: the reward of this loan.
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6 Data Analysis

Since the information of the P2P network platform is entered by the borrowers and is
not mandatory, it is possible that some information is missed from the borrowers or the
borrowers intentionally conceal the information which causes some mistakes in the
information. The results are shown in Fig. 3. Therefore, when an individual borrower
evaluates a credit risk, there are some missing or invalid information. One of the
characteristics of the BP neural network model is offering a more accurate grading
result by the training result in the case of partial data missing. This paper excluded
some indicators, ranging from state condition, passenger vehicles, however, the output
of the model and the output of the target are the same. In the absence of unit type, job
type and income range, the difference between the model output and the target output is
large. On top of that, if the number of successful borrowing, out-of-date repay and lack
of confirming information would cause a huge gap between the model output and the
target output. However, there is no reversal result which means that the borrower with
low credit risk will not be regarded as a borrower that has high credit risk. In a nutshell,
this data can still be regarded as the basis for credit risk evaluation of borrowers in P2P
network credit. Thus, in the absence of fuzzy information, BP neural network model
still has the ability of P2P network credit borrower credit prediction and the assessment
accuracy rate is still high. Our data code is shown in the following.

Best Training Performance is 0.027389 at epoch 500
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Fig. 3. The accuracy of the valuation of data from 10 different platforms is 80%.
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pseudo-code:

Program Credit Risk Assessment (Output)

{Load train data and test data with normalization};
P=[1listF';1listJ';n_1listO;n_listQ;listR';n_listS;n_listT;n_1lis
tW;n_listX;n_listY;listZ'];

[pl, minp, maxp, tl,mint, maxt]=premnmx (P, state) ;
a=[listF';listd';n_listO;n_listQ;listR';n_listS;n_listT;n_1lis
tW;n_listX;n_listY;listZ'];

normalization:aa=tramnmx (a,minp,maxp) ;

output: b=sim(net,a);

predicting data: c=postmnmx (b,mint,maxt) ;

{Build and set network}

net=newff (minmax(P), [11,6,1],{ 'tansig', 'tansig', 'purelin'}, 't
rainlm') ;

net.trainParam.epochs =500;

net.trainParam.goal=0.01;

net.trainParam.lr = 0.05;

repeat
i=1:10: cnt(1)=0;
1=1:10303, i<634, c(i1)>0:cnt(1l)=cnt(1)+1;
1=1:10303, 634<i<1249, c(i)>0:cnt(2)=cnt(2)+1;
1=1:10303, 1249<i<1266, c(i)>0:cnt(3)=cnt(3)+1;
1=1:10303, 1266<1<3915, c(i)>0:cnt(4)=cnt(4)+1;
1=1:10303, 3915<i<4124, c(i)>0:cnt(5)=cnt(5)+1;
1=1:10303, 4124<i<4752, c(1)>0:cnt(6)=cnt(6)+1;
1=1:10303, 4752<i<5285, c(i)>0:cnt(7)=cnt(7)+1;
1=1:10303, 5285<i<7809, c(i)>0:cnt(8)=cnt(8)+1;
1=1:10303, 7809<i<9036, c(i)>0:cnt(9)=cnt(9)+1;
1=1:10303, 9036<1<10303,c(i)>0:cnt(10)=cnt(10)+1;

number=[300 300 10 1300 400 340 270 1400 800 8007];
1=1:10, cnt(i)>number (i) @pt(i)=1;
i=1:10, cnt(i)<number (i) ' pt(i)=0; end;

7 Conclusion

The credit risk assessment model of credit borrower of P2P network based on the BP
neural network in this study works well since the credit risk of the personal borrower
can still be measured accurately even though some information is missing or
ambiguous. Specifically, this study that has a certain applicability is expected to be
popularized and used. The reason why the BP neural network credit risk assessment
model in this study has a reliable ability of evaluation is that the BP neural network
itself is good at the discovery of the knowledge and extraction of characteristic values
which is suitable for the credit assessment. Overall, the results of the whole experiment
demonstrate that BP neural network is a desirable selection for the credit risk assess-
ment of individual borrower in the P2P network. In a nutshell, according to the con-
clusion and results of the experiment above, this paper would like to propose the
countermeasures and suggestions to not only improve the credit risk evaluation of P2P
borrowers but also facilitate a healthy processing of P2P platform:
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Firstly, strengthen the information authentication of the P2P network lending
platform to ensure the accuracy of personal information. As is known to all, the credit
rating of the borrower is based on the information provided by the borrowers, so the
authenticity and accuracy of the information are the key to the rating system. To
improve this, the website is supposed to carry out real-time authentication or certifi-
cation of the information to avoid misleading information which could do harm to the
profit of the lenders.

Secondly, increase the disclosure of P2P network lending platform information.
Since more personal information could help the lenders have a more comprehensive
understanding for the borrowers and so as the internet to adjust the credit rating of
borrowers.

Thirdly, P2P network lending platform is expected to disclosure the overdue
repayment list on time. On the one hand, the number of overdue repayments is critical
for the credit rating. The rating could be adjusted properly through the on-time dis-
closure. If this aim is achieved, the lender is able to know the real condition of the
borrowers. On the other hand, under this invisible pressure from the disclosure, the
borrower could repay the money on time and pay attention to the credit.
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Abstract. A Wireless Sensor and Actor Network (WSAN) is a group of
wireless devices with the ability to sense physical events (sensors) or/and
to perform relatively complicated actions (actors), based on the sensed
data shared by sensors. In order to provide effective sensing and acting,
a coordination mechanism is necessary among sensors and actors. This
coordination can be distributed-local coordination among the actors or
centralized coordination from a remote management unit, usually known
as sink in Wireless Sensor Networks (WSNs). In this work, we propose
a simulating system based on Rust for actor node placement problem in
WSAN, while considering different aspects of WSANs including coordi-
nation, connectivity and coverage. We describe the implementation and
show the interface of simulation system. We evaluated the performance
of the proposed system by a simulation scenario considering WSANS.
The simulation results show that the constructed WSAN could cover
both events.

1 Introduction

Wireless Sensor Networks (WSNs) can be defined as a collection of wireless
self-configuring programmable multihop tiny devices, which can bind to each
other in an arbitrary manner, without the aid of any centralized administration,
thereby dynamically sending the sensed data to the intended recipient about the
monitored phenomenon [1].

Wireless Sensor and Actor Networks (WSANSs), have emerged as a variation
of WSNs. WSANs are capable of monitoring physical phenomenons, process-
ing sensed data, making decisions based on the sensed data and completing
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appropriate tasks when needed. WSAN devices deployed in the environment are
sensors able to sense environmental data, actors able to react by affecting the
environment or have both functions integrated [2]. For example, in the case of a
fire, sensors relay the exact origin and intensity of the fire to actors so that they
can extinguish it before spreading in the whole building or in a more complex
scenario, to save people who may be trapped by fire.

Unlike WSNs, where the sensor nodes tend to communicate all the sensed
data to the sinkl by sensor-sensor communication, in WSANSs, two new com-
munication types may take place. They are called sensor-actor and actor-actor
communications. Sensed data is sent to the actors in the network through sensor-
actor communication. After the actors analyse the data, they communicate with
each other in order to assign and complete tasks. To provide effective operation of
WSAN, is very important that sensors and actors coordinate in what are called
sensor-actor and actor-actor coordination. Coordination is not only important
during task conduction, but also during networks selfimprovement operations,
i.e. connectivity restoration [3,4], reliable service [5], Quality of Service (QoS)
[6,7] and so on.

Actor-Actor (AA) coordination helps actors to choose which actor will lead
performing the task (actor selection), how many actors should perform and how
they will perform. Actor selection is not a trivial task, because it needs to be
solved in real time, considering different factors. It becomes more complicated
when the actors are moving, due to dynamic topology of the network.

In this paper, we propose and implement a simulation system for Internet of
Things (IoT) device placement. The system is based on Genetic Algorithm (GA).
We describe the implementation of proposed system and show its interface. We
evaluated the performance of the proposed system by a simulation scenario con-
sidering WSANS. As evaluation metrics, we considered Size of Giant Component
(SGC) and Number of Covered Events (NCE).

The remainder of the paper is organized as follows. In Sect.2, we describe
the basics of IoT and WSANSs including architecture and research challenges. In
Sect. 3, we present the overview of GA. In Sect. 4, we show the description and
design of the simulation system. Simulation results are shown in Sect. 5. Finally,
conclusions and future work are given in Sect. 6.

2 IoT and WSAN

2.1 Internet of Things (IoT)

The term IoT has recently become popular to emphasize the vision of a global
infrastructure of networked physical objects [8-10]. IoT is a new type of Internet
application which enables the things/objects in our environment to be active
participants with other members of the network, by sharing their information
on a global scale using the same Internet Protocol (IP) that connects to the
Internet. The descriptive models for Internet of Things are introduced based on
two attributes (“being an Internet”, “relating to thing’s information”) and four
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different features (only for thing’s information, coded by UID or EPC, stored in
RFID electronic tag, uploaded by non-contact reading with RFID reader).

The IoT creates human-machine or machine-to-machine communications. In
this way the things/objects are capable of recognizing events and changes in their
surroundings and are acting and reacting autonomously largely without human
intervention in an appropriate way. The major objectives for IoT applications
and services are the creation of smart environments/spaces and self-aware things
for smart transport, products, cities, buildings, energy, health, social interaction
and living applications (see Fig. 1).

Internet of Things

Building

automation mSertnearirrtxg
Fringe Internet
" Core\|
\ Internet |
Industrial
automation

Personal
sensors

Logistics

Transportation

Fig. 1. Simulation system structure.

2.2 WSAN Architectures

The main functionality of WSANSs is to make actors perform appropriate actions
in the environment, based on the data sensed from sensors and actors. When
important data has to be transmitted (an event occurred), sensors may transmit
their data back to the sink, which will control the actors tasks from distance,
or transmit their data to actors, which can perform actions independently from
the sink node. Here, the former scheme is called Semi-Automated Architecture
and the latter one Fully-Automated Architecture. Obviously, both architectures
can be used in different applications. In the Fully-Automated Architecture are
needed new sophisticated algorithms in order to provide appropriate coordina-
tion between nodes of WSAN. On the other hand, it has advantages, such as low
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latency, low energy consumption, long network lifetime [2], higher local position
accuracy, higher reliability and so on.

2.3 Node Placement Problems and Their Applicability to WSANs

Node placement problems have been long investigated in the optimization field
due to numerous applications in location science (facility location, logistics, ser-
vices, etc.) and classification (clustering). In such problems, we are given a num-
ber of potential facilities to serve to costumers connected to facilities aiming to
find locations such that the cost of serving to all customers is minimized [11]. In
traditional versions of the problem, facilities could be hospitals, polling centers,
fire stations serving to a number of clients and aiming to minimize some dis-
tance function in a metric space between clients and such facilities. One classical
version of the problem is that of p-median problem, defined as follows.

Definition 1. Given a set . of m potential facilities, a set % of n users, a
distance function d :  — %, and a constant p < m, determine which p
facilities to open so as to minimize the sum of the distances from each user to
its closest open facility.

The problem, which is known for its intractability, has many application not
only in location science but also in communication networks, where facilities
could be servers, routers, etc., offering connectivity services to clients. In WSANs
node provide network connectivity services to events. The good performance and
operability of WSANSs largely depends on placement of nodes in the geographical
deployment area to achieve network connectivity, stability and user coverage.
The objective is to find an optimal and robust topology of the nodes network to
support connectivity services to events.

Facility location problems are thus showing their usefulness to communi-
cation networks, and more especially from WSANSs field. In a general setting,
location models in the literature have been defined as follows. We are given:

(a) a universe %, from which a set & of event input positions is selected;

(b) an integer, 4 > 1, denoting the number of facilities to be deployed;

(¢c) one or more metrics of the type d : % X % — %, which measure the
quality of the location; and,

(d) an optimization model.

The optimization model takes in input the universe where facilities are to be
deployed, a set of client positions and returns a set of positions for facilities that
optimize the considered metrics. It should be noted that different models can
be established depending on whether the universe is considered: (a) continuous
(universe is a region, where clients and facilities may be placed anywhere within
the continuum leading to an uncountably infinite number of possible locations);
(b) discrete (universe is a discrete set of predefined positions); and, (¢) network
(universe is given by an undirected weighted graph; in the graph, client positions
are given by the vertices and facilities may be located anywhere on the graph).
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For most formulations, node placement problems are shown to be computa-
tionally hard to solve to optimality and therefore heuristic and meta-heuristic
approaches are useful approaches to solve the problem for practical purposes.

3 Overview of GA

As an approach to global optimization, GA have been found to be applicable to
optimization problems that are intractable for exact solutions by conventional
methods [12,13]. Tt is a set-based search algorithm, where at each iteration it
simultaneously generates a number of solutions. In each iteration, a subset of
the current set of solutions is selected based on their performance and these
solutions are combined into new solutions. The operators used to create the new
solutions are survival, where a solution is carried to the next iteration without
change, crossover, where the properties of two solutions are combined into one,
and mutation, where a solution is modified slightly. The same process is then
repeated with the new set of solutions. The crossover and mutation operators
depend on the representation of the solution, but not on the evaluation of its
performance. They are thus the same even though the performance is estimated
using simulation. The selection of solutions, however, does depend on the perfor-
mance. The general principle is that high performing solutions (which in genetic
algorithms are referred to as fit individuals) should have a better change of both
surviving and being allowed to create new solutions through crossover. The sim-
plest approach is to order the solutions J(01;) < J(fpg) < ... < J(0p), and
only operate on the best solutions. If a strict selection of the top k solutions
were required, this would complicate the issue significantly in the simulation
optimization context, and considerable simulation effort would have to be spent
to obtain an accurate ordering of the solutions.

4 Design and Implementation of IoT Device Placement
Simulation System

In this section, we present design and implementation of a simulation system
based on GA for IoT device placement in WSANs. The simulation system struc-
ture is shown in Fig. 2. The proposed simulating system is based on Rust [14,15].
Rust is a system programming language focused on three goals: safety, speed,
and concurrency [16]. Rust supports a mixture of programming styles: impera-
tive procedural, concurrent actor, object-oriented and functional.

Our system can generate instances of the problem using different distribu-
tions of events, sensor nodes and actor nodes. For the network configuration, we
use: distribution of events, number of events, number of sensor nodes, number
of actor nodes, area size, radius of communication range and radius of sensing
range. For the GA parameter configuration, we use: number of independent runs,
GA evolution steps, population size, crossover probability, mutation probability,
initial placement methods, selection methods.
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WSAN
Parameters Simulation System
Based on GA _| Solution of
for Node Placement| ~ [Node Placement
GA in WSAN
Parameters

Fig. 2. Simulation system structure.

We explain in details the GA operations in following.
Selection Operator

As selection operator, we use roulette-wheel selection [12,13,17]. In roulette-
wheel selection, each individual in the population is assigned a roulette wheel
slot sized in proportion to its fitness. That is, in the biased roulette wheel, good
solutions have a larger slot size than the less fit solutions. The roulette wheel
can obtain a reproduction candidate.

Crossover Operator

The crossover operators are the most important ingredient of GAs. Indeed, by
selecting individuals from the parental generation and interchanging their genes,
new individuals (descendants) are obtained. The aim is to obtain descendants of
better quality that will feed the next generation and enable the search to explore
new regions of solution space not explored yet.

There exist many types of crossover operators explored in the evolutionary
computing literature. It is very important to stress that crossover operators
depend on the chromosome representation. This observation is especially impor-
tant for the WSAN nodes problem, since in our case, instead of having strings
we have a area of nodes located in a certain positions. The crossover opera-
tor should thus take into account the specifics of WSAN nodes encoding. We
have considered the following crossover operator, called intersection operators
(denoted CrossRegion, hereafter), which take in input two individuals and pro-
duce in output two new individuals.

Mutation Operator

Mutation operator is one of the GA ingredients. Unlike crossover operators,
which achieve to transmit genetic information from parents to offsprings, muta-
tion operators usually make some small local perturbation of the individuals,
having thus less impact on newly generated individuals.

Crossover is “a must” operator in GA and is usually applied with high proba-
bility, while mutation operators when implemented are applied with small prob-
ability. The rationale is that a large mutation rate would make the GA search to
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resemble a random search. Due to this, mutation operator is usually considered
as a secondary operator.

In the case of WSAN node placement, the matrix representation is chosen
for the individuals of the population, in order to keep the information on WSAN
nodes positions, events positions, links among nodes and links among nodes and
events. The definition of the mutation operators is therefore specific to matrix-
based encoding of the individuals of the population. We consider SingleMutate
mutation operator which is a move-based operator. It selects a WSAN node in
the problem area and moves it to another cell of the problem area.

5 Simulation Results

In Fig. 3 is shown visualization interface of implemented simulation system. We
show a simulation scenario for WSANs where the number of actor nodes is 5,
the number of sensor nodes is 15, and the number of events is 2. For simula-
tion, we also consider the communication range of sensor and actor nodes, and
sensing range of sensor and actor nodes. In Fig. 4 is shown simulation results of
implemented simulation system. As evaluation metrics we use Size of Giant Com-
ponent (SGC) and Number of Covered Events (NCE). The simulation results
show that SGC is 16 and NCE is 2. So, the constructed WSAN could cover both
events.
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Fig. 4. Simulation results of sensor node optimization.

6 Conclusions

In this work, we designed and implemented a GA-based simulation system for
IoT device placement in a WSAN scenario. We presented the implementation of
the proposed simulation system and have shown also its interface and a simu-
lation scenario. The simulation results show that 2 events were covered by the
constructed WSAN. In the future, we would like to make extensive simulations
for different simulation scenarios.
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Abstract. In this research, the primary focus is on privacy preservation in data
mining. In particular, the problem of privacy preservation is addressed when the
data is to be provided for applications or association rule mining is to be carried
out on the datasets shared among two parties, i.e. the two party case. These
scenarios are complex to address since privacy issues also lead to the non
availability of correct data; also one must meet privacy requirements accom-
panied by valid data mining results. A system is proposed that is capable of
hiding the sensitive information in the given set of data with the help of cryp-
tographic algorithms. The encrypted data is then analyzed using Apriori algo-
rithm for finding frequent itemsets that can lead to vital business decisions.
Results reveal that our system provides strong privacy, guarantees accurate data
mining while protecting sensitive information during association rule mining.

1 Introduction

Data mining, also known as Knowledge-Discovery in Databases (KDD), is quite useful
for finding hidden patterns and to predict future behavior using tools such as classi-
fication, association rule mining, clustering etc. but with strong analysis tools and
advancement in technology it also poses a threat to the business and legal privacy of
individuals as well as organizations that are much concerned with the privacy of their
data [19, 20]; credit card transactions, for instance. This leads to the problem of privacy
preserving data mining (PPDM) [16], i.e. producing valid mining models and patterns
without disclosing private information [2, 3, 12]. It also leads to the issue of veracity;
(one of the 3 V dimensions in big data) a challenge of big data [17, 18].

PPDM comes into play when data is required in the development of software that
processes the data, or in a situation where two companies carrying data mining operations
on a joint set of data; a part being contributed by either company or when the data is
outsourced to a data mining company for observing patterns. These situations introduce
challenges of locating data as well as understanding and synchronizing data relationships
with other databases and files. So, there is an ultimate urge to find some scheme capable of
providing data privacy in testing and implementation environments [13-15, 21].

Key contribution of this paper is a privacy preserving data mining system that is
capable of analyzing the given set of data for association patterns using Apriori
algorithm and preserves privacy by means of encryption techniques. The privacy
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question is addressed with the help of two encryption algorithms, DES and AES. The
results produced by each are compared in terms of privacy and efficiency.

The aim of this paper is to identify the threats to privacy and the situations where
privacy concerns arise. It will primarily be dealing with the case where test data is to be
provided for applications and also discuss the two party case, that is the case where two
organizations want to have a collective analysis of the data provided privacy of each of
them is not compromised. This is done by first sensitizing the given dataset with DES
or AES algorithm and then applying the apriori algorithm on this sensitized data to
figure out the frequent itemsets so that the business decisions can be formulated.

The paper is organized as follows. Section 2 provides a review of related work. The
overview of association rule mining and encryption techniques with the rationale
behind their selection is discussed in Sect. 3. Subsequently, our proposed approach for
privacy preservation of association rule mining by means of encryption is discussed in
Sect. 4. The experimental results and discussion are presented in Sect. 5. Finally,
Sect. 6 presents conclusion and a discussion of future work.

2 Related Work

One possible solution for two party case through encryption is discussed in [2],
Z. Yang, S. Zhong, and Rebecca have proposed a privacy-preserving method of fre-
quency mining and applied it to naive Bayes learning in a fully distributed setting. The
proposed system guarantees the efficiency with no tradeoff between privacy and
accuracy. Lindell and Pinkas in [8] also discussed the two party scenario for preserving
privacy of privileged data and its use for research purposes. In [7], S.R. Oliveira
focuses primarily on privacy issues for association rule mining and clustering when
data are shared before mining.

In [4], B. Pinkas discussed the two party case with examples of secure computa-
tions. Another way in which the two party case can be dealt with is to hide, not the
information but the knowledge patterns, this is discussed in [3], S.M. Oliveira and O.R.
Zaiane have introduced new algorithms for balancing privacy and knowledge discovery
in association rule mining.

To support efficient privacy preserving data mining, techniques and algorithms are
presented in this section. Apriori Algorithm is used for association rule mining that
provides high reliability and refers to a large dataset as compared to decision trees that
tend to find few simple and small set of rules; most rules have somewhat low reliability
[8, 9, 11].

3 Preliminaries

Before carrying out the association rule mining on the data sets, knowledge hiding is to
be done by means of encryption algorithms (AES, DES). Knowledge hiding is usually
fast, generally computationally inexpensive and memory efficient, and tend to lead to
good overall solutions. An important aspect in knowledge hiding is that a solution
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always exists. This means that any itemset can be hidden before sharing of datasets
while minimizing the impact of sanitization process on the insensitive knowledge [10].

Association rules represent a promising technique to find hidden patterns in a data
set. These patterns may lead to some vital business decisions, e.g. these patterns can
affect the policies or marketing campaigns by to a great deal [9]. Some transaction
behaviors will lead to some association patterns, e.g. the buying behavior of customers,
weather effects, website frequentation etc. Data mining searches for these association
patterns in the database yielding association rules.

Advanced Encryption Standard (AES) capable of protecting information up to the
top secret level and Data Encryption Standard (DES) algorithms are used to maintain
data privacy. Also the results obtained by both algorithms are compared in terms of
efficiency. When knowledge hiding is done by means of encryption [4], anyone with
the key can have access to the real data and also complete privacy not affected by the
data partitioning as in the case of randomization [1, 5, 9]. The approach in this research
provides an option that any column or any field can be encrypted, depending upon the
secrecy requirements keeping the relationships and the referential integrity intact.
However, changing numeric to string data upon encryption is yet complex issue to deal
with. Also, the key and the encryption algorithm will ensure production of original
values there is no need of additional data base and relationship identification as in case
of data perturbation [6].

4 Proposed Algorithm

The steps of the algorithm proposed for privacy preserving data mining in this paper is
shown in Fig. 7. Below is the description of each step.

e Select the dataset D, on which the data mining algorithm is to be carried out.
o Select the sensitive attribute/column, s, which is to be hidden.

Figure 1 displays the sample dataset that is taken as the input by the algorithms. The
tabular data has been converted into file format where each column is separated by *,’
the data represents the electricity consumption in different regions. The last column
displays the regions which we want to encrypt.

e Choose an algorithm for encryption i.e. DES or AES. Encrypt the selected
string/column either through AES(D,) or DES(D;).

DES and AES algorithms produce the encrypted output of the selected attribute
‘mountain’ as shown in the Figs. 2 and 3. The whole column can also be encrypted
depending upon the user choice, whether to encrypt a column, selected attribute or a
single record.

e Apply necessary transformations t on D , to convert it to format on which
Apriori algorithm can be applied i.e. D,. Store the original and the replaced values
in a file/database.

Hex —> Int
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Fig. 1. Original file. Containing sample data set where each column is separated by comma.
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Fig. 2. File encrypted with DES. Showing encrypted attributes in the last column and
encryption is done by means of DES
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Fig. 3. File encrypted with AES. Showing the encrypted attributes in the last column and
encryption is done by means of AES
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Fig. 4. Encrypted file converted to integer format. Where each attribute is converted into
integer value so that this file can be used as input to apriori algorithm.

Tokens of each attribute are made with ‘space’ as delimiter and then these tokens
are replaced with the actual values as shown in Fig. 4. These output files are then
converted to integer format as shown in Fig. 4. It can be noticed that single integer
value is assigned to the same attributes e.g. WestNorthCentral has been assigned a

value 6. This integer file is then given as the input to the Apriori algorithm to produce
the frequent itemsets (Fig. 5).
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Fig. 5. Frequent itemsets found by apriori. Showing the combinations of attributes found
frequent by apriori algorithm.

e Get n, o for D,, Apply Apriori algorithm for association rule mining on this data
Apriori(D,).

o The number of frequent itemsets Ny will be given by Apriori and Obtain f frequent
itemsets, are stored in file X(f;) showing f; (Table 1).

Finding frequent itemsets is a stepwise procedure, candidate itemsets are generated
as the first step then, the infrequent itemsets are pruned and finally the set of frequent
itemsets are found as explained in Sect. 4 and pseudocode is shown in Fig. 6.

Figure 7 shows the actions performed by the user and the related output provided
by the system. To start with user has to select the format for input and output i.e.
Database format or File format. After that names of the algorithms (AES, DES) are
displayed. Selecting a particular algorithm displays the user interaction window where
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Table 1. Symbol table. Showing symbols used in proposed algorithm along with its
description.

Symbol | Description

D, The original dataset
S Sensitive Attribute/column to be encrypted
Dg Dataset containing sensitive Attribute/Column
s ! Encrypted Attribute/Column
Dy Dataset containing encrypted Attribute/Column
Ds1 , | Dataset containing original and encrypted Attribute/Column
D, Dataset containing the transformed data for applying apriori
F. Selection function of encryption algorithm
Algorithm:

Secure_Association_Rule Mining_Algorithm
Input: Data set D,

Parameters:s. o T

Output: ()

1) Select the dataset D,
getFile(Strng fn) or getTable()
2) Select the sensitive attrbute/column, 5
guery = "select firstnare frorbookl";
3) foreachattrbe s€ D do
4) LES(D), DES(D), encrypt using AES or DES
getSource() == ags
getSource() ==dess

5) Replace D€ D, toget Dy,
6) Apply £(Dep) to get D,
tolutArrayfreader readline());
String Tokenizer st=new StringTokenizeline, " *);
while (st hashcreTokens()) {
String 5 = st nexdToker();
it flag=0;
for (j=1; 3 < repho; j+4) {
if (sequabs(stranfi]) ) { flig=1;brek;}

if(flag==00) { /fadd the shmg mamay
stanfrepho]=s;
output] wnite{epho +" "),

T) get, ofor Dy Apply Aprieri(D) for each
candidate ¢ € Dy do

candidates =

this generateCandidates(this root, new Vector(), 1);
trausactions = this.comdSuppont();
pruned = this prneCandidates(this root);
Hemsets = candidates - pruned;

) Output = Ny

9 Ohtain fron Z(f7) showing f1

Fig. 6. Proposed algorithm. Showing the steps of the proposed secure association rule mining
algorithm

certain parameters are required as input file, string/column to be encrypted. Related
output is displayed and stored in a file which is then taken as the input by Apriori after
converting into the acceptable format by covttolnt.java algorithm to be executed



A Cryptographically Secure Scheme for Preserving Privacy 49

Fig. 7. Activity diagram. Showing actions performed by user and output provided by the
proposed system

successfully, user have to enter the input three parameters; input file name, X2(s™),
Minimum support value based on a support, G set by the user, frequent itemsets are
determined through consecutive scans of the database. Last Parameter is the output file
name X3 to store and view the results.

5 Results

The proposed system is tested by giving datasets as the input to the system. Results
with different parameters are shown with the help of graphs that show the relation
between time and minimum support parameter. It shows that when the support is high
the time required to produce the output is also high and vice versa. Also the number of
frequent items mined is large when support is minimum.

Figure 8 shows that the time taken for finding frequent itemsets using apriori is
greater when the minimum support is given the value 1 and is less for the value 2. This
shows that by increasing the support parameter the time can be reduced. The number of
itemsets mined is greater when the support has the minimum value. As the value of
minimum support increases the number of frequent itemsets decreases and reaches to
zero at a certain value of support. So this value needs to be adjusted carefully and it
also depends on the dataset used.

Table 2 shows the output of Apriori algorithm. The first pass simply scans the data-
base to find the large- 1 itemsets. Second pass generates the candidate itemsets that can lead
to frequent itemsets from the large itemsets, it also depends on the value of support. The
pruned candidate column shows the number of infrequent or unfruitful candidates.
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Fig. 8. Effect of minimum support on time. Shows effect of minimum support parameter on
time i.e. Time also increases when support value increases.

Table 2. Output of apriori. Showing the total no. of frequent itemsets found for the given no.

of pass

No of Candidates | Pruned Support No of frequent Time
pass candidates value itemsets found (Sec)
1 378 0 1 615 2.8

2 96691 96349

3 139 244

1 378 371 2 15 0.2

2 21 13

3 0 0

615 frequent itemsets were found when the minimum support was 1. increasing this
parameter will result in more strict finding of itemsets. In this case the third pass has
generated no candidates and the total no. of frequent itemsets is only 15 with support

value 2.

Figure 9 depicts the comparison between the time consumed for encryption of data
by the two algorithms i.e. DES and AES. It is clear that DES is faster than AES.

Time

25

[N

05

Average Comparison Time for
Encryption by DES and AES

f =

DES AES
Agorithms

BOES
DAES

Fig. 9. Average comparison time for encryption by DES and AES. Shows that time for

encryption by AES is greater as compared to time for encryption by DES
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Figures 10 and 11 show the total time taken for finding frequent itemsets from
original dataset is less Where as time taken to encrypt data and then finding the
frequent itemsets is higher in view of the fact that privacy is achieved at the cost of
encryption by AES and DES. This encryption cost has a considerable effect on the time
for lower values of minimum support value as shown in Figs. 10 and 12.

The time for the encryption of data adds to the cost of the system that has to be paid
for preserving privacy but where security of data is concerned this can be negligible.

AES has less resource consumption as compared to DES and TDES. While the
Figures discussed above show that DES is faster as compared to AES. Therefore, when
speed is the major concern during PPDM the encryption has to be done using DES
while AES will be the choice when the security of data is not to be compromised at any
cost.

Time for Finding Frequent
Hemsets with and witho ut
Encryption using AES

e
O nw o

Minimum Support

aminSuppor
= Time with Encry ption
= Time Without Encry ptlen

Fig. 10. Comparison of time for finding frequent itemsets from encrypted and non
encrypted data using AES. Represents the comparison of time required to find frequent itemsets
while performing encryption with the time it takes to mine frequent itemsets without performing
encryption, using AES algorithm

Time for Finding Frequent Itemsets
with and without Encryption using
DES

Fig. 11. Comparison of time for finding frequent itemsets from encrypted and non
encrypted data using DES. Demonstrating the comparison of time required to find frequent
itemsets while performing encryption with the time it takes to mine frequent itemsets without
performing encryption, using DES algorithm
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Rule Mining
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Fig. 12. Comparison of total time for secure association rule mining using AES and DES
encryption algorithms. Presents comparison of total time for association rule mining taken by
AES and DES Algorithms and the effect of minimum support.

6 Conclusions and Future Work

In this research, a privacy-preserving system for association rule mining is proposed
that provides strong privacy and accurate results by means of cryptography. The key
contribution is a privacy preserving method that allows computing frequent itemsets in
a transaction database while hiding the sensitive part of the data Using DES and AES.
The results show that the Apriori Algorithm is more efficient when the support
parameter is increased provided it can be able to mine frequent itemsets properly.
A large number of frequent itemsets is given when the support is minimum. This
number is reduced considerably when the support parameter is increased even by one.
For the above values it may not even find the frequent itemsets but this depends on the
nature and attributes of data. The efficiency of the algorithm can be improved if this
parameter is tuned properly. Results also reveal that the DES algorithm can be used for
faster computation, whereas, AES algorithm is to be used where highly sensitive data
hiding is the major issue.

Association rule mining and apriori algorithm has been selected for this research;
other algorithms such as decision trees and Bayesian networks for classification, clus-
tering can be used. Similarly the effects of public key cryptosystems on PPDM can also
be studied. Another work suggested for future research is to combine the cryptographic
and randomization techniques so as to improve efficiency without the loss of accuracy.
The impacts of this combined technique will be a good research area for future work.
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Abstract. Cloud computing security is the key bottleneck that restricts its
development, and access control on the result of cloud computing is a hot spot
of current research. Based on the somewhat homomorphic encryption BGN and
combined with Green’s scheme that proposed outsourcing the decryption of
CP-ABE (Ciphertext-Policy Attribute-Based Encryption) ciphertexts, we con-
structed a BGN type outsourcing the decryption of CP-ABE ciphertexts. In our
construction, partial decryption of ciphertexts is outsourced to the cloud, and
only users whose attribute meets the access policy will get the correct decryp-
tion. And the scheme supports arbitrary homomorphic additions and one
homomorphic multiplication on ciphertexts. Finally, we prove its semantic
security under the subgroup decision assumption and compare it with other
schemes.

1 Introduction

With the emerge of cloud computing [1], the development of information industry is
moving in the fast lane. Cloud computing provides users with massive storage services
and powerful computing services, which remarkably makes a contribution to economy
[2-5]. However, security issues associated with cloud computing have become
increasingly prominent [6]. Kaufman [7] pointed out that the security issue of cloud
services was not only one of the biggest challenge of difficulties it faced, but also the
problem that should be solved as soon as possible.

If the users save their sensitive data to the cloud server in plaintext, then because
the cloud may copy even distort the information, but users do not know such unau-
thorized behavior of the cloud, which may cause immeasurable loss, the cloud will not
be unconditional trusted. In order to prevent malicious leakage and illegal access to
sensitive data, users can outsource their data in the encrypted form.

The traditional encryption and decryption model of cloud computing cannot
achieve fine-grained access control on the results of cloud computing. In reality, we do
not need everyone to gain the final results. In 1984 Shamir [8] proposed Identity-Based
Encryption (IBE), in which a user’s public key was generated by a unique identifier
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that was related to his/her identity, and the servers did not need query the user’s public
key certificate any more. Attribute-Based Encryption (ABE), proposed by Sahai and
Waters [9], is seen as a promotion of IBE. In ABE system, the user’s key and the
ciphertexts are associated with attribute, and only when attribute meets the access
policy, the user will get the correct decryption, which succeeds in fine-grained access
control on the ciphertexts. Due to such good characteristics, ABE scheme has attracted
great attention of cryptographers. A large number of relevant research on ABE have
emerged in recent years [10-13], and it also has been widely applied to cloud com-
puting security algorithm [14—16], which becomes an important tool for data protection
in cloud computing.

In this paper, based on the classic somewhat homomorphic encryption scheme
BGN [17], adopting the method of [13] in which we called it outsourcing the
decryption of CP-ABE ciphertexts, we propose a BGN type outsourcing the decryption
of CP-ABE ciphertexts. In our scheme, partial decryption of ciphertexts is outsourced
to the cloud, which greatly reduces the computing overhead of users. The user’s private
key is associated with his/her attributes, and access control policy is embedded into the
ciphertexts, and only the users whose attributes satisfy the access policy can decrypt the
ciphertexts. Meanwhile, our scheme can operate on ciphertexts for arbitrary additions
and one multiplication.

In Sect. 2, we give the preliminary knowledge of this paper. We present our
construction of outsourcing and analyze the homomorphic properties of the scheme in
Sect. 3. In Sects. 4 and 5, its security and performance analysis is described respec-
tively. In the next chapter, we make a conclusion.

2 Preliminares

2.1 Bilinear Map

Let G and Gt be two multiplicative cyclic groups of prime order p. Let g be a generator
of G and ¢ : G x G — Gy be a bilinear map with the following properties:

1. Bilinearity: for all u,k € G and a,b € Z,, then e(u“,kb) = e(u,k)”b.

2. Non-degeneracy: e(g,g) # 1.

3. Computable: the bilinear map ¢ : G x G — Gt can be computed in polynomial
time.

2.2 Access Structures

Definition 1 (Access Structure [18]). Let {P;, P,,-- -, P,} be a set of participants and
let P = 2{PvP2Pu} - And access structure T is a non-empty subset of {Py, Py, ---,P,}.
We define its monotone property as follows: If A € I" and A C B, then B € I'. We call
the sets in I' the authorized sets, otherwise the unauthorized sets.
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2.3 Linear Secret Sharing Schemes

Definition 2 (Linear Secret-Sharing Schemes (L.SSS) [18]). A secret-sharing scheme
IT over a set of participants P is called linear (over Z,) if

1. The shares of the participants form a vector over Z,.

2. There exists a [ X n matrix M that is called the share-generating matrix for I1. We
define a function p that maps every row of the share-generating matrix to a related
participant, i.e., for i = 1,2, - - -1, the value p(i) is the participant which is associ-
ated with row i. And we build a column vector v = (s,y2,--,y,), in which
Y2, ¥n € Z, are chosen randomly, and s € Z, is just the secret to be shared, then
Mvis the vector of [ shares of the secret s according to I1. The share (Mv); belongs to
participant p(i).

Definition 3 (Linear Reconstruction [18]). Each linear secret sharing-scheme has the
linear reconstruction property: Suppose that IT is an LSSS for the access structure I'.
Let S € I" be an authorized set, and let IC{1,2,...,I} and I = {i : p(i) € S}. Then, if
{4} are valid shares of any secret s according to I, there must exist constants
{wi €2,},, such that ), wMv=s.

2.4 BGN Scheme

The BGN [17] is a classic somewhat homomorphic encryption that is proposed by Boneh,
Goh and Nissim, and BGN scheme supports arbitrary homomorphic additions and one
homomorphic multiplication. As all know, BGN is the first somewhat homomorphic
encryption after the concept of homomorphic encryption was proposed in [19], and in
2010 Gentry [20] implemented BGN on lattice. The scheme is described as follows:
KeyGen(t): Given a security parameter t € Z*, run G(t) to obtain a tuple

(q1,92,G,Gy,e). Let n=qiq2. Pick two generators k, ul G randomly and set

h = u?. Then h is a random generator of the subgroup of G of order g,. The public key
is PK = (n,G, Gy, e, k, h) and the private key is SK = q.
Encrypt(PK, M): The message space is described as m € {0, 1,---, T} with T <g,.

We use public key PK to encrypt a message m, pick a random r<i{0, l,---n—1}

and compute C = k"h" € G. Output C as the ciphertext.

Decrypt(SK, C): We use the private key SK = ¢ to decrypt a ciphertext C, observe
that C?" = (k"h")"'= (k9')". To obtain m, we compute the discrete log of C?' base k7'.
Since 0 <m < T this takes expected time 0(\/7 ) using Pollard’s lambda [21] method.

Homomorphic properties: The BGN scheme is clearly additively homomorphic:

C = C]C2hr — km]hrl .kmzhrz H o= km|+m2hr|+rz+r c G

Multiplicatively homomorphic: Let k; = e(k, k) and hy = e(k, k), then k; is of order
n and h is of order ¢;. There is some (unknown) f§ € Z such that 4 = kP%>. We have:
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C = €(C1, Cz)hq
= e(K™ A", K™ ") b}

_ kmlmzhmlrz +mary + fgarir +r
1 1

=k""™h] € Gy

Where 7 = myry + myr) + fqariry + r is distributed uniformly in z,. The new cipher-
text C € Gy, because there is no efficient algorithm to make e : G; x G; — G, the
scheme can operate on ciphertexts for only one multiplication.

2.5 Outsourcing the Decryption of ABE Ciphertexts Model

Outsourcing the decryption of attribute-based encryption ciphertexts is proposed by
Green, Hohenberger and Waters [13]. The difference from traditional attribute-based
encryption is that a transformation algorithm is added in the new scheme, in which partial
decryption is outsourced to the cloud, and clients only compute on a little data feedback
by the cloud. This method that is called the outsourcing makes full use of the powerful
computing ability of the cloud, which greatly improves the decryption efficiency of
clients. The traditional attribute-based encryption model and outsourcing the decryption
of attribute-based encryption ciphertexts model are shown in Figs. 1 and 2 respectively:

ABE CT

-
Server Client
Fig. 1. Traditional ABE model
ABE CT CT
_ _
Server Cloud Client

Fig. 2. Outsourcing the decryption of ABE ciphertexts model
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In the traditional attribute-based encryption model, which is shown in Fig. 1, the
clients must download all ABE ciphertexts to decrypt. Obviously the overhead of
storage and computation is too much expensive. In order to solve such shortcomings,
the outsourcing model shown in Fig. 2 is designed. The decryption of ABE ciphertexts
will be outsourced to cloud which sends partial ciphertexts back, and the clients only
need download a small amount of data and compute some simple operations, the
storage and computation overhead of the procedure has remarkable reduction.

3 Our Construction

In this part, we construct a BGN type outsourcing the decryption of CP-ABE
ciphertexts. Combining the BGN scheme with the idea of outsourcing decryption of
attribute-based ciphertexts, we present our construction that can realize access control
on the results of cloud outsourcing. Our scheme consists of the following five
algorithms:

Setup(/, U): The setup algorithm takes as input a security parameter A and a
universe description U = {0,1}". It runs G(4) to obtain a tuple (qi1,q2,G,G,e),
G, Gy are two groups of order n = q1q> and ¢ : G X G — G be a bilinear map. It

. R .
picks two generators k, u«—G randomly and set &7 = u?2, then h is a random generator

of the subgroup of G of order g;. It then chooses two group G', G’ of prime order
p and a hash function F that maps {0, 1}" to G’ and hash function H that maps G to
(0,1). Let g be a generator of G’ and ¢ : G’ x G’ — G, be a bilinear map. What's
more, it chooses exponents o, a € Z, randomly. The algorithm sets MSK = (g*, PK) as
the master secret key. And the public parameters is PK = (n,g,k, h,e e
(gvg)“agavFaHyGaGl)'

Encrypt(PK, m, (M, p)): The encryption algorithm takes as input the public
parameters PK and a message m to encrypt. In addition, it takes as input an LSSS
access structure (M, p). The function p associates rows of M to attributes. Let M be an

[ x n matrix. The algorithm first chooses a random vector v=(s,y,,:-,y,) € Z 1, and s is

the secret to be shared. For i = 1,2,---, [, it computes 4; = M; - v, in which M; is the
vector corresponding to the i th row of M. In addition, the algorithm chooses random
R, ry, --+, 1 € Z,. Output the ciphertext CT =

c= ka(e’(g,g)”)hR’ C = gs

(Cr =g -F(p(1))",Dy = g")

o
I

¢ Fp) ".Di= &)
KeyGen(MSK, S): The keygen algorithm chooses 7 € Z, randomly, then it takes as
input MSK and an attribute set S to obtain SK'(PK,K’ =g%g” L :g”,{K)’( =

F (x)t/}xes). It chooses a random value z € Z,. Let r =1/z, it then published the
transformation key TK as:
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PK,K = Kll/z = ga/zgat’L = Lll/z = gtv {KX}XES: {K;l/z}xeS
and the private key is SK = (g1, z, TK).

Transform(TK, CT): The transformation algorithm takes as input a transformation
key TK = (PK, K, L, {K\} ;) for a set S and a ciphertext CT = (¢,C’,Cy,- - -, C;) for
access structure (M, p). If S does not satisfy the access structure, it outputs L. Suppose
that S satisfies the access structure and let 7 C {1,2,---,I} be defined as
I ={i:p(i) € S}. Then, let {w; € Zl’}iel be a set of constants such that if {4;} are
valid shares of any secret s according to M, then Ziel w;A; = s. The transformation
algorithm calculates:

0=¢(C,K)/ <e’ <H c;’f,L> ~ He’(D;V',KN)))
iel iel

:e/(gug)sot/z / Aat ((He 2.2 taiw,))
icl

= (5,8)™"

It outputs the partially decrypted ciphertext CT' = (¢, Q).

Decrypt(SK,CT): The decryption algorithm takes as input a private key SK =
(41,2, TK) and a ciphertext CT. If the ciphertext is not partially decrypted, then the
algorithm first executes transformation algorithm. If the output is L, then this algorithm
outputs L as well. Otherwise, it uses (z, Q) to obtain €'(g,g)"* = OF, then decrypts
¢ using the partial private key g, observe that c? = (k" <gfg>”)hR)ql—
(kH (s8)" )‘11)m, and using Pollard’s lambda method, we compute the discrete log of
C,, base k(€ #8))a o cover m.

Our outsourcing construction is based on the BGN scheme, so it satisfies the
properties of arbitrary additions and one multiplication.

1. Additively Homomorphic: For two ciphertexts ¢; = k™H((8)")pR € G and
¢y = kmH( (88" )R ¢ G, we have:

' = cieh®
(kmlH e(g,8)" th) . (kmzH(e'(g-,g)“)th)hR
= k(ml +"12)117(6'(8-,8)3”)th tRAR o @

The legal decryptor whose attribute meets the access policy can gain the value of
¢'(g,8)™, then he will decrypt the ciphertexts through decryption algorithm.
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2. Multiplicatively Homomorphic: Let k; = e(k,k) and hy = e(k,h), then k; is of
order n and h; is of order g;. There is some (unknown) f§ € Z such that h = kP,
We have:

¢ =e(cr,cr)hk

—¢ (kmlH(e’(g,g)”)th 7 kmzH(e’(g,g)”)th)hf

_ kimmzH(e’(g,g)““)zhllH(lez +Rom )H(¢ (8,8)") + PgRiRe G,

In the same way, the legal users can work out m;m;. Since there is no efficient
algorithm to make e : G; x G; — G, so the scheme can operate on ciphertexts for only
one multiplication.

4 Security

4.1 The Subgroup Decision Problem

We define an algorithm G such that given a parameter T € Z*, it outputs a tuple
(q1,92,G, Gy, e) in which G, G, are groups of order n = gig; and e : G x G — Gy is
a bilinear map. On input 7, the algorithm G will work as follows:

1. Generate randomly two t-bit primes ¢q;, ¢, and set n = q,q, € Z.

2. Generate a bilinear group G of order n as defined above. And let g be a generator of
G and e : G x G — G be the bilinear map.

3. Output (ql, 92, G, Gy, 6).

Obviously the group action in G, G, and the bilinear map are computable in polyno-
mial time in 7. Let t € Z* and let (¢1, g2, G, Gy, e) be a tuple produced by G(t) where
n = q1q>. Consider the following problem: given (n,G, G, e) and an element x € G,
output ‘1’ if the order of x is ¢; and output ‘0’ otherwise; i.e., decide if an element x is
in a subgroup of G, without knowing the factorization of n. We call it the subgroup
decision problem and define the advantage of A in solving the subgroup decision
problem SD-Adv 4(7) as:
Pr A(l’l,G, G],E,)C) =1: (QI,qz,G,Gl,E) — g(f)7:|
n=qq,x—G
Pr[A(n,G,Gl,e,x‘”) =1:(q1,92,G,Gy,e) «— Q(r),}
n=qq,x—G

SD-Adv 4(1) =

Definition 4 We say that G satisfies the subgroup decision assumption if SD-Adv 4(7)
is a negligible function in 7 for any polynomial time algorithm A.

Theorem 1 Our scheme is semantically secure assuming G satisfies the subgroup
decision assumption.
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4.2 Proof

Suppose that a polynomial time algorithm B breaks the semantic security of the system
with advantage (7). That’s to say, there will exist an algorithm A that breaks the subgroup
decision assumption with the same advantage. Detailed proof procedure is as follows:

1. Algorithm A chooses a generator ¢ € G randomly, sends the public key
(n,G,Gy,e,g,x) to algorithm B.
2. Algorithm B outputs two messages mg,m; € {0,1,---T} to algorithm A, and

algorithm 4 responds with the ciphertext C = g"x" € G for a random bL{Q 1}

and random r<i{07 1,---,n— 1} to algorithm B.

3. Algorithm B outputs b’ € {0, 1} for b as its guess. If b = b algorithm A outputs 1
(i.e., x is uniformly distributed in a subgroup of G); otherwise A outputs O (i.e., x is
uniformly distributed in G).

It is apparent that when x is uniformly distributed in G, the challenge ciphertext C is
uniform in G and is independent of b. Thus, in this case Pr|b = b’| = 1/2. But then,
when x is uniformly distributed in g;-subgroup of G, the public key and challenge
C given to B are as in a real semantic security game. In this case, it is obvious that
Pr|b =b'| > 1/2+¢(t) by the definition of B. It now follows that A satisfies
SD-Adv 4(7) > ¢(t) and hence A breaks the subgroup decision assumption with
advantage &(t) as required.

Therefore, we prove semantic security of the scheme under the subgroup decision
assumption. What’s more, it’s explicit that the leakage of the attribute does not affect
the security of the system. Because even if an attacker got the attribute and the random
parameter 7, i.e., he could gain the value of ¢'(g,g)*, however he would fail in
computing ¢ = (k"H((&8)")pR) " = (kH(€&0")0)" to cover m without ;. On the
other hand, if the attacker got nothing but ¢g;, his attribute did not meet the access
policy, i.e., he could not work out €'(g, g)**, he cannot decrypt the ciphertexts as well.
To sum up, only the legitimate users can cover m in our scheme.

5 Performance Analysis

Green et al. [13] presented the idea of outsourcing the decryption of attribute-based
encryption ciphertexts, and Boneh et al. [17] proposed a classic somewhat homo-
morphic encryption. In this section, we compared our scheme with the literature [13,
17] in the following aspects: whether to support homomorphic operation, the effect of
attributes leak on security, the size of ciphertext and the decryption ops. The results are
shown in Tables 1 and 2.

Table 1. Comparison with Green scheme

Scheme Homomorphic | Effect of attributes leak on security
Green [13] | No Deadly
Ours Yes Hardly
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From Table 1, it is distinct that compared with [13], ours do support homomorphic
operation on ciphertexts outsourced to the cloud. Moreover, the security is not directly
determined by attributes, which means that the malicious users cannot carry out col-
lusion attacks, our system security is based on the subgroup decision assumption.

Table 2. Comparison with BGN scheme

Scheme | Access control | Ciphertext size | Decryption Ops
BGN [17] | No o(T) 0(\/7)
Ours Yes o(T) O(VT) +0p

From Table 2, Op stands for the time to compute hash function H, and compared
with BGN scheme, although the decryption overhead increases, the ciphertext length is
just the same. On the other hand, the BGN scheme fails in providing fine-grained
access control, however ours achieves restricting who can get the results of homo-
morphic encryption through employing ABE.

6 Summary

In this article, we bring the thought of outsourcing the decryption of ABE ciphertexts
into BGN scheme, and propose our BGN type outsourcing the decryption of CP-ABE
ciphertexts, which is suitable for the cloud environment. By using the method of
attribute-based encryption, we can solve the problem of access control on cloud
computing results, and the users’ computation overhead in decryption reduces
remarkably, because the process of outsourcing improves users’ decrypting efficiency.
Further work is to explore the combination of outsourcing the decryption of ABE
ciphertexts with the full homomorphic encryption, and to construct a more efficient and
practical outsourcing scheme for the full homomorphic encryption based on the cloud.
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Abstract. Wireless Mesh Networks (WMNs) have many advantages
such as low cost and increased high speed wireless Internet connectivity,
therefore WMNs are becoming an important networking infrastructure.
In our previous work, we implemented a Particle Swarm Optimization
(PSO) based simulation system for node placement in WMNs, called
WMN-PSO. Also, we implemented a simulation system based on Hill
Climbing (HC) for solving node placement problem in WMNs, called
WMN-HC. In this paper, we implement a hybrid simulation system
based on PSO and HC, called WMN-PSOHC. We compare WMN-PSO
with WMN-PSOHC by conducting computer simulations. The simula-
tion results show that the WMN-PSOHC has better performance than
WMN-PSO.

1 Introduction

The wireless networks and devises are becoming increasingly popular and they
provide users access to information and communication anytime and any-
where [11-16]. Wireless Mesh Networks (WMNs) are gaining a lot of attention
because of their low cost nature that makes them attractive for providing wireless
Internet connectivity. A WMN is dynamically self-organized and self-configured,
with the nodes in the network automatically establishing and maintaining mesh
connectivity among them-selves (creating, in effect, an ad hoc network). This
feature brings many advantages to WMNs such as low up-front cost, easy net-
work maintenance, robustness and reliable service coverage [1]. Moreover, such
infrastructure can be used to deploy community networks, metropolitan area
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networks, municipal and corporative networks, and to support applications for
urban areas, medical, transport and surveillance systems.

Mesh node placement in WMN can be seen as a family of problems, which are
shown (through graph theoretic approaches or placement problems, e.g. [8,19])
to be computationally hard to solve for most of the formulations [32]. In fact,
the node placement problem considered here is even more challenging due to two
additional characteristics:

(a) locations of mesh router nodes are not pre-determined, in other wards, any
available position in the considered area can be used for deploying the mesh
routers.

(b) routers are assumed to have their own radio coverage area.

Here, we consider the version of the mesh router nodes placement problem
in which we are given a grid area where to deploy a number of mesh router
nodes and a number of mesh client nodes of fixed positions (of an arbitrary
distribution) in the grid area. The objective is to find a location assignment
for the mesh routers to the cells of the grid area that maximizes the network
connectivity and client coverage. Node placement problems are known to be
computationally hard to solve [17,18,33]. In some previous works, intelligent
algorithms have been recently investigated [2-4,6,7,9,10,20,22,24-26, 34].

In our previous work, we implemented a Particle Swarm Optimization (PSO)
based simulation system, called WMN-PSO [27]. Also, we implemented a simu-
lation system based on Hill Climbing (HC) for solving node placement problem
in WMNs, called WMN-HC [23].

In this paper, we implement a hybrid simulation system based on PSO and
HC. We call this system WMN-PSOHC. We compare the performance of hybrid
WMN-PSOHC system with WMN-PSO.

The rest of the paper is organized as follows. The mesh router nodes place-
ment problem is defined in Sect.2. We present our designed and implemented
hybrid simulation system in Sect. 3. The simulation results are given in Sect. 4.
Finally, we give conclusions and future work in Sect. 5.

2 Node Placement Problem in WMNs

For this problem, we have a grid area arranged in cells we want to find where to
distribute a number of mesh router nodes and a number of mesh client nodes of
fixed positions (of an arbitrary distribution) in the considered area. The objective
is to find a location assignment for the mesh routers to the area that maximizes
the network connectivity and client coverage. Network connectivity is measured
by Size of Giant Component (SGC) of the resulting WMN graph, while the user
coverage is simply the number of mesh client nodes that fall within the radio
coverage of at least one mesh router node and is measured by Number of Covered
Mesh Clients (NCMC).
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An instance of the problem consists as follows.

e N mesh router nodes, each having its own radio coverage, defining thus a
vector of routers.

e An area W x H where to distribute N mesh routers. Positions of mesh routers
are not pre-determined and are to be computed.

e M client mesh nodes located in arbitrary points of the considered area, defin-
ing a matrix of clients.

It should be noted that network connectivity and user coverage are among most
important metrics in WMNs and directly affect the network performance.

In this work, we have considered a bi-objective optimization in which we first
maximize the network connectivity of the WMN (through the maximization of
the SGC) and then, the maximization of the NCMC.

In fact, we can formalize an instance of the problem by constructing an
adjacency matrix of the WMN graph, whose nodes are router nodes and client
nodes and whose edges are links between nodes in the mesh network. Each mesh
node in the graph is a triple v =< x,y,r > representing the 2D location point
and r is the radius of the transmission range. There is an arc between two nodes
u and v, if v is within the transmission circular area of w.

3 Proposed and Implemented Simulation System

3.1 PSO

In PSO a number of simple entities (the particles) are placed in the search space
of some problem or function and each evaluates the objective function at its
current location. The objective function is often minimized and the exploration
of the search space is not through evolution [21]. However, following a widespread
practice of borrowing from the evolutionary computation field, in this work, we
consider the bi-objective function and fitness function interchangeably. Each
particle then determines its movement through the search space by combining
some aspect of the history of its own current and best (best-fitness) locations with
those of one or more members of the swarm, with some random perturbations.
The next iteration takes place after all particles have been moved. Eventually
the swarm as a whole, like a flock of birds collectively foraging for food, is likely
to move close to an optimum of the fitness function.

Each individual in the particle swarm is composed of three D-dimensional
vectors, where D is the dimensionality of the search space. These are the current
position x;, the previous best position p, and the velocity v;.

The particle swarm is more than just a collection of particles. A particle by
itself has almost no power to solve any problem; progress occurs only when the
particles interact. Problem solving is a population-wide phenomenon, emerging
from the individual behaviors of the particles through their interactions. In any
case, populations are organized according to some sort of communication struc-
ture or topology, often thought of as a social network. The topology typically
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consists of bidirectional edges connecting pairs of particles, so that if j is in ¢’s
neighborhood, i is also in j’s. Each particle communicates with some other par-
ticles and is affected by the best point found by any member of its topological
neighborhood. This is just the vector p, for that best neighbor, which we will
denote with p,. The potential kinds of population “social networks” are hugely
varied, but in practice certain types have been used more frequently.

In the PSO process, the velocity of each particle is iteratively adjusted so
that the particle stochastically oscillates around p; and p, locations.

Initialization. Our proposed system starts by generating an initial solution ran-
domly, by ad hoc methods [34]. We decide the velocity of particles by a random
process considering the area size. For instance, when the area size is W x H, the
velocity is decided randomly from —v/W?2 + H2 to vW?2 + H?2.

Particle-pattern. A particle is a mesh router. A fitness value of a particle-pattern
is computed by combination of mesh routers and mesh clients positions. In other
words, each particle-pattern is a solution as shown is Fig. 1. Therefore, the num-
ber of particle-patterns is a number of solutions.

G: Global Solution

P: Particle-pattern

R: Mesh Router

n: Number of Particle-patterns
m: Number of Mesh Routers

Fig. 1. Relationship among global solution, particle-patterns and mesh routers.

Fitness function. One of most important thing in PSO algorithm is to decide
the determination of an appropriate objective function and its encoding. In our
case, each particle-pattern has an own fitness value and compares other particle-
pattern’s fitness value in order to share information of global solution. The fitness
function follows a hierarchical approach in which the main objective is to maxi-
mize the SGC in WMN. Thus, the fitness function of this scenario is defined as

Fitness = 0.7 x SGC(zij,y;;) + 0.3 x NCMC(zij, y,;)-

Routers replacement method. A mesh router has z, y positions and velocity.
Mesh routers are moved based on velocities. There are many moving methods
in PSO field, such as:

Constriction Method (CM)
CM is a method which PSO parameters are set to a week stable region (w =
0.729, C7 = C2 = 1.4955) based on analysis of PSO by M. Clerc et. al. [5,30].
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Random Inertia Weight Method (RIWM)

In RIWM, the w parameter is changing randomly from 0.5 to 1.0. The C}
and Cy are kept 2.0. The w can be estimated by the week stable region. The
average of w is 0.75 [30].

Linearly Decreasing Inertia Weight Method (LDIWM)

In LDIWM, C; and C5 are set to 2.0, constantly. On the other hand, the w
parameter is changed linearly from unstable region (w = 0.9) to stable region
(w = 0.4) with increasing of iterations of computations [30,31].

Linearly Decreasing Vmax Method (LDVM)

In LDVM, PSO parameters are set to unstable region (w = 0.9, C; = Cy =
2.0). A value of V4, which is maximum velocity of particles is considered.
With increasing of iteration of computations, the V., is kept decreasing
linearly [29].

Rational Decrement of Vmax Method (RDVM)

In RDVM, PSO parameters are set to unstable region (w = 0.9, C; = Cy =
2.0). The Viaz is kept decreasing with the increasing of iterations as

T —
Vinaa (2) = VIV2 4 H? x — .

where, W and H are the width and the height of the considered area, respec-
tively. Also, T and z are the total number of iterations and a current number
of iteration, respectively [28].

3.2 HC Algorithm

HC is local search algorithm and is based on incremental improvements of solu-
tions as follows: it starts with a solution (which may be randomly generated or
ad hoc computed) considered as the current solution in the search space. The
algorithm examines its neighboring solutions and if a neighbor is better than
current solution then it can become the current solution; the algorithm keeps
moving from one solution to another one in the search space until no further
improvements are possible. There are several variants of the algorithm depend-
ing on whether a simple climbing, steepest ascent climbing or stochastic climbing
is done:

e Simple climbing: the next neighbor solution is the first that improves current
solution.

o Steepest ascent climbing: all neighbor solutions are examined and the best
one is chosen as next solution.

e Stochastic climbing: a neighbor is selected at random, and according to
yielded improvement of that neighbor is decided whether to choose it as next
solution or to examine another neighbor. This kind of climbing has more
general forms known as Metropolis and Simulated Annealing algorithms.

There are several versions of the algorithm are possible depending on the way a
neighbor solution is selected. It should be noted that HC usually ends up in local
optima, which can be overcome in some cases by adopting additional techniques
such as:
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Algorithm 1. Pseudo code of PSO.

/* Generate the initial solutions and parameters */
Computation maxtime:= Tiqz, t = 0;
Number of particle-patterns:= m, 2 <m € N1;
Particle-patterns initial solution:= PY;
Global initial solution:= G©;
Particle-patterns initial position:= :L'?j;
Particles initial velocity:= v?j;
PSO parameter:= w, 0 < w € R';
PSO parameter:= C1, 0 < C; € RY;
PSO parameter:= Cs, 0 < C2 € ng
/* Start PSO */
Evaluate(G°, P%);
/* “Evaluate” does calculate present fitness value of each Particle-patterns. */
while ¢t < T do
/* Update velocities and positions */

vl =w- vl
+C1 - rand() - (best(P};) — xi;)
+C5 - rand() - (best(G") — xfj);
)

Update_Solutions(G*, P");
/* “Update_Solutions” compares and updates the Particle-pattern’s best solutions
and the global best solutions if their fitness value is better than previous. */
Evaluate( G, pU+D);
t=t+1,

end while

return Best found pattern of particles as solution;

(a) getting back to a previous state and exploring another direction;
(b) jumping to a new solution, possibly “far away” from current solution;
(¢) considering several search direction in solution space at the same time.

3.3 Implemented Simulation Systems

We present here the implementation of two simulation systems.

3.3.1 WMN-PSO

We show the PSO algorithm in Algorithm 1 for the mesh router node placement
problem in WMNs. We implemented a simulator that uses PSO algorithm to
solve the node placement problem in WMNs. We call this simulator WMN-PSO.
Our system can generate instances of the problem using different iterations of
clients and mesh routers.

3.3.2 WMN-PSOHC
We show the PSO-HC hybrid algorithm in Algorithm 2. WMN-PSO system is
improved by HC mechanism. We call this simulator WMN-PSOHC.
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Algorithm 2. Pseudo code of PSO-HC.

/* Generate the initial solutions and parameters */
Computation maxtime:= Thqz, t := 0;
Number of particle-patterns:= m, 2 <m € N1;
Particle-patterns initial solution:= PY;
Global initial solution:= GP;
Particle-patterns initial position:= :L'?j;
Particles initial velocity:= vgj;
PSO parameter:= w, 0 < w € R';
PSO parameter:= C1, 0 < C; € R';
PSO parameter:= Cs, 0 < C2 € ng
/* Start PSO-HC */
Evaluate(G°, P%);
while ¢t < T)q, do

/* Update velocities and positions */

vl =w vl
+Ch1 - rand() - (best(Pfj) — xfj)
+C3 -rand() - (best(G') — xfj);
ST

/* if fitness value is increased, a new solution will be accepted. */
if Evaluate(G+Y), PU+D) ; = Evaluate(G®), P()) then
Update_Solutions( G*, P");
Evaluate( G0, p(t+1),
else
/* “Reupdate_Solutions” makes particle back to previous position */
Reupdate_Solutions( GUtY, P(Hl));
end if
t=1t+1;
end while
Update_Solutions( G*, P*);
return Best found pattern of particles as solution;

4 Simulation Results

In this section, we show simulation results using WMN-PSO and WMN-PSOHC
systems. In this work, we set the same parameters in order to compare two
simulation systems. We consider normal distribution of mesh clients. The number
of mesh routers is considered 16 and the number of mesh clients 48. The total
number of iterations is considered 800 and the iterations per phase is considered
4. We consider the number of particle-patterns 9. We conducted simulations 100
times, in order to avoid the effect of randomness and create a general view of
results. We show the parameter setting for both WMN-PSO and WMN-PSOHC
in Table 1.

We show the simulation results from Figs. 2, 3 and 4. In Fig. 2, we see that
solutions converge after 170 phases and NCMC does not reach maximum (100%).
We show simulations results for WMN-PSOHC in Fig. 3. Figure 3(a) shows that
the SGC increases gradually and all solution reaches maximum value. Also, we
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Table 1. WMN-PSO and WMN-PSOHC Parameters.

Parameters Values
Clients distribution Normal distribution
Area size 32.0 x 32.0
Number of mesh routers 16
Number of mesh clients 48
Total iterations 800
Iteration per phase 4
Number of particle-patterns | 9
Radius of a mesh router 2.0
Replacement method LDVM
égg:gcgrhz(;?%r:aggﬁfg Swarm Optimization g éggllgcé\rlnge%T%?ml;arlulc Swarm Optimization
teration per Phase—4 Z teration per Phase=4
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Fig. 2. Simulation results for WMN-PSO.
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Fig. 3. Simulation results for WMN-PSOHC.

can see that WMN-PSOHC converges faster than WMN-PSO and NCMC reaches
100% as shown in Fig. 3(b). We show the visualized results for WMN-PSO and
WMN-PSOHC in Fig.4(a) and (b), respectively. We see that all mesh routers
are connected for both systems. However, some mesh clients are not covered in
WDMN-PSO. On the other hand, all mesh clients are covered by mesh routers in
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(a) WMN-PSO (b) WMN-PSOHC

Fig. 4. Visualized image of simulation results.

WMN-PSOHC. Comparing WMN-PSO with WMN-PSOHC, WMN-PSOHC has
better performance than WMN-PSO.

5 Conclusions

In this work, we compared hybrid simulation system based on PSO and HC
(called WMN-PSOHC) with WMN-PSO.

From the simulation results, we conclude the WMN-PSOHC has better per-
formance than WMN-PSO.

In our future work, we would like to evaluate the performance of the proposed
system for different parameters and patterns.
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Abstract. Mobile computing has many application domains. One
important domain is that of mobile applications supporting collaborative
work. In a collaborative work, the members of the team has to take deci-
sion or solve conflicts in project development (such as delays, changes
in project schedule, task assignment, etc.) and therefore members have
to vote. Voting can be done in many ways, and in most works in the
literature consider majority voting, in which every member of the team
accounts on for a vote. In this work, we consider a more realistic case
where a vote does not account equal for every member, but accounts on
according to member’s active involvement and reliability in the group-
work. We present a voting model, that we call qualified voting, in which
every member has a voting score according to four parameters: Num-
ber of Activities the Member Participates (NAMP), Number of Activi-
ties the Member has Successfully Finished (NAMSF), Number of Online
Discussions the Member has Participated (NODMP), Number of Activ-
ities the Member Failures (NAMF). Then, we use fuzzy based model to
compute a voting score for the member. In this paper, we present two
fuzzy-based voting systems (calles FVS1 and FVS2). We make a compar-
ison study between FVS1 and FVS2. The simulation results show that
with increasing of the number of activities the member failures, the VS
is decreased. When NAMP, NAMSF and NODMP are high, the voting
sore is high. The proposed system can choose peers with good voting
score in P2P mobile collaborative team. Comparing the complexity of
FVS1 and FVS2, the FVS2 is more complex than FVS1. However, it
considers also the number of activities the member failures which makes
the voting process better.
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1 Introduction

Peer to Peer technologies has been among most disruptive technologies after
Internet. Indeed, the emergence of the P2P technologies changed drastically the
concepts, paradigms and protocols of sharing and communication in large scale
distributed systems. As pointed out since early 2000 years [1-5], the nature of the
sharing and the direct communication among peers in the system, being these
machines or people, makes possible to overcome the limitations of the flat com-
munications through email, newsgroups and other forum-based communication
forms.

The usefulness of P2P technologies on one hand has been shown for the devel-
opment of stand alone applications. On the other hand, P2P technologies, para-
digms and protocols have penetrated other large scale distributed systems such
as Mobile Ad hoc Networks (MANETS), Groupware systems, Mobile Systems
to achieve efficient sharing, communication, coordination, replication, awareness
and synchronization. In fact, for every new form of Internet-based distributed
systems, we are seeing how P2P concepts and paradigms again play an impor-
tant role to enhance the efficiency and effectiveness of such systems or to enhance
information sharing and online collaborative activities of groups of people. We
briefly introduce below some common application scenarios that can benefit from
P2P communications.

With the fast development in mobile technologies we are witnessing how the
mobile devices are widely used for supporting collaborative team work. Indeed,
by using mobile devices (such as PDAs, smartphones, etc.) members of a team
can not only be geographically distributed, they can also be supported on the
move, when network connection can change over time. In this paper, we propose
a fuzzy-based system for qualified voting in P2P mobile collaborative team.

Fuzzy Logic (FL) is the logic underlying modes of reasoning which are approx-
imate rather then exact. The importance of FL derives from the fact that most
modes of human reasoning and especially common sense reasoning are approxi-
mate in nature. FL uses linguistic variables to describe the control parameters.
By using relatively simple linguistic expressions it is possible to describe and
grasp very complex problems. A very important property of the linguistic vari-
ables is the capability of describing imprecise parameters.

The concept of a fuzzy set deals with the representation of classes whose
boundaries are not determined. It uses a characteristic function, taking values
usually in the interval [0, 1]. The fuzzy sets are used for representing linguistic
labels. This can be viewed as expressing an uncertainty about the clear-cut
meaning of the label. But important point is that the valuation set is supposed
to be common to the various linguistic labels that are involved in the given
problem.

The fuzzy set theory uses the membership function to encode a preference
among the possible interpretations of the corresponding label. A fuzzy set can be
defined by examplification, ranking elements according to their typicality with
respect to the concept underlying the fuzzy set [6].
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In this paper, we present a fuzzy-based peer voting score system (FVS1)
considering three parameters: Number of Activities the Member Partici-
pates (NAMP), Number of Activities the Member has Successfully Fin-
ished (NAMSF), Number of Online Discussions the Member has Partici-
pated (NODMP) to decide the Voting Score (VS). We also implement another
FVS (FVS2) considering four parameters: NAMP, NAMSF, NODMP and Num-
ber of Activities the Member Failures (NAMF) as a new parameter. We eval-
uated the proposed systems by simulations. The simulation results show that
with increasing of NAMP, NAMSF, and NODMP, the VS is increasing, but
with increasing of NAMF, the VS is decreased. The proposed systems can choose
peers with a good voting score in P2P mobile collaborative team.

The structure of this paper is as follows. In Sect. 2,we introduce the scenarios
of collaborative teamwork. In Sect. 3, we introduce the vote weights and voting
score. In Sect. 4, we introduce FL used for control. In Sect. 5, we present the pro-
posed fuzzy-based system. In Sect. 6, we discuss the simulation results. Finally,
conclusions and future work are given in Sect. 7.

2 Scenarios of Collaborative Teamwork

In this section, we describe and analyse some main scenarios of collaborative
teamwork for which P2P technologies can support efficient system design.

2.1 Collaborative Teamwork and Virtual Campuses

Collaborative work through virtual teams is a significant way of collaborating in
modern businesses, online learning, etc. Collaboration in virtual teams requires
efficient sharing of information (both data sharing among the group members as
well as sharing of group processes) and efficient communication among members
of the team. Additionally, coordination and interaction are crucial for accom-
plishing common tasks through a shared workspace environment. P2P systems
can enable fully decentralized collaborative systems by efficiently supporting
different forms of collaboration [7]. One such form is using P2P networks, with
super-peer structure as show in Fig. 1.

During the last two decades, online learning has become very popular and
there is a widespread of virtual campuses or combinations of face-to-face with

gP—PSuper- peer
PN = R
(sP) P
4 4
e _® e—1 _®
® ®

Fig. 1. Super-peer P2P group netwok.
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semi-open teaching and learning. Virtual campuses are now looking at ways
to effectively support learners, especially for online courses implemented as
PBL-Project Based Learning or SBL Scenario Based Learning there is an increas-
ing need to develop mobile applications that support these online groupwork
learning paradigms [8]. In such setting, P2P technologies offer interesting solu-
tions for (a) decentralizing the virtual campuses, which tend to grow and get
further centralized with the increase of number of students enrolled, new degrees,
and increase in academic activity; (b) in taking advantage of resources of students
and developing volunteer based computing systems as part of virtual campuses
and (c) alleviating the communication burden for efficient collaborative team-
work. The use of P2P libraries such as JXTA have been investigated to design
P2P middleware for P2P eLearning applications. Also, the use of P2P technolo-
gies in such setting is used for P2P video synchronization in a collaborative
virtual environment [9]. Recently, virtual campuses are also introducing social
networking among their students to enhance the learning activities through social
support and scaffolding. Again the P2P solutions are sought in this context [10]
in combination with social networking features to enhance especially the inter-
action among learners sharing similar objectives and interest or accomplishing
a common project.

2.2 Mobile Ad Hoc Networks (MANETS)

Mobile ad-hoc networks are among most interesting infrastructureless network
of mobile devices connected by wireless having self-configuring properties. The
lack of fixed infrastructure and of a centralized administration makes the build-
ing and operation in MANETS challenging. P2P networks and mobile ad hoc
networks (MANETS) follow the same idea of creating a network without a cen-
tral entity. All nodes (peers) must collaborate together to make possible the
proper functioning of the network by forwarding information on behalf of others
in the network [11]. P2P and MANETS share many key characteristics such as
self-organization and decentralization due to the common nature of their dis-
tributed components. Both MANETSs and P2P networks follow a P2P paradigm
characterized by the lack of a central node or peer acting as a managing server,
all participants having therefore to collaborate in order for the whole system to
work. A key issue in both networks is the process of discovering the requested
data or route efficiently in a decentralized manner. Recently, new P2P applica-
tions which uses wireless communication and integrates mobile devices such as
PDA and mobile phones is emerging. Several P2P-based protocols can be used
for MANETS such as Mobile P2P Protocol (MPP), which is based on Dynamic
Source Routing (DSR), JXTA protocols, and MANET Anonymous Peer-to-peer
Communication Protocol (MAPCP), which serves as an efficient anonymous
communication protocol for P2P applications over MANET.
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3 Vote Weights

3.1 Votes with Embedded Weight

The weights can be included in voting bulletins distributed to voters, which
would then be copied into the votes sent to Counters. But this approach requires
a strong assumption: the voters’ application must be trusted not to forge weights.
Since the voters’ application may be tampered in some scenarios, namely when
“voting anywhere” is considered, the voters’ side cannot be trusted to give the
correct input for the system when weights are considered.

The simple copy/paste of weights could be strengthened by adding a cleartext
value of the weight when submitting a blinded vote digest for getting a signature
from an Administrator. Then, the weight, checked and signed by all the required
Administrators, could be added to the final vote submitted to Counters. A bit
commitment value should also be added to the weight to prevent stolen, signed
weights, to be used by other voters. The drawback of this approach is that proto-
col messages from voters to Administrators and from voters to Counters would
increase in size, namely would double in size. This collides with the requirement
of keeping the performance of system close to the performance of the initial
version of REVS (Robust Electronic Voting System [12]).

3.2 Voting Score

Score voting (sometimes called range voting) is a single-winner voting system
where voters rate candidates on a scale. The candidate with the highest rating
wins. For comparison, consider ratings systems from site like: Internet Movie
Database, Amazon, Yelp, and Hot or Not. Variations of score voting can use a
score-style ballot to elect multiple candidates simultaneously.

Simplified forms of score voting automatically give skipped candidates the
lowest possible score for the ballot they were skipped. Other forms have those
ballots not affect the candidate’s rating at all. Those forms not affecting the
candidates rating frequently make use of quotas. Quotas demand a minimum
proportion of voters rate that candidate in some way before that candidate is
eligible to win [13].

4 Application of Fuzzy Logic for Control

The ability of fuzzy sets and possibility theory to model gradual properties or
soft constraints whose satisfaction is matter of degree, as well as information
pervaded with imprecision and uncertainty, makes them useful in a great variety
of applications.

The most popular area of application is Fuzzy Control (FC), since the appear-
ance, especially in Japan, of industrial applications in domestic appliances,
process control, and automotive systems, among many other fields.



80 Y. Liu et al.

4.1 FC

In the FC systems, expert knowledge is encoded in the form of fuzzy rules, which
describe recommended actions for different classes of situations represented by
fuzzy sets.

In fact, any kind of control law can be modeled by the FC methodology,
provided that this law is expressible in terms of “if ... then ...” rules, just like
in the case of expert systems. However, FL. diverges from the standard expert
system approach by providing an interpolation mechanism from several rules. In
the contents of complex processes, it may turn out to be more practical to get
knowledge from an expert operator than to calculate an optimal control, due to
modeling costs or because a model is out of reach.

4.2 Linguistic Variables

A concept that plays a central role in the application of FL is that of a linguistic
variable. The linguistic variables may be viewed as a form of data compression.
One linguistic variable may represent many numerical variables. It is suggestive
to refer to this form of data compression as granulation [14].

The same effect can be achieved by conventional quantization, but in the
case of quantization, the values are intervals, whereas in the case of granula-
tion the values are overlapping fuzzy sets. The advantages of granulation over
quantization are as follows:

e it is more general;

e it mimics the way in which humans interpret linguistic values;

e the transition from one linguistic value to a contiguous linguistic value is
gradual rather than abrupt, resulting in continuity and robustness.

4.3 FC Rules

FC describes the algorithm for process control as a fuzzy relation between infor-
mation about the conditions of the process to be controlled, x and y, and the
output for the process z. The control algorithm is given in “if ... then ...” expres-
sion, such as:

If x is small and y is big, then z is medium,;

If x is big and y is medium, then z is big.

These rules are called FC rules. The “if” clause of the rules is called the
antecedent and the “then” clause is called consequent. In general, variables x
and y are called the input and z the output. The “small” and “big” are fuzzy
values for x and y, and they are expressed by fuzzy sets.
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Fuzzy controllers are constructed of groups of these FC rules, and when an
actual input is given, the output is calculated by means of fuzzy inference.

4.4 Control Knowledge Base

There are two main tasks in designing the control knowledge base. First, a set
of linguistic variables must be selected which describe the values of the main
control parameters of the process. Both the input and output parameters must
be linguistically defined in this stage using proper term sets. The selection of the
level of granularity of a term set for an input variable or an output variable plays
an important role in the smoothness of control. Second, a control knowledge base
must be developed which uses the above linguistic description of the input and
output parameters. Four methods [15-18] have been suggested for doing this:

expert’s experience and knowledge;
modelling the operator’s control action;
modelling a process;

self organization.

Among the above methods, the first one is the most widely used. In the
modeling of the human expert operator’s knowledge, fuzzy rules of the form
“If Error is small and Change-in-error is small then the Force is small” have
been used in several studies [19,20]. This method is effective when expert human
operators can express the heuristics or the knowledge that they use in controlling
a process in terms of rules of the above form.

4.5 Defuzzification Methods

The defuzzification operation produces a non-FC action that best represent the
membership function of an inferred FC action. Several defuzzification methods
have been suggested in literature. Among them, four methods which have been
applied most often are:

Tsukamoto’s Defuzzification Method;

The Center of Area (COA) Method;

The Mean of Maximum (MOM) Method;

Defuzzification when Output of Rules are Function of Their Inputs.

5 Proposed Fuzzy-Based Peer Voting Score System

To complete a certain task in P2P mobile collaborative team work, peers often
have to in teract with unknow peers. Thus, it is important that group members
must slect reliable peers to interact.
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The structure of FVS1 is shown in Fig. 2(a) and the membership functions for
FVS1 are shown in Fig. 3(a). The Fuzzy Rule Base (FRB) of FVS1 is shown in



Effects of Number of Activities the Member Failures 83

Table 1. FRB.

Rule | NAMP | NAMF | NODMP | VS
1 Fel Fe2 Fe3 EL
2 | Fel Fe2 Mi3 EL
3 Fel Fe2 Ma3 L
4 Fel Mi2 Fe3 EL
5 | Fel Mi2 Mi3 VL
6 Fel Mi2 Ma3 M
7 Fel Ma2 Fe3 VL
8 Fel Ma2 Mi3 L
9 Fel Ma2 Ma3 H
10 | Mil Fe2 Fe3 EL
11 Mil Fe2 Mi3 L
12 | Mil Fe2 Ma3 M
13 | Mil Mi2 Fe3 VL
14 | Mil Mi2 Mi3 M
15 | Mil Mi2 Ma3 H
16 | Mil Ma2 Fe3 L
17 | Mil Ma2 Mi3 H
18 | Mil Ma2 Ma3 VH
19 Mal Fe2 Fe3 VL
20 |Mal Fe2 Mi3 M
21 Mal Fe2 Ma3 VH
22 | Mal Mi2 Fe3 L
23 | Mal Mi2 Mi3 H
24 | Mal Mi2 Ma3 VH
25 Mal Ma2 Fe3 M
26 | Mal Ma2 Mi3 VH
27 | Mal Ma2 Ma3 VVH

Table 1 and consists of 27 rules. In this work, we consider the NAMF as a new para-
meter together with three parameters to decide the VS. We call this system FVS2.
The structure of FVS2 and membership functions are shown in Figs. 2(b) and 3(b),
respectively. In Table 2, we show the FRB of FVS2, which consists of 81 rules.
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Table 2. FRB.
Rule | NAMP | NAMSF | NODMP | NAMF | VS | Rule | NAMP | NAMSF | NODMP | NAMF | VS
1 Fel Fe2 Fe3 Fed VL | 41 Mil Mi2 Mi3 Mi4 M
2 Fel Fe2 Fe3 Mi4 EL | 42 Mil Mi2 Mi3 Ma4 VL
3 Fel Fe2 Fe3 Ma4 EL | 43 Mil Mi2 Ma3 Fe4 EH
4 Fel Fe2 Mi3 Fed L 44 Mil Mi2 Ma3 Mid VH
5 Fel Fe2 Mi3 Mid VL | 45 Mil Mi2 Ma3 Ma4 L
6 Fel Fe2 Mi3 Ma4d EL | 46 Mil Ma2 Fe3 Fed VH
7 Fel Fe2 Ma3 Fed H 47 Mil Ma2 Fe3 Mi4 L
8 Fel Fe2 Ma3 Mi4 L 48 Mil Ma2 Fe3 Mad VL
9 Fel Fe2 Ma3 Mad EL | 49 Mil Ma2 Mi3 Fed EH
10 Fel Mi2 Fe3 Fed L 50 Mil Ma2 Mi3 Mid H
11 Fel Mi2 Fe3 Mi4 EL |51 Mil Ma2 Mi3 Ma4 L
12 Fel Mi2 Fe3 Mad EL | 52 Mil Ma2 Ma3 Fe4 EH
13 Fel Mi2 Mi3 Fed M |53 Mil Ma2 Ma3 Mid VH
14 Fel Mi2 Mi3 Mid VL | 54 Mil Ma2 Ma3 Mad H
15 Fel Mi2 Mi3 Ma4d EL | 55 Mal Fe2 Fe3 Fed H
16 Fel Mi2 Ma3 Fe4 VH | 56 Mal Fe2 Fe3 Mi4 L
17 Fel Mi2 Ma3 Mid M |57 Mal Fe2 Fe3 Ma4 EL
18 Fel Mi2 Ma3 Ma4d VL | 58 Mal Fe2 Mi3 Fed VH
19 Fel Ma2 Fe3 Fed M |59 Mal Fe2 Mi3 Mi4 M
20 Fel Ma2 Fe3 Mi4 VL | 60 Mal Fe2 Mi3 Ma4 VL
21 Fel Ma2 Fe3 Mad EL 61 Mal Fe2 Ma3 Fed EH
22 Fel Ma2 Mi3 Fed VH | 62 Mal Fe2 Ma3 Mi4 VH
23 Fel Ma2 Mi3 Mi4 L 63 Mal Fe2 Ma3 Ma4 M
24 Fel Ma2 Mi3 Ma4 VL | 64 Mal Mi2 Fe3 Fe4 VH
25 Fel Ma2 Ma3 Fed EH | 65 Mal Mi2 Fe3 Mid M
26 Fel Ma2 Ma3 Mid H 66 Mal Mi2 Fe3 Ma4 VL
27 Fel Ma2 Ma3 Ma4 L 67 Mal Mi2 Mi3 Fed EH
28 Mil Fe2 Fe3 Fe4 L 68 Mal Mi2 Mi3 Mi4 VH
29 Mil Fe2 Fe3 Mid VL | 69 Mal Mi2 Mi3 Ma4 L
30 Mil Fe2 Fe3 Ma4 EL | 70 Mal Mi2 Ma3 Fed EH
31 Mil Fe2 Mi3 Fed H 71 Mal Mi2 Ma3 Mi4 EH
32 Mil Fe2 Mi3 Mi4 L 72 Mal Mi2 Ma3 Mad H
33 Mil Fe2 Mi3 Mad EL |73 Mal Ma2 Fe3 Fed EH
34 Mil Fe2 Ma3 Fed VH | 74 Mal Ma2 Fe3 Mid H
35 Mil Fe2 Ma3 Mi4 M |75 Mal Ma2 Fe3 Ma4 L
36 Mil Fe2 Ma3 Ma4 VL | 76 Mal Ma2 Mi3 Fed EH
37 Mil Mi2 Fe3 Fed M |77 Mal Ma2 Mi3 Mi4 VH
38 Mil Mi2 Fe3 Mi4d VL | 78 Mal Ma2 Mi3 Ma4 H
39 Mil Mi2 Fe3 Ma4d EL | 79 Mal Ma2 Ma3 Fed EH
40 Mil Mi2 Mi3 Fed VH | 80 Mal Ma2 Ma3 Mi4 EH
81 Mal Ma2 Ma3 Ma4 VH
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The input parameters for FVS1 and FVS2 are: NAMP, NAMSF, NODMP,
NAMF and the output linguistic parameter is VS. The term sets of NAMP,
NAMSF, NODMP and NAMF are defined respectively as:

NAMP = {Fewl, Middlel, Manyl}
={Fel, Mil, Mal};

NAMSF = {Few2, Middle2, Many2}
= {Fe2, Mi2, Ma2};

NODMP = {Few3, Middle3, Many3}
= {Fe3, Mi3, Ma3};

NAMF = {Fewd, Middled, Many4}
= {Fed, Mi4, Ma4}.

and the term set for the output VS is defined as:

Extremely Low EL
Very Low VL
Low L
VS = Middle =| M
High H
Very High VH

Extremely High

6 Simulation Results

In this section, we present the simulation results for our proposed system. In our
system, we decided the number of term sets by carrying out many simulations.
These simulation results were carried out in MATLAB.

For FVS1, we show the relation of NAMP, NAMF, NODMP and VS in Fig. 4.
In this simulation, we consider the NODMP as a constant parameter. From the
simulations results, we conclude that with increasing of NAMP, NAMSF, and
NODMP, the VS is increasing. Thus, the proposed system can choose peers with
a good voting score in P2P mobile collaborative team.

For FVS2, in Fig. 5, we show the relation between NAMP, NAMSF, NODMP,
NAMF and VS. When NODMP and NAMF are considered as constant para-
meters. In Figs.6 and 7, we increase the NAMF value to 50 and 100 percent,
respectively. With the increase of the NAMF, the VS is decreased. When the
NAMF is high, the VS values of FVS2 are lower than FVS1. This shows that
the NAMF has a great effect on the voting score of proposed system.
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Conclusions and Future Work

In this paper, we proposed two fuzzy-based systems to decide the VS. We took
into consideration four parameters: NAMP, NAMSF, NODMP and NAMF. We
evaluated the performance of proposed systems by computer simulations. From
the simulations results, we conclude as follows.

With increasing of the NAMF parameter, the VS is decreased.

When NAMP, NAMSF and NODMP are high, the VS is high.

The proposed system can choose peers with a good voting score in P2P mobile
collaborative team.

Comparing the complexity, the FVS2 is more complex than FVS1. However,
FVS2 considers also the NAMF, which makes the voting process better.

In the future, we would like to make extensive simulations to evaluate the

proposed systems and compare the performance with other systems.
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Abstract. Due to the amount of anonymity afforded to users of the Tor
infrastructure, Tor has become a useful tool for malicious users. With
Tor, the users are able to compromise the non-repudiation principle of
computer security. Also, the potentially hackers may launch attacks such
as DDoS or identity theft behind Tor. For this reason, there are needed
new systems and models to detect the intrusion in Tor networks. In this
paper, we present the application of Autoregression Integrated Moving
Average (ARIMA) for prediction of user behavior in Tor networks. We
constructed a Tor server and a Deep Web browser (Tor client) in our
laboratory. Then, the client sends the data browsing to the Tor server
using the Tor network. We used Wireshark Network Analyzer to get
the data and then used the ARIMA model to make the prediction. The
simulation results show that proposed system has a good prediction of
user behavior in Tor networks.

1 Introduction

The Onion Router (Tor) [1,2] is an implementation of an Onion Routing network,
where users expect a large degree of privacy. This privacy is reflected in the
perfect forward secrecy exhibited by Tor connections such that traffic captured
at any single network location during transit only uncovers the previous and
next waypoints [3]. Due to the amount of anonymity afforded to users of the Tor
infrastructure, Tor has become a useful tool for malicious users. With Tor, the
users are able to compromise the non-repudiation principle of computer security.
Also, the potentially hackers may launch attacks such as DDoS or identity theft
behind Tor.
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The Tor has been designed to make it possible for users to surf the Internet
anonymously, so their activities and location cannot be discovered by govern-
ment agencies, corporations, or anyone else. Compared with other anonymizers
Tor is more popular and has more visibility in the academic and hacker com-
munities. Tor is a low-latency, circuit-based and privacy-preserving anonymizing
platform and network. It is one of several systems that have been developed to
provide Internet users with a high level of privacy and anonymity in order to
cope with the censorship measures taken by authorities and to protect against
the constantly increasing threats to these two key security properties.

There are two main approaches to the design of Intrusion Detection Systems
(IDSs). In a misuse detection based IDS, intrusions are detected by looking for
activities that correspond to known signatures of intrusion or vulnerabilities. On
the other hand, anomaly detection based IDS detects intrusions by searching for
abnormal network traffic. The abnormal traffic pattern can be defined either as
the violation of accepted thresholds for the legitimate profile developed for the
normal behavior.

In [4], the authors designed and implemented TorWard, which integrates an
Intrusion Detection System (IDS) at Tor exit routers for Tor malicious traffic
discovery and classification. The system can avoid legal and administrative com-
plaints and allows the investigation to be performed in a sensitive environment
such as a university campus. An IDS is used to discover and classify malicious
traffic. The authors performed comprehensive analysis and extensive real-world
experiments to validate the feasibility and effectiveness of TorWard.

One of the most commonly used approaches in expert system based on intru-
sion detection is a rule-based analysis using soft computing techniques such
Fuzzy Logic (FL), Artificial Neural Networks (ANNs), Probabilistic Reasoning
(PR), and Genetic Algorithms (GAs). They are good approaches capable of
finding patterns for abnormal and normal behavior. In some studies, the NNs
have been implemented with the capability to detect normal and attack connec-
tions [5].

In [6], a specific combination of two NN learning algorithms, the Error Back-
propagation and the Levenberg-Marquardt algorithm, is used to train an artifi-
cial NN to model the boundaries of the clusters of recorded normal behavior. It
is shown that the training dataset, consisting of a combination of recorded nor-
mal instances and artificially generated intrusion instances, successfully guides
the NN towards learning the complex and irregular cluster boundary in a multi-
dimensional space. The performance of the system is tested on unseen network
data containing various intrusion attacks [6].

In [7] is presented a NN-based intrusion detection method for the internet-
based attacks on a computer network. The IDSs have been created to predict
and thwart current and future attacks. The NNs are used to identify and predict
unusual activities in the system. In particular, feed-forward NNs with the Back-
propagation training algorithm were employed and the training and testing data
were obtained from the Defense Advanced Research Projects Agency (DARPA)
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intrusion detection evaluation data sets. The experimental results on real-data
showed promising results on detection intrusion systems using NNs.

In [8], the authors deal with packet behavior as parameters in anomaly intru-
sion detection. The proposed IDS uses a Back-propagation Artificial Neural Net-
work (ANN) to learn system’s behavior. The authors used the KDD’99 data set
for experiments and the obtained satisfying results.

In [9] is presented a deep learning approach for network intrusion detection
system. The proposed system use self-taught learning, a deep learning technique
based on sparse auto-encoder and soft-max regression, to develop an NIDS. The
experimental results on the test data showed promising results on detection
intrusion systems using NIDS.

In this paper, we present the application of Autoregression Integrated Moving
Average (ARIMA) model for user behavior in Tor networks. We used the ARIMA
and constructed a Tor server and a Deep Web browser (client) in our laboratory.
Then, the client sends the data browsing to the Tor server using the Tor network.
We used Wireshark Network Analyzer to get the data and then use the ARIMA
to make the prediction. For evaluation we considered Number of Packets (NoP)
metric. We present some simulation results considering Tor client.

The structure of the paper is as follows. In Sect. 2, we present a short descrip-
tion of Deep Web and Tor. In Sect. 3, we give an overview of ARIMA. In Sect. 4,
we present an overview of R. In Sect. 5, we present the proposed model. In Sect. 6,
we discuss the simulation results. Finally, conclusions and future work are given
in Sect. 7.

2 Deep Web and Tor Overview

2.1 Deep Web

The Deep Web (also called the Deepnet, Invisible Web or Hidden Web) is the
portion of World Wide Web content that is not indexed by standard search
engines [10,11]. Most of the Web’s information is far from the search sites and
standard search engines do not find it. Traditional search engines cannot see or
retrieve content in the Deep Web. The portion of the Web that is indexed by
standard search engines is known as the Surface Web. Now, the Deep Web is
several orders of magnitude larger than the Surface Web. The most famous of
the deep web browsers is called Tor.

The Deep Web is both surprising and sinister and accounts for in excess of
90% of the overall Internet [12]. The Google and other search engines deal only
with the indexed surface web. The deep-dark web hosts illegal markets, such
as the Silk Road, malware emporiums, illegal pornography, and covert meeting
places and messaging services. The pervasiveness of the Internet provides easy
access to darkweb sites from anywhere in the world. The growth of the dark web
has been paralleled by an increasing number of anonymity web-overlay services,
such as Tor, which allow criminals, terrorists, hackers, paedophiles and the like
to shop and communicate with impunity. Law enforcement and security agencies
have had only very limited success in combating and containing this dark menace.
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2.2 Tor

Tor is a low-latency, circuit-based and privacy-preserving anonymizing platform
and network. It is one of several systems that have been developed to provide
Internet users with a high level of privacy and anonymity in order to cope with
the censorship measures taken by authorities and to protect against the con-
stantly increasing threats to these two key security properties [13-16].

The Tor main design goals are to prevent attackers from linking commu-
nication partners, or from linking multiple communications to or from a single
user. Tor relies on a distributed overlay network and onion routing to anonymize
TCP-based applications like web browsing, secure shell, or peer-to-peer commu-
nications.

The Tor network is composed of the Tor client, an entry/guard node, several
relays and the exit node. The Tor client is a software, installed on each Tor user’s
device. It enables user to create a Tor anonymizing circuit and to handle all the
cryptographic keys, needed to communicate with all nodes within the circuit.
The Entry Node is the first node in the circuit that receives the client request
and forwards it to the second relay in the network. The Exit Node is the last
Tor-relay in the circuit. Once the connection request leaves the entry node, it
will be forwarded, through relays in the circuit, all the way to the exit node.
The latter receives the request and relays it to the final destination.

When a client wants to communicate with a server via Tor, he selects n
nodes of the Tor system (where n is typically 3) and builds a circuit using those
selected nodes. Messages are then encrypted n times using the following onion
encryption scheme. The messages are first encrypted with the key shared with
the last node (called the exit node of the circuit) and subsequently with the
shared keys of the intermediate node. As a result of this onion routing, each
intermediate node only knows its predecessor and successor, but no other nodes
of the circuit. In addition, the onion encryption ensures that only the last node
is able to recover the original message.

A Tor client typically uses multiple simultaneous circuits. As a result, all
streams of a user are multiplexed over these circuits. For example, a BitTorrent
user can use one of the circuits for his connections to the tracker and other
circuits for his connections to the peers.

3 ARIMA

The basic models of time series proposed by Box and Jenkins include Auto-
regression Model, Moving Average Model, Auto-regression Moving Average
Model and Autoregression Integrated Moving Average Model. The Autoregres-
sive Moving Average Model (ARMA) is a relatively mature model which contains
Autoregressive (AR) Model, Moving Average (MA) Model and ARMA Model.
ARMA (p, q) Model is expressed as follows:

Yt = PrYe—1 + Qayr—2 + -+ Opls—p + € — 161 —Oa€r_9 - —Operyy (1)
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where y, is forecasting value of time, ¢,¢;,6;, = (1 =1,2,--- ,p;j =1,2,--- ,q)
are model parameters, €, is the random process of white noise whose mean value
is zero, p and ¢ are orders of the model [17]. The ARIMA model is the extension
of ARMA model. The ARMA model is usually used to dispose stable time series.
If the series are non-stationary, it can be transfonned into a stationary time series
using the d-th difference process, d is usually zero, one or two. Then, the series
after difference is modeled by ARMA. The whole above process is called ARIMA.
The prediction process of ARIMA model is as follows.

e Stationary Identification of Sequence: Check series’ stationary with test meth-
ods of ADF root of unity.

e Series’ Stationary Processing: If data series are unstable, we need to conduct
difference processing until the data after disposed meet stationary condition.
The order of difference is d when time series are stable.

e The Estimation of Parameters: We need check whether it has statistical sig-
nificance.

e Conduct Hypothesis Testing: We need to judge whether residual sequence of
the model is white noise.

e Conduct Forecasting Analysis: The forecasting analysis are conducted by
using models that has been checked to be qualified.

4 The R Environment

The R is an integrated suite of software facilities for data manipulation, calcula-
tion and graphical display [18]. Among other things it has the following features.

An effective data handling and storage facility.

A suite of operators for calculations on arrays, in particular matrices.

A large, coherent, integrated collection of intermediate tools for data analysis.
Graphical facilities for data analysis and display either directly at the com-
puter or on hardcopy.

e A well developed, simple and effective programming language (called “S”)
which includes conditionals, loops, user defined recursive functions and input
and output facilities. Indeed most of the system supplied functions are them-
selves written in the S language.

The term “environment” is intended to characterize it as a fully planned
and coherent system, rather than an incremental accretion of very specific and
inflexible tools, as is frequently the case with other data analysis software. R is
very much a vehicle for newly developing methods of interactive data analysis. It
has developed rapidly, and has been extended by a large collection of packages.
However, most programs written in R are essentially ephemeral, written for a
single piece of data analysis.

Many people use R as a statistics system. The R is an environment within
which many classical and modern statistical techniques have been implemented.
A few of these are built into the base R environment, but many are supplied as
packages.
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5 Proposed Intrusion Detection Model for Tor Networks

The proposed system model is shown in Fig. 1. We call this system: User Behavior
Prediction System using ARIMA (UBPS-ARIMA). We used UBPS-ARIMA and
constructed a Tor server and a Deep Web browser (Tor client) in our laboratory.
Then, the client sends the data browsing to the Tor server using the Tor network.
We used Wireshark Network Analyzer [19] to get the data. The data are stored
in the log files. The system runs until the number of loops is achieved.

The data in the log files are considered as old data and the current data are
the input of ARIMA model. The UBPS-ARIMA can predict the user behavior
using these data.

Tor Network

Client Server

—

Traffic Data
A /\ - Throughput
/ | € . «RTT  ...|... »
& - Jitter
VARV, - PDR
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Input of Traffic Data Y
ARIMA Model
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Fig. 1. Proposed system model.

6 Simulation Results

We carried out some simulations using the UBPS-ARIMA. In Fig. 2, we show the
Number of Packet (NoP) parameter for Tor client and Tor server. The simulation
parameters are shown in Table 1. We ran the simulation 10000 times. In Fig. 2(a)
are shown the data for Tor client and in Fig.2(b) for Tor server. As evaluation
parameter, we used the NoP. From 0 [sec| to 700 [sec| are shown the training data.
Then, from 701 [sec] to 1000 [sec] are shown the predicted data. The simulation
results show that UBPS-ARIMA model has a good prediction.
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Table

1. Simulation parameters.

Parameters

Values

Number of

training data | 1000

Number of

measurements | 400
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Fig. 2. Simulation results.
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7 Conclusions

The Tor network has become a useful tool for malicious users. With Tor, the
users are able to compromise the non-repudiation principle of computer security.
Also, the potentially hackers may launch attacks such as DDoS or identity theft
behind Tor. For this reason, there are needed new systems and models to detect
the intrusion in Tor networks.

In this paper, we presented the application of ARIMA for prediction of user
behavior in Tor networks. We used ARIMA model and constructed a Tor server
and a Deep Web browser. Then, the client sent the data browsing to the Tor
server using the Tor network. We used Wireshark Network Analyzer to get the
data and then used the ARIMA to make prediction of user behavior. The simu-
lation results show that UBPS-ARIMA has a good prediction of user behavior.
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Abstract. Ambient intelligence (AmlI) deals with a new world of ubiqg-
uitous computing devices, where physical environments interact intelli-
gently and unobtrusively with people. AmI environments can be diverse,
such as homes, offices, meeting rooms, schools, hospitals, control centers,
vehicles, tourist attractions, stores, sports facilities, and music devices.
In this paper, we present the implementation and evaluation of actor
node an Aml testbed using Raspberry Pi mounted on Raspbian OS. For
evaluation, we considered respiratory rate and heart rate metrics. We car-
ried out an experiments and clustered sensed data by k-means clustering
algorithm. From experimental results, we found that the implemented
Aml testbed gives a good effect to human during sleeping.

1 Introduction

Ambient Intelligence (Aml) is the vision that technology will become invisible,
embedded in our natural surroundings, present whenever we need it, enabled by
simple and effortless interactions, attuned to all our senses, adaptive to users
and context and autonomously acting [1]. High quality information and content
must be available to any user, anywhere, at any time, and on any device.

In order that AmI becomes a reality, it should completely envelope humans,
without constraining them. Distributed embedded systems for Aml are going
to change the way we design embedded systems, in general, as well as the way
we think about such systems. But, more importantly, they will have a great
© Springer International Publishing AG 2018
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impact on the way we live. Applications ranging from safe driving systems,
smart buildings and home security, smart fabrics or e-textiles, to manufacturing
systems and rescue and recovery operations in hostile environments, are poised
to become part of society and human lives.

There are a lot of works done on testbed for AmlI. In [2], the authors present
a simulation environment that offers a library of Networked Control Systems
(NCS) blocks. Thus, the constraints can be considered and integrated in the
design process. They describe a real process, an inverted pendulum, which is
automated based on Mica nodes. These nodes were designed especially for AmlI
purposes. This real NCS serves as a challenging benchmark for proving the AmI
suitability of the controllers.

In [3], the authors present the development of an adaptive embedded agent,
based on a hybrid PCA-NFS scheme, able to perform true real-time control of
Aml environments in the long term. The proposed architecture is a single-chip
HW/SW architecture. It consists of a soft processor core (SW partition), a set
of NFS cores (HW partition), the HW/SW interface, and input/output (I/O)
peripherals. An application example based on data obtained in an ubiquitous
computing environment has been successfully implemented using an FPGA of
Xilinx’s Virtex 5 family [4].

In [5], the authors describe a framework to Context Acquisition Services and
Reasoning Algorithms (CASanDRA) to be directly consumed by any type of
application needing to handle context information. CASanDRA decouples the
acquisition and inference tasks from the application development by offering a
set of interfaces for information retrieval. The framework design is based on a
data fusion-oriented architecture. CASanDRA has been designed to be easily
scalable; it simplifies the integration of both new sensor access interfaces and
fusion algorithms deployment, as it also aims at serving as a testbed for research.

In this work, we implement an actor node for an Aml testbed. We investigate
the effects of the actor node on human sleeping condition by using the k-means
clustering algorithm. As evaluation metrics, we considered respiratory rate and
heart rate.

The structure of the paper is as follows. In Sect. 2, we present a short descrip-
tion of Aml. In Sect. 3, we give a brief introduction of k-means clustering algo-
rithm. In Sect. 4, we show the description and design of the testbed. In Sect. 5,
we discuss the experimental results. Finally, conclusions and future work are
given in Sect. 6.

2 Ambient Intelligence (Aml)

In the future, small devices will monitor the health status in a continuous man-
ner, diagnose any possible health conditions, have conversation with people to
persuade them to change the lifestyle for maintaining better health, and com-
municates with the doctor, if needed [6]. The device might even be embedded
into the regular clothing fibers in the form of very tiny sensors and it might
communicate with other devices including the variety of sensors embedded into
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the home to monitor the lifestyle. For example, people might be alarmed about
the lack of a healthy diet based on the items present in the fridge and based on
what they are eating outside regularly.

The Aml paradigm represents the future vision of intelligent computing
where environments support the people inhabiting them [7-9]. In this new com-
puting paradigm, the conventional input and output media no longer exist, rather
the sensors and processors will be integrated into everyday objects, working
together in harmony in order to support the inhabitants [10]. By relying on
various artificial intelligence techniques, Aml promises the successful interpre-
tation of the wealth of contextual information obtained from such embedded
sensors, and will adapt the environment to the user needs in a transparent and
anticipatory manner.

3 The k-means Algorithm

Here, we briefly describes the standard k-means algorithm [11]. The k-means
is a typical clustering algorithm in data mining and which is widely used for
clustering large set of data. The k-means algorithm is one of the most simple,
non-supervised learning algorithms, which was applied to solve the problem of
the well-known cluster [12]. It is a partitioning clustering algorithm, this method
is to classify the given date objects into k different clusters through the iterative,
converging to a local minimum. So the results of generated clusters are compact
and independent. The algorithm consists of two separate phases. The first phase
selects k centers randomly, where the value k is fixed in advance. The next
phase is to take each data object to the nearest center [13]. Euclidean distance is
generally considered to determine the distance between each data object and the
cluster centers. When all the data objects are included in some clusters, the first
step is completed and an early grouping is done. Recalculating the average of
the early formed clusters. This iterative process continues repeatedly until the
criterion function becomes the minimum. Supposing that the target object is
x, z; indicates the average of cluster C;, criterion function is defined as follows:

k
E=Y"Y fo—uf, (1)

i=1x2eC;

where F is the sum of the squared error of all objects in database. The distance of
criterion function is Euclidean distance, which is used for determining the nearest
distance between each data object and cluster center. The Euclidean distance
between one vector x = (x1, 22, ...,z,) and another vector y = (y1,Y2,- -, Yn)-
The Euclidean distance d(z;,y;) can be obtained as follow:

d(@i,yi) = lz (zi — yz‘)z (2)

i=1

The process of k-means algorithm in Algorithm 1. The k-means clustering
algorithm always converges to local minimum. Before the k-means algorithm
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Algorithm 1. The process of k-means algorithm.
1: Input: Number of desired clusters, k, and a database D = di,d2, ..., d, containing

n data objects;

2: Qutput: A set of k clusters;

Randomly select k data objects from dataset D as initial cluster centers;

4: Calculate the distance between each data object d; (1 < ¢ < n) and all k cluster
centers ¢; (1 < j < k) and assign data object d; to the nearest cluster;

5: For each cluster j (1 < j < k), recalculate the cluster center;

6: Until no changing in the center of clusters;

w

converges, calculations of distance and cluster centers are done while loops are
executed a number of times, where the positive integer ¢ is known as the number
of k-means iterations. The precise value of ¢ varies depending on the initial start-
ing cluster centers [14]. The distribution of data points has a relationship with
the new clustering center, so the computational time complexity of the k-means
algorithm is O(nkt). The n is the number of all data objects, k is the number of
clusters, ¢ is the iterations of algorithm. Usually requiring k¥ < n and ¢ < n.

4 Testbed Description

In Fig. 1 is shown the structure of Aml testbed. Our testbed is composed of five
Raspberry Pi 3 Model B [15-18]. The Raspberry Pi is a credit card-sized single-
board computer developed by the Raspberry Pi Foundation [19]. The operating
systems mounted on these machines are Raspbian version Debian 7.8 with kernel
3.18.11 [20].

We use Microwave Sensor Module (MSM) called DC6M4JN3000, which emits
microwaves in the direction of a human or animal subject [21]. These microwaves

Temperature Control Module Distributed Concurrent Processing
Result K-means
Clustering
Heat or Cool Processing Machine Learning
Actor Node Raspberry Pi
Actuation Sink Node

Human

Microwave Sensor Module

Sensing O CC Human Informations
—> &QK&\@QKK > Data Base

Sensor Node

Fig. 1. Structure of Aml testbed.
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Fig. 2. Snapshot of AmlI testbed actor node.

reflect back off the surface of the subject and change slightly in accordance
with movements of the subject’s heart and lungs. From these changes, the
DC6M4JN3000 measures biological information such as heart and respiratory
rates.

The DC6M4JN3000 is capable of measuring heart rate within a margin of
error of £10 [%] when placed roughly three meters away from the target subject.
The unit uses microwaves, so it can detect targets located behind obstacles such
as mattresses, doors, and walls. This makes it possible to measure biological
information even when the target is asleep or in situations where the targets
privacy must be maintained (such as in the washroom or bathroom), thereby
enabling this sensor module to boost the level of service given in elderly care or
nursing care.

For actor node, we use Reidan Shiki PAD (see Fig.2), which can be used
for cooling and heating the bed [22]. The Reidan Shiki PAD can adjust the
temperature between 15 and 48 [°C].

As shown in Fig. 1, by using the MSM the system get the respiratory rate and
heart rate data. Which are sent to sink node equipped with five Raspberry Pi
3 Model B computers [23,24]. In the sink is carried out the distributed concur-
rent processing for k-means algorithm. Then, the results is sent to temperature
control module to control the Reidan Shiki PAD temperature.
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5 Experimental Results
We carried out experiments with a student of our laboratory in the cases when

we use or do not use the implemented testbed. The experimental parameters are
shown in Table 1. We collected data for respiratory rate and heart rate.

Table 1. Simulation parameters.

Parameters Values

Number of clusters |3

Initial centroids Random

Precompute distance | True

In Figs.3 and 4, we show the respiratory rate and heart rate in two cases:
not using Aml testbed and using Aml testbed, respectively. In Fig. 5, we present
the result of clustered data using k-means algorithm for these two cases. We can
see 3 regions of clustering: Rapid Eye Movement (REM) sleep, light non-REM
sleep, deep non-REM sleep. The blue cluster shows deep non-REM sleep, the
red cluster shows light non-REM sleep and the green cluster shows REM sleep.
The “+” mark shows the center of gravity of each cluster. Comparing Fig.5(a)
and (b), we can see that the actor node gives good effect to human during
sleeping, because in the case of using Aml tesbed there are more blue cluster
points compared with case of not using AmlI tesbed. This shows that using AmI
testbed the human has a better sleeping condition.

100

Respiratory Rate [times]
Heart Rate [times]

50 100 150 200 250 300 50 100 150 200 250 300
Time [min] Time [min]

(a) Respiratory rate (b) Heart rate

Fig. 3. Sensing data during sleeping (not using Aml testbed).
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Fig. 5. Experimental results using k-means clustering algorithm.

6 Conclusions

In this paper, we presented the implementation and evaluation of an actor node
for Aml testbed. We carried out an experiments and clustered sensed data by
k-means clustering algorithm. From experimental results, we found that the
implemented AmlI testbed gives a good effect to human during sleeping.

In the future, we would like to make extensive experiments using the imple-
mented Aml testbed.
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Abstract. Encryption algorithms in Internet of Things are a piece
of small area with small-scale, it need some light weight encryption
algorithms. This paper focuses on the component of encryption algo-
rithms, some light weight of the rotation boolean permutations are per-
fectly characterized by the matrix of linear expressions. Three methods
of rotation nonlinear boolean permutations are constructed. The sub-
functions of the three permutations have three monomials, hight degree,
2-algebra immunity. All three classes of rotation nonlinear boolean per-
mutations are fully determination by the first component Boolean func-
tion, respectively.

1 Introduction

Internet of Things is an up-and-coming information and technology industry,
the project of Internet of Things which is a piece of small area with small-scale
and self-system obtain gratifying achievement and bright future. But there are
some serious hidden danger and potential crisis problems [1,2]. For example,
security issues. Wireless sensor network’s characteristics present new challenges
in information security area. Along with one-time, unattended, wireless commu-
nications, low-cost and resource-constrained, sensors easily appear to abnormal-
ities, physical attacks by attackers, Trojan attacks, virus damage, keys decryp-
tion, DOS, eavesdropping and traffic analysis are really threats. The trouble is
a challenge that design of key storage, distribution, encryption and decryption
mechanism caused by wireless sensor network’s large and resource constraints.

In order to design encryption algorithms using in resource constraints, we
need design some basic components of encryption algorithms. In collaborative
networks, there are some symmetric algorithms which ensure the security of
many data. Stream cipher is an important class in symmetric cryptosystem. It
is because a good Stream cipher is faster in implementation, and it can pro-
duce sequences with large period and good statistical properties. Thus, in order
to design a good Stream cipher, one should design some good components, for
example Linear feedback shift registers (LFSR), S-box, Maximum Distance Sep-
arable (MDS) and so on.
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In this paper, we study rotation-invariant n-bit invertible (bijective) func-
tions, this component was firstly introduced in Daemen’s 1995 PHD Thesis [5].
The defining property of shift-invariant transformations is the commutativity
with translation. Shift-invariant transformations on binary vectors have a num-
ber of properties that make them suitable components for the state updating
transformation of cryptographic finite state machines.

For hardware, these transformations can be implemented as an intercon-
nected array of identical 1-bit output processors. The shift-invariance ensures
that the computational load is optimally distributed.

For software, their regularity allows efficient implementations by employing
bitwise logical operations. Moreover, binary shift-invariant transformations can
be specified by a single Boolean function.

In 2006, SMS4 [12] was used for WAPI (Wireless LAN Authentication and
Privacy Infrastructure) in China, this block cipher used a binary shift-invariant
transformation: C(z) =2 ® (z <<< 2)® (x <<< 10) @ (2 <<< 18) @ (x <<<
24), where z € F3?, it had good cryptographic properties, for example the dif-
ferential branch number and the linear branch number of this transformation
was five, this is one of the best transformations of linear functions. And in
2015, Markku Juhani O. Saarinen [11] submit to the CBEAMr1 authenticated
encryption algorithm for the first round CAESAR Competition. CBEAMr1 uses
a slightly different notation from Daemen who used ¢ to denote non-invertible
as well as invertible rotation-invariant functions.

Note that the permutation (f,---,f) fall into the categories linear (with

——

n

respect to bitwise addition) and nonlinear. In the nonlinear case, [5] obtained a
distinction is made between transformations with finite and those with infinite
neighborhood. And dedicated to the study of the propagation and correlation
properties of binary shift-invariant permutations with finite neighborhood. [11]
used the rotation boolean function (f(xo,x1, T2, T3, x4) = Tor123T4 O ToT2T3 D
ToL1 T4 DX 1T2T3DX2X3T4 D Xox3 DT 123D X223 D X204 Dr3xr4 DX D3 EBm4), x; €
Fs,0 < ¢ <4) for CBEAMrl authenticated encryption, but this function is very
complexity for hardware, since this function can not be implemented with less
than eight logical instructions, so this encryption defined a new data type in
order to fit into the register sets of various CPU architectures.

By [5,11], we find that they did not give how to construct this permutation
(named by rotation boolean permutation) as simply as possible from crypto-
graphical security. Based on the above consideration, we study the following
questions:

(1) What is the property of the rotation linear boolean permutations?
(2) How to construct the rotation nonlinear boolean permutations.

The organization of this paper is as follows. In Sect. 2, the basic concepts
and notions are presented. In Sect. 3, rotation linear boolean permutations is
perfectly characterization. Three method to construct rotation nonlinear boolean
permutation are presented, and its hardware implementation consumption can
be analysis in Sect. 4. Finally, Sect.5 concludes this paper.
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2 Preliminaries

Let B,, denote the set of n variables Boolean functions. We denote by & the
additions in Fy, in F} and in B,,. Every Boolean function f(z) € B,, admits a
unique representation called its algebraic normal form (ANF) as a polynomial
over [Fy:

flxy, - xn) =ap® @ a;x; O @ Qi jT;T; D Day. nT122 Ty
1<i<n 1<i<j<n

where the coefficients ag, a;, a; j,- - ,a1,... n, € Fo. The algebraic degree, deg(f),
is the number of variables in the highest order term with non-zero coefficient. The
support of a Boolean function f(x) € B, is defined as Supp(f) = {(x1,- -+ ,2n) |
f(z1, -+ ,zy) = 1}. We say that a Boolean function f(x) is balanced if its truth
table contains an equal number of ones and zeros, i.e., if its Hamming weight
equals 2"~ 1. A Boolean function is affine if there exists no term of degree > 1 in
the ANF and the set of all affine functions is denoted by A,,. An affine function
with constant term equal to zero is called a linear function.

Definition 1. The Walsh spectrum of f(z) € B, is defined as

F(f@va) =Y (-1)f@eae

z€Fy
where ¢, = ax = 111 D g -+ - B anTy.

Definition 2. The cross-correlation function between f(x), g(x) € B,, is defined
as

Afgle) = > (-1)/ "89S o ¢ Fy.

zeFy

If f(z) = g(x), then Aj(a) = > (—1)f@8f (&),
zeFy

Denoted Aip, = min{|As(a)|a € F, o # 0™},

Two n-variable Boolean functions f(z), g(x) are called to be perfectly uncor-
related if Ay (o) = 0 for all o € Fy, and are called to be uncorrelated of degree
kif Ay 4(a) =0 for all @ € Fy such that 0 < wt(a) < k.

The two indicators are called the global avalanche characteristics of Boolean
functions( GAC' [6]): 07 = 3, epp A} (@), Ay = MaXaery wi(ar2o | Dp(a) |-

In order to study cross-correlation distributions between any two Boolean
functions, we need the following definition:

Definition 3. [14] Let f(z),g9(z) € B,. If Do(f,9) : © — f(z) @ g(z S a) is
constant, a is said to be a linear structure of f and g. For convenience, let

U}, ={aelFy| fx)®glz®a)=0VYrecFy};

Ui, ={acFy | f(z)®g(z®a)=1,Yz c Fi};

If 0" € Uy,g, it is easy to know that U;B’g and Uy, = U}{g U U},g are linear
subspaces of 5.
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In Definition 3, if f(z) = g(z), then U? ={aecFy| fx)Df(zda)=0,Vz €
Fy}; Up ={a cFy | f(z) ® f(x ©a) =1,Yz € F3}. U} and Uy = U U U} are
linear subspaces of F3.

For f(z) € B, the annihilators of f is the set Ann(f) =¢g€B,:f-g=0.
The algebraic immunity AI(f) is the minimum degree of nonzero functions g €
B,, such that gf = 0 or g(1 ® f) = 0. Namely, AI(f) = min{deg(g) : 0 # g €
ANN(f)U Ann(1& f) = (f & 1)U ()}

Definition 4. Let F(x) = (fi(x), fa(x), ..., fn(x)) € F§ and f;(z) € B, z € F3.
F(z) is called to a boolean permutation, if F'(x) is an one to one mapping from
F3 to Fy.

Lemma 1. Let F(x) = (f1(x), fo(z), ..., fu(z)) € FY and fi(z) € B, x € F5.
F(z) is a boolean permutation if and only if @;_, ¢; fi(x) is a balanced function,
where (0,0, ...,0) # (c1,ca, ..., cn) € FG.

In this paper, we will study a specially permutation, named the rotation
boolean permutation.

Definition 5. Let f(x1,%2,...,Tn_1,%n) € F4. F(x) is called a rotation boolean
permutation(denoted by RBP), if F(z) = (f°(z), f*(z),...., " 1(z)) is a
boolean permutation, where

fO(I,) = f(x171727 "'a'rn—lyxn)v

fl(m) = f(l'g,l‘g, "-7xna-r1)a

f”fl(:c) = f(zn,T1, ., Tn—2,Tn_1).

For example, if f(x1, 72, 73) = x109®x3, then f1 = xox3®x1, f2 = 237, Dw>.
It is easy to know f" = f0 = f(x).

In term of Definition 5, we know that F'(x) is fully determined by f(zo , 21
yorty XTp—1). So, we called f(zo,21, - ,2n—1) a basic function of a rotation
boolean permutation F'(x). Thus, the set of n-bit rotation boolean function can
be partitioned into 4 subsets:

(1) Basic function: f(xg,x1, " ,Tpn_1);

(2) Reverse of basic function: f,.(xg, 1, ,Zn-1) = f(@n-1,Tn—2,..,T1,20);

(3) Complement of basic function: f.(xg,z1, - ,2p—1) = 1 ® f(xo,x1, T2, ...,
$n727mn71);

(4) Reverse complement of basic function: fr.(xo,z1, -+ ,Zp—1) = 1 & f(zp_1,

Tn—2, "'axl7x0)'

That means, if we find a basic function of a rotation boolean permutation,
then we can obtain three classed permutation: reverse, complement and reverse
complement rotation boolean permutations. Thus, how to find a basic rotation
boolean permutation is important.
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3 Rotation Linear Boolean Permutation

At first, we give a result about rotation linear boolean permutation.

Theorem 1. Let f(x1,%2, ..., Tn-1,Tn) = @121 B a2z ® - CpTpn B ag € By,
a)i € F3(0 <i <n—1). Then F(z) = (f°(z), f1(x),..., f*(x)) is a rotation
boolean permutation if and only if

ayp G2 a3 *-:Ap-1 0an
an a1 G2 * - Ap—2 Qp—1
A= apn—1ap a1 - - Gp_3 Gp_2
a2 az a4 Qp ai
is a reversible matriz on Fs.
Proof. 1t is easy to proof. O

For a rotation linear boolean permutation, we know that this rotation boolean
permutations are fully determined by the reversible matrix. So the number of
rotation linear permutations is at most the number of the reversible matrix.

4 Rotation Nonlinear Boolean Permutation

In this section, we will analyze rotation nonlinear boolean permutation, and give
three constructions at first, then analysis its hardware implementation consump-
tion.

4.1 The First Construction

Construction 1. Let
J(@1, 02,0y 1, 0n) = T1 D ToX3 - Tp1 D ToX3 - Tp_1Tp

be a Boolean function with n(n > 4)-variable. Then F(x) = (f°, f!, f2,
oo, f"1) s a rotation boolean permutation.

Proof. According to the ANF of f(x), then f° = x; @ xowsz-- 2, _1(1
Tp), f1 = @y ® w3y 2y (1 B 21), f2 = 23 & ayxs a1 (1 @ x2), -, [
Ty ® T1T2 - Tp—2(1 B x,—1). There are four cases:
(1) When wt(x) < n—2. Then xoxg -+ Tp_1=T3Tg -+ * Tpy=+"+ =T1X3 * - * Tp—2=0,
that is, F'(«) # F(B) for any «a, 8 € Fy satisfying 0 < wit(a), wt(8) < n —2 and
a # S.

The number (denoted byT1) of o € F§(wt(a) < n — 2) in this case is T} =
i (3)-

(2) When wt(z) = n — 2. Then only one of xox3- - Tp_1, T3Tg-" " Tp,

<+, XT1Xg - Tp_o is equal to 1. For simplicity, let zoxs---x,—1 = 1, we have

I &
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Ty =23 =+ = xp_1 = 1 and 1 = x, = 0. Thus if a = (0,1,1,---,1,0),
2
then F(a) = (1,1,---,1,0). Denoted by the set A = {(0,1,1,---,1,0),
——— —_———

n—1 n—2
(0,0,1,1,---,1), ---, (1,1,---,1,0,0)}. It is easy verifies that F(«) # F(5)
n—2 n—2
if o, 3 € A and a # .

Then let B = {a € Fy | wt(a) = n—2,a ¢ A}. [B|=(",)—|A4|=
(n’iz) —n. Note that xoz3 - T,,_1=23%4 - Tp="--=T1To - T,_o=0,if x € B.
This means o = F(a) # F(B) =0 if o, € B and a # 3.

The number (denoted by T3) of o € F(wt(a) = n — 2) in this case is
15 ::(nﬁQ)

(3) When wt(z) =n —1. That is, let 2; =0 and 2; =1 for 1 <i# j < n.
So, « =(1,1,---,1, 0 ,1,---,1) e F, F(a) = (1,1,---,1,0,0,1,--- ,1).

\i/ i1 n—i—1

The number(denoted by T3) of o € Fy(wt(a) = n — 1,n) in this case is
T3=(",)+1l=n+1

(4) wt(x) = n, that is, if wt(a) =n, then F(a) = (1,1, -+ ,1,1).

Combining the above four cases, we know that the number (denoted by T')
of value with F(z) is T=Ti + Ta + T3 = Y00 (1) + (,"y) +n+1=2"

Thus, F(z) is a rotation boolean permutation on F%. O

Remark 1. In Construction 1.

(1) We call f(z1,Z, ..., Tp—1,%n) = T1 DXToT3 -+ Tp_1 B ToX3 - Tp_12, & basic
function, denoted by fé)f‘

(2) It is easy to find that this boolean permutation F(z) = (f°, f%,---, f*71)
has some fixedly points, that is, F(x) = x. For example « = (0,0,--- ,0).
In order to eliminate these fixedly points, we can change F(x) =
(f07f17"' afnil) by G(l’) = (fOEBl,fla"' 7fn71)7 or by G(IZ’) = (foa.]d@
1, , f* 1), ete.

Lemma 2. Let f(z1,Z9,...;Tp—1,Tn) = T1T2X3 " Tp_1Z, be a Boolean func-
tion with n-variable. Then the Walsh spectrum is three values for any o € Fy:

2, wt(a) =0 mod 2, wi(a) > 0;
F(f®pa)=1 -2, wit(a)=1 mod 2;
2" — 2, wt(a) = 0.

Theorem 2. Let f(z1,2Z2,...,Tn—1,Tn) = 1 O Tag  Tp_1 D Tok3 " Tp_1Ty
be a Boolean function with n-variable. Then [ satisfies the following properties:

1. balanced;

2. deg(f) =n—1;

3. AI(f)=2;

4. Ny =2;

5. The Walsh spectrum is four values: {0,+4,2™ — 4}.
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Proof. According to the definition of Walsh spectrum and Lemma 2, we have

F(foa)= 3 (-1

z€FY

§ (71)11 Brozr3-Tpn_10zT223 Tp_1ZnPajriBogr - Bontn

T€Fy
= (14 (c1)'®) Z (—1)72%8 " n—1@e2w5 120 Bazea- Ganan
(22,23, ,25)EFF 1
e GV D DG Vit
(@, sn_1)EFR T2

(_1)o¢n Z (_1)a2$2®"'@an—11n71]

—2
(T2, @y 1) EFY

0, a; =0,a; €Fe,2 <1< n;
) 4, a1 = Lwt((az, - ,an—1)) =1 mod 2, ap € Fa;
) 4, a1 = Lwt((az, - ,an-1)) =0 mod 2,ay, € Fy;
2" —4, a1 = Lwt(az, - ,an—1,a,)) = 0.

Based on the distribution of Walsh spectrum, 1,4 and 5 are easy to be proved.
It is easy to find the annihilator of f(x) is (1 ® x1)x,. Thus, AI(f) =2. O

Ezample 1. (1) For n = 4, then the truth table of this function in Theorem 2 is
f = (0202,0xfd) (in hexadecimal). The Walsh spectrum is .# = (0,0,0,0,0,0,
0,0,12, 4,4, 4, 4,4, —4, —4);

(2) For n = 5, then the truth table of this function in Theorem 2 is f = (0200,
0202, 0z f f, 0z fd). The Walsh spectrum is .# = (0,0,0,0,0,0, 0,0,0,0,0,0,0,0,
0,0,28, —4,4,4,4,4, —4, 4, 4,4, —4, —4, —4, —4, 4, 4).

(3) For n, then the truth table of this function in Theorem 2 is f =

(0200, - - - ,0200,0202, 0z f f, - ,0zf f, 0z fd).
—_——— —_——— ——
on—4_1 on—4_1

4.2 The Second Construction

Construction 2. Let
flx1, 22, s Tp1,%n) = Tp B Tpo1Tp—2 - TpL3L2L1 B TpTp_1 - T5L3L2

be a Boolean function with n(n > 5)-variable. Then F(x) = (f°, f', f2,---,
1) is a rotation boolean permutation.

Proof. According to the ANF of f(z), then f° =z, D2, 12,9 T52372(21 B
Tp), f1 = 21 @ TpTpo1 - TeTazs (T2 D 1), f2 = To B 112y - Trxs2a(T3 D
To), Pl = 1 D03 42221 (Ty D T,_1). There are five cases:
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(1) When wt(z) <n —3. Then &, 1Tp_o- " T5T3%2 = TpTp_1 - TeTaly =
cor = Tp_oXp_3---TaToxy = 0, that is, if o, € F§ satisfying 0 <
wt(a), wt(f) <n—3 and a # 3, then F(a) # F(B) .

The number(denoted byT}) of a € Fy(wit(a) < m — 3) in this case is T}

—4
>iso (3):

(2) When wt(z) = n — 3. Then only one of z, 1T, 2 T52x322,
TpTp_1 - TeLAT3, -+, Tp_oln_3- - XqTox1 1S equal to 1. For simplicity, let
Ty 1Tp_9 - T5T3xz = 1, we have 190 = 23 = 5 = -+ = Tp_o = Tp_1 = 1
and x1 = 24 = x, = 0. Thus if « = (0,1,1,0,1,1,--- ,1,0), then F(a) =

——
n—>5
(0,0,1,1,0,1,1,---,1).
———

n—>5

By the same method of Construction 1, denoted by the set A =

{(0,1,1,0,1,1,---,1,0), (0,0,1,1,0,1,1,--- , 1), ---,(1,1,0,1,1,--- ,1,0,0)}. It
n—>5 n—>5 n—>5
is easy verifies that F(«) # F(8) if o, 8 € A and « # (3.

Then let B = {a € F} | wi(e) = n—3,a ¢ A}. | B|= (,"5)— | A |=
(7:3) —n. Note that z,,_12p_—2 - T5T3T2=TpTp_1 - TeTaTs="+  =Tp_2Tp_3 -
x4wox1=0, if z € B. This means F(a) # F(B) if a, 8 € B and a # 0.

The number(denoted by T2) of a € F§(wt(a) = n — 3) in this case is Tp =

! ?3) When wt(x) =n — 2. Suppose 1 = -+ = 2,2 =1 and 2,1 = 2, = 0.
Then F(x) = (0,1,1,---,1,0). It is easy to verify that wt(F(z)) = n—2 for any
E/—/

wt(z) =n — 2, and F( ) # F(B) for wt(a) = wt(B) =n —2 and o # .
The number(Tg) of of a € Fy(wt(a) = n — 2) in this case is T = (,",).

(4) When wt(z) = n — 1. Suppose 1 = -+ = 2,1 = 1 and x,, = 0. Then
F(z)=(1,1,---,1,0). It is easy to verify that F(x) = x for any wt(z) =n — 1.
———
n—1

The number(Ty) of o € Fy(wit(a) — 1) in this case is Ty = n.
1

(5) When wt(z) = n. Then F( 71, 1) = (1,1,---,1). The number(T5)
H—/ ——

In this case is T5 = n.

Combining the above five cases, we know that the number(denoted by T') of
value with F(z) is T = T1 + T+ T3+ Ty +T5 = S0 (1) + 00 (1) + (") +
n+1=2"

Thus, F(z) is a rotation boolean permutation on F%. O

Remark 2. In Construction 2.

(1) We call f(z1,@,....Tn—1,%n) = Tp ® Tp_1Tp_2 - T5T3T2T1 D TpTp_1 -
r5r3x2 a 2-nd basic function, denoted by fblf.

(2) It is easy to find that this boolean permutation F(z) = (f°, ft,---, f*71)
has some fixedly points, that is, F'(z) = «, for example (0,0,--- ,0). In order
to eliminate these fixedly points, we can change F(z) = (f°, f%,---, f* 1)

byG(x):(fO@lvflv ,fnil),OI‘byG(.’ﬂ):(fO,fl@]_,'-- afnil)vetc'
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Ezample 2. The truth table of =z, ® x,_1Tpn_o- - XT5T3T2T1 B TpTp_1---
x5x322(n > 5) has the following property:

(1) For n, the truth table is (0200, --- ,0200,0202, 0202, Oz ff,---,0xff,
—_— —_—
gn—4_2 gn—4_2
Oz fd, Oz fd);

When n = 5, the truth table is (0202, 0202, 0z fd, 0z fd);

When n = 6, the truth table is (0200, 0200, 02:02, 0202, 0z f f,0x f f, 0z fd,
Oxfd).

(2) This Boolean function satisfies f(a) ® f(a® 1) =1 for any a € F5.

Theorem 3. Let f(x1, 22, ..., Tn—1,Tpn) = Tn BTp_1Tp_2 - T5L3T2L1 B LpTp_1
- x5x3%2 be a Boolean function with n-variable. Then f satisfies the following
properties:

1. balanced;

2. deg(f) =n—2;

3. AI(f) =2;

4. Nf = 4,‘

5. The Walsh spectrum is four values: {0,+8,2™ — 8}.

Proof. 1t is easy to proof. O

4.3 The Third Construction

Construction 3. Let
fT1, 22, s Tpe1, &) = Tp B Tpo1Tp—2 -+ - T7LEL3T2 B Tp_1Tp—2 - - - T7TEL3T2L1

be a Boolean function with n(n > 6)-variable. Then F(x) = (f°, f', f%,---,
1) is a rotation boolean permutation.

Proof. According to the ANF  of  f(z), then  f9 =
TnPTp—1Tn—2- - x7z6x3x2(x1 @1)7 fl =1 DTpTp—1""" x8z7x4x3(x2®1), f2 =
LB Ty, - Tosl584(23BL), - [T = 2y 1 BTy 2Tz TeTsToT (T, B1).
There are six cases:

(1) When wt(x) < n — 4. Then @, _12n_9- - T7LelsTa = LpTp_1- - TsT7
T4T3= XT1Tp -+ TQLYTEL4= -+ Tp—2Tp_3 - TeLsTax1 = 0, that is, if o, 5 € F§
satisfying 0 < wt(a), wt(8) < n — 3 and « # 3, then F(«) # F(B).

The number(denoted by T7) of a € F§(wt(a) < n —4) in this case is 71 =
iy (7):

(2) When wt(x) = n—4. Then only one of &, _12Zy,—2 - - T7ZeX3T2, TpTp—1 - -

TYLTL4T3, T1Ly - - LQLRLELY, **y Lp_2Tn_3 - LeTsTax1 i equal to 1. For sim-
plicity, let ,,_12Xp—_2- - T7xg2x3T2 = 1, Wwe have x,,_1 = Tp_o9 =+ =T7 = xg =
x3=wx9=1and 21 = 24 = x5 = ©,, = 0. Thus, if « = (0,1,1,0,0,1,1,---,1,0),
—_———
n—6

then F(a) = (1,0,1,1,0,0,1,1,--- ,1).
————

n—=6
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By the same method of Construction 2, denoted by the set A = {(0,1,1,0,0,

1317"'3170) (00a1315007171a"'v1)7 (10071a1a0071717"'v1)a Ty
—6 —6 —6
(1,1,0,0, 1,1,---,1,0,0)}. It is easy verifies that F(a) # F(B) if o, € A
—_———
n—=6
and «a # .

Then let B = {a € Fy | wi(a) = n— 4a¢A}\B|—( N |A|—( N
n. Note that ©,,—1Zp—2 - L7 TeX3Ta= TpLp_1 - LILTLALI= L1 Ly * * + LLL5L4=
o Tp_oTp_3- - Texsroxy = 0, if x € B. This means F(«) # F(B) if o, € B
and « # .

The number(denoted by T2) of a € F§(wt(a) = n —4) in this case is Tp =
(n ?2’)) When wt(x) =n — 3. Suppose 1 = - = a3 =1 and &9 = 2,1 =
Zn = 0. Then F(x) = (0,1,1,---,1,0,0). Tt is easy to verify that wt(F(z)) =

—_——
n — 3 for any wt(x) = n — 3, and F(a) # F(0) for wt(a) = wt(f) =n — 3 and
a# f.

The number(T3) of of o € Fj (wt(e) = n — 3) in this case is T = (,," ;).

(4) When wt(z) =n — 2. Suppose £1 = -+ = xp,_o = 1 and z,_1 = x,, = 0.
Then wt(F(x)) = wt((0,1,1,---,1)) = n — 1. Meanwhile, suppose z3 = x4 =

n—1
=z, =1 and z; = 23 = 0. Then wt(F(z)) = wt((1,0,1,0,1,1,---,1)) =
n—4
n — 2. It is easy to verify that there are two cases:

(1) When wt(xz) = n — 2 and there are two consecutive locations in x are
equal to 0, that is, ; = z;41 = 0(1 < ¢ < n). Then wt(F(x)) = n — 1, and
F(a) # F(PB) if a, B(a # B) are in this case. The number of x in this case is n.

(2) When wt(z) = n — 2 and there are two discontinuousness locations in z
are equal to 0, that is, z; = z; = 0(1 < i < j < n). Then wt(F(z)) = n — 2,
and F(«a) # F(B) if «, B(a # () are in this case. The number of x in this case
is (5) — n.

The number(7}) of o € F% (wt(a) = n—2) in two cases is Ty = n+ (5) —n =

n

2
(5) When wt(x) = n — 1. Suppose ©1 = -+ = z,_1; = 1 and x,, = 0. Then
F(z) = (0,1,1,---,1,0). It is easy to verify that wt(F(z)) = n — 2 for any
—_———

n—2
wt(x) =n —1, and F(a) # F(B) for wt(a) = wt(f) = n —2 and a # 8. The
number(7T5) in this case is Ts = n.
(6) When wt(z) = n. Then F(1,1,---,1)=(1,1,---,1).

Combining the above five cases, we know that the number(denoted by T') of
value with F(z)is T =Ty + To+ Ty + Ty + Ts +1 = 370 (") + (") + (,"5) +
(5) +n+1=2"

Thus, F(z) is a rotation boolean permutation on F%. O
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Remark 3. In Construction 3.
(1) We call f(x1,X2,..os Tn—1,Tn)=Tp B Tn_1Tpn_2 - T7TeL3Ts D Tp_1Tpn_2
- x7rex3T2x1 a 3-th basic function, denoted by szf
(2) It is easy to find that this boolean permutation F(z) = ( Lo fmh
has some fixedly points, that is, F/(x) = z, for example (0,0, - O) In order
to eliminate these fixedly points, we can change F(z) = ( f , ,f" 1) by

G(x):(f()@]-vfla"'ufnil)vorbyG%x):(f07f1®17 .’f ) etc.

Ezample 3. The truth table of f(z1,22,....,Zn-1,Tn) = Tn ® Tp_1Tp_o---
T7Tex3T2 B Tyy—1Tn—2 - - T7TeT3x221 (N > 6) has the following preposition:

(1) For n, the truth table is (0z00,--- ,0x00, 0202, --,0x02, 0z ff,--- ,0zf f,

oan—4_4 4 on—4_4

—_———

4
When n = 6, the truth table is (0202, 0x02,0x02,0x02, 0z fd, 0z fd, 0x fd,
O0xfd); When n = 7, the truth table is (0200, 0200, 0200, 0200, 0202, 02:02,
0202,0x02,0xf f, 0z f f,0xf f,0xf f,0xfd,0x fd,O0x fd,0x fd).
(2) This Boolean function satisfies f(a) @ f(a® 1) =1 for any a € F5.

Theorem 4. Let f(x1,Z2,...,Tn—1,Tn) = Tp ® Tp_1Tp_2 " L7LeTaTz D Tn_1
- xrxer3Tor1 be a Boolean function with n-variable. Then f satisfies the fol-
lowing properties:

1. balanced;

2. deg(f) =n—3;

3. AI(f) =2;

4. Nf = 8,‘

5. The Walsh spectrum is four values: {0,+16,2™ — 16}.

Proof. 1t is easy to proof. O

In hardware implementation, we find some good properties:

(1) The three classes of rotation boolean permutations are fully determined
by the basic Boolean function, respectively. This means, we need only store one
Boolean function in a permutation with n-input, but not n Boolean functions.

(2) The truth of the three classes of rotation boolean permutations are 4-value
{0200, 0202, Oz f f, Oz fd}, it consumes very little storage space.

(3) The ANF of the three classes of rotation boolean permutations has 3
monomial forms, it consumes a small number of gates.

From here we see that the three classes of rotation boolean permutations can
be used in encryption algorithm with Wireless sensor network and Internet of
Things.
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5 Conclusions

In this paper, we gave some light weight of the rotation boolean permutation
are perfectly characterized by the matrix of linear expressions. Three methods of
rotation nonlinear boolean permutations are constructed. The sub-functions of
the three permutations have three monomials, high degree, 2-algebra immunity.
All three classes of rotation nonlinear boolean permutations are fully determi-
nation by the first component Boolean function, respectively.
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Abstract. Patent analysis and mining can excavate valuable information hid-
den in patent texts, and help enterprises to make correct decisions. As an
important step in patent mining, whether patent semantic annotation is correct or
not directly affects the results of mining. During the annotation of effect state-
ments, whether manual or automatic, we need to use clue words to judge. This
paper presents a construction method of clue words thesaurus in Chinese patents
based on iteration and self-filtering, in order to improve the accuracy of effect
statements’ annotation.

1 Introduction

In the era of big data, all walks of life have accumulated a large amount of data. Mining the
hidden information in these data can help management to make decisions, thereby
improves the quality and efficiency of production and life. As a carrier of human intelli-
gence and innovation, patents have become a major source of data mining and analysis.
Patents are rich in technical, economic and legal information, and the effective use of which
can provide important support for enterprises in risks avoidance, patent acquisition,
maintenance of interests, technological innovation and so on. Patent technology/effect
matrix is a tool often used in patent analysis and mining, and displays technologies and
effects of multiple patents in the form of matrix, to help applications discover patent
minefields and blank areas. In the process of constructing patent technology/effect matrix,
the key step is to annotate patent effect statements. Through the observation of a large
number of patents, most effect statements contain some specific clue words, such as: is used
to, application, have and so on. The recognition of these words plays an important role in the
annotation of effect statements, whether in manual or automatic annotation. The accuracy of
clue words’ recognition directly influences on the accuracy of effect statements’ annotation.

Patent abstract is a microcosm of the background, purpose, method and function
descriptions of a patent, thus it is an important source of patent analysis and mining. In
the process of manual annotation of effect statements, annotators read patent abstract to
judge which clause is an effect statement according to the semantics contained in it.
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In the authors’ previous research, we make use of the distribution and morphological
characteristics of patent effect statements to extract effect statements automatically.
Regardless of manual or automatic annotation, we need to determine whether the
clause contains any word about patent function or the application scope of the patent.
In order to make the annotation more accurate, clue words thesaurus should be as
accurate and complete as possible. Based on the idea of iteration, we make the
recognition of clue words and the extraction of effect statements carry on alternatively;
in addition, we utilize the difference between effect statements and non-effect state-
ments to filter clue words. This paper aims to present a construction method of clue
words thesaurus in Chinese patents based on iteration and self-filtering.

2 Related Work

Recently, there are some researches about patent annotation at home and abroad.
Through the expression of TRIZ in the theory of scientific effect knowledge research
and using Natural Language Processing method, [1] automatically annotates the patent
design goals and the patent realization principle. [2] proposes a novel ontology-based
automatic semantic annotation approach based on the thorough analysis of patent
documents, which combines both structure and content characteristics, and integrates
multiple techniques from various aspects. [3] aims to automatically annotate four types
of bibliographical references in Chinese patent documents, such as patents, standards,
papers, and other monographs public documents. [4] annotates key phrases for two
semantic categories: PROBLEMS and SOLUTIONS.

As far as technology/effect matrix concerned, in order to mine implicit semantic
information in patents, [5] applies semantic role labeling to create technology-effect
matrix. [6] presents a method for matrix structure construction based on feature degree
and lexical model.

In the authors’ previous work about patent analysis and mining [7-10], we mainly
focused on the removal of stop words in patents, intelligent recommendation of the
traditional Chinese medicine patents and effect annotation. In [7, 8], we adopt a
semi-supervised machine learning method named co-training, which cooperates key-
word extraction with list extraction, and incrementally annotates functional clauses in
patent abstract. The clue word concerned about in this paper is a refinement of keyword in
[7, 8], and we bring the idea of list extraction into the location of candidate effect clauses.

The rest of paper is organized as follows: Sect. 3 explained different categories of
clue words and an obvious feature of clue words. Section 4 described the algorithm in
detail. Section 5 analyzed the experimental results. Section 6 concluded the paper and
prospected the future work.

3 Clue Words

Clue words refer to the words which explain the function or application scope of
invention in patent abstract text. According to different situations, we divide clue words
into the following seven categories.
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(1) leading word: a word used to guide the emergence of effect clause. For example:

LLINT3 < LLINT3

“have”, “can”, “apply to”, “used to”, “make”, etc.

(2) facet word: a word used to indicate which aspects have changed brought by a
patent invention. For example: “cost”, “performance”, “quality”, “efficiency”, etc.

(3) changing word: a word reveals what changes have been made by a patent
invention. For example: “improve”, “simple”, “lower”, “avoid” and so on.

(4) degree word: a word used to indicate the extent to which a patent invention have
changed. For example: “significant”, “obvious”, etc.

(5) application scope word: a word used to explain the application scope of invention.
For example: “widely”, “scope”, “market”, etc.

(6) facet changing word: While abstract text is segmented into words, some facet
word and changing word will be divided into a word in Chinese. For example:
“high efficiency”, “high performance”, “effort”, “labor saving” etc.

(7) summary word: a word used to describe the effect or merit of a patented invention.
For example: “advantage”, “characteristic”, “effect” etc.

One of obvious features of clue word is that it appears frequently in effect statements

but rarely occurs in non-effect statements. Table 1 exhibits part of the clue words of

each category.

Table 1. Part of the clue words of each category

(1) | have, be used to, can, make, achieve, support, thus

(2) | price, operation, time, speed, cost, depth, intensity

(3) | simple, avoid, reduce, increase, keep, compensate, prevent

(4) | obvious, remarkable, substantially, significant, thorough, enormously, greatly
(5) | widely, domain, spread, prospect, generalization, application, significance
(6) | high efficiency, high performance, labor saving, timesaving, anti-interference
(7) | advantage, effect, characteristic, function, improvement, help, curative effect

4 Algorithm

Making use of the feature of clue words described above, we use a method to filter clue
words through words frequency statistics and self-filtering. First of all, annotate effect
statements of some patents manually, find out all high frequency words and remove
those that often appear in non-effect statements. After artificial selection, we get the
initial high quality clue words set. Then, utilize the characteristic that effect clauses
often occur successively, clue words are used to locate effect clauses in more patent to
extract new clue words. The recognition of clue words and the extraction of effect
statements carry on alternatively and gradually enriches clues words thesaurus. The
algorithm stops until the clue thesaurus achieves a relatively stable state. The flow chart
of the algorithm is shown in Fig. 1.

We focus on two key steps in Fig. 1: self-filtering and locating candidate effect
statements in more patents.
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Annotate effect
statement manually

’ Find out high- ¢
frequeni/ words

’ Self-filtering ‘

v

’ Manually filtering ‘

(oo |
v

Locate candidate
effect statements in
more patents

Fig. 1. The flow chart of the algorithm

4.1 Self-filtering

After finding out high frequency words of effect statements, it is necessary to filter
these words in order to get high quality clue words. These high frequency words before
filtration include not only the clue words, but also some common stop words. We use
the feature of clue words to remove the words that are often used in the non-effect
statements. In this paper, we call this kind of filtering method as self-filtering. We
compare the high frequency words in effect statements with the high frequency words
in patent abstracts without using any other filters or artificial screening. Self-filtering
algorithm is as follows.

Algorithm: Self-filtering
Input: a set of Patent abstract texts, denoted as T;
annotated effect clauses, denoted as C; threshold thl;
threshold th2
Output: a set of candidate Clue Words, denoted as CWs
Begin

{ClueWords} = &

HashMap<sString, Integer> HMl=segment count(T);

HashMap<sString, Integer> HM2=segment count (C);

For each key k in HM2:

If (HM2(k) > thl and HM1(k) — HM2(k) < th2)

{cws} = {ews} Uik}
End For
End
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Segments words for all abstract texts, calculated these words’ frequencies, and store
them in a hashmap named HMI1; Segments words for all annotated effect clauses,
calculated these words’ frequencies, and store them in another hashmap named HM2; if
a word is frequent in effect clauses, but not common in non-effect clauses, we regard it
as candidate clue words.

4.2 Locating Candidate Effect Statements

This kind of idea is similar to chain extraction in the authors’ previous research. But
there are some differences. In chain extraction, if two nonadjacent clauses are both
effect clauses, then all clauses between them were also determined to be effect clauses.
This approach can extract multiple effect statements one-time, but not suitable for our
situation. Since the initial clue words set is very small, if we use this set to match in the
abstract, it is probably there is only one or even no clause matches. In this paper, the
aim we use clue words to match in new patent abstracts is to find more clue words.
Here we use a simple and direct way: in a new patent abstract text, the clauses
containing clue words and the clauses before and after them are extracted, which are
seemed as candidate effect clauses. The algorithm of locating candidate effect state-
ments is as follows.

Algorithm: locating candidate effect statements in a new
patent
Input: a set of Clue Words, denoted as CWs; a new patent
abstract text, denoted as AT;
Output: candidate effect clauses, denoted as CECs
Begin
String regex=", [o |3 |, I\\.|;1: [:[\\s+[\\2";
ArrayList<String> clauses=seperate2Clauses (AT, regex);
For each clause c¢c in clauses:
If(c contains any word in CWs)
CECs = CECs U {c}
If(c is not the first clause in AT)
CECs = CECs U {c_;}
If(c is not the last clause in AT)
CECs = CECs U {c,,}
End For
End

In the algorithm, the abstract text is divided into clauses with punctuation. Those
clauses containing clue words and the clauses before and behind them are extracted as
candidate effect clauses. ¢_; refers to the clause before c, and ¢, | refers to the clause
behind c.
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5 Experiments

We use 40,000 patent abstract texts from Chinese universities and research institutions
as the data source, and implement the algorithm to collect clue words.

5.1 Collection of Initial Clue Words

First of all, we manually annotate effect clauses of 300 patent abstracts, and use
self-filtering to find the initial high-quality clue words. Table 2 shows the influence of
different input parameters on the number and accuracy of clue words. As can be seen
from Table 2, thl and th2 jointly determine the number of clue words after filtering.
When th2 is fixed, the smaller thl is, the more the number of clue words will be
returned after filtering. When th1 = 20 and th2 = 35, the accuracy of clue words is the
highest. When th1 = 15 and th2 = 35, the number of clue words after manual screening
is the highest. We selected these 30 clue words as the initial clue words set.

Table 2. The influence of different input parameters on the number and accuracy of clue words

thl th2 Number of clue words after Number of clue words Precision
self-filtering after manual screening

25 40 19 15 78.9%

30 40 14 11 78.6%

20 35 26 21 80.8%

20 30 20 16 80.0%

15 35 43 30 69.8%

5.2 TIteration

We use the 30 clue words gotten in Sect. 5.1 to locate candidate effect statements in
more patent abstract texts. After several rounds of iteration, clue words thesaurus is
constantly enriched. As shown in Table 3.

Table 3. Results of each iteration

Number of patents | Size of clue words thesaurus
Initial 300 30
Round 1| 1000 37
Round 2 | 2000 61
Round 3 | 3000 108
Round 4 | 4000 134
Round 5 | 5000 155
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6 Conclusion and Future Work

In order to make the annotation of effect statements in Chinese patents more accurate,
this paper proposes a construction method of clue words thesaurus based on iteration
and self-filtering. Making use of frequency differences between clues words in effect
statements and non-effect statements, we achieve clue words’ filtration. Making use of
the characteristic that effect statements often appear continuously, we locate three
candidate effect clauses through a clue word. The recognition of clue words and the
extraction of effect statements carry on alternatively and gradually enriches clues words
thesaurus. The method of this paper is based on the characteristics of abstract text and
clue word. It is simple, easy to implement and has satisfying experiment results. Future
research may focus on the extraction of technical words from patents.
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Young Teachers’ Innovation project of Zhongnan University of Economics and Law
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Abstract. With the rapid development of computing power, numerical
simulation has become useful and powerful tool. Expanded mixed finite
element method is introduced to solve the nonlinear elliptic problem in
divergence form. Existence and uniqueness of the discrete problem are
demonstrated. Optimal L2-error estimates for three variables are got.
Numerical examples are provided to validate the theoretical analysis.

1 Introduction

High-performance computing is developing quickly recently. High-performance
computing is an important field with two branches: numerical simulations and
big data analysis. It is well known that modeling and simulation technology is a
method which is often used to analyze complex problems. Numerical simulation
based on finite element methods is a major applications requiring high perfor-
mance computing with floating-point operations, which includes fluid dynamics
problems, electromagnetic problems and so on. These simulations methods solve
the differential equations models of complex physics or mechanics problems,
which are approximated by applying the numerical schemes with discrete values
defined at grid points. Advanced modeling and numerical simulation technology
[19] has become useful and powerful tool. In the simulation of complex physical
and mechanics phenomenon, differential equation models are widely used. In this
article, we consider the following nonlinear elliptic problem

=V - a(u,Vu) = f(z), = € 2, 1
u=—g, x €00 (1)

in a bounded domain 2 C R? with sufficiently smooth boundary d2. The func-
tion a = (al,ag)T : R x R?> — R? is twice continuously differentiable with
bounded derivatives through the second order. It is known that the standard
mixed finite element method computes both the scalar unknown and vector
variables at the same time. Mixed method for linear and semi-linear second-
order elliptic problem has received considerable attention [11,18]. In [13], Milner
has studied the mixed method for quasilinear second-order elliptic problem.
© Springer International Publishing AG 2018
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The mixed method of nonlinear elliptic problems has been investigated in
[12,14,16]. The case of a only depend on Vu which based on BDM element
has been studied in [6]. The expanded mixed finite element method (EMFEM)
is constructed by introducing three (or more) unknown variables. Chen [7,8§]
has studied the expanded mixed finite element method for linear and quasilin-
ear second-order elliptic problems. Similar technique was presented by Arbogast
[2,3] to develop the cell-centered finite differences scheme. We aim to present
expanded mixed element method for the nonlinear elliptic problem in divergence
form.

The paper is organized as follows. In Sect. 2, notation and weak form are
given. In Sects.3 and 4, we analysis the existence and uniqueness. In Sect. 5,
optimal L? error estimates are established. In Sect.6, numerical examples are
carried out. Throughout this paper, C' will denote a generic positive constant.

2 Notation, Weak Formulation and Approximation

Assume that the nonlinear operator associated with (1) is elliptic in the sense
that matrix Asxo = [ai;(u,2)]i j=1,2 = [0a;/0%;]i j=1,2 is symmetric and pos-
itive definite. If A\pyin, Amaz denote, respectively, the minimum and maximum

eigenvalue of A, then, for all ¢ = (¢1,()T # 0 and (u,z) € R x R?,
0 < Ain (1, 2)|¢]* < ¢TAC < Apnaa(u,2) [ (2)
For 1 < g < oo and k any nonnegative integer, let
Wha(2) = {f € L) | D*f € LI(12), |o| < k}
denote the Sobolev spaces [1] endowed with the norm

1/q

I/

k,q,2 = Z HDaquLq(Q)

lal<k

The subscript 2 will always be omitted. Let H*(£2) = W*?2(£2) with the norm
[I-[l& = [|Ilx,2- The notation ||-|| mean ||-|| L2y or ||-|| 2(@)2- For 0 < s < +o00, let
We4(42), W=9(012), H?(§2) and H*(0(2) denote the fractional-order Sobolev
spaces with the norms ||-||s.q,2, || ||s,q.092: || - |5, and || - ||s,a6- Denote by (,) the

inner product in either L?(§2) or (L*(§2))?, that is (¢,7) = / Endz, (&,n) =
Q
/ & - ndz. The notation (,) means the inner product on the boundary: (£,n) =
I7;
Ends. Let
a0
W= I), A= ()
V = H(div; 2) = {v = (v1,v2)T € (L*(2))? | div v € L*(2)},
H* (div; 2) = {v = (v, v2)T € (L*(2))? | div v € H*(2)}. (3)
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Define |[v|lv = [[v|| + [V - vll, [[v|l&s(dgivi2) = IV]l + IV - v|ls. Let us introduce
two variables A = Vu, ¢ = —a(u, Vu) = —a(u, A), then we get the weak form:
find (u,A\,0) € W x A x V| such that

(07 /_L) + (a’(u7 )‘)7/’6) =0, Ve, (4)
A\ 0) + (u,dive) = < g,v-v>, YveV, (5)
(div o,w) = (f,w), YweW. (6)

Let Wi (E)x Ap(E)xV,,(E) denote the mixed finite element spaces introduced
in [4,5,10,15,17]. Some 2D RT type mixed elements are listed in Table 1.

Table 1. Some RT type mixed elements

Dim | Element | Vi (E) Wr(E)
2D | Triangle | RTy(T) = Pk(E)2 @ zPy(E) P.(E)
2D Rectangle RT[k] (T) = Qk+1,k(E) D Qk,k+1(E) Qk,k(E)

Choose
Wi(E)={weW :w|g € Wj,(E), foreach E},
Ap(E)={ueA: pulg € Vi(E), foreach E},
Vi(E)={v eV :v|g € V}(F), foreach E}.

The discrete formulation of (4)—(6) is to find (up, Ap, o) € Wi, x A, x V3, such
that

(on, ) + (alun, An), p) =0, Vup € Ap, (7)
(A, 0) + (up, div v) =< g,v-v >, Yo €V, (8)
(div op,w) = (f,w), Yw e Wy (9)

The error analysis below will make use of three projections as follows:
(I). The Raviart-Thomas-Nedelec projection , : (H"(£2))? — V}, satisfies
(V- (v—mpv),w)) =0, Ywe W,
Operator 7, has the approximation properties:

lv = mpolly < CR"|lvl|r, 1<r<k+1,
IV (v—=mpo)|lr <CA|V- 0] 0<r<k+1.

(IT). The standard L? projection P, and Rj, onto W}, and A, respectively
(w—Pw,V-v)=0, YweW, veV,,
(0 — Rpp,7) =0, Yue A, 1€y
They have the approximation properties:

lw — Phwl|—s < CR™ ||wlly, [ln = Rupll—s < CR™lully, 0 <75 <+ 1.
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3 Analysis of the Linearized Problem

We derive from (4)—(9) the following error equations

(a(u, A) — aun, An), 1) + (0 — on, p) =0, Vi € Ap, (10)
(A=A, 0) + (u — up, div v) =0, Yo €V, (11)
(div (0 —op),w) =0, Yw e Wy, (12)

For a = (a1, az)”, we adopt the following integral form of Taylor’s expansion

a(ug, Aa) — a(u, \) = —ay, (u, A)(u — uz) — ax(u, ) (A — A2)
+Q(’LL—’U,2,>\—>\2)
= —ay (U, A)(u — uz) — ax(u, A)(A — A2). (13)

Here we have used the following notations

1

1
du(UQ7>\2):/ au(ug,)\é)dt, d,\(’LLQ,)\Q):/ a)\(u§7)\§)dt,
0 0

Qu — g, X — Xo) = {Qa, ( — g, A= A2), Quy (u— ug, A — Ao} € R2.

with uh = u + t(ug —u), Ny = A +t(A2 —)), 0 <t < 1. Note that a, €
(L>=(02))?, ax € (L>=(£2))**?, combining (10)-(13), we obtain

(a(u, A) = alun; An), p) + (0 = op, 1) =0, V€ Ap, (14)
A=, 0) + (u—up,div v) =0, Yo €V, (15)
(div (0 —op),w) =0, Yw e Wy, (16)

Let T1 = ay(u, \) € R?, Ty = ax(u,\) € R**2, then (14) can be rewritten as

(Ta(u = un); 1) + (To(A = An), 1) + (0 = on, p) = (Qu — un, A — Ah),u() .
17

Let @ : W), x Ay, — Wy, x Ay, be given by &(z, ) = (TT,7y), here (TT,7y) is
the solution of the following equations

(Ty(Pru — ), p) + (To(RpA = §), 1) + (7o = on), ) = (L), Vi € Ap, (18)

A=7,v)+ (u—Z,divv) =0, YveV,, (19)

(div(oc — op),w) =0, Yw € Wy, (20)

where | = Ty (Pyu — u) + To(RpA — X) + Q(u — TZ, A — §g) + (wpo — o). Define
E=Pu—T, n=RyA—9y, ¢=mpo— oy, then (18)—(20) can be rewritten as
below
(Ta&s p) + (Ton, p) + (6, 1) = (L p), Vi € Ap, (21)
(n,v) + (&, div v) =0, Yv eV, (22)

(div ¢p,w) =0, Yw € Wp,. (23)
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Lemma 1. Let ¢ € V, n, 1 € (L*(2))?, if € € Wy, then there exists a constant
C > 0 such that

€Il < € {hdllnll + llol) + k2lldiv o + (121} - (24)

Proof. Now define M* by M*p = —div(ToV)+T1-Ve =1, in 2, ¢lago =0.
It follows from [11] that the restrictions of the operator M* to H?(£2) N H{ (£2)
have bounded inverses; that is, for any ¢ € L?(§2), there is a unique ¢ €
H?(2) N HY(N) such that M*p = 1 and ||l < C||¢||. Recall that |g|| =

(¢,%)

wer2(2)w20 |1Vl

= (n, (T2 V) + (T1&, Vo — RVy) + (T1€, Ry V)
=xi 1, (25)

. Employ a duality argument, we have

Using the properties of three projections, we get

I = (n,mn(T2Ve) — TaVp) + (T2n, Vi — RV o) < Chll¢|l2|n],

I = (Th¢, Vo — RyVg) = (¢, RuVy — Vo) < Ch([lell2ll€]l + [lell2ll¢l)
I3 = (¢,Vp) = (Vo, 0 — Prp) < CE*|Volllloll2,

Iy = (L, RV — V) + (I, Vo) < Cligll2l|]]-

By substituting these inequalities into (25), we complete the proof. O

Lemma 2. Let £ € Wy, n € A, ¢ € Vi, then there exists a constant C' > 0 such
that

Il < ClEl -+ [1Z1)-

Proof. Choose v = ¢, £ = div ¢, p = ¢ in (21)—(23), we obtain (T1&,¢) +
(T2m,m) = (I,m). Hence, we know |[n]| < C([[¢] + [IZ]])- 0

Lemma 3. Let £ € Wy, n € A, ¢ € Vi, then there exists a constant C' > 0
such that

ol < CAIEl + llnll + [121)-

Proof. Let n = ¢ in (21), we get (T1€, @)+ (Tan, ¢)+ (6, ¢) = (I,n). So we obtain
1ol < ClIEl + llnll + lI2h)- O

Theorem 1. There exists one and only one solution of the system (21)-(23).

Proof. Existence follows from uniqueness since the system is linear. Assume
[ = 0, then implies [|£|| < ChJ|{||. For sufficiently small h, we have ||£]| = 0,
which implies £ = 0, along with 1 and ¢. This completes the proof. a
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4 Existence and Uniqueness

Theorem 2. For sufficiently small h, & defined in (18)-(20) has a fized point.
To prove Theorem 2, we give the following Lemma 4.

Lemma 4. Let w € Ly(2), | € Lo(2)?%, if &€ € Wy, satisfies the relations
(21)-(23), then there ezists a constant C > 0, independent of h, such that for h
sufficiently small and 2 < 6 < 400,

I€llo.o < € {3 lnll + 191 + ¥+ div o] + il }

Proof. The proof is analogous to our Lemma 1 and Lemma 2.1 of [13]. O

Now let V}, = V}, be endowed with the norm [vlz, = llvllo,ate + [ldiv v,

and W, = W}, with the norm [wllsz, = llwllo,a+e- It follows from the Brouwer’s
fixed point theorem that Theorem 2 is true if we can show the following result.

Theorem 3. For § > 0 sufficiently small (dependent on h), ® maps the ball of
radius of 6 of Wy, x Ay, centered at (Phu, Rp\), into itself.

Proof. Let ||[Pyu—7z|| <9, ||RnA—77|| <0, ||mho —on|| <6, and s =1+¢ +

<« 1. The Sobolev
. 8+ 2
embedding theorem implies that H2+50(2) C W*b(02), |x|ls.0 < Clixllz 4,

Applying Lemma 4 with £ = Phu —Z, 1= RpA—7%y, ¢ =m0 — oy and

7 0 =44e Thens—5 = o +ep, when 0 < g9 = e+

I =T1(Pou—u)+To(RpA— N) + Q(u — TT, A — 77) + (mp0 — 0),
then we know
| Pt — Zlo,0 < C(h# |mno — op + W5 ||div (mho — op)||

+ W[ R — gl| + B s + h* ulls + [Ju — 733,
+ [lu = 7704 A = FHllo,a + 1A = 7H5,4)

< C(hF |mno = onll + AP [ Rid =G + b\l + b ull,
+ [|u = Poull g + | Pru — 725 o
+ X = RiAlG o + 1RRA — 775.4)

< C(h# |mno — onl| + h? | Rax 7]
+ (h° 4+ ) (1 + [lullso + [ Ms,0)%) (26)

Next, using Lemma 2 and Sobolev embedding theorem, we get

Imho = onll < C {1 =2l + (5 + ) (1 + ull g + N30 (20)

1837 =l < € {IPau = + (0 + 631+ lullg o + 1342 (28)
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Hence (26)—(28) imply that for sufficiently small h, we know ||Pru —T|o,9 <
K1(h?® + 6%). Note that the following inverse estimates conclusion [9]: for 0 <
v <40,

|7ho — onllos < ChE % ||mho — onllow, (29)
|RiA = Tllog < Ch? ¥ |RuA — Tllo., (30)
| Pyu — Tllo,0 < Ch~% || Pyu —Tjo.0, (31)

combining (27)—(31), we see
|mho — onllos < Chetz " (h® +6%) = C(h*~ 5= + h™ 5562, (32)

Then the choice § = 2K3h%+8+8+€726 leads to the bound ||7,0—0p|| < §. Similarly,
(30)—(31) imply ||Pyu—7=| < 6 and ||RpA —7|| < 4, which complete the proof. O

Theorem 4. For sufficiently small h, there is a unique solution of (7)—(9) near
the solution {u, \,a} of (4)-(6).

Proof. Let (ug), )\g),ag)) € Wp, x Ap x Vi, i = 1,2, be the solution of (7)—(9),
and

Tou® ), Tl D g @
g(l) :u_ugzi)v 77(“ = )\_)\EZ)7 ¢(1) :0-_0-}(Li)7 =12
Note that (13)-(16), we obtain

(Tlﬂv IUJ) + (TQ)\7 ,U) + (Ea ,LL)
= (Q(§(2)777(2)) - Q(S(l)u 77(1))7/1')7 M S Ahu
A\, v) + (@, div v) =0, v € Vj. (div7,w) =0, w € W,.

Then from Lemma 2, we know
Il < {Il + 10, n®) - ™M)} (33)
By Lemma 1, we have
il < € {hOR + o) + 1@ @) — QW M} (34)
Note that the following inequalities holds [16]:
1QE®.7®) = W, nV)] < ChE= ([ + X)) (35)

Combining (33)—(35), we see that for sufficiently small h, ||\ < Clul <
Chz%|| ||, which forces @ = 0 and X = 0, so we have 7 = 0 and complete
the proof. O
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5 L2-Error Estimates

Theorem 5. Let k > 0, assume that the solution of (4)-(6) is sufficiently
smooth, then for sufficiently small h there is a constant C > 0 such that
[u—un| < Ch(Jlulla + Mo + llofla), T <a<k+1,
A= Anll < CA([lulla + Ml + lofla), T<a<k+1,
lo—onll < Ch*(JJulla + IMla +llolla);, 1<a<k+1,
ldiv(o — on)| < Ch® (lullars + [Mlass + lollass), 0<a<k+1.

Proof. Let & = Pyu — up, 1= RpA — Ap, ¢ = mpo — op. From Lemma 3, we see

o]l < CUIEN+ llu — Prull + |A — RpAll
+llo = mno | + 1Q(u — un, A = An)l)
< C(ll€ll + llu = Puullo + [[A — RpAll
+llo = ol + lu—unl§ 4+ A = Anll§ )

< Ol + llu — Prul| + |lu — Pyulld 4

A = Ridll + I = RuAl§ 4 + o = mnarl| + 19113 4 + 11€]15.4)
< C(llgll + h= I8l + h = iml|?
+ |l = Phull + [lu = Poull§ 4 + A = RpA|
A = RuAlg 4 + llo = mno]). (36)

Using the properties of three projection operators, we get

1 1
ol < C(IEll + Kh2= gl + KRz ]
+ R 2y g Rl B2l 4 A e+ A o la)

1 3 3 31
— <~ <k — <r<k+1.-<p8<k - =< <k 1
(277, t50srsk+lo<f<ktggsas +1)

< C(lell + Kh==|lg]l + Khz=0 ||
+ B2 a2y g+ Bl 4 2Pl A+ RO+ R o)
< O(lll + Kh==|ig]| + Khz= ]|
+ W2 w2+ B ulle 4+ B2 [ul)F 4+ R[N o + B o]la)
< C{Jlgll + Kh2=e|jg]| + Khz= )|
+ Rl (lul g1+ 1) + R (M + llolla) (I 541 + 1)} (37)

From Lemma 1, we know
8l < Clull g1 + [Al54+1 +1) (R [lully + 2 (Mo + llolla)) - (38)

So we have ||¢]| < Ch*(||ullr + Mo + llolla), 1 < a < k+ 1. Applying
Lemmas 1 and 2, we get
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€]l < Ch(ullr + Mo +llolla), 1 <a<k+1, (39)
Il < Ch*(lully + IMla + llofla), 1<a<k+1, (40)
which complete the proof. O

6 Numerical Examples

We carry out numerical examples using the RT° rectangular element.

Ezxample 1. Let s = Vu,a = s/+/1+s|? and 2 = [0, 7] x [0,7]. We consider
the equation of prescribed mean curvature

1
) (\/WVU> = f(x), z €9, (41)

u =20, x € 002

The analytical solution is chosen to be u = sinzsiny. We use the maximum
norm in error control of the Picard’s iterative algorithm, define

eps = max {(uh”, )\Z,UZ)T — (up™ ", )\Z+1,0'Z+1)T} .
Let eps = 107%, the error results are listed in Table2. It is easy to see the

convergence rate is almost first order (Fig. 1).

Table 2. L?-error of Example 1

Partition | ||u — un|| | Rate | ||\ — Aw|| | Rate | ||o — onl|| | Rate

2x2 0.9712 — 1.1084 — 0.8350 —
4 x4 0.5082 0.93 |0.5341 1.05 |0.4254 0.97
8§ x 8 0.2605 0.96 |0.2611 1.03 |0.2168 0.97

16 x 16 0.1318 0.98 |0.1291 1.02 |0.1093 0.99
32 x 32 0.0658 1.00 |0.0639 1.01 |0.0549 0.99

Ezample 2. Let s = Vu,a = s/(1+|s|*) and 2 = [0, 7] x [0, 7]. We consider the
following nonlinear second-order Dirichlet problem

1
-V (1 T |vu|2Vu) = f(z), z € £, (42)
u =20, x € 002

The analytical solution is chosen to be v = sin x sin y. The error results are listed
in Table 3 (eps = 10~%). It is easy to see the convergence rate is almost first order
(Fig.2).
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Convergence rates of Example 1

10

log(error)

== flu-uyll
il RN

—0- llo=o,

10'
log(n)

Fig. 1. Convergence rates of Example 1

Table 3. Error of Example 2

Partition | ||u — ug|| | Rate | ||\ — An|| | Rate | || — on|| | Rate
3x3 0.6576 — 0.6969 — 0.4246 —

6 x6 0.3347 0.97 10.3414 1.03 |0.2276 0.90

12 x 12 0.1678 1.00 |0.1687 1.02 |0.1127 1.01

24 x 24 0.0839 1.00 |0.0840 1.01 |0.0562 1.00

48 x 48 0.0420 1.00 |0.0420 1.00 |0.0281 1.00

7 Conclusion

Convergence rates of Example 2

—o- [yl
=t 1Al

—0- llo-a, I

10
log(n)

102

Fig. 2. Convergence rates of Example 2

135

We have shown the efficiency of expanded mixed element method for the non-
linear elliptic problem both theoretically and numerically. We get optimal-order
error estimates for nonlinear problems. The proof of existence and uniqueness
for the nonlinear discrete problem is given. In the future, we will research the

related application in real life and nonlinear parabolic problem.
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Encrypted Image-Based Reversible Data
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from Interpolation-Error Expansion
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Abstract. This paper proposes an improved version of Shiu’s encrypted
image-based reversible data hiding with public key cryptography (EIRDH-P).
The original work vacates embedding room by difference expansion technique
and embeds one bit into each pair of adjacent encrypted pixels. The data
extraction and image recovery can be achieved by comparing all pairs of
decrypted pixels. Shius’ work did not fully exploit the correlation inherent in the
neighborhood of a pixel and required side information to record the location
map. These two issues could reduce the amount of differences and in turn lessen
the potential embedding capacity. This letter adopts a better scheme for vacating
room before public key encryption using prediction-error expansion method, in
which the pixel predictor is utilized by interpolation technique. The experi-
mental results reveal that the proposed method offers better performance over
Shiu’s work and existing EIRDH-P schemes. For example, when the peak
signal-to-noise ratio of the decrypted Lena image method is 35, the payload of
proposed method is 0.74 bpp, which is significantly higher than 0.5 bpp of
Shius’s work.

Keywords: Reversible data hiding - Interpolation-error expansion * Encrypted
image - Public key cryptography

1 Introduction

Reversible data hiding (RDH) [1-3] aims to embed some additional information into a
carrier image, while the original image can be recovered by one hundred percent after
data extraction. In many scenarios, since cryptography is used to convert normal image
data to cipher form for secure communication, encrypted image-based reversible data
hiding (EIRDH) has attracted much attention in recent years and has a lot of important
applications in medical, military and other fields [4-6]. For example, medical images of
patients which have been uploaded to the hospital servers or the cloud are encrypted so
as to protect privacy of patients. On the one hand, managers need to embed relevant
information such as the owner information and recording time into the corresponding
cipher text; On the other hand, the original medical images must be recovered without
error.
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Some classic reversible data hiding algorithms including difference expansion [7],
histogram shifting [8] and redundancy compression [9] are not so suitable for encrypted
covers as unencrypted covers. Zhang [10] proposed the first EIRDH algorithm with
flipping pixel values. He embedded additional data in the image encrypted by stream
cipher, and recovered the original content using the correlation between pixels. An
improved version of Zhang’s method was proposed by Hong et al. [11], but the
algorithm does not work when the block size is small. Lots of EIRDH algorithms have
been present [12—17] to improve embedding payload and image quality.

However, symmetric cryptosystem based EIRDH algorithms have the drawbacks
such as difficulty of key management and unsuitable for multi-party computation
problems, while encrypted image-based reversible data hiding with public key cryp-
tography (EIRDH-P) is a natural issue. The first EIRDH-P algorithms is proposed by
Chen et al. [18], which encrypts image using the public key and decrypts embedded
image by the secret key of receiver. Each pixel is divided into an even integer and a bit,
and both of them are encrypted by homomorphic encryption. In the embedding phase,
the second parts of two adjacent pixels are modified to embed a bit. Due to the shared
key, Chen’s scheme no longer depends on a secure channel among the image provider,
the data-hider and the receiver, but it has the inherent overflow since the summation of
two adjacent pixel values may be overflow. Some improved EIRDH-P algorithms [19,
20] based on additive homomorphic encryption are proposed, but these schemes pro-
vides low embedding capacity, and the directly decrypted images is distorted
significantly.

To overcome the weakness of the above schemes, Shiu et al. [21] constructs an
efficient EIRDH-P scheme from difference expansion (DE). In this scheme, a prepro-
cessing is needed so as to vacate room for data embedding procedure. Then, by side
information and pixel difference expansion, the additional bits are hidden. Concerning
the additive homomorphic encryption, Shiu et al. embed additional data in decrypted
domain by vacating room for hiding data before encryption. However, the scheme does
not fully exploits the correlation inherent in the neighborhood of a pixel and the side
information required to record the location map can considerably lower embedding
capacity.

In this paper, a new EIRDH-P scheme is introduced, in which one quarter of the
total pixels are used to predict other pixels based on interpolation technique and the
interpolation-error expansion is adopted to embed additional data. Then, the embedding
data can be extracted perfectly and the original images can be losslessly recovered. In
general, the proposed scheme obtains excellent performance compared with the
existing algorithms.

The rest of this paper is organized as follows. In Sect. 2, some preliminaries are
introduced. The proposed EIRDH-P scheme is shown in Sect. 3. In Sect. 4, the
experimental results are provided. Finally, conclusions of our work are given in Sect. 5.
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2 Preliminaries

2.1 Prediction Error Expansion

Prediction error expansion (PEE) [22-24] is a new approach firstly proposed by Thodi
et al. [22] to improve the difference expansion (DE). Here we review this method. For a
pixel 1(i,7), let I*(i, ) be the predicted pixel value derived from a prediction algorithm,
then the prediction error is defined as follows:

e =1(i,j) — I'(i,)) (1)

If the additional bit to be embedded is w € {0, 1}, the expansion and embedding
process is described by

ef=2e+w (2)
where e* is the new prediction error. Then, the new pixel value after embedding is
L=Tr(j)+¢" 3)
It is easy to show that
Io=21(i,j) = I"(i,j) +w (4)

After receiving I,, the receiver compute the predicted value I*(i, /) using the same
prediction algorithm, and compute

I; =1 = I"(i,j) = 21(i.j) = 2I"(i,j) +w ()

Since I(i,j) and I*(i,j) are both integers, I’ and w have the same parity. The
extraction of data can be cast as

0, if Fmod2=0 (©)
T, if Fmod2=1

Then the image recovery process can be described by

i) =5 4 1) 7)

2.2 Paillier Encryption

Homomorphic encryption [25, 26] is a very useful tool that allows computations to be
carried out on ciphertext. However, the decrypted results matches the results of oper-
ations performed on the plaintext. Paillier encryption [27] is a classical homomorphic
encryption with additive homomorphic property. The algorithm can be described as
follows.



Encrypted Image-Based Reversible Data Hiding with Public Key Cryptography 141

Select two large primes a and b, and computes
p=a-b (8)
A=lem(a—1,b—1) 9)

where lcm(x,y) means the least common multiple of x and y. The private key is 4, and
the public key is composed of p and a randomly selected integer g. If the plaintext is m,
then it can be encrypted by

c:E[m,r}:g'"-r"’modp2 (10)

where r represents a randomly selected small integer. The decryption process can be
described as

L(c* mod p?)
D = ’m 11
() L(g* mod p?) odp (11)

where L(e) is defined as

L(u) = (12)

The additive homomorphic property of Paillier encryption can be shown that

DIE[my,r] ® E[my,1,) modpz} = (m +my) mod p? (13)

3 The Proposed Algorithm

In this section, the details of the proposed reversible data hiding algorithm in encrypted
images using interpolation-error expansion and homomorphic encryption are illus-
trated, which is made up of image provider, data-hide and receiver. First of all, a
preprocessing is employed to vacate room for data embedding procedure and the image
is encrypted with public key based on homomorphic cryptosystem. Then, the
data-hider embeds some additional data into the carrier image. The receiver can per-
fectly extract embedding data and obtain the recover image at last. Figure 1 shows the
sketch of the proposed EIRDH-P.

3.1 Preprocessing

We assume that the original image I is a 8 bit grayscale image of size N x M, and all
pixel values belong to the range [0,255]. Represent each pixel value with X(i,j),
1<i<N, 1<j<M. In our work, an interpolation technique in [28] is adopted for
pixel prediction. We classify all pixels in the original image into two sets: sample
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Image provider . Datahider
3 Publickey | | Additional data |
|
| Original | ! i | i
I
| _Image Homomorphic| i | Data i Send
! ———>Pre-process —| . T - "
! encryption | ! 1 embedding !
e —— I B |
Receiver
T Privatekey |
! |
i Recovered l |
- |
i 1mage Image Data Homomorphic| |
! recovery extraction decryption i
1 |
3 I I i
i Additional Approximate !
. |
| data image !

Fig. 1. Sketch of the proposed EIRDH-P scheme

pixels (SP) and non-sample pixels (NSP). Then, the pixels in the set of SP consists of
X(2n—1,2m—1)withn=1,2,... ,N/2,m=1,2,...,M /2, as depicted in Fig. 2(a).
The sample pixels are used to predict non-sample pixels. The prediction process
consists two rounds. In the first round, the pixels X (2n, 2m) marked as ‘@’ in Fig. 2(b)
can be estimated by the four nearest sample pixels X(2n—1,2m—1), X(2n—1,2m+ 1),
X(2n+1,2m—1), X(2n+ 1,2m+ 1). We compute two prediction value Xy5(2n,2m)
and X;35(2n,2m) along two orthogonal directions: 45° diagonal and 135° diagonal by

Xy5(2n,2m) = (X(2n — 1,2m+ 1) +X(2n+ 1,2m — 1)) /2 (14)
X135(2n,2m) = (X(2n — 1,2m — 1)+ X(2n+1,2m+1)) /2 (15)

Select an optimal pair of weights w45 and wjss to give a good estimate value
X*(2n,2m) with

X*(2n,2m) = wys - X45(2n,2m) + wiss - X135(2n,2m) (16)

SP| |sP| |SP| |sP S S|P S 1@ 1@ r|@|s|®
O 1O O @O @O@O9OOD

SP| |SP| |[SP| |[sP S S |P s 1@ |@r|@s |@
O @O [© @ QOO0 OO@MD

SP| |SP| |SP| |[SP S S |P s @] @ r|@s |@
O @O [© @ QOO0 OO@MD

SP| |SP| |SP| |[SP S S |P S |@s |[@P|Qs |@
O @O @O @ @0@00O@O

(a) Sample pixels (b) The first round of prediction (c) The second round of prediction

Fig. 2. Tllustration of image interpolation
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According to [28],

J135

= =1- 17
W45 o135+ 05 Wi3s W45 (17)
where
3 2
045 = %Z (Sas(k) — u)
= i (18)
0135 = % > (Suss(k) —u)
k=1
and

Sas = {X@2n — 1,2m+ 1), X45(2n,2m), X2n+1,2m — 1)}
=1(X@n—1,2m+1)+X(2n+1,2m — 1)+ X2n — 1,2m — 1) + X(2n+1,2m + 1))

Si3s = {X@2n —1,2m — 1), X1355(2n,2m),X(2n+1,2m + 1)}
(19)

In the second round, the non-sample pixels X (2n—1,2m) and X (2n,2m—1) marked
as ‘@’ in Fig. 2(c) can be estimated by the four nearest pixels along two orthogonal
directions: 0° diagonal and 90° diagonal by the same method. After two prediction
rounds, the predicted values of all the non-sample pixels can be obtained. Assume the
original pixels value and the predicted pixels value are respectively X (i,j) and X*(i,j),
then the interpolation-error is

e(i,j) = X(i,)=X"(i.)) (20)

Since overflow or under flow will happen when the interpolation-error is high, we
set a parameter 6 to overcome this problem. Then, the preprocess of non-sample pixels
can be described as

X (i) = {2X<u> —X*(i,J), |e(i,j)|s>0

X(i.)) e(i.))| 21

where X (i,j) is the new non-sample pixel after preprocessing. However, all the sample
pixels remain unchanged after preprocessing.

3.2 Encryption and Embedding

Since the operation of data embedding based on interpolation-error mainly includes the
addition, our algorithm adopts Paillier encryption. Let X;(i, J) be pixel after prepro-

cessing, and the encrypted pixel is calculated by
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c(in) = EIX; (i), r(i,)] = 5 - (r(i,))" mod p? (22)

where r(i,j) is a randomly selected small integer, and ¢(i,j) is the encrypted pixel. To
embed data by c(i,j) +m(i,j), the corresponding operation in encrypted domain is

(i) = {zg:jg’ ") - (r,(i,7))" mod p?, 8:;; Ei]};;nd le(i,j)| <0 (23)

where m(i,j) € {0,1} is the additional message, r,(i,j) is a randomly selected small
integer, and c,.(i,/) is the pixel value after data embedding.

3.3 Data Extraction and Image Recovery

After receiving the encrypted image, the receiver need decrypt the image using The
private key A firstly. Assume the pixels before and after decryption is c.(i,j) and
m*(i,]) respectively, then the decryption process is

L([e. (i) mod p?)
L(g* mod p?)

m*(i,j) = mod p (24)

where L(e) is defined as

L(u) = (25)

As the embedding distortion is very little, the image directly after decrypting can be
used as an approximate image in some special scenarios. According to Eqgs. (21)—(24),
the relationship between m*(i,j) and X(i,j) is

The receiver can obtain the same predicted non-sample pixel values using the same
method, since the sample pixels are not embedded and remain unchanged after
decryption. For the non-sample pixel m*(i,j), (i,j) € NSP, the new interpolation-error
m}(i,j) can be compute as follows

Then the data extraction process can be described as

0, m(i,j)mod2=0

m(i,j) = { 1, m(i,j)mod2 =1
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and the original value of the non-sample pixel can be recovered by

£ (i) —m(iy) .. .
X(i,)) = % + X, (1)) ({,{) € NSP 29)
m; (.J), (i.j) € SP

4 Experimental Results

The proposed method is verified in this section with the experimental environment of
MATLAB R2012b under windows 7. The test is conducted on a 2.6 GHz, Intel(R)
Core(TM) 17-6700 HQ system with 8 GB RAM running. We measure the embedding
capacity and image quality respectively by Payload (bpp) and PSNR (Peak
signal-to-noise ratio, dB). The Payload is the proportion of the total number of
embedded bits to the total number of pixels in original image. Moreover, we consider
PSNR and MSE as

Fig. 3. Comparisons of payload and PSNR among original Lena, directly decrypted Lena with
different values of 0, and recovered Lena. (a) Original image. (b) 6 = 0, 0.09 bpp, 61.45 dB.
(c) 6 =4, 0.56 bpp, 43.50 dB. (d) 6 =7, 0.66 bpp, 40.13 dB. (e) 6 = 31, 0.75 bpp, 34.22 dB.
(f) Recovered image, PSNR = +00
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Table 1. Experimental results with different values of 0

Value of 0 0o |1 |2 |3 |4 |5 |7 |10 |20 |30 |40 |50
Lena | payload | 0.093 | 0.261 | 0.394 | 0.491 | 0.558 | 0.603 | 0.657 | 0.695 | 0.736 | 0.746 | 0.749 | 0.750
PSNR | 61.44 | 5339 | 48.62 | 45.56 | 43.49 | 42.03 | 40.13 | 38.46 | 35.61 | 34.32 | 33.67 | 33.39
Peppers | payload | 0.067 | 0.195 | 0.312 | 0.410 | 0.489 | 0.55 | 0.631 | 0.689 | 0.734 | 0.743 | 0.746 | 0.748
PSNR | 62.92|54.6 |49.38 | 45.87 434 |41.5639.1237.14 |34.82|33.86 | 33.26 | 32.79
Plane | payload | 0.134 | 0.338 | 0.459 | 0.533 | 0.578 | 0.609 | 0.648 | 0.680 | 0.725 | 0.739 | 0.744 | 0.745
PSNR | 59.87|52.33 | 48.39 | 45.95 | 44.33 | 43.12 | 41.28 | 39.45 | 35.83 | 34.02 | 33.13 | 32.66
Lake | payload | 0.060 | 0.170 | 0.260 | 0.333 | 0.394 | 0.445 | 0.525 | 0.604 | 0.704 | 0.732 | 0.743 | 0.747
PSNR | 63.37|55.25|50.35 | 47.00 | 44.51 | 42.57 39.7 |36.9 |32.75]30.99 |30.03 | 29.52
Baboon | payload | 0.028 | 0.082 | 0.135 | 0.185 | 0.230 | 0.271 | 0.341 | 0.422 | 0.573 | 0.649 | 0.693 | 0.719
PSNR | 66.70 | 58.30 | 52.92 | 49.09 | 46.22 | 43.99 | 40.66 | 37.31 | 31.43 | 28.37 | 2637 | 25.07
Boat | payload | 0.089 | 0.248 | 0.368 | 0.448 | 0.501 | 0.538 | 0.590 | 0.641 | 0.716 | 0.738 | 0.745 | 0.748
PSNR | 61.68|53.62 | 48.99 | 46.13 | 44.21 | 42.79 | 40.64 | 38.26 | 34.01 | 32.19 | 31.28 | 30.78
2552
PSNR = 1010g10(MSE) (30)
1< 5
MSE =" (i~ i) 61)
i=1

where n is the total number of pixels in original image, p; and p; are respectively the
original pixel value and embedded pixel value. We firstly choose the 8-bit grayscale

(a)Lena

(d) Lake

Fig.

(e) Baboon

4. Six 512 x 512 grayscale test images
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image Lena of size 512 x 512 to verify the feasibility of the proposed algorithm.
Figure 3 shows the experimental comparisons among original Lena, directly decrypted
Lena, and recovered Lena. Here, we set respectively 0 =0, 0 =4, 0 =7, 0 = 31 and
get different Payload and PSNR. The notation “+00” shows that the original image can
be reconstructed perfectly without any distortion. Moreover, the receiver can coordi-
nate the relationship between embedding capacity and image quality by parameter 0.
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Fig. 5. Comparisons of the performances of different schemes on six images
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Table 1 lists the Payload and PSNR of the directly decrypted images when different
values of 0 are used for six standard gray text images shown in Fig. 4. The parameter 0
is used to determine the Payload and PSNR of the directly decrypted images. As can be
seen in Table 1, the higher value of 6, the higher Payload and the lower PSNR we
will get.

Further, we compare the experimental results of the proposed algorithm and six
existing schemes in [16-21]. The comparison results are shown in Fig. 5. The
parameter 0 is used to determine the Payload and PSNR of the directly decrypted
images. By observing the results, the proposed algorithm is better than the existing
schemes with respect to the embedding capacity and image quality.

5 Conclusions

This work proposes a EIRDH-P algorithm with interpolation-error expansion and
homomorphic encryption. On the one hand, the existing scheme introduces obvious
distortion when the embedding date is high while the proposed method improves the
embedding capacity and image quality of the directly decrypted image. On the other
hand, the proposed method overcomes the overflow or underflow problem and does not
need side information. Meanwhile, the additional data can be only extracted after image
decryption, which is not flexible enough. In the future, the research on homomorphic
encrypted algorithm will be carried on to study separable EIRDH-P algorithm with
interpolation-error expansion.
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Abstract. This paper proposes a novel reversible data hiding algorithm with
image contrast enhancement based on homomorphic public key cryptosystem.
The additional data is embedded based on histogram shifting after preprocessing
procedure. Then the image is encrypted using public key and side information is
embedded. On the receiver side, the image with contrast enhancement is
obtained directly after image decryption using private key. Due to the correla-
tion between adjacent pixels, date extraction and image recovery can be
implemented. To our best knowledge, it is the first reversible data hiding in
encrypted image algorithm with image contrast enhancement. Experimental
results have demonstrated the feasibility and effectiveness of the proposed
method.

Keywords: Reversible data hiding - Image encryption * Homomorphic
encryption - Contrast enhancement

1 Introduction

Reversible data hiding (RDH) [1-3] aims to embed some additional information into a
carrier image, while the original image can be recovered by one hundred percent after
data extraction. In many scenarios, cryptography is used to convert normal image data
to cipher form for secure communication, reversible data hiding in the encrypted
images (RDHEI) has attracted much attention in recent years and has a lot of important
applications in medical, military and other fields [4—6]. For example, medical images of
patients which have been uploaded to the hospital servers or the cloud are encrypted so
as to protect privacy of patients. On the one hand, managers need to embed relevant
information such as the owner information and recording time into the corresponding
cipher text; On the other hand, the original medical images must be recovered without
error.

Some classic reversible data hiding algorithms including difference expansion [7],
histogram shifting [8] and redundancy compression [9] are not so suitable for encrypted
covers as unencrypted covers. Zhang et al. [10] proposed the first RDHEI algorithm
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with flipping pixel values. They embedded additional data in the image encrypted by
stream cipher, and recovered the original content using the correlation between pixels.
In [11, 12], improved versions of [10] were proposed, but images in both algorithms
should be decrypted firstly before data extraction. Works [13] presented a novel
scheme that based on side information and source coding to implement separable
reversible data hiding in encrypted domain.

However, symmetric cryptosystem based RDHEI algorithms have the drawbacks
such as difficulty of key management and are not suitable for multi-party computation
problems, while homomorphic public key cryptosystem based RDHEI algorithms have
the better security and are more suitable for multi-party computation scenarios. In [14],
three data hiding schemes for ciphertext images encrypted by public key cryptosystems
with homomorphic and probabilistic property were proposed, but could not meet the
application requirements of image enhancement. Wu et al. [15] proposed the first
algorithm achieving image contrast enhancement by RDH, which was easy to cause
image distortion problems.

The proposed algorithm aims to perform reversible data hiding in homomorphic
encrypted image and contrast enhancement at the same time. The idea is inspired by
[14, 15], and avoids the image distortion problems in [15] using pre-processing
operations. The rest of this paper is organized as follows. Section 2 presents the details
of image encryption and data embedding. The details of data extraction and image
recovery are described in Sect. 3. Section 4 presents the experimental results and
Sect. 5 concludes this paper.

2 Image Encryption and Data Embedding

In this section, the details of image encryption and data embedding are illustrated,
which is made up of image provider and data-hide. First of all, a preprocessing is
employed to avoid overflow or underflow in data embedding procedure. Then, the
data-hider embeds some additional data into the carrier image using histogram shifting
technology, and encrypts the image using the public key based on homomorphic
cryptosystem. To perfectly extract embedding data and recover image, side information
is embedded at last. The sketch of proposed method in sending end is given in Fig. 1.

Image provider Data-hider
C v U Additional Side l
| ' data Public key information |
| |
iOri ginal i | i i l !
I image v Data Homomorphic Side information|' Send
Pre-process—+— . . .
! L embedding encryption embedding !
| ! |

Fig. 1. Sketch of data embedding and image encryption
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2.1 Preprocessing

We assume that the original image [ is a 8-bit grayscale image of size m x n, and all
pixel values belong to the range [0, 255]. Represent each pixel value with m(i, j), and
i,j € [m,n]. We use by to denote additional data encoded as a stream of bits where
k={1,2,3,...}. An iterative parameter A selected by image provider will be used in
this section to ensure all pixel value fall into [0, 255—0]. The purpose of this processing
operation is to avoid overflow or underflow in data embedding procedure. To achieve
image contrast enhancement, the histogram specification operation is implemented
using a vector O = {¢g(0),q(1),...,q(255)} and the vector is calculated by Eq. (1):

0, x<Aa
q(x) = ¢ (mxn)/(256 —22), A<x<255-1 (1)
0, Xx>255— 7

where 1 < 1 <64. To successfully recover original image, a location map is generated
by assigning 1 to the modified pixel, and O to the others. The location map and the
original pixel values can be compressed and embedded as a part of side information
into encrypted image in Sect. 2.4.

2.2 Embedding in Plain Domain

First of all, pixels values of the image after preprocessing are counted. We assume that
h; represents the number of pixels with value j where 1 <j <255 — /. Suppose the first
and second largest values are chosen and the corresponding values are denoted by s,
and s,. Then, the first round of embedding procedure can be described as:

l’l’l(l7]) - 17 m(iaj)<sl

S1 —bk, m(z,]) =5
m(i,j) = ¢ m(i,j), s1<m(i,j)<sy (2)
s1+ by, m(i,j) = s

m(i,j)+1, m(i,j) > s

The reversible data hiding with large embedding capacity can be achieved after
repeating Eq. (2) for A rounds. The embedding parameters s; and s, in every rounds are
saved as a part of side information to embed into encrypted image in Sect. 2.4. To
avoid overflow or underflow problems in data embedding procedure in encrypted
image, operation by Eq. (1) is performed again before image encryption.

2.3 Paillier-Based Image Encryption

With homomorphic public key cryptosystem, cipher text can directly perform arith-
metic calculations without decryption. In this section, Paillier algorithm [16] is chosen
to image encryption. Firstly, select large prime number p and g randomly, and
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N =pq (3)
=lem(p—1,q—1) 4)

where lcm(e) represents least common multiple function. Assume that pixel values
before and after encryption respectively are denoted as m(i, j) and c(i, j). The sending
end selects a large integer g(i,j) € Zy, and a small integer randomly selected r(i, ) €

2 Where Z3, represent set of integers less than N? and N? prime. Then, the encryption
procedure can be described as:

c(irj) = g"" - (r(i,j))" mod N* (5)

where g and N are the public keys. According to Paillier algorithm, the semantic
security is achieved.

2.4 Embedding in Encrypted Domain

In some scenarios, database administrator wants to embed the label data into the
encrypted image, and the data-hider needs to embed some side information. Embedding
method in encrypted domain will be given in this section. We divide all pixels into two
sets: Set A including ¢(i,j) with odd value of (i +j), and the rest pixels belong to Set B.
To make use of pixel correlation, pixels in Set A are embedded in one-to-one manner
while pixels belonging to Set B are remained unchanged. Assume that pixel values
before and after embedding respectively are denoted as c(i,j) and ¢*(i,j). The data
embedding in Set A can be conducted by

N PR et
) {cu,j) e

where By is the bitstream data to be embedded and r*(i,j) is a small integer randomly
selected. The definitions of g, N and /A are given in Sect. 2.3.

l,] ) mOsz, Bk =0 (6)
NY mod N2,  By=1

3 Data Extraction and Image Recovery

In this section, the details of data extraction and image recovery are illustrated. First of
all, the receiver decrypts the received image using private key and an image with
contrast enhancement is obtained. Then, the additional data can be perfectly extracted
using pixels estimate technology and the original image can be recovered if it is
needed. The sketch of data extraction and image recovery in receiver end is given in
Fig. 2.
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Pixels
Private key estimate
Received
image |Homomorphic Data Recovered
decryption extraction 1mage
Contrast Additional
enhancement data

image

Fig. 2. Sketch of data extraction and image recovery

3.1 Image Decryption

On the receiver end, with the private key of receiver, the image containing additional
data with contrast enhancement can be obtained. Assume that pixel values before and
after image decryption respectively are denoted as c¢*(i,j) and m*(i,j). According
Paillier algorithm, the image decryption procedure can be conducted by

L([¢* (i,/)]* mod N?)
L(g% mod N?)

m*(i,j) = mod N (7)

where the definition of L(e) is

L(u) = (8)

On the one hand, the distortion between the image after decryption and the original
image is very small due to the small value of A. Thus, the image can be used in fields
with not too high image quality requirement. On the other hand, the image with
contrast enhancement is more suitable for areas sensitive to image contrast, such as
medical diagnosis.

3.2 Data Extraction

We denote the encryption and the decryption procedure as E[e] and D]e| respectively.
According to homomorphic property of Paillier algorithm, there is

DIE[m(iy,j1), r(iv,jr)] - Elm(iz, o), (i, j2)] mod N*] = (m; +mp) mod N~ (9)

Assume that pixel values after decryption and before encryption respectively are
denoted as m*(i,j) and m(i, ). By represents the bitstream data embedded in Sect. 2.4.
For the pixels in Set A, there is
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ERETEE S

With the neighbor pixels, the pixel value in Set A can be estimated by

i) :m(i— 1,j)—|—m(i—|—1,j);|f—m(i,j— ) +m(@i,j+1) (1)

Owing to the correlation between adjacent pixels, the bitstream data B; embedded in
Sect. 2.4 can be calculated by

L m(i,j) > m(i,))
B = { ; (12)
0, m*(i,j) <m(i,j)
The pixel value after embedding in Sect. 2.2 can be obtained via
e {m*(i,j) 7y m (i) < m(i.j) 1

Then, the additional data embedded in Sect. 2.2 can be extracted using side informa-
tion. The extraction procedure in each round can be described as

1, m(i,j)=s—1
_ 07 m(l7]) =91
I, m(i,j)=s+1

3.3 Image Recovery

In this section, the image recovery method is described in case that the receiver wants
to get the original image without distortion. Firstly, the pixels values before prepro-
cessing can be obtained using parameter A, s; and s, in each round. The recovery
operation in each round is

m(i, j)+1 , m(i, j)<s, —1

m(z,])= 5 ’ m(i,j)=s1 Ez‘m(i’j)zsl_l (15)
s, , m(i, j)=s, Bim(i, j)=s, +1
m(i, j)—1 m(i, j)>s, +1

Then, the original image can be recovered without distortion using the side information
of the location map and the original pixel values in Sect. 2.1.
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4 Experimental Results and Analysis

4.1 Feasibility

The proposed method is verified in this section with the experimental environment of
MATLAB R2012b under windows 7. We firstly choose image Lena which is a 8-bit
grayscale image of size 512 x 512 to verify the feasibility of the proposed algorithm.
The selected iterative parameter is 4 = 40, and the parameters in the encryption pro-
cedure are respectively p = 57, g = 59, N = pq = 3363. Figure 3 shows a group of
experimental results with image Lena. Figure 3(a) and (b) show the image before and
after additional data embedding. After Paillier algorithm encrypted, the encrypted
image is shown as Fig. 3(c). Figure 3(d) shows the image containing embedded the
side information. On the receiver side, image Fig. 3(e) is obtained after direct image
decryption. Although the PSNR (Peak Signal to Noise Ratio) value of the decrypted
image is only 22.27, it has better visual quality and image contrast which is crucial in
many scenarios. Figure 3(f) shows the recovery image after data extraction.

(a) Original image (b) Image embedding in plaintext

(f) Recovered image

(d) Image embedding in ciphertext (e) ecrypted image

Fig. 3. Experimental results of image Lena

4.2 Visual Quality

Furthermore, Fig. 4 compares the visual quality of our proposed algorithm and existing
algorithm. Three standard test images, Man, Crowd, and Couple are listed in Fig. 4.
When the value of L in [15] or the A in the proposed method is low, both algorithms
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have high visual quality and the contrast enhancement effects are similar. However, the
over-enhanced contrast introduces obvious distortion in [15] when the amount of
additional data is large and partial experimental results are shown as Fig. 5. Figure 6
imply that the proposed method can effectively avoid over-enhanced contrast problems
and has the more satisfying visual quality due to the preprocessing procedure especially
when the payload is high.

Fig. 6. In the proposed method, 2 = 40
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4.3 Embedding Capacity

Table 1 shows the comparisons of max embedding capacity between existing methods
and the proposed method. The max embedding capacity in this section means that the
embedding rate which can ensure the distortion of image after embedding is in a certain
range. It is clear that the proposed algorithm can embed more additional data while
having better visual quality because it can overcome the distortion defect with high
payload.

Table 1. Comparisons of max embedding capacity of partial images using different methods

Image name Lena |Man | Crowd | Couple | Hill

Payload (/bpp) in [15] 0.4176 | 0.6015 | 0.4357 | 0.3641 | 0.5062
Payload (/bpp) in [16] 0.4083 | 0.3497 | 0.3282 | 0.3862 | 0.3705
Payload (/bpp) in Proposed | 0.8706 | 1.0881 | 1.9107 | 1.4175 | 1.2894

5 Conclusions

This work proposes a novel reversible image data hiding algorithm with homomorphic
encryption and image contrast enhancement. On the one hand, the existing reversible
data hiding algorithm with contrast enhancement introduces obvious distortion when
the embedding date is high while the proposed method solves this problems using
preprocessing procedure. On the other hand, the proposed method improves the max
payload with satisfactory visual quality and has proper image contrast enhancement
degree when the embedding rate is very high. The experimental results imply that the
proposed method can improve both visual quality and max payload. Meanwhile, the
additional data can be only extracted after image decryption, which is not flexible
enough. In the future, the research on homomorphic encrypted algorithm will be carried
on to study separable reversible data hiding methods in encrypted images with contrast
enhancement.
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Abstract. This paper presents a new deep network (non — very deep network)
with composite residual for handwritten character recognition. The main net-
work design is as follows: (1) Introduces an unsupervised FCM clustering
algorithm to preprocess the experimental data. (2) By exploiting a composite
residual structure the multilevel shortcut connection is proposed which is more
suitable for the learning of residual. (3) In order to solve the problem of over-
fitting and time-consuming for training the network parameters, a dropout layer
is added after the completion of all convolution operations of each extended
nonlinear residual kernel. Comparing with general deep network structures of
same deep on handwritten character MNIST database, the proposed algorithm
shows better recognition accuracy and higher recognition efficiency.

1 Introduction

With the development of technology, intelligent recognition bring us a lot of chal-
lenges [1]. Handwritten character recognition methods are mainly divided into two cat-
egories: handwritten character recognition method based on traditional feature extraction
and pattern classification [2], handwritten character recognition method based on deep
learning [3].

In this paper, we propose an algorithm for handwritten character recognition based
on composite residual structure [4, 5]. In the remaining part of this paper, Firstly, we
introduces the handwriting recognition framework based on deep learning, then
illustrate the design of the structure, and propose the handwritten character recognition
algorithm based on composite residual structure. The algorithm solves the classification
problem of handwritten numeral recognition. Then, the experimental scheme is
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designed, and compares our method and convolutional neural network. Finally, some
useful conclusions are obtained, and the further research work is prospected [6, 7].

2 Handwriting Recognition Framework Based on Deep
Learning

The frame of handwritten character recognition based on deep learning [8] is shown
in Fig. 1.
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Fig. 1. Handwritten character recognition method based on deep learning

3 Handwritten Character Recognition Algorithm Based
on Composite Residual Structure

At present [9, 10], the deep learning method has some problems need to be solved: First
problem: Deep learning model network parameter training is time-consuming, and the
latest research shows that: very deep network is not the greatest impact on the overall
performance of the factors, but will affect the other components of the network; The
second: The rapid development of industrial and academic circles, recognition of
handwritten character recognition accuracy and recognition efficiency of the increas-
ingly high demand. Therefore, it is possible to construct a structure to make it more
excellent performance in a certain depth (non deep) network. In order to solve the
above problems [11], this paper presents a framework of the handwritten character
recognition algorithm based on composite residual structure, and its structure is shown
in Fig. 2 below. The framework is characterized by:

(1) FCM clustering algorithm is introducing, and the clustering results are optimized.

(2) The feature extraction and morphological classification of handwritten characters
are carried out by using the characteristics of sparse connection and weight
sharing of convolutional neural network.

(3) The composite residual kernel is constructed. The multilevel short connection is
introduced. Then the Dropout layer is added after the optimization parameter.
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Fig. 2. Frame of handwritten character recognition based on composite residual structure

Specifically, the framework of the proposed algorithm can be divided into 3 parts:
data preprocessing [12], neural network architecture for expanding nonlinear kernel,
and composite residual structure kernel structure.

3.1 Data Preprocessing

In this paper, based on composite residual structure kernel structure, we introduce an
unsupervised clustering algorithm to preprocess the experimental data—FCM clustering
algorithm. FCM algorithm is an algorithm to determine belongs to a certain center of
clustering algorithm by membership degree of each data point, which is an improve-
ment of the traditional hard clustering algorithm.

3.2 Convolution Neural Network with Composite Residual Structure
Kernel Structure

Based on composite residual structure kernel convolution neural network architecture
shows in Fig. 3. We introduce this structure in the algorithm: the performance will be

Full
Pool Connection

Fig. 3. Composite residual structure for handwritten character recognition convolution neural
network architecture
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more obvious and the image can be directly used as the input of the network, so as to
avoid the complex image feature extraction and data reconstruction in the traditional
recognition algorithm.

3.3 Composite Residual Structure Kernel Structure

This paper present a framework of the handwritten character recognition algorithm
based on composite residual structure kernel structure, and the main network design of
composite residual structure kernel lies in:

(1) Proposing the compound residual structure, and adding the multilevel short
connection;

(2) Adding dropout layer after optimizing parameters.
(3) Replace the new residual block with a value of 1 X 1 +n *n+ 1 x 1.

Based on the proposed scheme, this paper proposes a composite residual structure
kernel. The principle structure is shown in Fig. 4 below.

F(x)

F(x)+x

G(x)=F(x)+x

K (x) = G(x) + x > G-

Relu

H, (x) = D[G(x) + x]

Fig. 4. Composite residual structure kernel structure framework

A description of the formula used in Fig. 4, with x as the input of the first layer of
the residual kernel.
Node 1:

G(x) = F(x)+x (1)

F(x) is the normal deep structure network, x is the first level shortcut connection;
Node 2:

K(x) = G(x)+x (2)

G(x) is the normal deep structure network, x is the second level shortcut connection;
Node 3:
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Hi(x) = D[G(x) +x] 3)

D(x) is the Dropout layer, x of the D(x) can be adjusted according to the settings of
different parameters. G(x) + x relative to node 3, for normal deep structure.

4 Experimental Comparison

This experiment using the Ubuntul6.04 system, TensorFlow platform, using the
MNIST standard library (training database of handwritten characters: 60000 pictures,
testing database of handwritten characters: 10000 pictures) to different network
structures in the experimental verification the same effect of network layers, the same
data set.

(1) Convolution neural network model identification accuracy: 0.9465.

(2) Model based on composite residual structure, as shown in Fig. 2, the model
identification accuracy: 0.988281. And the training process records of the model,
as shown in Figs. 5 and 6. The horizontal axis represents the number of cluster
training and with the increase in the number of labeled training clusters, training
accuracy gradually increased and stable.

Fig. 5. Accuracy of the training process based on composite residual structure model

cross._entropy

Fig. 6. Cross_entropy of the training process based on composite residual structure model
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5 Conclusion

In this paper, we presents a new deep network structure based on composite residual
structure network handwritten character recognition algorithm network. Its main idea
lies in: Proposed a new network structure which is tested under the same conditions,
compared with the method of handwritten character classification, has better character
recognition accuracy and higher recognition efficiency. First of all, we introduce an
FCM unsupervised clustering algorithm to preprocess the experimental data. Then, on
the basis of the basic framework, this paper puts forward two kinds of structural design:

(1) The composite residual structure is introduced and the multilevel shortcut con-
nection is proposed,

(2) After the completion of all the convolution operations of each composite residual
structure kernel, a dropout layer is added.
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Abstract. Binary hashing has been widely used for efficient similarity search
due to its query and storage efficiency. In this paper, we attempt to exploit
ensemble approaches to tackle hashing problem. A flexible ensemble hashing
framework is proposed to guide the design of hashing methods, which takes into
account three important principles namely higher accuracy, larger diversity and
the optimal weights for predictors simultaneously. Next, a novel hashing method
is designed by the proposed framework. In this work, we first use the weighted
matrix to balance the variance of hash bits and then exploit bagging method to
inject the diversity among hash tables. Under the same code length, the
experimental results show that the proposed method achieves better performance
than several other state-of-the-art methods on two image benchmarks CIFAR-10
and LabelMe.

1 Introduction

With the development of artificial intelligence and computer vision, image processing
technology has been more important in many fields [1-3]. Due to its low storage cost
and fast query speed, hashing has been widely adopted for approximate nearest
neighbour (ANN) search in large-scale datasets, especially in image retrieval [4].
Hashing is an approach of transforming the data item to a low-dimensional represen-
tation, or equivalently a short code consisting of a sequence of bits. The learning-based
hashing methods can be divided into three main streams: unsupervised, semi-supervised
and supervised methods.

The first stream is unsupervised methods which only use unlabeled data to learn
hash functions. The representative algorithms in this category include Locality Sen-
sitive Hashing (LSH), Spectral Hashing (SH) [5], Iterative quantization (ITQ) [6],
Isotropic Hashing (IsoH) [7], Anchor graph hashing (AGH) [8], Harmonious Hashing
[9] and Learning Binary Codes with Bagging PCA (BPCAH) [10].

The other two streams are semi-supervised and supervised methods, which have
been further developed to improve the quality of hashing by incorporating supervisory
information in form of class labels, including Semi-supervised hashing (SSH) [11],
Binary Reconstructive Embedding (BRE) [12], minimal loss hashing (MLH) [13],
Kernel-Based Supervised Hashing (KSH) [14], Fast Supervised Hashing (FastHash)
[15] and Supervised Discrete Hashing (SDH) [16].

Note that the methods which attempt to preserve label similarity, including
semi-supervised and supervised hashing, usually outperform the unsupervised methods
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in performance which not exploits the label information. In addition, some unsupervised
methods, such as SH and Harmonious Hashing which integrate the local information of
data, commonly perform better than those, such as PCAH [17] and ITQ which only
consider the global information. Also the data-dependent methods which utilize the
training data information usually have better performance than data-independent
methods. Therefore, an important criterion guiding the design of hashing methods is that
the generated hash bits should take as much information as possible.

Recently, some researchers propose to assign different bit-level weights to different
hash bits to calibrate the Hamming distance ranking. [18] proposes a query-adaptive
Hamming distance ranking method for image retrieve using the learned bitwise weights
for a diverse set of predefined semantic concept classes. [19] studies query-sensitive
hash code ranking algorithm (QsRank) for PCA-based hashing algorithms. [20] also
presents a weighted Hamming distance ranking algorithm (WhRank) based on the
data-adaptive and query-sensitive bitwise weight.

To maximally cover the nearest neighbors, recently, multi-table methods have been
further developed, which attempt to build multiple complementary hash tables. As one
of the best known methods, LSH constructs multiple hash tables independently, aiming
to enlarge the probability that similar data points are mapped to similar hash codes.
However, it often suffers from severe redundancy of the hash tables. Complementary
Hashing (CH) [21] proposes a sequential learning method to build complementary hash
tables, and obtained promising performance with much less tables. BPCAH tries to
learn several pieces of diverse short codes with Principal Component Analysis
(PCA) [22] and concatenates them into one piece of long codes, where a piece of short
code can be seen as a hash table with small code size.

In this paper, we attempt to exploit ensemble approaches, which have been widely
used in classification and regression, to tackle hashing problem. A flexible ensemble
hashing framework is proposed to guide the design of hashing methods. The frame-
work places three important principles namely higher accuracy, larger diversity and the
optimal weights for predictors into a common framework, which can provide insight
into their interrelation and would be helpful in designing more effective hashing
methods. Next, a novel hashing method dubbed weighted bagging PCA-ITQ is
designed by our ensemble hashing framework. Firstly, a weighted matrix is utilized to
balance the variance of hash bits in a single hash table; and then bagging technique is
exploited to inject diversity among hash tables; Finally, we concatenate the binary
codes generated by multiple diverse hash tables. Under the same code length, our
proposed method outperforms most state-of-the-art methods in retrieval performance.

2 Related Work

Most existing hashing methods are projections-based methods which this paper focuses
on. The PCAH adopts PCA to learn the projection functions. However, since the
variance of the data in each PCA direction is different, it is unreasonable to use the
same number of bits for different projected dimensions. As noted in [23], one simply
way to balance the variance is to apply a random orthogonal transformation to the
PCA-projected data. Motivated by [23], ITQ tries to learn an orthogonal rotation matrix
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to refine the initial projection matrix learned by PCA, so that the quantization error of
mapping the data to the vertices of binary hypercube is minimized. [9] uses locality
preserving projection (LPP) to replace the PCA projection which integrates more data
information. These methods are all data-dependent methods that the projection func-
tions are learned from training data.

Another class of projection-based hash methods are called data-independent
methods, whose projection functions are independent of training data, including LSH,
Kernelized locality-sensitive hashing for scalable image search (KLSH) [24],
Non-metric locality-sensitive hashing [25] and Locality-sensitive binary codes from
shift-invariant kernels (SKLSH) [26]. They use simple random projections for hash
functions. The data-dependent methods usually have better performance than
data-independent methods since the learned hash functions integrate data information.

Ensemble approaches to classification and regression have attracted a great deal of
interest in recent years [27-30]. While ensemble approaches to classification usually
make use of non-linear combination methods like majority voting; regression problems
are naturally tackled by linearly weighted ensembles. Two popular methods for cre-
ating accurate ensembles are bagging and boosting [31]. There are a few hashing
methods that use ensemble techniques to improve the retrieve performance. CH pro-
poses to adopt boosting-based approach to build complementary hash tables. BPCAH
exploits bagging method to learn several pieces of diverse short codes and concatenate
them into one piece of long codes. [32] attempts to train each hash function inde-
pendently using supervised information but introduce diversity among them using
techniques from classier ensembles. However, these methods are usually pretty
one-sided, which will neglect some important factors in designing hash approaches.
This paper proposes a comprehensive and flexible ensemble hashing framework to
guide the design of hash methods.

3 The Proposed Ensemble Hashing Framework

This section will introduce our ensemble hashing framework in detail. Let us first
introduce a set of notations. Given a set of n data points {xi S Rd}?zl, and the matrix
form is X € R™. Let {H;}_, denote L hash tables and each hash table is H;(x) =
{h,-(o)};‘:1 consisting of & hash functions. The output of one hash table is a k-bit binary
code matrix B;(x) € {1, —1}"*. A single hash bit can be expressed as h;(x) = sgn[g(x)],
where g(x) denotes prediction functions and sgn(v) = 1 if v >0 and —1 otherwise.
Figure 1 illustrates our observation. Firstly, we randomly sample three data points
X;, X, X3 from CIFAR-10 dataset, and compute their Euclidean distance as
D(x1,xz) = 2.3 > D(x1,x3) = 1.7, which denotes that x5 is more similar to x; than x5,
their similarity proportion is 1:35. Then, ITQ method is utilized to construct two hash
tables H; (x) and H,(x), and the above three data points can be encoded into two group
of 4-bit binary code matrices B; and B,. Let dj; (Xi, Xj) denote the Hamming distance
between binary codes x; and x;. From Fig. 1(c), we can find that the ranking obtained
by the first hash table is false d}, <d/,. Although the second ranking is correct, it is not

accurate since the similarity proportion is d{,/d{y = 2, which is far away from the
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Fig. 1. Our observation: two hash tables can not necessary achieve unique Hamming distance
ranking.

similarity proportion in original space. From Fig. 1(b), we find that the binary code
matrices B; and B, are not identical. In other word, the learned hash tables H;(x) and
H,(x) are diverse.

The observation above indicates that different hash tables may generate non-unique
Hamming distance ranking, false or correct, all in all, they are not the best ranking.

4 A Novel Weighted Bagging PCA-ITQ Method

41 PCA-ITQ

ITQ tries to learn an orthogonal rotation matrix R to refine the initial projection matrix
learned by PCA, so that the quantization error of mapping the data to the vertices of
binary hypercube is minimized. Its objective function can be written as:

min Q(B,R) = ||B — VR|;

1
st. RTR =1 M
Where V = XW* denotes the PCA-projected data, B is binary codes matrix,

||e||7 denotes the Frobenius norm, and I is a d-by-d identity matrix.

Weight: In practice, ITQ expects to balance the variances of different PCA-projected
dimensions using orthogonal transformation. However, it cannot necessarily guarantee
equal variances. We find that the variances are more uniform with the increase of
iterations, but cannot be equal. Therefore, it is unreasonable to assign the same weight
;= 1/k to different hash bits in ITQ.

Diversity: We randomly select m data pairs (x1,y;), (x2,2), -+, (X, Ym) from the
original data X X as the test set to evaluate the Ambiguity term. For the element

(X4, Ya), its similarity measured by the i-th hash bit is denoted as Sga) , and the convex
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combination is Sg,f? = Zf;l Sl(“) / k. The average Ambiguity term over the test data can

be written as:

1 m k

> (s )’ @)

a=1 i=1

’)):

Figure 2 illustrates the Ambiguity term of top k hash bits (ensembles). Here, we set
the size of test set as m = 5000. We find that the Ambiguity term curve increases
relatively fast for the first few ensembles, then it tends to be smooth and up to the
boundary as the ensembles increases.
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Fig. 2. The evaluation of the Ambiguity term on the CIFAR-10 dataset.

4.2 A Simple Weighted Method

Let {),z}le denote the top k eigenvalues after applying PCA on training data. It is
known that the projection dimension with larger eigenvalue 4 should contain more
information. Define {z,}/_, € R as the PCA-projected data, its meanisz =13z =0
and its variance is {v,}*_, with v, = var(z'). According to the definition of PCA which

projects the data along the directions of maximal variances, we have
Vs / Zle vi= /X / Zle 4. It denotes that the dimension with larger variance should

contain more information. Therefore, more weight should be assigned to the hashing
bit with larger variance and we propose to follow the proportion principle that the
weight of a hashing bit should be proportional to its variance which is denoted as:

w; = Vi/Zle Vi (3)
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4.3 Diverse Hash Tables Learning

From Fig. 2, we find that when enough bits are assigned, the Ambiguity term tends to
be invariable in ITQ. Here, we attempt to utilize bagging method to inject diversity
among hash tables. Bagging is based on random sampling in all the training data with
replacement. It trains a number of base predictors each from a different bootstrap
sample by calling a base learning algorithm. Next we will build our model formulation
and optimize it in a single hash table.

Model formulation: Firstly, we randomly sample a bootstrap sample X! =

T
{x(ll),xg), e x,@} from the training set X. Combining the weighted method with this

bootstrap training set, the optimization function can be written as:

The constraint WOTWO =1, requires the hashing hyperplanes to be orthogonal to
each other. G?) is a k x k weighted matrix with diagonal elements to be the weight
vector w;.

Optimization: To solve the problem above, an alternating way is put forward:
updating one variable with others fixed. The relaxed problem can be solved by doing
the following two steps iteratively.

(1) Fix G and update W.

Firstly, we initialize the weight matrix as: GY = k" 'E, where E is an identity matrix.
The objective function above can be equivalently shown as:

max ltr (W(l)TX(1>TX(l)W(l>)
W(I) ERdxk p

st WOTWO =,

(5)

This objective function is exactly the same as that of PCA. For a code of k bits, the

)

initial projection matrix W(l can be obtained by taking the top k eigenvectors of the

data covariance matrix XTX®
Inspired by ITQ, after obtaining W<l), we propose to find an orthogonal transfor-
mation to minimum the quantization error measured as ||B — VR||% with V = XW(©),
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The above optimization problem can be solved with respect to B and R alternatively,
these two alternating steps are as follows: The first step is to fix R, which begins with a
random orthogonal matrix, and update B as B = sgn(VR). In the second step, for a

fixed B, we compute the SVD of the matrix BTV as BTV = SQS". and then let

R = SS”. Performing the above two steps alternatively to obtain the optimal hashing
codes and the orthogonal transform matrix. The final projection matrix is denoted as

wi = W(I)R. In this paper, we use 50 iterations for all experiments.

(2) Fix W and update G.

To balance the importance of each hash bit, we attempt to assign different weights to
different hashing bits. The variance can be gained directly from the learning hashing
function that v; = var(z'), and the weight is computed as w; = v; / Zle v;. Therefore

we obtain the weight matrix GY.

Multiple diverse hash tables: Repeating the process for L times, we can obtained L
diverse hash tables W = {W(l> }IL: , and its corresponding weight matrix. Since the hash
tables are learned by the same base learning algorithm, the weights to hash tables are
uniform that & = 1/L. Given a new entity x € R?, the binary codes matrix generated by
one hash tables can be written as B; = sgn (xW(l>). We concatenate the L diverse binary

codes matrices to form the final codes matrix as: B = [B;,B,,...,B;] € REXT, Finally,
our WBPCA-ITQ algorithm is summarized in Algorithm 1.

Algorithm 1 . The WBPCA-ITQ algorithm

Input: The original data: X = {@1,®2,...,&n}, & € R¢; number of hash tables L;
code length k; the size of bootstrap sample p; iterations: iter.

1. Generate L bootstrap sample {X(l) € RT’X‘I}L];

2. For | =1,2,...,L

3. Compute initial projection matrix W « PCA(X(]));

4. Initialize the random orthogonal matrix R; the weight

matrix GV = k' E;

5. Fix G and update W®.

(] for i = l:iter do

7. Step-1: Fix R, update B = sgn(XW(l));

8 Step-2: Fix B, update R.

SVD(B"V)=5028"

R=Ss"

9. end for _
10. The final projection matrix W = WO R;
11. Fix W% and update GV using Eqn.(13);
12. End For
Output: The projection matrix: W = {W(l)};‘zl; the weight matrix: G = {G(l)}le.
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5 Experiments

We evaluate our methods on two real-world image data sets, CIFAR-10 [33] and
LabelMe [34]. The first dataset is CIFAR-10 which consists of 60K images categorized
into 10 classes namely air- plane, automobile, bird, cat, deer, dog, frog, horse, ship, and
truck. The size of each image is 32 x 32 pixels, we represent them with
320-dimensional gray-scale GIST descriptors [35]. The second dataset is 22K LabelMe
used in [13, 34] that consists of 22,019 images. The images are scaled to 32 x 32
pixels, and then represented by 512-dimensional GIST descriptors. For each dataset,
we randomly select 1,000 data points as queries and use the rest as gallery database and
training set.

To perform fair evaluation, we adopt the Hamming Ranking search commonly used
in the literature. All points in the database are ranked according to their Hamming
distance to the query and the top K samples will be returned. The groundtruth of each
query instance is defined as its 50 nearest neighbours based on Euclidean neighbours
[36]. The retrieval performance is measured with three widely used metrics: mean
average precision (MAP), precision of the top K returned examples and precision-recall
curves.

We compare the proposed WBPCA-ITQ with several state-of-the-art hashing
algorithms including LSH, SH, PCAH, ITQ, BPCAH. We also compare it with our
WPCAH and WPCA-ITQ which just use the simple weighted scheme on PCAH and
ITQ respectively.

There are two parameters to be set, the size of each bootstrap training set p and the
size of each individual (ensemble) k. The value of code length k has great effect on the
ensemble performance. Here, we set p = 20% X n and k = 16 for all the comparisons.
The ensemble code length is denoted as L x k. All the comparison methods are under
the same code length with our proposed method.

Figure 3 evaluates the retrieval precision for top 500 returned images with different
number of bits on the datasets CIFAR-10 and LabelMe. As for our proposed
WBPCA-ITQ method, it consistently performs better than the competitors BPCAH and
ITQ. For the ITQ method, we find that its performance increases rapidly for the
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Fig. 3. Precision of top K returned images with different number of bits on the two datasets.
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smallest code sizes, but then begin to level off as the code size increases. The cause is
that when enough bits are assigned, the Ambiguity term tends to be invariable, so does
the final ensemble result. Both BPCAH and our proposed method attempt to utilize
bagging method to inject diversity among hash tables, where BPCAH can be seen as a
specific example of our ensemble hashing framework whose base learner is PCA-RR
rather than PCAH. Because our proposed method is based on the more effective base
learner WPCA-ITQ, its ensemble performance can be more effective. Specially, we
also find that increasing number of bits leads to poorer precision performance for
PCAH. However, by intuition, more hash codes should catch more information and
should give better retrieval performance. The phenomenon can be visually illustrated
that the increasing weighted average error of hash bits will increase the final ensemble
error, so decrease the ensemble performance.

Figure 4 illustrates the precision and precision-recall curves respectively using 64
and 128 bits on CIFAR-10 and LabelMe data sets. The curves confirm the trends seen
in Fig. 3. Our proposed method WBPCA-ITQ consistently achieves the superior per-
formance to other methods. We observe that WBPCA-ITQ achieves the highest MAP
scores with different code lengths on all the datasets.

CIFAR-10 CIFAR-10 CIFAR-10 CIFAR-10

—D— wrcaTQ

—D—wecaiTQ
—6— WBPCAITQ, —
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Precision
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‘The number of retrieved samples The number of retrieved samples Recall@ 64 bits Recall@ 128 bits

Fig. 4. The precision and precision-recall curves respectively using 64, 128 and 256 bits on
CIFAR-10 and LabelMe datasets.

6 Conclusion

We have shown that the ensemble hashing framework, which places three important
principles namely higher accuracy, larger diversity and the optimal weights coefficient
for predictors into a common framework, is effective to guide the design of hashing
methods. There are several possible area to explore in the future research. Here we will
describe briefly about our future ideas as follows: (1) The local information of data can
be exploited to design more effective ensemble hashing methods in the future work.
(2) As noted in Deep Supervised Hashing (DSH) [37], the authors investigated network
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ensembles with different random initializations for retrieval problem. Under the same
code length, the ensemble codes further improve the retrieval performance. Although
this discovery is very interesting and useful, the authors failed to offer further theo-
retical analysis to it. In the future, we would like to use the robust CNN structure with
our ensemble hashing framework to further boost retrieval performance.
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Abstract. With the rapid development of computer technology, educational
information technology plays a more and more important role in modern edu-
cation. The development of cloud computing technology has brought great
influence and change to the construction of network learning platform. Aiming
at the problem of design and implementation under the environment of network
learning platform for cloud computing, through in-depth analysis of the current
network learning under cloud computing environment, learning theory, learning
object and system function, system construction is given a practical significance
of the cloud computing network learning platform and system design method,
provides the theoretical basis and reference for promoting the application of
cloud computing technology in modern education.

1 Introduction

With the rapid development of information technology, cloud computing has been widely
used in the field of education for its advantage and characteristics. However, the appli-
cation of cloud computing in higher education is still in its early stage in China [1-3].
As the organization of knowledge and the resource center of education information,
colleges and universities need to provide information services through modern infor-
mation technology today [4, 5]. At the same time, as a novel web application mode which
is of high reliability, high cost-effective and high scalability, the cloud computing tech-
nology exactly meet the demands of effective utilization on higher education information.
So itis an inevitable choice to apply the cloud computing technology in higher education
field.

At present, some colleges and universities use the cloud computing technology to
integrate the massive educational information resources, and develop education plat-
forms of various functions, such as the resource sharing platform designed by Hongmin
Gong [6], the education service platform designed by Tiebin Tang [7] and the digital
resource management platform designed by Junke Song [8], and so on [9-13]. These
educational platforms have improved the education level of colleges and universities,
enrich the education form in colleges and universities, and expand the pattern of
personality study. Therefore, addressing at the problem of multimedia teaching in
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colleges and universities, by analyzing the advantages of the cloud computing tech-
nology deeply, a novel construction and design of multimedia learning platform of
colleges and universities has been proposed in this paper, which is based on the cloud
computing technology. The theoretical foundation, object analysis and design principle
are discussed in this paper to illuminate the rationality and validity of the construction
and design. And the functions and applies of the multimedia learning platform are
analyzed and demonstrated. This work will provide several theoretical references for
the application of the cloud computing technology in higher education in the further.

2 Theoretical Foundation

2.1 Learning Theory

The network learning platform based on cloud computing is a platform that based on
multimedia resources in the network environment. The traditional learning theory and
the new learning theory under the network environment have a very important practical
significance for the design and construction of the cloud based network learning
platform [14].

The purpose of using network learning platform is to improve the quality of edu-
cation. To cultivate college students’ learning interest and learning ability, also to solve
the problems and problems in classroom learning, to cultivate their creativity and
self-learning ability. Therefore, to guide the network learning platform for cloud
computing based on the theory of learning should be diversified, mainly including
behaviorism learning theory, constructivist learning theory, humanistic learning theory,
educational communication theory, learning theory and learning theory of micro
Unicom etc.

2.2 Object Analysis

Object analysis, also called learner analysis, is a key part of instructional design. The
purpose of this study is to understand the learner’s learning readiness and learning
style. In order to determine the students’ learning task, importance and difficulty of
teaching, from teaching a starting point, clear target system, the design of teaching
activities, teaching contents, teaching strategies of the organization and arrangement of
the selection and use of teaching media, teaching evaluation and the use of the design
to provide the basis. It is the concrete embodiment of the teaching idea of “student is
the foundation”.

For network learning this form of learning, object analysis in addition to the need to
analyze on the learners, learning environment should also be analyzed, because only by
understanding and considering the particularity of the learning environment, learners
can better analyze play its role in guiding teaching. Through the analysis of the object,
it can be seen that the network learners are more diverse, individual, independent and
interactive than the traditional learners. At the same time, it is found that autonomous
learning is a process of active and independent self-knowledge construction [13]. The
characteristics of online learning requires learners to have a certain amount of
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knowledge, positive learning motivation and correct learning strategies, and the need
for efficient hardware facilities and a wealth of learning resources. Therefore, it is very
important to carry out a comprehensive analysis of the design of the entire network
learning platform.

2.3 Design Principles

The network learning platform based on cloud computing is an open learning resource
integration environment, which can integrate various resources. The combination of
teaching and learning by means of information technology [15]. Therefore, it should be
designed in accordance with the following principles:

(1) It should be an interactive, heuristic and autonomous online learning system, so as
to provide effective support for the cultivation innovative ability of students.

(2) It should be independent, flexible convenient, and with a powerful background
management system. Then all teachers can easily modify their teaching plans and
manage their teaching resources.

(3) It should establish a flexible dynamic management for all kinds of multimedia
source materials, such as text, film and television, animation, sound, pictures and
other multimedia materials. And it has to provide a flexible retrieval mode.

(4) It can realize scientific, reasonable and effective online instruction that online or
asynchronous based on expert knowledge and teacher experience.

(5) It should be of fully functional, and easy to operate.

The function of the platform should be able to meet the requirements of students’
autonomous learning, such as course learning, data downloading, online testing, col-
laborative communication and so on. The use of the platform should be as simple as
possible, to take into account the level of computer literacy of junior high school
students.

3 Demand Analysis

3.1 Network Learning Environment in Cloud Computing

The network learning environment in cloud computing environment contains four
important components: client, network learning system, server cluster in the cloud,
database in the cloud. The relationship and data flow between them can be described as
Fig. 1.

3.2 Application Analysis

Application analysis is an important stage of software development, and it is an
effective guarantee for the whole design process of the software. So it is necessary to
pay more attention to application analysis at first. Here, the application analysis will
achieve a series of related tasks in software development, such as the specific
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Fig. 1. The relationship of components in network learning environment

stipulation of technology requirements, the explicit functions of the each modules, so as
to reduce the workload in design, and improve the efficiency in development and test,
reduce the workload caused by rework.

In network learning platform in cloud computing environment, applications can be
divided into two categories, functional and non-functional. Functional applications are
primarily user oriented, they are directly related to the user’s actual application. The
demarcation and fundamental function of each module contained in the platform should
be clarified. They are the most concerned contents by the user. Non-functional applica-
tions is developer oriented, they are designed to analysis the technical requirements,
which are used to guarantee the normal operation and the post-maintenance of the system.

As in common system in cloud computing environment, application layer and
resource layer are the most important constituent part in our proposed network learning
platform. Application are realized in application layer, this layer provide user interface
to all kinds of user, and do data read-write with resource layer. Overall, the most
important functional application contain three categories. The class about knowledge
learning that contains instructional design, teaching management and knowledge hier-
archy. The class about learning place that contains distance training, virtual classroom,
and network course. The class about entrance that contains several network college and
universities. The applications can be described in a block diagram as shown in Fig. 2.

3.3 Function Analysis

Through a concrete analysis of application of network learning platform system based
on cloud computing, the system function is designed for the user management module,
public information module, online learning support module, tool module and data
processing and analysis module of interactive learning module, as shown in Fig. 3.
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Fig. 3. Function block diagram of proposed network learning platform

The user management module diagram to ensure the legality of access and oper-
ation for the learning of the users of the system; public information module has issued
the basic information of the website maintenance and information announcement
function; online learning module is a network learning platform for cloud computing
core module based on the realization of it is responsible for the teaching function. The
interactive communication module is a module of communication between students
and students, between students and teachers and between teachers and teachers.
Learning support tool mainly consists of teachers’ teaching experience according to
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their own design, and in accordance with the provisions of the standard complete
summary information files and documentation in the form of attachment, then uploaded
to the platform through the network system. Data processing and analysis module is to
achieve intelligent learning process management, intelligent learning content recom-
mendation, the learning platform for the intelligent check missing trap and other
aspects of the foundation to realize.

4 System Architecture

4.1 The Architecture of Our Proposed Platform

Network learning platform for cloud computing using the hierarchical architecture
based design, according to the application as the center, the construction of ideas to
function as the goal, building architecture, the hierarchical idea extends from a single
business application architecture to the system, according to different components of
the system physical and logical characteristics in the system within the scope of the
level of stratification.

The layered structure of this system, can give full play to the function of the cloud
computing platform for large-scale distributed system resource gathering, management
and scheduling, can be extended to provide high performance communication, dis-
tributed storage and computing ability, and integration of the concept of SOA, to
provide a unified support for the data in the system range, life cycle management,
support service interaction management, reliability and availability management,
realize the loose coupling architecture within the scope of system.

Flexible, transparent, building blocks, dynamic, universal and multi lease, is the six
core technology ideas of cloud computing platform. According to the characteristics of
cloud computing technology and the practical needs of the construction of network
learning platform, this paper designs the network learning platform system as shown in
Fig. 4. The learning platform system is composed of learning resources, storage space,
computing resources, application system and operating interface. Among them, the user
terminal, including user and client is the cloud computing system of the consumer, the
application layer, platform layer, data management layer and infrastructure layer is the
cloud computing system’s supporters and service providers.

4.2 The Modular Construction of Our System in the Cloud

The network learning platform design uses a top-down idea of modular design, in order
to make system toward distributed, miniaturization, direction, and enhance the system
scalability and operation stability.

In our proposed network learning platform, it is composed by six modules, as
shown in Fig. 5.

Operation Maintenance Module. This module is responsible for the entire system
configuration and control, which including rights management, monitoring alarm,
applications management, faults management and so on.
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Fig. 4. The system design of our network learning platform based on cloud computing

Data Acquisition Module. This module is responsible for collecting data from
external interface. Configuration management, data filtering, data preprocessing, and
other tasks are implemented in this module.

Data Storage Module. This module is most important part of the whole system. Its
kernel is integrated data management cell. This module contains relational database
cluster, distributed real-time data, distributed file systems. This module is responsible
for distributing the data synchronization of the whole system, database management,
access control, redundant strategy implementation, and so on.

Data Services Module. There is a web service APT in this module, to exchange
important date with service delivery module. This module contains a service man-
agement system, which is responsible for service registration, alteration, design,
review, distribution and cancellation. This module also provides data access services
and business logic services.

Service Delivery Module. This module achieves load balancing. And it also pro-
vides services for the management of the former servers and functional business
delivery management of all data.

Data Analysis Module. This module use a distributed computing model to do data
transformation, data aggregation, data correlation, and data mining.

All the six modules are mounted on a uniform distributed data bus. Using the
distributed data bus to exchange data and order with each other.
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Fig. 5. The modular construction of our system

5 Conclusion

The development of cloud computing technology is gradually changing the way of
higher education today, all kinds of education resources platform construction based on
cloud computing is an important part of the application of cloud computing in higher
education. This paper focuses on the advantages of cloud computing and the demand
for higher education, research and analysis learning theory and application require-
ments of network learning platform based on the cloud computing and detailed design
functional requirements of each module, and on this basis, construct the multi-media
learning platform architecture and system, which can provide theoretical and technical
reference for the integration, sharing and maximum utilization of information resources
in colleges and universities.
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Abstract. Due to the large volume of text documents uploaded on the Internet
daily. The quantity of Kurdish documents which can be obtained via the web
increases drastically with each passing day. Considering news appearances,
specifically, documents identified with categories, for example, health, politics,
and sport appear to be in the wrong category or archives might be positioned in a
nonspecific category called others. This paper is concerned with text classifi-
cation of Kurdish text documents to placing articles or an email into its right
class per their contents. Even though there are considerable numbers of studies
directed on text classification in other languages, and the quantity of studies
conducted in Kurdish is extremely restricted because of the absence of openness,
and convenience of datasets. In this paper, a new dataset named KDC-4007 that
can be widely used in the studies of text classification about Kurdish news and
articles is created. KDC-4007 dataset its file formats are compatible with
well-known text mining tools. Comparisons of three best-known algorithms
(such as Support Vector Machine (SVM), Naive Bays (NB) and Decision Tree
(DT) classifiers) for text classification and TF x IDF feature weighting method
are evaluated on KDC-4007. The paper also studies the effects of utilizing
Kurdish stemmer on the effectiveness of these classifiers. The experimental
results indicate that the good accuracy value 91.03% is provided by the SVM
classifier, especially when the stemming and TF x IDF feature weighting are
involved in the preprocessing phase. KDC-4007 datasets are available publicly
and the outcome of this study can be further used in future as a baseline for
evaluations with other classifiers by other researchers.

1 Introduction

In recent years, there is an enormous amount of machine readable data stockpiled in
files and databases in a form of text documents. Text classification is one of the most
common and convenient techniques for information exchange, in the meanwhile, much
of the world’s data can be found in text forms such as newspaper articles, emails,
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literature, web pages, etc. The rapid growth of the text databases is due to the increased
amounts of information available in electronic forms such as e-mails, the World Wide
Web, electronic publications, and digital libraries. Text mining can be defined as the
process of discovering meaningful and interesting linguistic patterns from a large
collection of textual data, and it is relevant to both information retrieval and knowledge
discovery in databases [1-3].

In general, data mining is an automatic process of finding useful and informative
patterns among large amounts of data or detecting new information in terms of patterns
or rules from that enormous amount of data. Data mining usually deals with structured
data, but information stored in text files is usually unstructured and difficult to deal
with, and to deal with such data, a pre-processing is required to convert textual data
into an appropriate format for automatic text processing. The purpose of text mining is
to process unstructured textual, extract non-trivial patterns or meaningful pattern from
the text, make the information included in the text accessible to the different data
mining algorithms and reduce the effort required from users to obtain useful infor-
mation from large computerized text data sources [1, 3]. Text mining generally mul-
tidisciplinary domain, thus, research works in texts involve dealing with problems such
as text representation, text analysis, text summarization, information retrieval, infor-
mation extraction, text classification and document clustering. In all these problems,
data mining and statistical techniques are used to process textual data [1, 2].

One of the most widely utilized procedures in the text mining studies is the pro-
cedure of text classification which is addressed in general as is the task of learning
under the supervisor. Text classification is a process of automatically classifying
unstructured documents into one or more pre-defined categories such as science, art or
sport... etc., based on linguistic features and content. The procedure can be depicted as
a natural language problem and the aim of this paper is to reduce the need of manually
organizing the huge amount of text documents. In the field of text classification
problem, very few research works have been studied for the Kurdish Sorani language.
Therefore, this field is at initial stages. It should be noted that due to the progress of the
World Wide Web, and the increased number of non-English users, many research
efforts for applying pre-processing approaches for other languages have been docu-
mented in literature. One of the most criteria in this framework is applying the text
classification problem on Kurdish Sorani text documents.

2 Literature Survey

Since Kurdish Sorani script is considered as the closest to the Arabic language, and
technically both have a written system that is from right to left. Thus, in this literature
study, the research works in the text classification field have been sorted starting with
the Kurdish language, shadowed by Arabic language, and then followed by English
language.

Mohammed et al. in 2012 used the N-gram Frequency Statistics for classifying
Kurdish text. An algorithm called Dice’s measure of similarity was employed to
classify the documents. A corpus of Kurdish text documents was build using Kurdish
Sorani news which consisted of 4094 text files divided into 4 categories: art, economy,
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politics, and sport. Each category was divided equally per their sizes (50% as a training
set and 50% as a testing set). The Recall, Precision and Fl-measure were used to
compare the performance. The results showed that N-gram level 5 outperformed the
other N-gram levels [4].

In [5], Al-Kabi M et al., in 2011, conducted comparison between three classifiers
Naive Bayes classifier, Decision Tree using C4.5 Algorithm and Support Vector
Machine to classify Arabic texts. An in-house collected Arabic dataset from different
trusted websites is used to estimate the performance of those classifiers. The dataset
consisted of 1100 text documents and divided into nine categories: Agriculture, Art,
Economics, Health, Medicine, Law, Politics, Religion, Science, and Sports. Addi-
tionally, pre-processing (which included word stemming and stop words removing)
was conducted. The experiments showed that three classifiers achieved the highest
accuracy in cases that did not include stemming. While the accuracy was decreased
when using stemming. This means that the stemming had impacted negatively on the
performance of the classification accuracy of the three classifiers.

In [6], Mohammad AH et al., in 2016 studied the performance of three well-known
machine learning algorithms Support vector machine, Naive Bayes and Neural
Network (NN) on classifying Arabic texts. The datasets consisted of 1400 Arabic
documents divided into eight categories collected from three Arabic news articles
namely: Aljazeera news, Saudi Press Agency (SPA), Alhayat. In terms of performance,
three evaluation measures were used (recall, precision and Fl-measure). The results
indicated that SVM algorithm outperformed NB and NN and Fl-measure for three
classifiers were 0.778, 0.754, and 0.717 respectively.

In [7], Mohsen AM et al., in 2016 conducted study to compare the performance of
different well known machine classifiers to classifying emotion documents. The ISEAR
dataset was applied. It consisted of 7,666 documents belonging to five categories
namely: Anger, Disgust, Fear, Joy and Guilt. Tokenization, stop word removal,
stemming and lemmatization as preprocessing tasks and TF-IDF as term weighting.
Also, two lexicons were used which are NRC emotion lexicons (National Research
Council of Canada) and SentiWordNet sentiment lexicons. Based on the obtained
results, the authors concluded that Logistic Model Tree (LMT) is the most appropriate
classifier in comparison with the other algorithms for English emotion documents
classification.

3 Text Mining Functionalities

In this paper, three types of classification techniques are used as described in the
following subsections.

3.1 Naive Bayes Classifier

Naive Bayes classifier is a probabilistic based approach which is based on Baye’s
theorem. It is a simple and efficient to implement [8, 9]. Naive Bayes classifier
underlies on the assumption that the features (words) in the dataset are conditionally
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independent which is computing the probability of each by figuring the frequency of
features (words) and the relevance between them in the dataset [8]. Despite that the
features independence assumption is unrealistic, Naive Bayes has been discovered
extremely effective for many functional applications, for example, text classification
and medical diagnosis, even when the dimensionality of the input is high [9].
Advantages of NB would include simplicity, efficiency, robustness and interpretability,
while the main disadvantage of NB is that it does not work properly with data having
noises. Thus, remove all the noises before applying NB classifier is the need [10].

3.2 Decision Tree Classifier

Decision tree algorithm is widely used in machine learning and data mining. It is also
simple and can be easily understandable and converted into a set of humanly readable
if-then rules [11]. The decision tree mechanism is used to test some feature values of
unseen instances at each node for classifying or finding the class of a given unseen
instance where the test starts at the root node and goes down to a leaf node. Information
gain is a suitable measure for choosing the best feature where the feature with highest
information gain is chosen to be the root node [12]. Advantages of the decision tree can
include straightforwardness, interpretability and capacity to handle feature interactions.
In addition, the decision tree is nonparametric, which makes issues like exceptions and
whether the dataset is linearly divisible [8]. Disadvantages of the decision tree can
include the lack of support for online learning and suffer from the issue of over fitting,
which can be handled using different strategies like random forests (or boosted trees) or
perhaps the problem of over fitting could be avoided by pruning the tree [8].

3.3 Support Vector Machine Classifier

SVM is a supervised machine learning algorithm and was proposed for text classifi-
cation by [13]. Researchers have used SVM widely in a text categorization task, such
as in [8]. In N-dimensional space, input points are mapped into a higher dimensional
space and then a maximal separating hyperplane is found. SVM technique classifica-
tion depends on the Structural Risk Minimization principal [14]. The linear Kernel
function is used in this paper scope as there is a very large number of features in the
document classification problem. Thus, SVM is suitable for text categorization prob-
lems due to their ability to learn [8]. Advantages of SVM can involve high accuracy,
and has great theoretic guarantees about overfitting [8]. Similarly, they work well
regardless of whether the data is linearly separable or not. Disadvantages of SVM can
involve complexity, poor interpretability and high memory requirements.

4 Methods and Materials

Before plunging into the details of the used methods and material in this paper, it is
worth mentioning an overview about Kurdish language. The Kurdish language belongs
to the Indo-European family of languages. This language is spoken in the geographical
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area spanning the intersections of Iran, Iraq, Turkey, and Syria [15]. However, Kurds
have lived in other countries such as Armenia, Lebanon, Egypt, and some other
countries since several hundred years ago, [16]. The Kurdish language is generally
divided into two widely spoken and most dominant dialects, namely; Sorani and
Kurmanji. Kurdish is written using four different scripts, which are modified
Persian/Arabic, Latin, Yekgirtli (unified), and Cyrillic [16]. The Persian/Arabic script is
mainly used in Sorani dialect for writing. Kurdish Sorani text documents have used in
this research. The Sorani text is more complex with its reading from right-to-left and its
concatenated writing style. The Kurdish Sorani character set is consisted of 33 letters
which are shown in Fig. 1.

SsDI9IISpdd RS IILEESom jiuvitrar g

Fig. 1. The Kurdish Sorani alphabets.

In the next subsections, Kurdish Sorani pre-processing steps, data representation
and term weighting are explained.

4.1 Kurdish Sorani Pre-processing Steps

Dataset pre-processing is an important stage in text mining. A huge number of features
or keywords in the documents can lead to a poor performance in terms of both accuracy
and time. For the problem of text classification, a document, which typically has high
dimensionality of feature space and most of the features (i.e., terms) are irrelevant to the
classification task or non-informative terms. The main objective of the pre-processing
steps is to prepare text documents which are represented by many features for the next
step in text classification. The proposed model of the pre-processing steps for Kurdish
Sorani text documents was introduced by authors in [17]. The most common steps for
the Kurdish pre-processing steps are tokenization, normalization, stop-word filtering,
and Kurdish stemming. The proposed Kurdish stemming-step module of the
pre-processing stage is a step-based approach to stages via which a word goes through
before arriving at the extracted root of the word. This stemmer determines the words
that have several affixes (e.g. a word that has ‘prefix’ + ‘root’ + ‘suffix1’ + ‘suf-
fix2* + ee+ + ‘suffixN’). This approach is not only utilized for stripping affixes from
nouns and verbs as it is used in other languages, but it is also used to strip affixes from
the stop words. A list that contains nearly 240 stop words (words that are widely used
in Kurdish Sorani) has been used [17].

4.2 Data Representation and Term Weighting

The text representation model is a process of transforming a document from a series of
characters into sequences of words so that to be appropriate for learning the algorithm
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and the classification task. The representation of text document can be coded as a form
of a matrix, where columns indicate words that distinguish the objects (text documents)
stored in each row, where each apparent word is a feature and the number of times the
word occurs in the text document is its value [18]. The most common technique for text
representation in the text classification task is the bag of words (BOW) [18]. This
method of document representation is also known as Vector Space Model (VSM); this
is the most common and easy way of text representation [19]. Each term that appears in
documents must be represented to a machine learning classifier as real-number vectors
of weights [19]. Thus, per a text classification research, the weighting of the term can
be divided into three major approaches [20]:

4.2.1 Boolean or Binary Weighting
This is the simplest way of encoding for the term weighting. If the corresponding word
(term) is used in the document d; at least once, then it is set to 1 otherwise to 0 [19, 20].

4.2.2 Term Frequency (TF)
In term frequency weighting scheme, an integer value indicates the number of times
that the term appears in a specific document d; [19].

4.2.3 Term Frequency Inverse Document Frequency (TF x IDF)

TF-IDF can be considered as the most accurate application for text categorization
domains with more than two categories. The TF-IDF weights are typically preferred
over the other two options [20]. It is a straightforward and efficient method for
weighting the terms in text documents categorization purposes [18]. In this work, the
TF-IDF weighting function is used which is based on the distribution of the terms
within the document, and within the collection, where the higher value indicates that
the word occurs in the document, and does not occur in many other documents, and in
inverse amount to the number of documents in the collection for which, the word
occurs at least one time [20]. This is can be calculated as follows:

TF.IDF (t;,d;) = TF(t;,d;) * log(N/DF(t;)) (1)
where TF is the frequency of the term in document d; and DF (t;) is the number of
documents that contain term ¢;, after stopping word removal and word stemming, and
N is the total number of documents.

5 Dataset, Experimentations, and Evaluation

Details of data set, experimental studies, different test options and various evaluation
metrics are explained in the following subsections.
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5.1 Dataset

Since datasets in general are not accessible for tests and text classification studies.
Thus, this new dataset called KDC-4007 is created. The most important feature of this
dataset is its simplicity and it is well-documented. The data set can be accessed and
widely used in various studies of text classification regarding Kurdish Sorani news and
articles. The documents consisted of eight categories, which are Sports, Religions, Arts,
Economics, Educations, Socials, Styles, and Health, each of which is consisted of 500
text documents, where the total size of the corpus is 4,007 text files. The dataset and
documents can become freely accessible to have original outcomes via future experi-
mental assessments on KDC-4007 dataset (KDC-4007 dataset can be accessed through:
https://github.com/arazom/KDC-4007-Dataset/blob/master/Kurdish-Info.txt). Table 1,
gives a full detail about the KDC-4007 dataset version. In datasets, the ST-Ds is just
stop words elimination is performed by using Kurdish preprocessing-step approach. In
the Pre-Ds dataset, Kurdish preprocessing-step approach is used. In the Pre + TW-Ds
dataset, TF x IDF term weighting on Pre-Ds dataset is performed. In the Orig-Ds
datasets, no process is used which is original dataset.

Table 1. KDC-4007 Dataset Experimentation.

Dataset K-Preprocessing-Step Module | Stop-word | TF-IDF | No. of | # of Features
Name Filtering | Weighting DOC’s

Orig-Ds No No No 4,007 | 24,817
ST-Ds No Yes No 4,007 |20,150
Pre-Ds Yes Yes No 4,007 13,128

Pre + TW-Ds | Yes Yes Yes 4,007 | 13,128

5.2 Experimentations

Generally, the point of performing text classification is to classify uncategorized
documents into predefined categories. However, when we look from machine learning
point of view, the objective of text classification is to learn classifiers from labeled
documents and satisfy categories on unlabeled documents. In literature, there is an
affluent set of machine learning classifiers for text classification. The determination of
the best performing classifier relies on various parameters, for example, dimensionality
of the feature space, number of training examples, over-fitting, feature independence,
straightforwardness and system’s requirements. Taking into consideration the high
dimensionality and over-fitting aspects, three well-known classifiers (C4.5, NB and
SVM) are chosen among all classifiers in our experimentation.

Each classifier is tested with the 10-fold cross validation technique, which is a very
common strategy for the estimate of classifier performance, the data is divided into
10 folds; nine folds of the data are used for the training, and one-fold of the data is used
for testing.
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5.3 Evaluation

In the field of machine learning, there are diverse evaluation criteria that can be used to
appraise classifiers. In this study, the four popular evaluations; accuracy (ACC), pre-
cision, recall and F1-measure are utilized. Their mathematical equations are illustrated
below:

Accuracy = TN 4+ TP/TP + FP + TN + FN 2)

Precision = TP/TP + FP 3)

Recall = TP/TP 4+ FN

(
(
4)
F — Measure = 2 x (Recall * Precision)/(Recall 4 Precision) (5)
Accuracy it is the most widely used on a large scale to assess the standard of per-
formance, which is the proportion of the total number of class files that are properly
classified. In addition, the time to build the model is involved in the comparatives
analysis. The classifiers compare the effectiveness of the proposed approach to measure
how accurate the classification was by counting the number of correctly classified

instances and the number of incorrectly classified instances. It is worth noticing that the
same datasets are applied on all classifiers.

6 Results and Discussion

In this section, three different classifiers are used to study the effect of each of the
preprocessing tasks. The three classifiers are used with four different representations of
the same datasets. After conducting comparisons on the datasets, some insightful
thoughts and conclusions can be discussed. The objective of this set of experiments
was to compare the performance of the considered classifiers for each of the four
different tests of the dataset.

Tables 2, 3 and 4 show the accuracy for the four different representations with three
classifiers, the number of correctly classified instances (CCI), the number of incorrectly
classified instances (ICI), and time spent to build mode (TB). Per the proposed tech-
nique, using normalization, stop-word removal, and Kurdish Stemming-step module
produced a positive impact on classification accuracy in general. As shown in Table 2,
the Kurdish preprocessing-step module provided a dominant impact and generated a
significant improvement (in terms of classification accuracy) with the SVM classifier.
This can be seen from the experiences of the Pre-Ds and the Pre + TW-Ds datasets
respectively. On the other hand, stop word removal provided a slight improvement with
the SVM classifier which can be seen from the ST-Ds dataset. However, stemming
helped in gathering the words that contained similar importance, a smaller number of
features with further discrimination were achieved. For any classification system, the
model building time is a critical factor. As expected, the learning (model building)
times for the four tests were generally low compared with the NB and DT (C4.5).
Utilizing Kurdish Stemming-step module reduced the building times for the classifier
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compared with the Orig-Ds dataset. In addition, the average precision and recall of the
eight categories for the Pre-Ds were satisfactory compared to the Orig-Ds dataset in
which stemming processing was used which reduced the size of feature that effected the
final performance of Kurdish text classification.

Table 2. Accuracies for the SVM Classifier on KDC-4007 Dataset

Trails ACC% | CCI |ICI | Precision | Recall | F1-Measure | TB (Sec)
Orig-Ds 87.17 |3493|514/0.87 0.87 |0.87 4:27
ST-Ds 87.62 | 3511|496 |0.88 0.87 [0.87 4:20
Pre-Ds 91.44 | 3664 |343/0.92 091 |0.91 3:33
Pre + TW-Ds |91.48 |3666 | 341|0.92 091 [0.91 4:23

On the other hand, it was noticed that the precision, recall and F-measure for the
ST-Ds dataset were slightly effected. The Pre + TW-Ds results using the SVM with the
TF-IDF term weighting yielded better than using the DT (C4.5) and the NB with the
TF-IDF term weighting.

From Table 3, on the DT classifier, it can be concluded that the Pre-Ds had the best
performance in general. On the other hand, the Pre + TW-Ds included
feature-weighting 7F x IDF and produced accuracy that was almost the same as the
Pre-Ds. The results in the Orig-Ds (the original dataset is used) were very small,
whereas, the performance for same dataset and the same classifier used with Pre-Ds
dataset increased significantly compared to the Orig-Ds dataset. The reason for this is
that the test in the preprocessing step contained Kurdish Stemming-step module
technique; whereas, the performance for the ST-Ds increased marginally which con-
tained stop word removal in the preprocessing stage. Another measure which obtained
from the experiments was the amount of time taken for building the models. As shown
in the Table 3, the DT required a huge amount of time to build the needed model for
four different datasets in general. While the time for building the models in tests
contained the preprocessing stage decreased very significantly compared to the original
dataset. The weighted averages for the precision, recall and F1- measure in the Orig-Ds
dataset are very small. Though the F1- measure for the same dataset and the same
classifier used in the Pre-Ds and the Pre + TW-Ds increased significantly compared
with the Orig-Ds dataset. The reason for this is that the two tests in preprocessing step
contained stemming, thus it can be inferred that the Kurdish Stemming-step module
improved the Precision and Recall for the classifier.

As indicated by the data introduced in Table 4 for the NB classifier, the highest
accuracy (86.42%) achieved when the pre-processing steps were used with the Pre-Ds
dataset. After performing feature weighting TF x IDF, the NB classifier obtained the
worst accuracy results with the Pre + TW-Ds compared to the values obtained from the
Pre-Ds dataset, where they were unexpected. As expected, the building times for
classifier like the NB, required a small amount of time to complete the model compared
to the DT. Consequently, it can be noticed from Table 4, that the results gave the highest
average Precision, Recall and F1- measure when the pre-processing steps were used.
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Table 3. Accuracies for the DT Classifier on KDC-4007 Dataset

Trails ACC% | CCI |ICI | Precision | Recall | F1-Measure | TB (Sec)
Orig-Ds 64.88 | 2600 | 1407 | 0.65 0.64 |0.65 231:33
ST-Ds 64.26 | 2575|1432 |0.68 0.64 |0.64 228:49
Pre-Ds 80.58 |3229| 7780.81 0.80 |0.80 150:29
Pre + TW-Ds | 80.53 | 3227 | 780 0.81 0.80 |0.80 164:29

Table 4. Accuracies for the NB Classifier on KDC-4007 Dataset

Trails ACC% | CCI |ICI | Precision | Recall | F1-Measure | TB (Sec)
Orig-Ds 76.89 3081|926 |0.77 0.76 |0.77 9:36
ST-Ds 79.13 3129|881 (0.78 0.78 10.78 14:5
Pre-Ds 86.42 | 3464|544 10.86 0.86 |0.86 10:36
Pre + TW-Ds | 82.48 |3305|702|0.82 0.82 |0.82 10:50

Also, it was noticed that when the feature-weighting TF x IDF was used, the F1-
measure was decreased for the same dataset and the same classifier.

The dataset was experimented using 10-fold cross validation method. As illustrated
in Fig. 2, the best result obtained was through the SVM classifier. From the experi-
mental results, as in Fig. 2, it is obvious that the Kurdish preprocessing-step module
technique significantly influenced the performance of the DT classifier on the four
datasets. Thus, the range of accuracy in the DT was higher than SVM classifier.

In other words, the dimension of the dataset less influences the range of accuracy in
the SVM classifier than the DT and NB classifiers. This is because it works better in a
high dimensional environment.

Figure 3, shows the performance comparison of feature weighting TF x IDF
methods in terms of accuracy on datasets. The accuracy performance values of the two
classifiers excluding the SVM on datasets were insignificantly decreased after applying
feature weighting TF x IDF method. The accuracy values in the Pre-Ds for the NB
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70.00% — e
T 60.00% = — svM
5  50.00% o
g 40.00% bT
30.00% —e—NB

20.00%

10.00%
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Orig-Ds ST-Ds Pre-Ds Pre+TW-Ds

KDC-4007 Datasets

Fig. 2. SVM, NB and DT Results on the four versions of the dataset using Fold = 10.
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Fig. 3. Feature Weighting TF x IDF on Datasets using the SVM, NB and DT classifiers.

and DT classifiers were 86.42% and 80.58% respectively; however, they became
82.48%, and 80.53% after performing feature weighting TF x IDF method in the
Pre + TW-Ds. The only classifier with insignificantly increased performance was the
SVM classifier. For example, the accuracy value on the Pre-Ds datasets was increased
from 91.44% to 91.48%.

7 Conclusion

In this research, the experiments indicated that the SVM outperformed both NB, and
C4.5 classifiers in all tests. Applying normalization and Kurdish Stemming-step
module on the original datasets was affected the performance of the three used clas-
sifiers, thus, these classifiers provided better classification accuracy compared to the
original data. The performance of the classifiers SVM, NB and C4.5 was increased
marginally when the stop word filtering approach was used in the preprocessing stage.
Term weighting, such as TF x IDF method was performed after pre-processing steps
to determine the impacts of feature weighting methods on Kurdish text classification.
The experimental results indicated that; SVM increased the classification accuracy
value by 0.25%, but, the classification accuracy was decreased by 5.1 using NB
classifier. Besides, the classification accuracy was not affected when DT (C4.5) was
used.

References

1. Hotho, A., Nurnberger, A., Paal3, G.: A brief survey of text mining. LDV Forum-GLDV
J. Comput. Linguist. Lang. Technol. 20, 19-62 (2005)

2. Tan, A.: Text mining: the state of the art and the challenges concept-based. In: Proceedings
of the PAKDD 1999 Workshop on Knowledge Discovery from Advanced Databases,
pp. 65-70 (1999)



198

10.

11.

12.

13.
14.

15.

16.

17.

18.

19.

20.

T.A. Rashid et al.

. Chen, K.C.: Text Mining e-complaints data from e-auction store. J. Bus. Econ. Res. 7(5),

15-24 (2009)

. Mohammed, F.S., Zakaria, L., Omar, N., Albared, M.Y.: Automatic kurdish sorani text

categorization using N-gram based model. In: 2012 International Conference on Computer
& Information Science (ICCIS), 12 Jun 2012, vol. 1, pp. 392-395. IEEE (2012)

. Wahbeh, A., Al-Kabi, M., Al-Radaideh, Q., Al-Shawakfa, E., Alsmadi, I.: The effect of

stemming on arabic text classification: an empirical study. Int. J. Inf. Retrieval Res. 1(3), 54—
70 (2011)

. Mohammad, A.H., Alwada’n, T., Al-Momani, O.: Arabic text categorization using support

vector machine, Naive Bayes and neural network. GSTF J. Comput. (JoC) 5(1), 108-115
(2016)

. Mohsen, A.M., Hassan, H.A., Idrees, A.M.: Documents emotions classification model based

on tf-idf weighting measure. World Acad. Sci. Eng. Technol. Int. J. Comput. Electric.
Automat. Control Inf. Eng. 3(1), 1795 (2016)

. Hmeidi, 1., Al-Ayyoub, M., Abdulla, N.A., Almodawar, A.A., Abooraig, R., Mahyoub, N.

A.: Automatic Arabic text categorization: a comprehensive comparative study. J. Inf. Sci. 41
(1), 114-124 (2015)

. Rish, I.: An empirical study of the naive Bayes classifier. In: IJCAI 2001 Workshop on

Empirical Methods in Artificial Intelligence, 4 August 2001, vol. 3, no. 22, pp. 41-46. IBM,
New York (2001)

Sharma, R., Gulati, N.: Improving the accuracy and reducing the redundancy in data mining.
Int. J. Eng. Sci., 45-75 (2016)

Last, M., Markov, A., Kandel, A.: Multi-lingual detection of web terrorist content. In: Chen,
H. (ed.) WISL LNCS, pp. 16-30. Springer (2006)

Kotsiantis, S.B., Zaharakis, I., Pintelas, P.: Supervised machine learning: a review of
classification techniques, vol. 31, pp. 249-268 (2007)

Cortes, C., Vapnik, V.: Support-vector networks. Mach. Learn. 20(3), 273-297 (1995)
Burges, C.J.: A tutorial on support vector machines for pattern recognition. Data Min.
Knowl. Discov. 2(2), 121-167 (1998)

Esmaili, K.S., Eliassi, D., Salavati, S., Aliabadi, P., Mohammadi, A., Yosefi, S., Hakimi, S.:
Building a test collection for Sorani Kurdish. In: Proceedings of the 10th ACS/IEEE
International Conference on Computer Systems and Applications (AICCSA 2013), Ifrane,
Morocco, 27-30 May 2013. IEEE, New York (2013)

Hassani, H., Medjedovic, D.: Automatic kurdish dialects identification. Comput. Sci. Inf.
Technol., 61 (2016)

Mustafa, A.M., Rashid, T.A.: Kurdish stemmer pre-processing steps for improving
information retrieval. J. Inf. Sci., 1-14 (2017). doi: 10.1177/0165551510000000, sagepub.
co.uk/journalsPermissions.nav, jis.sagepub.com

Szymanski, J.: Comparative analysis of text representation methods using classification.
Cybern. Syst. 45(2), 180-199 (2014)

Salton, G., Wong, A., Yang, C.S.: A vector space model for automatic indexing. Commun.
ACM 18(11), 613-620 (1975)

Patra, A., Singh, D.: A survey report on text classification with different term weighing
methods and comparison between classification algorithms. Int. J. Comput. Appl. 75(7)
(2013)


http://dx.doi.org/10.1177/0165551510000000
http://sagepub.co.uk/journalsPermissions.nav
http://sagepub.co.uk/journalsPermissions.nav
http://jis.sagepub.com

Outsourcing the Decryption of Ciphertexts
for Predicate Encryption via Pallier Paradigm

Bai Ping', Zhang Wei?, Li Zhenlin', and Xu An Wang>®®

! Department of Electronic Technique,

Engineering University of PAP, Xi’an Shaanxi, China
bplb771937011@163. com, 1izhenlinl9921109@163. com
2 Key Laboratory of Information Security,

Engineering College of PAP, Xi’an Shaanxi, China
zhaangweei@yeah.net, wangxazjd@l63. com

Abstract. With the proliferation of computation and storage outsourcing,
access control has become one of the vital problems in cloud computing.
Supporting more complex and flexible function, predicate encryption (PE) is
gaining more and more attention in access control of decryption outsourcing.
Based on the somewhat homomorphic encryption Paillier scheme and combined
with Green’s scheme which supports outsourcing the decryption ciphertexts, we
constructed a Paillier type outsourcing the decryption ciphertexts via predicate
encryption. In this scheme, decryption can be outsourced to the cloud, and
which can greatly reduce the storage and computation costs of user end.
Moreover, the scheme supports arbitrary homomorphic addition and one
homomorphic multiplication on ciphertexts. IND-AH-CPA security of the
scheme is proved under subgroup decision assumption.

1 Introduction

With the proliferation of cloud computing [1], in order to reduce cost, more and more
users tend to outsource the complex computing tasks to the cloud. However, security
issues associated with cloud computing have become increasingly prominent. When
enjoying the convenience of outsourcing, the problem of access control is becoming
more and more serious. Li et al. [2], Chen et al. [3], Wei et al. [4] studies this problem
from different viewpoint and use different methods. However, research works that
combining the homomorphism and predicate encryption scheme are rare. There are still a
lot of works to do in this area. If one user save his sensitive data to the cloud server
without encryption, then the cloud may access illegally and even distort the data. In order
to prevent malicious leakage and illegal access to the sensitive data, users must outsource
their data in the encrypted form. And access control for the sensitive data is also an
important problem. The traditional encryption and decryption model of cloud computing
cannot achieve fine-grained access control. In 1984, Shamir [5] proposed Identity-Based
Encryption (IBE), in which the user’s public key was generated by a unique identifier
that was related to his/her identity. When the user visit server, they did not need to query
the user’s public key certificate any more. Predicate Encryption (PE), which was pro-
posed by Katz et al. [6], enables more sophisticated and flexible functionality.
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In a Predicate Encryption system, a secret key sk_ corresponds to a predicate v and
v

a ciphertext is associated with an attribute vector x. The predicate vector v € Z;’\{()}
and the attribute vector x € z;;\{()}, where if x-v =0modN then f (x) =1, else
v

f-(x) = 0. The user will get the correct decryption if and only if his/her attribute meets

the access policy. Due to the fine-grained access control on the ciphertexts, PE has
gained much attention and some works have been appeared, such as Identity-Based
Encryption (IBE) [5, 7], Attribute-Based Encryption (ABE) [8, 9], Hidden-Vector
Encryption (HVE) [10]. Clear et al. [11] proposed a predicate encryption scheme to
achieve homomorphic multiplication on ciphertexts on Z;.

In this paper, basing on Paillier’s homomorphic encryption scheme [12], and
adopting the classic method [13], we build a Paillier type encryption scheme that can
outsource the decryption of encrypted ciphertexts via predicate. The main advantage of
our scheme is the fine-grained access control property due to the idea of predicate
encryption. In our scheme, partial decryption of ciphertexts is outsourced to the cloud,
which greatly reduce the computing burden of users. The access control policy is
embedded into the ciphertexts, and only the users whose attributes satisfy the access
policy can decrypt the ciphertexts. Meanwhile, our scheme can operate on ciphertexts
for arbitrary additions and one multiplication. Homomorphic encryption allows the
server to operate in case where it do not know the original plaintexts. It is more con-
venient to operate the data for users. Homomorphic encryption has gradually become a
research hotpot and many homomorphic encryption scheme have emerged [11, 14, 15].

In Sect. 2, we give the preliminary knowledge of this paper. We present our
construction of outsourcing and analyze the homomorphic properties of the scheme in
Sect. 3. In Sects. 4 and 5, its security and performance analysis is described respec-
tively. In the next chapter, we make a conclusion.

2 Preliminares

2.1 Bilinear Map

Let G and G be two multiplicative cyclic groups of prime order p. Let g be a generator
of G. Define: e : G x G — Gr be a bilinear map with the following properties:

1. Bilinearity: for all r,s € G and a,b € Z,, then e(r“, sb) = e(r, s)“b.
2. Non-degeneracy: for arbitrary 1,s € G, e(r,s) # 1.
3. Computable: for all 1, s € Gr, e(r,s) can be computed in polynomial time.

2.2 Access Structures

Definition 1 (Access Structure [16]). Let P = {Py,P,,---, P, } be a secret-sharing set
of participants. The access structure AS is a non-empty subset of P = {P1,P,,---,P,},
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namely, ASC2P\{}. The monotone property of AS is defined as: If A € AS and
A € B, then B € AS. At the same time, sets in AS is called the authorized sets, otherwise
the unauthorized sets.

2.3 Linear Secret Sharing Schemes

Definition 2 (Linear Secret-Sharing Schemes (LSSS) [16]). A secret-sharing scheme
IT over a set of participants P is called linear (over Z,) if the following holds.

1. The shares of the participants form a vector over Z,.

2. There exists a [ x n matrix M that is called the share-generating matrix for I1. We
define a function p that maps every row of the share-generating matrix to a related
participant, i.e., for i = 1,2,---,1, the value p(i) is the participant which is asso-
ciated with the ry;, row. And we build a column vector v = (s, s, - - - ¥,), in which
(ya, - -yn) € Z;; are chosen randomly, and s € Z, is just the secret to be shared, then
M -v is the vector of I shares of the secret s according to IT. The share (M -v),
belongs to participant p(i).

Definition 3 (Linear Reconstruction [16]). Each linear secret sharing-scheme has the
linear reconstruction property: Let I1 being an LSSS for the access structure AS. Let
S € AS be an authorized set, and I = {i: p(i) € S},IC{1,2,---,I}. Then, if A; =
M; -v are valid shares of any secret s according to II, there must exist constants
{wi € 2,},., such that 3, ., w;Mw = s, otherwise {w; ¢ Z,}

iel”

2.4 Paillier Scheme

The Paillier encryption scheme [12], named after and constructed by Pascal Paillier in
1999, is a probabilistic public-key algorithm. A notable feature of the Paillier scheme is
its homomorphic property. Paillier scheme supports arbitrary homomorphic additions
and one homomorphic multiplication The scheme is described as follows:

Key Generation: Given a security parameter y, Choose two large prime number p
and g randomly and independently of each other. If both primes are of equal length
then ged(pg,(p—1)(¢—1))=1. Let n=pgg=n+1,1=¢(n),¢=qr)"
(modn). Select a random integer g where g € Z,. To ensure n dividing the order of g,
we combine binomial theorem (1 +7)*= 1 4 nx(modn?) to check the existence of the

following modular multiplicative inverse: ¢ = (L(g" (modnz)))_lmodn, where func-
tion L is defined as L(x) = “-L. Finally, the public (encryption) key is pk = (n,g) and
the private (decryption) key is sk = (1, ¢).

Encryption: Let m be a message to be encrypted, where m € Z,. Select random R
where R € Z*. Compute ciphertext as ¢ = g" - R"(modn?).

Decryption: Let ¢ be the ciphertext to be decrypted. we use private key to compute
the plaintext message m as
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L(c"(modn?)) - ¢ = L((¢"R")" (modn?)) - 5~
=L((1+n)"-R"(modn®)) - n~"!

=m-n-n"" = m(modn)

Homomorphic Properties: A notable feature of the Paillier scheme is its homo-

morphic  properties. Given two ciphertexts E(my,pk) = g™ R}(modn?) and

E(my,pk) = g’"2Rg(modn2), where R; and R, are randomly chosen from Z.
Homomorphic Addition of Plaintext:

D(E(my, pk) - E(my, pk)(modn®)) = D(g™R}) (¢"™R5) (modn?)
= D(E(ml -‘rl’)’lz,pk)) =my +my

Homomorphic Multiplication of Plaintexts:

D(E(my,pk)™ (modn®)) = D((g™R})" (modn®))
= D(E(mymy, pk)) = mymy

2.5 Security Model for PE
We adopt the security model of [6]. Which is described as the following:

Setup: The challenger C runs the Setup algorithm I' and gives the public param-
eters to the adversary B;
Phase 1: The adversary B is allowed to adaptively issue queries for private keys sk_

for many predicates vector v;
Challenge: The adversary B submits two messages myo and m; with equal length

and two attribute vectors xo, x1, where f_(xo) # 1 and f_(x1) # 1 for all the key

queried in Phasel: The challenger C flips a random coin b € {0, 1} and encrypts
my with x,. The challenge ciphertext ¢* is passed to the adversary B;
Phase 2: The adversary B may continue to issue adaptively queries like Phasel,
except the key query for predicate f;(?co) =1 and f;(?cl) =1,
Guess: The adversary B outputs a guess b. If b' = b, then the adversary B is
successful.
The advantage B of an IND-AH-CPA adversary in this game is defined as
Advrg(4) = |Pr[p' = b] — 1|, where 4 is security parameter.

Definition 4: A Predicate Encryption scheme is IND-AH-CPA secure if all polynomial

time adversaries B have at most a negligible advantage in the above security game.
Attribute-hiding requires that a ciphertext hide the associated attribute as well as the

plaintext, while payload-hiding only requires that a ciphertext hide the plaintext.
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In some applications which require the protection of attribute, payload-hiding is
unacceptable, and attribute-hiding meets the requirement.

2.6 Assumption

These assumptions are an extension of [17].

We define a group generator G. An algorithm which takes in a security parameter 1*
and output (N = p1paps3, G, Gr, e), where py, ps, p3 are distinct primes, G and Gr are
cyclic groups of order N. Let e : G X G — Gy being a map. We say that G is a bilinear
group if the group operation in G and the bilinear map e : G X G — Gy are both
efficiently computable. Let G,,, G,,, Gp, denote the subgroups of G. Select random
q € Gy, . Introducing the additional term & € G, still does not help to add advantage to
A, since h is independent of the challenge.

We now state the complexity assumptions that we will use to prove security of our
systems.

Assumption 1: Given a group generator G, we define the following distribution:
(N =pip2p3,G,Gr,e) — G
g,h — Gp17X3 — GP}?

D= (Gv E],h,X3),
Ty — Gp,, T1 = Gp,p,.

We define the advantage of an algorithm A in breaking Assumption 1 to be:

Adviga(Z) = |PtA(D, Ty) = 0] — Pr[A(D, Ty) = 0]

Definition 5: We say that G satisfies Assumption 1 if Advlga(4) is a negligible
function of 1* for any polynomial time algorithm A.

Assumption 2: Given a group generator G, we define the following distribution:
(N = p1p2p3, Gv GT» 6) — g
gahaxl — Gp17X27 Y2 — Gp27X37 Y3 — Gp37

D= (G,q,h,X3,X1X27 Y2Y3>7

Ty — GP1P37 Ty — GP1P2173'

The advantage of an algorithm A in breaking Assumption 2 is defined as:
Adv2g A(L) = [Pr[A(D, Ty) = 0] — Pr[A(D, T) = 0]].

Definition 6: We say that G satisfies Assumption 2 if Adv2ga(4) is a negligible
function of 1* for any polynomial time algorithm A.

Assumption 3: Given a group generator G, we define the following distribution:
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(N =pip2p3,G,Gr,e) «— G,k € Zy,
Q7h7<_ Gp15X27 Y2722 — szaX?) — Gp37
D= (G? QaX3aZ2agkX2;hY2)7
Ty = e(g,h)*, T, — Gr.

The advantage of an algorithm A in breaking assumption 3 is defined as:

Adv3ga(2) = [Pr[A(D, Ty) = 0] — Pr[A(D, T;) = 0]].

Definition 7: We say that G satisfies Assumption 3 if Adv3ga(4) is a negligible
function of 1* for any polynomial time algorithm A.

2.7 Paillier Type Outsourcing the Decryption of PE Ciphertexts Model

Before structuring the scheme, we briefly introduce the decryption of predicate
encryption ciphertexts model:

(1) Cloud: the cloud can provide convenience and shortcut for user because it has
powerful computing and storage capacity. However, the cloud server cannot be
trusted completely. We must not only encrypted the sensitive data, but also set the
necessary access control.

(2) User: the user usually tend to outsource complex data resources to the cloud
server, on the other hand, they do not hope these data being stolen and modified
by the cloud server (Fig. 1).

TK

CT

Fig. 1. Diagram of outsourcing scheme

3 Our Construction

Combining Paillier scheme with the idea of outsourcing decryption of predicate-based
ciphertexts, we present our construction that can realize access control on the results of
cloud outsourcing. Our scheme consists of the following five algorithms:

Setup (7, U): The setup algorithm takes as input a security parameter n and a
universe description U = {0, 1}". Then f is a random generator of the subgroup of G of
order N. F is a hash function that maps {0, 1}" to G. What’s more, it randomly chooses

sunny

MK = (g% PK) as the master secret key. The public parameters of this system is
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PK = {gagl = ga,e(g’g)i, {Tl = gti}i:l,‘.A,niF}

Encrypt (PK,m,(M,p)): The encryption algorithm takes as input the public
parameters PK and a message m. In addition, it takes as input an LSSS access structure
(M, p). The function p associates rows of M to attributes. Let M be an [ X n matrix.
The algorithm first chooses a random vector v = (s, 2, -+, V) € Z;, and s is the secret
to be shared. For i = 1,2,---,n, it computes 4; = M; - v, in which M; is the vector
corresponding to the iy row of M. In addition, the algorithm chooses random
p,ReZ r, - ,r €Z, His a hash function that maps G to (0,1) and H(p) # 0.

Finally, it select v; = {v,...,v,} to output the ciphertext CT:

c= gm/H(e(g,g)frx") . R”(modnz), C = g"
(Cr=g" - F(p(1))™", Dy =g"),-++, (Cr=g" - F(p(1))", D1 = g")
cr=(g'T)"

The final form of ciphertext is C = (¢, ¢y).
KeyGen (MK, S): This algorithm takes as input MK and an attribute set S to obtain

SK' = (PK, K = g”‘f/sgaT"/,L' =g, {K; = F(x)tl} S). The predicate vector is
xe

vi = {v1,...,v,}. The algorithm chooses a random value ¢,¢ € Z}. Let t = ¢'/¢, then
publish the transformation key 7K as:

PK,K = K/l/s — gf)c,-/sagat/r,L — L/l/s: — g(z’/s) — gz7 {KX}xeS: {K)/Cl/é}

xes

And compute part of the private key as:
Sk? ={{d;i = (hg)j}zzln}

Finally the private key is SK = (S,TK,skV).

Transform (TK, CT): The transformation algorithm takes as input a transformation
key TK = (PK7 K, L, {KX}XES) for a set S and a ciphertext CT = (C,C’, Cy, - -+, () for
access structure (M, p). If S does not satisfy the access structure, it outputs L. Suppose
that S satisfies the access structure and let IC{l,2,---,I} be defined as
I={i:p(i) € S}. Then, let {w; € Z,},, be a set of constants such that if {/;} are
valid shares of any secret S according to M, then ), , w;4; = s. The transformation
algorithm calculates:
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Q0 =e(C,K)/ <e (H C}”’,L> : He(Diw"aKMz‘)))

i€l i€l
= e(g,8) ""e(g, 8"/ (H e(g,g)’“;"'w’>

icl

—rxi/e

=e(g,8)

It outputs the partially decrypted ciphertext CT' = (C, Q).
Decrypt (SK, CT): The decryption algorithm takes as input a private key SK =

(8, TK,sk;) and a ciphertext CT. If the ciphertext is not partially decrypted, then the

algorithm first executes transformation algorithm. If the output is L, then this algorithm
outputs L as well. Otherwise, it uses (&, Q) to obtain Q° = e(g,g) "™, then uses the
partial private key sk_ and combines Euler’s theorem, that is:

v

L(c"(modn?)) - ¢ - H(e(cy,dy))
=2 e modn?) (e (76
= (mn/H(e(g,8)"™)) 0" 'H(e(g,g)_”‘" -e(g,h)”zm')

= (m/H(e(g,8) ™)) - H(e(g,8) "™ - e(g, )" 2"")

We can attain the plaintext m if and only if x - v = 0 mod N. The illegal decryptor

can not attain the plaintext m if x - v % 0 mod N, according to the non collision of hash
function.
Our outsouring construction is based on the Paillier scheme, so it satisfies the

properties of arbitrary additions and one multiplication. Let E(m;,PK) =

gm/H(e(e8) ™) . Rt (modn?) and E(my, PK) = g"/H((&8) ™) . R (modn?).

(1) Additively Homomorphic:

E(m1, PK) - E(my, PK) = g"/H(e(®s) ™) . gr . gma/Hlelg.e) ™)
= g(ml +m2)/H(e(g,’g)’“i>(Rle)n

= E(m| +m,, PK)

n
. R2

—rX;

The decryptor can obtain the value of e(g,g) ", if and only if the attribute satisfy
the ciphertext strategy, then the decryptor can use decryption algorithm to obtain
my + mo.
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(2) Multiplicatively Homomorphic:

M,

m
E(ml,PK "’2 - < my /H(e( R’11> 2(Inoan)

= E(mymy, pk)

In the similar way, the legal users can work out mm,. Since there is no efficient
algorithm to make e : G x G — Gr, so the scheme can operate on ciphertexts for only
one multiplication.

4 Security

To prove the security, we will adopt the dual system encryption methodology which
was used in [17]. We define two additional structures: semi-functional ciphertexts and
semi-functional keys.

Semi-functional Ciphertext: Let g, denote a generator of G,, ,select randomly
c€Zyand {z € Zy},_ 1, ,- A semi-functional ciphertext is formed as follows:

{er=(g"85") " }ictm

Semi-functional Key: d € Zy and {y €Zy},_, , are random values.
A semi-functional key is formed as follows:

{di = (hgwlgg}l)”7”'}1':1,...,;1

A normal key can decrypt both normal and semi-functional ciphertexts, while a
normal ciphertexts can be decrypted by both normal and semi-functional keys. When
we use a semi-functional key to decrypt a semi-functional ciphertext, there is left with

additional term (g5, g2) 22%7% Notice that if and only if a semi-functional key which
is satisfy that Y y; - z; = 0 is used to decrypt a semi-functional ciphertext.

Based on the assumptions, we will prove the security of our system using a
sequence of games.Game,., is the real security game in which both keys and ciphertext
are normal. In the second game,Game, the ciphertext is semi-functional and all keys
are normal. In third game,Gamey, the first k key queries are semi-functional and the rest
are normal. By the final game,Gameg,, all of the key queries are semi-functional key
and the ciphertext is a semi-functional encryption message. We will prove these games
are indistinguishable in the following lemmas.

Lemma 1: Assume there is a polynomial time adversary A such that Ady$“"r —

Adv§™ = ¢. Then we can construct a polynomial time simulator B with advantage &
in breaking Assumption 1.
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Proof: B is given a challenge sample of Assumption 1 (G, g, h, X5, T), which is used
as an input of the Setup algorithm.B chooses random value a € Zy,t; € Zy,
i=1,...,n. The public parameters are the same as Setup algorithm. B will simulate
Game,oq and Gamey with A.

As to the key queries v;, B can generate normal key by using the KeyGen algorithm,
because it knows the MK.

As to the challenge A randomly choose plaintext (g, m;) and attribute (xo, X ), then
B will imbeds the Assumption 1 into the challenge ciphertext. In the first place, it flips a
random coin b, and then attain the sets of ciphertext:

m/H (e(T,g)’ Z*?)

*

c={c=g "R (modn2)7 {ci = Tl}i)(aim}i:l,.“,n}

If T € G,,, namely T = g', it is clearly that this is a properly distributed normal
ciphertext c*,else if T € G, p,, namely T = g"g5. This is a properly distributed
semi-functional ciphertext. B can use the output of A to gain advantage ¢ in breaking
Assumption 1 after all.

Lemma 2: Assume there is a polynomial time adversary A such that Adv§“"* ' —

Adv§™™ = ¢. Then we can construct a polynomial time simulator B with advantage &
in breaking Assumption 2.

Proof: B is given a challenge sample of Assumption 2,(q,%,X3,T,Y>Y3,X1X;), as an
input of the algorithm. The public parameters are generated which are just the same in
the proof of Lemma 1. B will simulate Gamey_; and Game; with A.

As to the key queries v;, for the queries > k,B can generate normal key by using the
KeyGen algorithm by using its knowledge of MK. For the queries <k, B can generate
semi-functional key which then be defined as:

where chooses random value s,d € Zy.
To the &y, key, B uses the value of T in the challenge, and choose random value. The
key will be set as:
TV
{di = (R"T")=7}

i=1,..., n

If T € Gpp,, it is clearly that this is a properly distributed normal key, else if

T € Gy,p,p,, namely, T = gsgggg . According to the Chinese Remainder Theorem, this
is a properly distributed semi-functional key. Now A choose the challenge (g, m ) and

attribute (xo,x1), B flips a random coin b, and the sets of ciphertext:

. gm/H (e(xlxz,g)’Z"?)

¢ = {c R (modn?), {e; = (XiXo)"“ "}, L}



Outsourcing the Decryption of Ciphertexts for Predicate Encryption 209

Let X, X, = g"g5, we can know that these values are also actually uncorrelated in the
subgroups G,,, Gy, according to the Chinese Remainder Theorem. This is a properly
distributed semi-functional ciphertext. B can use the output of A to gain advantage ¢ in
breaking Assumption 2.

Lemma 3: Assume there is a polynomial time adversary A such that Adv""*—

Gamefin C 1. . . .
Adv Aamef " = ¢ Then we can constrct a polynomial time simulator with advantage ¢ in
breaking Assumption 3.

Proof: B is given a challenge sample of Assumption 3, (q,X3,2Z,¢"X>,hY>,T) as an
input of the algorithm. B chooses random a € Zy,t; € Zy,i = 1,...,n. The public

ey

h from hY>, because it is hard to find a valid factor of N.B will simulate Game, and
Gamegipq With A.

As to the key queries v;,B choose random s, y; € Zy, and sets the semi-functional
key as:

L
{di = (0" YagZy )y}, )

LetY, = g{ ,Zy = g3, and then set y; = ¥, +f/d. Thus, this is a properly distributed
semi-functional ciphertext. A randomly choose the challenge (m,m;) and attribute
(x0,x1), B will imbeds the Assumption 3 into the challenge ciphertext. B flips ¢ random
coin b, and the sets of ciphertext:

cF={c=g¢g"-R" T2, {ci= (ngZ)xﬂaiti)}i:l,..‘.n}

if T = g’”/ H(e(g:h)")=m  the ciphertext ¢* is valid semi-functional, else if T € Gr, the
ciphertext ¢* will be a semi-functional encryption of a random message and it is a
perfect simulation of Gamef,;.

Theorem 1: If assumptions 1, 2, and 3 hold, then our system is IND-AH-CPA secure.

Proof: If assumptions 1, 2, and 3 hold, the real security game is indistinguishable from
Gamefy,q1, according to the previous lemmas. In Gamey,q, the challenge ciphertext will
give no information about b. Therefore, A only can attain negligible advantage in
breaking our construction. This is clear that our system is IND-AH-CPA secure.

5 Summary

In this article, we bring the thought of outsourcing the decryption of ABE ciphertexts into
Paillier scheme, and propose our Paillier type outsourcing the decryption of predicate
encryption ciphertexts scheme, which is suitable for the cloud environment. By using the
method of attribute-based encryption, we can solve the problem of access control on
cloud computing results, and the users’ computation overhead in decryption reduces
remarkably, because the process of outsourcing improves users’ decrypting efficiency.
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Further work is to explore the combination of outsourcing the decryption of PE
ciphertexts with the full homomorphic encryption, and to construct a more efficient and
practical outsourcing scheme for the full homomorphic encryption based on the cloud.
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Abstract. With the developments of RFID Technology, the unreliability of
RFID devices result in a large number of tag data’s redundancy data, and the
reliability of RFID source data is gradually harder to get the safeguard. The
reliability means the correctness of the RFID source data such as multi and
leakage of reading data. This paper designs a new RFID middleware architec-
ture, which introduces the system structure of middleware and shows the details
of each significant part of system. The data processing module and data trans-
mission module are the two main parts designated to get reliable RFID data. The
data processing module uses L-NCD algorithm to process data redundancy. The
data transmission module takes the responsibility of transferring data between
RFID middleware and the sever through JMS message transferring mechanism.

1 Introduction

With the developments of the RFID technology, the size of the RFID systems became
larger and more complex [1]. Because of the loss of united standard, the communi-
cation interfaces between RFID reader and system are mostly decided by the reader
manufactures. This situation results in the problem that the RFID system is difficult to
efficiently manage the readers [2] who have different protocols when they are
large-scaled deployed. During the early RFID applications, readers were directly
connected to the applications. The RFID data is dealt by applications to logical data,
where this method satisfies the need of simple RFID systems, however, this system’s
design is complex, the efficiency is low and the reusability is hard [3]. To get rid of this
kind of complexity, there exists the RFID middleware to guarantee the fast develop-
ments of RFID applications. The RFID middleware is a software used to process and
deal with the data from the reader. It is also the hub used to connect the low-level
reader and the high-level enterprise applications. Middleware system which works at
the independent level to take the processes to deal with the data shields the reader
hardware and the high-level applications. Thus, the expansibility and applicability of
the system have been improved greatly. During the early developments of RFID
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applications, the RFID data were transported to the applications directly and the
applications would deal with these original data. The RFID middleware is an appli-
cation used to process and deal with all the information and flow of events. It will help
to filtrate and format data the reader collected, then transport the processed data to the
background applications [4]. The middleware shields the reader hardware and the
high-level systems, shares the processes to deal with the data and takes the prepro-
cessing to the original data. It decreases the difficulty to develop the applications, and
the programs being developed do not need to face the low-level structure directly but to
call the middleware directly [5]. It provides a team of universal applications interfaces
(API), which can be connected to the RFID readers and read the RFID tag data. It is
able to filtrate, divide and count the tag data, decreases the flow data sent to the
background applications, reduces the effect from misreading, multi-reading and
redundancy in RFID systems [6].
The impact of middleware in the RFID structure is shown as the Fig. 1.

Labels — t-—-------- Reader  w_
| N

Middleware

s

I )
Application Systeme———»{ ~———
Data Warchouse

Fig. 1. RFID middleware system layer

The advantages of the RIFD middleware are [5]:

(1) Decreasing the difficulty to develop RFID applications. When companies take the
extended developments, they do not need to consider about the complex RFID
hardware, and they can focus on the events which they are cared at, which reduces
the burden of software developers.

(2) Cutting down the development cycle. The basic developments of the software cost
a lot of time. The development of RFID system is different from other common
application developments. Since the simple software technology cannot deal with
all RFID application problems where the most important issue is how to connect
to exist RFID hardware. If we choose the mature RFID middleware, we can save
50%—75% time of the development cycle.

(3) Increasing the quality of the development. The mature RFID middleware is clear
and ruled on interfaces which can efficiently prove the quality of the applications
and reduce the maintenance of system.

(4) Saving the development costs. Using the mature RFID middleware can save 25%-—
60% money of the development. The logical structure of the RFID middleware is
shown as Fig. 2. It needs to deal with three main problems: Data filtering (Data
cleaning), Data integration and Data transferring. This paper mainly designed a
new architecture in the RFID system middleware for data filtering and transferring.
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Fig. 2. Middleware logical structure

2 RFID Middleware Structure

This paper uses Java technology as the basis of the middleware design. The typical PC
application system environment is shown as Fig. 3. It can be divided to three parts:
Operating System, RFID application system and RFID middleware.

PC

RFID Application System

RFID Middleware

Operating System

Fig. 3. RFID application software environment

In these parts, RFID middleware is the key hub to connect high-level applications
and low-level RFID readers. The high-level application programs do not need to care
about the low-level specific machines’ (RFID readers and RFID tags) physic features,
and the middleware wraps the details of the tag data using filtering. As long as the
definition of the interfaces of the RFID middleware do not change, the high-level
applications program will not need to change, which means it improves the scalability
and the practical of the system. Role of RFID middleware in the whole RFID appli-
cation system is shown in the Fig. 3. This system is realized through the Java language,
because of the definite superiority of Java on the cross-platform [7] which is able to run
under Windows and Linux. Thus, it is very flexible.
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This paper study the RFID middleware system structure based on Java. We do not
consider the other specific application scenes, and just put forward the middleware
system structure based on the middleware function and the mobile devices features.
The design structure is shown in Fig. 4:

High-Level High-Level High-Level
Server Application Application Application

Data Transferring Module .
Data Storing
JMS Message Module
Communication

RFID Middleware Data Processing Module
Initial Label Data Data
Verify Cache Filtering Grouping

Devices Manage Module

User Defined
NFC Module Deployment Module
Management
Sensing Layer Reader Reader Reader Reader Reader

Fig. 4. Middleware system structure

(1) Devices Manage Module: It supplies the interfaces which satisfy to manage dif-
ferent and compatible RFID reader devices. As long as the definition of the
interface does not change, the background application program will not need any
change, and the function of the middleware makes the RFID system has a high
scalability and practical application, which reduces the cost of RFID devices that
the company needs to maintain.

(2) Data Processing Module: This module includes the preliminary verification, tag
cache, redundancy data process, loss read process and data dividing. The pre-
liminary verify uses specific protocol to verify the data. The tag cache takes the
Blocking Queue [8] to memorize the data which have been preliminary verified.
The redundancy data processing takes the L-NCD algorithm [9] to wipe off the
redundancy data. The loss read processing takes the SMUREF algorithm [10] to fill
up the loss reading data. The filter function of the middleware is the significant
data cleaning technology. When the device reads a lot of tags, there exists
redundancy. The more reading will cause more misreading. So how to transfer
real and useful data to the background applications becomes a hot study.

(3) Data Storing Module: This module takes the MySQL database to store RFID data.

(4) Data transferring Module: This module is used in the data transference between
high-level applications and the middleware. It uses JMS message delivery
mechanisms [11]. JMS cannot only store messages efficiently but also prove the
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correct and accurate transference of the messages. JMS affords a kind of “Proving
Transferring” mechanism.

(5) User Defined Module: It includes work diary management, system status query,
task managements and so on.

3 Data Processing Module

3.1 Data Processing Module

The Data Processing module’s flow chart is shown as Fig. 5. Firstly, the system takes
the preliminary verification to the collected tag data, which takes the Blocking Queue
to cache the processed data to delete the tag data which does not belong to this system.

/Label CaChe \
RedundantData __ Skipping Data
Initial Verify —> 5 0 ocs Read Grouping

Fig. 5. Data processing module flow chart

The tags’ format is shown as Table 1, where TaglD is the only tag’s marker. The
first 7 bits of the verified data is the original check code, and the server generates the
verified code through the CRC16 algorithm. The 8th bit is the RFID tag marker, TagID
and the check code data can be transformed into PC’s MySQL database through JSON
version conversation. When the middleware get the tag data, it can judge whether this
tag belongs to this system through the 8th bit marker, then take the same CRC16
algorithm to generate the first 7 bits check code and compare with the check code in the
database and judge whether the tag data has been changed. Checking data will be
deleted after the preliminary verification.

Table 1. RFID tag data format

TagID Source data | Data
EF4BF52A | 000006D0 |00 0 53 32 60 23 00 55 23 65 77 33 65 22 00 ED 4A 42

3.2 Design of Redundancy Data Elimination

The unreliability of the RFID devices result in the large number of tag data’s redundancy
data, where these redundancy data can be divided into two kinds: reader redundancy and
tag data redundancy. This is because several readers read one tag data or one reader read
one tag data repeatedly. If we do not deal with these kinds of redundancy data, quite a lot
of redundancy data rush into background applications will result in greatly decrease of
the system’s performance and reduce the efficiency of the system. Our RFID
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Fig. 6. Redundant data processing module

middleware system chooses L-NCD algorithm to process data redundancy. It can be
divided into two specific modules: Reader query module and redundant reader elimi-
nation module. Redundant Data Processing Module is shown in Fig. 6.

The work steps of the reader query module are shown as follow:

Stepl: The reader broadcasts a “query message” (you have a holder?).

Step2: Tags in the covering domain reply the query message, and notify the reader
whether there is a holder.

Step3: If the holder == ‘NULL’, the reader writes its ID into this tag; if the tag has a
holder and is different from the reader’s, then the reader ignores this reply; other-
wise switch to the next step.

Step4: All the tags in the reader’s covering domain do not have ‘NULL’ in their
replies, and this reader is a redundant reader, go to the next step.

StepS: Reader broadcasts a “query message” to the adjacent reader.

Step6: The adjacent reader replies the tag value (tag is the marker to record the
number of tags in the covering domain).

After the whole query process finished, go to the redundant reader eliminate module.
The steps run as follow:

Stepl: Reader calculates the adjacent coverage density D and the weight W.
Step2: If the reader’s adjacent coverage density is 0 and covering domain’s tag’s
number is not zero, this reader is not a redundant reader. Otherwise go to the next step.
Step3: List the readers’ weight comparing chart.

Step4: The tag chooses the largest weight reader as its holder.

Step5: Eliminate the readers which are not chosen by the tags.
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3.3 Design of Skipping Reading Data Process

After the redundant data processing finished, it should go to the skipping reading data
processing. We take the SMURF algorithm to filter the skipping reading data, the
filtering processes are shown in Fig. 7.
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Fig. 7. SMURF algorithm filtering flow

3.4 Data Transferring Module

RFID middleware is a Message-Oriented Middleware (MOM) [12]. Information is
transferring from one program to another program through messages. Information can
be transferred using asynchronous method, so the submitter does not need to wait for
the reply. The middleware aiming at the message contains the functions not only the
passing message but also includes translating data, security, data broadcasting, error
recovering and so on. This module takes the responsibility of transferring data between
RFID middleware and the sever through JMS message transferring mechanism. JMS
can not only store messages efficiently but also prove the correct and accurate
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Fig. 8. Data transferring module flow chart

transference. It also provides a kind of “proving transferring mechanism”. This mod-
ule’s flow chart is shown in Fig. 8.

Data transferring between middleware and sever is realized through Java. It mainly
uses class library which includes ConnectionFactory, Connection, Session, Destination,
MessageProducer, MessageConsumer, TextMessage and MessageListener.

3.5 Other Modules’ Design

Devices Manage Module is responsible for managing and monitoring low-level reader
devices. This module mainly includes NFC module and other related modules.
The NFC module contains reader management and electric tag management which is
shown in Fig. 9.

Reader manage module can take NFC with sensing layer to manage readers, the
electric tag manage module is responsible for reading and writing on the RFID electric
tag. This module can be realized through libnfc_1.5.0. Libnfc [13] was the first free
bottom of the NFC development kit and programming API released under the GNU
public license.
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Fig. 9. NFC module

The data storage module is in charge of storing and back up of data. It generates the
JSON file from the related Java subjects which is sent to the server and stores to the
local MYSQL database. JSON and java subjects can be transmitted through GSON
component library. It can be shown as Fig. 10.

4 =) Android Private Libraries
o9 gson-2.2.4-javadoc.jar - E:\java\code\mycode\libs
o9 android-support-vd,jar - E:\java\code\mycode\libs
oo gson-2.2.4-sources,jar - E:\java\code\mycc

o9 gson-2.2.4.jar - Ei\java\code\mycode\|i

Fig. 10. GSON component library

The related code is as follow:

Gson gson = new Gson();
String jsonStr = gson.toJson(mMyDraw);
MyDraw mFormJson = gson.fronJson(jsonStr, MyDraw.class);

4 Conclusion

This paper designed a kind of RFID middle ware system based on java and the existed
middleware technology; it shows the system structure and the flow chart of each
modules; introduces the data processing module includes the skipping reading pro-
cessing module and the redundant reader elimination module, which use the L-NCD
and VSMUREF algorithms; it also introduces the data transferring module which is in
charge of transferring between RFID middleware and the sever, it uses the JMS
message transferring mechanism; at last it shows the results and the analysis the
experiment.



A New Middleware Architecture for RFID Data Management 221

Acknowledgments. This work is financially supported by the National Natural Science
Foundation of P. R. China (No. 61373017, No. 61572260, No. 61572261, No. 61672296,
No. 61602261), the Natural Science Foundation of Jiangsu Province (No. BK20140886,
No. BK20140888), Scientific & Technological Support Project of Jiangsu Province
(No. BE2015702, BE2016185, No. BE2016777), Natural Science Key Fund for Colleges and
Universities in Jiangsu Province (No. 12KJA520002), China Postdoctoral Science Foundation
(No. 2014M551636, No. 2014M561696), Jiangsu Planned Projects for Postdoctoral Research
Funds (No. 1302090B, No. 1401005B), Natural Science Foundation of the Jiangsu Higher
Education Institutions of China (Grant No. 14KJB520030), Jiangsu Postgraduate Scientific
Research and Innovation Projects (SJLX15_0381, SJLX16_0326), Project of Jiangsu High
Technology Research Key Laboratory for Wireless Sensor Networks (WSNLBZY201509),
NUPTSF(Grant No. NY214060, No. NY214061) and the STITP projects of NUPT
(No. XZD2016032 and No. SZD2016030).

References

1. Sakurai, S.: Prediction of sales volume based on the RFID data collected from apparel shops.
Int. J. Space-Based Situated Comput. 1(2-3), 174-182 (2011)

2. Chiou, J.C., Hsu, S.H., Kuei, C.K,, et al.: An addressable UHF EPCGlobal classl gen2
sensor IC for wireless IOP monitoring on contact lens. In: 2015 International Symposium on
VLSI Design, Automation and Test (VLSI-DAT), pp. 1-4. IEEE (2015)

3. Chen, J.C., Cheng, C.H., Huang, P.T.B.: Supply chain management with lean production
and RFID application: a case study. Expert Syst. Appl. 40(9), 3389-3397 (2013)

4. Aazam, M., Huh, E.N.: Fog computing: the Cloud-loT/IoE middleware paradigm. IEEE
Potentials 35(3), 40-44 (2016)

5. Bouhouche, T., Boulmalf, M., Bouya, M., et al.: A new middleware architecture for RFID
systems. In: 2014 14th Mediterranean on Microwave Symposium (MMS), pp. 1-7. IEEE
(2014)

6. Zhu, J., Huang, J., He, D., et al.: The design of RFID middleware data filtering based on coal
mine safety. In: The Proceedings of the Second International Conference on Communica-
tions, Signal Processing and Systems, pp. 859-867. Springer (2014)

7. Tian, M., Wan, M., Song, Y., et al.: An improvement on software of zeeman experiment
based on Java cross-platform technology. J. Pingdingshan Univ. 5(2), 17-25 (2015)

8. Upadhyaya, G., Rajan, H.: An automatic actors to threads mapping technique for JVM-based
actor frameworks. In: Proceedings of the 4th International Workshop on Programming based
on Actors Agents & Decentralized Control, pp. 29-41. ACM (2014)

9. Xu, H., Shen, W., Li, P., et al.: A novel algorithm L-NCD for redundant reader elimination
in P2P-RFID network. J. Algorithms Comput. Technol. (2017). doi:10.1177/17483018166
88020

10. Hongsheng, Z., Jie, T., Zhiyuan, Z.: Limitation of RFID data cleaning method—SMUREF. In:
2013 IEEE International Conference on RFID-Technologies and Applications (RFID-TA),
pp.- 1-4. IEEE (2013)

11. Li, J.: Design of RFID middleware based on SOA with JMX and JMS. Appl. Electron. Tech.
36(4), 119-122 (2010)

12. Herron, D., Castillo, O., Lewis, R.: Systems and methods for individualized customer retail
services using RFID wristbands. U.S. Patent Application 14/034, 395, 23 September 2013

13. Madlmayr, G., Kantner, C., Grechenig, T.: Near field communication. In: Secure Smart
Embedded Devices, Platforms and Applications, pp. 351-367. Springer New York (2014)


http://dx.doi.org/10.1177/1748301816688020
http://dx.doi.org/10.1177/1748301816688020

Multidimensional Zero-Correlation Linear
Cryptanalysis on PRINCE

Lu Cheng(@), Xiaozhong Pan, Yuechuan Wei, and Liqun Lv

Department of Electronic Technology,
Engineering University of Chinese People’s Armed Police, Xi’an Shaanxi, China
18302972151@163. com

Abstract. The PRINCE is a light-weight block cipher with the 64-bit block
size and 128-bit key size. It is characterized by low power-consumption and low
latency. PRINCEcore is the PRINCE cipher without key-whiting. For evaluating
its security, a statistical testing on linear transformation is performed, and a
statistical character matrix is given. By using the “miss-in-the-middle” tech-
nique, we construct 5-round zero-correlation linear approximations. Based on
the 5-round distinguisher, a 9-round attack on the PRINCEcore is performed.
The data complexity is 2*° known plaintexts and the time complexity is 2°>14
9-round encryptions. The testing result shows that the PRINCEcore reduced to 9
rounds is not immune to multidimensional zero-correlation linear analysis.

1 Introduction

In recent years, the term “Internet of things” [15-22] has become more and more
important in people’s field of vision. The development of Internet of Things has been
put on the strategic level by many countries and the scale of pertinent industry has been
expanding. Due to manufacturing costs and portability limitations, many of the devices
in the Internet of Things are computationally weak microprocessors. In order to protect
the radio frequency identification tags and smart card and other equipment commu-
nication security, while adapting to resource-constrained environment, many light-
weight block ciphers has been designed, such as PRESENT, LBlock, LED, KATAN,
KTANTAN and so on [1-4]. On Asiacrypt2012, Borghoff Proposed a lightweight
block cipher-PRINCE [5] which with 64-bit block size and 128-bit key size. PRINCE
is a cryptographic algorithm based on the FX-structure which is an interesting property
with a slight change in the round key. And it makes encryption and decryption con-
sistent, so that the decryption costs will be negligible. And the property is called a
reflection feature.

The zero-correlation linear cryptanalysis method was first proposed by Bogdanov
and Rijmen in [6]. The biggest drawback is the data complexity for attack. In order to
further reduce the data complexity, Bogdanov proposed multiple zero-correlation linear
analysis using a number of zero-correlation linear approximations to distinguish sta-
tistical distributions at FSE2012 in [7], but required multiple zero-correlation linear
approximation is independent of each other, and this assumption is difficult to satisfy.
Then Bogdanov proposed a multidimensional zero-correlation linear analysis model at
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ASTIACRYPT2012 in [8] to overcome the strong assumptions required for multiple
zero correlation linear analysis. The data complexity is substantially equivalent of
multiple zero correlation linear analysis. The validity of the zero correlation linear
analysis is applied on a series of important cryptographic algorithms for AES, LBlock,
TWINE, E,, SMS4, FOX and MIBS [8-13]. It is a focus in the current block cipher
analysis to evaluate the security of partial block cipher algorithm by using zero cor-
relation linear analysis.

The paper is organized as follows: Sect. 2 give an introduction of PRINCE and
introduce some properties of the matrix M. In Sect. 3, we briefly introduce multidi-
mensional zero-correlation linear cryptanalysis. A 5-round zero correlation linear
approximations of PRINCE is discussed in Sect. 4. Section 5 gives the 9-round zero
correlation linear attack on PRINCE. Section 6 concludes the paper and summarizes
our results.

2 Backgrounds

In this section, we give an introduction of PRINCE and introduce some properties of
the matrix M.

2.1 The Encryption Process of PRINCE

PRINCE is a block cipher with 64-bit block size and supports 128-bit key size. The key
is split into two parts of 64 bits each,

k=ko| ki
and extended to 192 bits by the mapping

(ko [ k1) — (ko || ko | ki) = (ko | (kg > > > 1) & (ko > >63) || ki)

The first two sub-keys ky and ké) are used as whitening keys, while the key &, is the
64-bit key for a 12-round block cipher we refer to as PRINCEcore, and the middle
transformation is recorded as two rounds. The whole encryption process of PRINCE is
shown in Fig. 1.

PRINCE e

Fig. 1. Structure of PRINCE
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PRINCEcore has two kinds of round transformation R; and R; I and they are
inverse transforms. And both iterate 6 rounds, and the middle transformation is
recorded as two rounds.

PRINCE,,,. = Rfll o Rfol o R(;l o Rgl o R;l o Rgl oM, ijgoRs0R,0R30R, oR{ o Ry

And the middle transformation M,,;; is defined as M,,;; = So M’ o §~!.

The 64-bit block is regarded as a 4 x 4 state matrix, each element is 4 bits (nib-
bles), and the round transformation is composed of four basic transformations, namely,
S-box, a linear permutation M, round constant addition, and key addition,
R=SBoMoAC o AK.

Key-add (AK): 64-bit state is xored with the 64-bit round key.

RC-add (AC): The 64-bit round constant is xored with the 64-bit state.

S-box (SB): A nibble uses a 4-bit S-box and there are 16 S-boxes. The S-box
mapping values are given in Table 1.

Table 1. S-box mapping (in hexadecimal)

Input (0|12 |34 |5]|6 |7
Output | B|F|3 [2 |A|C|9 |1
Input |8 |9/A|B|C|D|E |F
Output |6 |7 |8 |0 |[E|5 |D|4

The Matrices (M): The linear transformation M is applied to a 4 x 4 state matrix,
M = SR oM’ ,and SR is a row shift to the matrix. M’ = diag(M°, M", M", M°) is a
64 x 64 diagonal matrix, which is composed of two transformations M° and M 1
MP° and M! are both 16 x 16 binary matrices, defined as follows.

My M, M, M; M1 M2 M3 MO
00— M, M, M; M, 50— M2 M3 MO M1
M, M; My, M, M3 MO M1 M2
M; My M, M, MO M1 M2 M3
00 0 O 1 0 0 O 1 0 0O 1 0 0 O
01 00 00 00 0100 01 00
My = M, = M, = M; =
00 1 0 00 1 0 00 0 O 0010
00 0 1 0 0 0 1 0 0 0 1 00 0O
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2.2 Properties of the Matrix M

It is easy to verify that the linear transformation M’ of the PRINCE cipher is a diagonal
matrix, and when the diagonal matrix is applied to a 4 x 4 state matrix, it is equivalent
to applying each sub-matrix to each column of the state matrix. For further analysis, the
following properties of linear transformation M’ can be obtained. We agree that the 16
nibbles of the state matrix are mapped to 64-bit words in the following order.

0 4 (8 |12
1|5 9 |13
2 6 10 14
3 ‘7 1|15

Property 1 [14]: The state matrix is regard as 16 columns of 4-bit data i =0, ..., 15,
and the linear transformation M’ is equivalent to 16 independent linear transformations
were applied to each column, the transformation is as follows.

X1 wi(x) mod 2 X4
X2 wt(x) mod 2 ;
x| T we (x) mod 2 + Roty, X
X4 wt(x) mod 2

X1

Where wt(x) is hamming weight of x and Rof, denotes some rotations by n;
positions to the top.

Based on the Property 1, we use the computer program to test the linear trans-
formation M’, and then get the Property 2.

Property 2: The 16 nibble state is divided into 4 groups, and each column in the state
matrix is a group. We find that the confusion property of the linear transformation M’
makes that if a group has a nonzero nibble state, then only the same group has nonzero
nibble state after the transformation M’. n; denotes the number of group in which
i(0 <i<4) nonzero nibble state with fixed position transforms to j(0 <j <4) nonzero
nibble state with fixed position by the transformation M’. The values of n;; is showed in
Table 2 which are obtained by computer search, so that the probability of that linear

Table 2. n; values

]

0/1 |2 3 4
0[{1/0 |0 0 0
1{0/0 |0 16 44
2/0/0 [28 [256 |1066
310|16(256 |2848 |10380
4]0/ 441066 | 10380 | 39135
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transformation M’ transforms i nonzero nibble masks with a fixed position into j
ny/CyCy

nonzero nibble masks with a fixed position is p;; = T

3 Multidimensional Zero-Correlation Linear Cryptanalysis

A linear approximation of a vectorial function f based on F% is determined by n bit
input mask o and output mask f. And we define the corresponding linear approxi-

mation (ocL/f), it can be abbreviated as (¢ — ). The correlation coefficient of the
linear approximation is defined as:

Cy (o, B) = Cory(B - f(x) © ot - x)
=2Pr,(f - f(x) Da-x=0)—1

If Cy(a, ) =0, we call that the linear approximation is zero-correlation linear
approximation.

In multidimensional zero-correlation linear cryptanalysis,we treat the ¢ = 2"
zero-correlation linear approximations available as a linear space spanned by m base
zero-correlation linear approximations, and these linear approximations can be defined
as (a; — bi)i:O.l.u-mfl' The attacker chooses N pairs of plain-cipher and initializes a
counter N|z], where z is a m bit vector. Then extending some rounds before and after
the linear approximation, guessing the keys and partially encrypting and decrypting the
selected plain-cipher pairs, then the corresponding intermediate state of the linear mask
could be obtained, and is recorded as (p’, ¢’). Then, for each of the selected plain-cipher
pair calculated the (p, ¢’) by partially encrypting and decrypting, and the value of the
vector z can be obtained by Eq. (1):

z = (z[0],z[1], - - - z[m — 1])

1
=(ay-p Pbo-c,a1-p®b - -au_1-pP Bby_1-0) M)

Update the corresponding counter Nz]. Then, calculate the statistics 7"

om_ 1 om_1

T Z N2 —m 2”” Z — - _ (2)

If the guessed key is right key, the statistic T follows a normal distribution with the

mean py = (¢ — 1) %= and the variance o§ = 2({ — 1)(22’:,17)2. If the guessed key is
wrong key, the statistic 7 follows a normal distribution with the mean y; = ¢ — 1 and
the variance o7 = 2(¢ — 1). If we denote the probability that the right key guess is
wrongfully discard as o, the probability that the wrong key guess is regarded as the
right key as f3, and the decision threshold as © = uy + 00z1—4 = fi; — 09Zi—g, then the

number of known plaintexts for the attack should be approximately:
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(2" = 1)(21-2 + 21-p)

A )y,

Where n is the block length; z,_,,z,_z are the respective quantiles for the standard
normal distribution. For a more complete and detailed description of this method,
please refer to [8].

(3)

4 5-Round Zero Correlation Linear Approximations
of PRINCE

In this section, by using the “miss-in-the-middle” technique, we construct 5-round zero
correlation linear approximations of PRINCE. x; denotes the intermediate state of each
round in the encryption process xi;x,;xs;Xg — Rs;Ra;Rs;Rg'S, x¥ and x5
denotes the output of the S-box, the linear transformation M’, and the SR} shift
respectively. We agree that the 16 nibbles of the state matrix are mapped to 64-bit
words in the following order.

0 4 |8 |12
1 ‘5 9 |13
2 |6 10 |14
307 (11 |15

Theorem 1: If the input mask I'x§ of the linear transformation M’ in the 