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Biologically Inspired Cognitive Systems
(BICS’2008) - General Preface

This book is based on selected, expanded and significantly revised versions of
papers presented at the third International Conference: Brain Inspired Cognitive
Systems (BICS 2008) held in Sao Luis, Brazil, 24-27 June 2008, under the aus-
pices of the University of Marahnão and the General Chairmanship of Allan Kardec
Barros of that University.

BICS is an established biennial international Conference series (with BICS 2010
to be held in Madrid, Spain from 14-16 July 2010), which grew out of a set of
earlier meetings, namely the International ICSC Symposia on Neural Computation
(NC 1998) held in Vienna in 1998, and NC 2000 held in Berlin in 2000, which were
followed by the first BICS 2004 held in Stirling, Scotland in 2004, and the second
BICS 2006 in Lesvos, Greece. BICS aims to become a major point of contact for
research scientists, engineers and practitioners throughout the world in the fields of
cognitive and computational systems inspired by the brain and biology. As the brain
is the most competent information processing system on earth, BICS brings together
those who work on trying to understand how the brain achieves its competence and
apply this knowledge to the design of ever more intelligent computers. Neurologists,
Psychologists, Engineers and Computer Scientists regularly attend BICS meetings
which specialise on models of consciousness, computational studies of the brain,
and the design of brain-inspired machines and algorithms.

The aim of the third BICS 2008, like its predecessors, was to bring together lead-
ing computational scientists and engineers, in order to understand the prodigious
processing properties of biological systems and, specifically, of the brain, and to ex-
ploit such knowledge to advance computational methods towards ever higher levels
of cognitive competence. Four major international symposia were organized as part
of BICS 2008, under the headings: Cognitive Neuroscience (CNS 2008), Biologi-
cally Inspired Systems (BIS 2008), Neural Computation (NC 2008 and Models of
Consciousness (MoC 2008). The symposia were organized in patterns to encourage
cross-fertilization across the symposia topics.

This book comprises a selection of 19 chapters written by BICS 2008 authors
who were invited to contribute on the basis of originality, technical quality and rel-
evance of the works presented at the BICS 2008 Conference. All invited chapters
have been subjected to rigorous peer review by anonymous referees. The Editors are
convinced that this selection of works provides the reader with an up to date account
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vi Biologically Inspired Cognitive Systems (BICS’2008) - General Preface

of the latest research, development and ideas in the wide arena of disciplines encom-
passed under the heading of BICS 2008.

The book chapters have been grouped into four Parts, corresponding to the four
BICS 2008 symposia: (1) CNS 2008, covering computational models of the brain
and brain inspired algorithms and artefacts; (2) BIS 2008, covering broader issues in
biological inspiration and neuromorphic systems; (3) NC 2008, covering progress
in neural systems; and (4) MoC 2008 covering models of consciousness. A preface
for each Part has been written by the respective Symposium Chair that introduces
the constituent chapters.

Finally, the Editors would like to express their gratitude to all the BICS 2008 au-
thors who submitted high quality works and the anonymous reviewers who helped
ensure the quality of the chapters included in the book. Special thanks go to Jeanny
Pontin of the ICSC Interdisciplinary Research (Canada) for instigating and or-
ganizing the exciting biennial BICS meetings, and to Ann Avouris, the Springer
Publishing Editor, who gave us the opportunity to edit this book.

BICS 2008 Editors:

Amir Hussain, BICS 2008 Publications Chair and Chair NC 2008
(a.hussain@cs.stir.ac.uk)
Igor Aleksander, Chair CNS 2008 (i.aleksander@imperial.ac.uk)
Leslie Smith, Chair BIS 2008 (lss@cs.stir.ac.uk)
Ron Chrisley, Chair MoC 2008 (ronc@sussex.ac.uk)
Allan Barros, General Chair BICS 2008 (allan@elo.com.br)
Vassilis Cutsuridis, BICS 2008 Book co-Editor (vcu@cs.stir.ac.uk)
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Antônio Pádua Braga UFMG, Av. Antônio Carlos 6627, Belo Horizonte, MG,
CEP 31270-010, Brazil, apbraga@cpdee.ufmg.br

Giovani Carra Biomedical Engineering Research Group – NPEngBio,
Departamento de Engenharia Elétrica, Universidade de Caxias do Sul – UCS,
Alameda João Dal Sasso, 800 – Zip Code: 95700-000 – Bento Gonçalves, RS,
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DCOMP/UFS Depto. de Computaçao da Universidade Federal de Sergipe, Cidade
Universitaria Prof., Jose Aloisio de Campos, Jardim Rosa Elze, CEP 49100-000,
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Cognitive Neuroscience



Preface

Among the topics that make up the Brain Inspired Cognitive Systems group of
pardigms, Cognitive Neuroscience (CNS) is distinguished through the use of com-
putational methods in one specific way. Where in the rest of BICS an aim is to
use constructive methods to either understand or design systems with advancing
brain-like properties, CNS aims to use computational knowledge to analyse, model
and consequently understand the actual working of the neuro-chemical brain. To be
more specific, workers in CNS attempt to look at the properties of the brain that
have been identified through cognitive psychology (classically, attention, memory,
language, volition and emotion) and provide an analysis of the neural substrates
thought to be responsible for these properties. So rather than provide equivalent
models as one does in neuromorphic modelling, CNS attempts to provide a compu-
tational science of the brain.

In this volume four examples of this type of work are published. The first, by
Moura, Pego and Carillo-de-la-Pena of the University of Santiago De Compostela
in Spain, relates to the brain’s ability to adjust its sensitivity according to the nov-
elty of stimuli – reduction of sensitivity for predictable input and an increase for
novel patterns. The paper addresses the auditory modality. Neurophysiological mea-
surements are modelled and used to show that important gating mechanisms exist,
which encourages further research in the vein of the paper. The second contribution
by Do Rego Monteiro, Kogler, Ribeiro and Netto of the University of Sao Paulo in
Brazil has more of a methodological flavour and looks for useful techniques for a
broad application to bridge the gap between the operation of neurons and the result-
ing ability of an agent to gather analyse and transform knowledge. They concentrate
on a Memory Evolutive System and indicate that category theory forms a good basis
for general analysis. They go on to consider useful techniques for implementation
of an explanatory theory and show that the Izhikevich model of the neuron with
spike-dependent plasticity has considerable advantages.

The third paper by Oliveira and Gluz, addresses the question of human compe-
tencies as need to be known in job-selection is an exception in the sense that agent
rather than neural models are applied to cognitive ideas. This type of work still needs
verification through comparisons made with human evaluators of competency. The
final paper in this group, by Custuridis of the University of Stirling uses the neural
domain for attempting to model the cognitive ability of humans to make decisions.
This is distilled to decisions made in the making of eye movements.
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4 Preface

The above papers demonstrate two things. First there is no clear boundary be-
tween it and other cognitive sciences or, even, some areas of artificial intelligence.
Second, the computational methodologies that are used in explanations of cognitive
abilities of living organisms are continually being expanded. Neither of these ob-
servations is a criticism of the field, merely a statement that a true understanding
of the cognitive behaviour of the brain need not and should not be curtailed by the
definitions or analytic techniques that are fashionable at any particular time.

Igor Aleksander
Allan Barros
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and Maria T. Carrillo-de-la-Peña1

Abstract Sensory gating is the brain’s ability to adjust its sensitivity to incom-
ing stimuli, i.e., to diminish its response to irrelevant or repetitive stimuli (gating
out) and to increase it when a novel stimulus is presented (gating in). Most of the
existing studies have investigated the gating out mechanism, giving little attention
to the gating in function. Although both the P50 and N100 components of the audi-
tory ERPs (event related potentials) show amplitude reductions to stimuli repetition,
it is not clear if both components are part of a common gating system or if their
sensory modulation is uncorrelated. In order to respond to these questions and to
further characterize the sensory gating functions, we examined to what extent P50
and N100 are influenced by changes in the stimuli parameters and whether the sen-
sory modulation of both components are interrelated. To this end, we obtained ERPs
from 23 healthy volunteers using pairs of auditory stimuli which could be identical
.S1 D S2/, different in frequency .S1 D 1000HzI S2 D 2000Hz/ or different in
intensity .S1 D 80 dB SPLI S2 D 100 dB SPL/. As expected, the amplitudes of
P50 and N100 decreased in response to the second stimuli of the identical pairs.
With non-identical pairs, amplitude increases of P50 and N100 were observed only
in pairs with different intensity, but not frequency. Thus, the results showed that
both P50 and N100 are sensory modulated, showing that amplitude decreased to
stimuli repetition (gating out) and increased when the two stimuli of a pair differed
in intensity (gating in). A correlational analysis of the sensory gating indices (S2/S1
ratio and S1–S2 difference) obtained for P50 and N100 suggested that the sensory
gating function of both components may be of a different nature. The reliability of
the ratio and the difference indices of sensory gating is also discussed.
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1 Introduction

The sensory gating mechanism is the capacity of the nervous system to modulate
or to adjust its sensitivity to incoming stimuli, reducing its response to repeated
or irrelevant information – “gating out” – or increasing it in response to changing
stimulation – “gating in” (Freedman et al. 1987; Braff and Geyer 1990; Freedman
et al. 1991; Freedman et al. 1996). Both mechanisms are equally important for
normal brain functioning because, on the one hand, they protect it against informa-
tion overload, avoiding the transmission of irrelevant signals to the consciousness
(Venables 1964) and, on the other, they allow the detection of significant changes in
the environment.

The sensory gating mechanism has been studied in the auditory modality through
the P50, a component of the event related potentials (ERPs) that peaks around 50 ms.
The P50 reflects mainly preattentional processing and shows an amplitude reduction
to the second of a pair of identical stimuli (Freedman et al. 1983; Guterman et al.
1992; Clementz et al. 1998a; Clementz et al. 1998b; Boutros et al. 1999; Boutros
and Belger 1999; Grunwald et al. 2003; Boutros et al. 2004; Hirano et al., 2008).
Very few studies have investigated the gating in function of P50, and so far they
have produced inconsistent results (Boutros et al. 1999). It would be interesting to
observe how P50 amplitude is modulated by changes in intensity and frequency,
using non-identical pairs of stimuli.

It is likely that the sensory gating occurs at different phases of the information
process (Smith et al. 1994). In this vein, in addition to the P50, the sensory modula-
tion of other later ERPs components such as the N100 has been also studied (Boutros
et al. 1999; Clementz and Blumenfeld 2001; Boutros et al. 2004; Bramon et al.
2004; Hsieh et al. 2004). Although the N100 also displays amplitude reductions to
repetitive stimuli, the majority of studies have found an absence of association be-
tween P50 and N100 sensory gating. Although the two components differ by nature
(preattentional vs. attentional), one would expect that deficits at one stage of the
information processing would have an effect in a later phase.

The sensory gating function of P50 has been formulated as the ratio (Qr) of
P50 amplitude to the second (S2) and first (S1) stimulus of an identical pair
(S2/S1). With reasonable consistency, pathological groups such as schizophrenics
have shown larger S2/S1 ratios (smaller amplitude reductions to repetitive stimuli)
than healthy subjects. Nevertheless, the existing studies have shown a great variabil-
ity, to the extent that Qrs considered normal in one investigation are pathological in
other (Adler et al. 1982; Freedman et al. 1987; Nagamoto et al. 1989; Kathmann
and Engel 1990; Clementz et al. 1998b; Clementz and Blumenfeld 2001; Wilde
et al. 2007; Patterson et al. 2008). Alternatively, S1 minus S2 difference (Qd) has
also been calculated to evaluate the sensory gating mechanism. However, this index
is not free of low consistency problems. Thus more research work is necessary to
analyze the reliability of Qr and Qd, and to provide more normative data in healthy
people that could help to interpret the data in pathological groups.

In light of the above reflections, the present work has three main objectives.
First, to evaluate whether P50 and N100 amplitude changes in response to stimuli
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parameters reflect both gating in and gating out processes. Second, to evaluate
to what extent the sensory modulation at one stage (around 50 ms) is related to
the modulation at a later stage (around 100 ms) of the information process. Fi-
nally, to provide normative data of Qr and Qd for P50 and N100 components in
young healthy subjects and to analyze the consistency of these indexes. To this
end, the standard auditory paradigm used to obtain P50 was modified and the
ERPs were recorded while the subjects listened passively to a series of pairs of
stimuli which could be of three types: identical .S1DS2/, different in frequency
.S1 D 1000HzI S2 D 2000Hz/ or different in intensity .S1 D 80 dB SPLI S2 D
100 dB SPL/.

2 Materials and Methods

2.1 Subjects

Twenty three healthy psychology students (12 males and 11 females; mean age
21.52 with a range from 20 to 27 years) participated in the experiment. None had
a history of psychiatric or neurological disease, nor were undergoing pharmacolog-
ical treatment. The normal audiological status was verified by an evaluation of the
auditory threshold that revealed a mean hearing level around 30 dB SPL. Each stu-
dent was asked not to smoke and not to drink coffee two hours before the recording
session.

2.2 Auditory Evoked Potential Procedure

Pure tone stimuli (Ss) with duration of 50 ms were presented in a series that had
three different pairs of stimuli. The first type of pair had two identical Ss (both 80 dB
SPL and 1000 Hz). The second pair had stimuli with identical intensity (80 dB SPL)
but different frequency .S1 D 1000HzI S2 D 2000Hz/. The third pair had stimuli
with identical frequency (1000 Hz) and different intensity .S1 D 80 dB SPLI S2 D
100 dB SPL/. To distinguish the S2 of the pairs, we call the second stimulus with
different frequency, S3, and that with different intensity, S4.

Forty identical pairs, forty pairs with different frequencies and forty pairs with
different intensities were presented pseudo randomly in the sequence. The inter-
stimulus interval (ISI) was 500 ms, and the inter-trial interval (ITI) was 8 seconds.

Participants were seated in a comfortable armchair in an electrically-isolated,
sound-light attenuated room. They were instructed to fix their eyes on a point in
front of them, to avoid movements during the test, and to listen attentively to the
series of stimuli.

For this report, EEG activity was recorded with a 20 electrode electrocap (Bionic
Electrics Inc.) following the 10–20 International System and referred to both
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ear lobes. An electrode placed on the forehead served as ground. The vertical and
horizontal EOG were also registered for a posterior elimination of its influence over
the EEG recording.

For EEG data acquisition, amplification and filtering, a SynAmps amplifier con-
nected to NeuroScan version 4.1 (Neuroscan Labs.) was used. The acquisition rate
was 500 Hz. The signal was amplified 10.000 times and a 0.1–100 Hz bandpass and
a 50 Hz notch filters were used. Impedances were kept under 10K�.

Data treatment to obtain ERPs was performed with Vision Analyzer program
(Brain Vision). First, the EEG was segmented in epochs from �100 to 500 ms. Seg-
ments overC=� 100�V were automatically rejected. Other contaminated segments
were then eliminated after visual inspection. Ocular artifacts, baseline and linear
trends were corrected. Digital filters of 10–50 Hz and of 0.1–100 Hz were applied
off-line to obtain P50 and N100, respectively.

P50 was identified as the major positive component between 35 and 80 ms. When
two positive deflections were observed in this range, we opted for the latest. Al-
though P50 amplitude was referred to in the literature as preceded by a negative
peak (Nb), due to the difficulty in identifying this component in some subjects,
we decided to calculate P50 amplitude (in �V) in reference to the baseline. This
methodology seems to produce similar results as the peak to peak method. N100
amplitude was measured at the most negative peak between 70 and 120 ms.

The sensory gating indices, Qr (S2/S1) and Qd (S1–S2), were calculated for both
P50 and N100 amplitudes.

2.3 Data Analysis

To verify the effect of stimuli repetition (gating out) on P50 and N100 amplitudes,
t-tests were applied for the difference between amplitudes obtained from the S1 and
S2 of identical pairs.

In order to check whether P50 and N100 present gating in as a result of the 2nd

stimuli of a pair being different from the 1st, we used a repetitive measures ANOVA
with Stimuli Change as within-subjects factor (3 levels: S2 – or amplitudes for the
2nd stimuli of the identical pairs, S3 – amplitudes for the 2nd stimuli of the pairs that
differed in frequency, and S4 – amplitudes for the 2nd stimuli of pairs with different
intensity). The ANOVAs were performed separately for the following variables: P50
amplitude and P50 Qr and Qd, N100 amplitude and N100 Qr and Qd. We used t-tests
for a posteriori comparisons.

The possible influence of gender of the participants was evaluated in a prelimi-
nary analysis. Since this variable was not significant in any case, the corresponding
results were not presented.

For the second objective, Pearson correlations between sensory gating indices
obtained for P50 and N100 were calculated.

To assess the consistency of the sensory gating indices (3rd objective), we also
analyzed the association between Qr and Qd using Pearson coefficients.
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3 Results

3.1 P50 and N100 Amplitudes in Response to Stimuli Repetition
and Change

The mean P50 and N100 amplitude and latency values for each pair of stimuli are
presented in Table 1. The grand averages of ERPs filtered 10–50 Hz to obtain P50 are
presented in Figure 1 and those corresponding to N100 (ERPs filtered 0.1–100 Hz)
are presented in Figure 2 (figure “a” is for identical pairs, “b” for pairs differing in
frequency, and “c” for pairs of different intensity).

Figure 1a suggests that P50 amplitude is smaller in response to the second stim-
ulus when it is identical to the first (gating out function). The t-test confirmed a
significant difference between P50 amplitude to S1 and to S2 .t D 6:26I p < :001/.

The trend in the N100 data followed a similar pattern in response to stimuli
repetition, with amplitude reductions to the 2nd stimuli of the identical pairs (see
Figure 2a). The t-test for the difference between N100 amplitudes for the 1st and 2nd

stimuli were also significant .t D �4:93I p < :001/. As can be seen in Figure 2a, the
component P200, which was not analyzed in this study, also showed an amplitude
reduction in the traces corresponding to S2.

In response to non-identical pairs (gating in function), the repeated measures
ANOVA showed that the Change factor (identical pairs, pairs with different fre-
quencies and pairs with different intensities) was significant for both P50 and N100
amplitudes, as well as for the Qr and Qd indices obtained from those components
(with the exception of N100 Qr; see Table 2).

Post-hoc comparisons performed for P50 amplitudes and Q indices revealed that
P50 amplitude of the 2nd stimulus of non-identical pairs is significantly larger than
that of the 2nd stimulus of identical pairs, but only when the pairs are different in
intensity and not in frequency (S4>S2 but S3 is not significantly different from S2;
see Table 3). Thus, the change in tone frequency (1000 to 2000 Hz) did not cause the
gating in phenomenon as expected. On the contrary, this amplification function was
observed for intensity changes. The same results were obtained when P50 Qr were

Table 1 Mean P50 and N100 latencies (ms) and amplitudes .�V/ to three
pairs of stimuli: S1–S2 (identical stimuli), S1–S3 (stimuli with different fre-
quency) and S1–S4 (stimuli with different intensity). Standard deviations are
in parentheses

P50 N100
Pairs Latency Amplitude Latency Amplitude

S1 56.82 (9.63) 2.65 (1.12) 101.52 (12.15) �9:74 (4.72)
S2 52.27 (11.34) 1.30 (0.77) 92.00 (14.71) �5:35 (2.83)
S1 60.00 (6.02) 2.65 (1.31) 101.33 (11.14) �9:83 (4.65)
S3 56.55 (7.98) 1.35 (0.87) 96.10 (13.21) �6:39 (3.30)
S1 59.55 (7.40) 2.77 (1.60) 103.14 (10.82) �10:33 (4.80)
S4 58.36 (8.50) 2.84 (1.69) 101.33 (12.59) �11:76 (6.32)
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Fig. 1 P50 to identical and different pairs of stimuli. The black line corresponds to the 1st stimulus
of the pair (S1) and the gray line to the 2nd stimulus of each pair (S2 in figure 1a; S3 in figure 1b;
S4 in figure 1c)

used as the dependent variable. The difference in response to the 2nd stimuli which
differ in frequency or intensity can be observed in Figures 1b and 1c, respectively.

The above pattern of results was replicated for N100 amplitude, which also in-
creased in response to the second stimuli of the pair only when they had different
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Fig. 2 N100 to identical and different pairs of stimuli. The black line corresponds to the first
stimulus of the pair (S1) while the gray line corresponds to the second stimulus of each pair (S2 in
figure 2a; S3 in figure 2b; S4 in figure 2c)
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Table 2 Intra-subjects effects tests for the Change factor for
each dependent variable considered

F D.F. P VALUES

P50 AMPLITUDE 17:54 2;42 .000
P50 Qr 9:46 1.15;42 .004
P50 Qd 12:36 1.47;42 .000
N100 AMPLITUDE 22:62 2;40 .000
N100 Qr 5:36 1.03;40 .094
N100 Qd 13:96 1.35;40 .000

Table 3 Post-hoc contrasts using paired samples t-tests for P50 and N100 amplitudes and Qrs,
with different types of second stimuli

T D.F. P VALUES T D.F. P VALUES

P50 Amplitude N100 Amplitude
S2–S3 �0.23 22 .823 S2–S3 1.71 23 .103
S2–S4 �5.33 22 .000 S2–S4 5.05 23 .000
S3–S4 �4.30 22 .000 S3–S4 4.98 23 .000

P50 Qr N100 Qr
Qr12–Qr13 �0.37 22 .710 Qr12–Qr13 �0.30 23 .764
Qr12–Qr14 �3.65 22 .002 Qr12–Qr14 �1.69 23 .103
Qr13–Qr14 �2.84 22 .001 Qr13–Qr14 �1.85 23 .079

P50 Qd N100 Qd
Qd12–Qd13 0.14 22 .885 Qd12–Qd13 �1.39 23 .178
Qd12–Qd14 4.81 22 .000 Qd12–Qd14 �3.92 23 .001
Qd13–Qd14 3.64 22 .001 Qd13–Qd14 �4.25 23 .000

intensity but not when they differed in frequency (see Table 3 and Fig. 2b and 2c).
As shown in Fig. 2, generally the second stimuli caused a reduction in P200 ampli-
tude that was more accentuated when the pairs of stimuli were identical (Fig. 2a)
than when they were different (Fig. 2b and 2c). Moreover, an increase in the inten-
sity of the 2nd stimulus (S4) was associated with a positive component in the latency
around 300 ms that did not appear under the other conditions.

3.2 Sensory Gating of P50 and N100. Are They Related?

The analysis of Pearson coefficients between Q indices obtained from P50 and
N100 revealed scarce significant correlations (see Tables 4 and 5, for Qr and Qd,
respectively).

As can be seen in Tables 4 and 5, the only significant correlations between P50
and N100 indices were for the pair S1–S4 (stimuli with different intensity). For the
rest of the pairs of stimuli, no significant correlation between the indices of sensorial
modulation calculated for P50 and N100 were found.
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Table 4 Pearson correlation
coefficients between P50 Qr
and N100 Qr for each pair
of stimuli

P50 Qr – N100 Qr

S1–S2 �0:15 n.s
S1–S3 �0:19 n.s.
S1–S4 �0:85���

(���significant to p < :001; n.s.
non significant)

Table 5 Pearson correlation
coefficients between P50 Qd
and N100 Qd for each pair
of stimuli

P50 Qd – N100 Qd

S1–S2 �0:23 n.s.
S1–S3 �0:29 n.s.
S1–S4 �0:74 ���

(���significant to p < :001; n.s.
non significant)

Table 6 Mean Ratio (Qr) and difference (Qd) indices obtained from P50 and N100 amplitudes.
Standard deviations are in parentheses

P50 N100
S1–S2 S1–S3 S1–S4 S1–S2 S1–S3 S1–S4

Qr 0.52 (0.36) 0.56 (0.40) 1.54 (1.59) 0.65 (0.40) 0.68 (0.31) 1.54 (2.24)
Qd 1.35 (1.01) 1.30 (1.17) �0:07 (1.89) �4:39 (4.08) �3:44 (3.15) 1.44 (5.44)

3.3 Normative Data and Reliability of Sensory Gating Indices

The ratio (Qr) and difference (Qd) indices obtained from P50 and N100 amplitude
data are presented in Table 6. As can be seen, the P50 Qr ratio was 0.52, a value
lower than a unity (indexing “gating out”). The value is still slightly superior to
those found in other investigations that use the standard paradigm in normal groups
(in a range of 0.14 to 0.51). The ratio increased when the second Ss parameters
changed, although it was only higher than a unity (indexing “gating in”) when the
2nd stimuli were different in intensity (0.56 for frequency change and 1.54 for inten-
sity change).

The Qrs calculated for N100 followed a similar pattern, although the values for
S1–S2 and S1–S3 pairs were slightly superior to those calculated for P50.

The P50 sensory gating index calculated as the amplitude difference between the
1st and 2nd Ss (Qd) followed a similar but inverse pattern than Qr, i.e., values de-
creased when the parameters of the second stimuli changed, especially with changes
in intensity. As expected (given the negative amplitudes of N100), an inverse pattern
was found for N100 Qd.

The correlations between P50 Qr and P50 Qd were moderate but significant for
all of the pairs (Table 7). The correlations between N100 Qr and N100 Qd were
moderate but only significant for identical pairs and for the pairs with different fre-
quencies (Table 8).
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Table 7 Pearson correlation
coefficients of P50 Qr and
P50 Qd to each pair of stimuli

Pairs P50 Qr-P50 Qd

S1–S2 �0:73���

S1–S3 �0:75���

S1–S4 �0:69���

(���significant to p < :001)

Table 8 Pearson correlation
coefficients of N100 Qr and
N100 Qd to each pair of
stimuli

Pairs N100 Qr-N100 Qd

S1–S2 0.80 ���

S1–S3 0.82 ���

S1–S4 0.08 n.s.
(���significant to p < :001; n.s.
non significant)

4 Discussion and Conclusions

The results showed that the presentation of pairs of identical auditory stimuli pro-
voked a reduction in the amplitude of P50 and N100 in response to the second
stimuli of the pairs. This suppression supports the existence of a sensory gating
mechanism to repetitive and irrelevant information (gating out) that, as found by
other authors, is manifested at different indices of the ERPs (Adler et al. 1982;
Boutros et al. 1999; Clementz and Blumenfeld 2001; Boutros et al. 2004). The
waveforms showed that, besides P50 and N100, other components such as P200 also
presented a gating out function (also found by Fuerst, Gallinat and Boutros, 2007).
Thus, it seems that the sensory gating mechanism operates at different phases of the
information process.

Although the sensory modulation process occurring at 50 ms is possibly of a dif-
ferent nature than that occurring at 100 ms, it is logical to expect that an earlier
process would influence a later stage of information processing. Contrary to this
expectation, the correlation analysis did not support any relationship between sen-
sory gating indices (Qr, Qd) obtained from P50 and N100 amplitudes using identical
pairs. This result supports the argument that despite the fact that these components
are modulated by the characteristics of the sensory information, the nature of both
modulation functions is different. It is in partial accordance with a recent study by
Brockhaus-Dumke et al. (2008), who did not find any significant correlation be-
tween P50 and N100 when considering the ratio index and only a weak to moderate
correlation for the difference index. Nevertheless, Fuerst et al. (2007) found signif-
icant correlations between P50 and N100 sensory gating for both indices, although
the coefficients were of higher magnitude when considering the Qds. The root of this
discrepancy may lie on the fact that Fuerst et al. used peak-to-peak, instead of peak-
to-baseline measurements of P50 and N100. In summary, there is an open debate
in the literature about whether the sensory modulation of P50 and N100 compo-
nents are part of a common gating system or, on the contrary, they are independent
functions.
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In response to non-identical pairs, the results partially confirm that P50 and N100
present a gating in function. When the stimuli of the pair had different frequencies,
no significant increase in P50 or in N100 amplitude was observed in response to the
second stimulus. And, although Qr from pairs of 1000–2000 Hz was higher (0.56)
than that obtained from identical pairs (0.52), the difference was not significant.
These results contrast with those of Boutros et al. (1999) and Boutros and Belger
(1999) that showed that P50 increases when the second stimulus has a different
frequency compared to the first one. A possible reason for this discrepancy could
be that, in the present study, the pairs composed by grave and acute tones appeared
pseudorandomly mixed with pairs of different intensity. Possibly, in the comparison
between both kinds of pair, the frequency change could have lost its novelty value,
which is indispensable for observing a gating in effect.

This may be explained because for the human race and from an adaptive point
of view, it is more important to discriminate the intensity than the frequency of the
sounds. This explanation seems to be supported by the data obtained with pairs of
different intensity, which had a significant increase of P50 and N100 amplitudes
to the 2nd stimuli (with indices Qr > 1). High intensity stimuli also produced an
effect in components of long latency, like the positive deflection observed around
300 ms (P300). The appearance of this ERP component suggests that intense stim-
uli involuntarily attracted the subject’s attention, involving some kind of bottom-up
mechanism. The P300 presence also suggests that the high difference in the inten-
sity between S4 and the rest of the stimuli could have determined that it became
a target stimulus, and thus that the series became an oddball-like paradigm (S4, of
100 dB, presented 16.66% of the times).

The pattern founded agrees with the investigation of Ninomiya et al. (2000) who
observed that P50 amplitude only modifies with an intensity change but not with
a frequency change. Nevertheless, at odds with that study, we found an increase,
but not a P50 amplitude reduction, in response to the 100 dB stimuli compared with
the lower intensities. This contradiction can be understood by considering that the
brain’s response to really intense sounds is subject to inter-individual differences,
a phenomenon which is the object of an area of research (Carrillo-de-la-Peña 1992).
Other studies have also shown inconsistent P50 changes in response to intensity in-
creases (for example, Griffith et al. 1995 found P50 amplitude increases in response
to the first stimulus but, in response to the second stimulus, normal subjects showed
amplitude increases related to loud intensity while schizophrenics showed the op-
posite). The lack of studies applying paradigms that include pairs of stimuli with
different intensities does not allow a comparison of the results of this research with
similar investigations.

The ratio index (Qr) obtained for P50 in response to identical pairs of stimuli
was 0.52, a value slightly superior to those considered characteristic of healthy peo-
ple, that were in a range between 0.14 to 0.51 in other studies (Freedman et al. 1987;
Waldo et al. 1992; Hetrick et al. 1996, Clementz et al. 1998a, Clementz et al. 1998b;
Boutros et al. 1999; Light et al. 1999; Cadenhead et al. 2000). Maybe this difference
is due to the fact that the paradigm employed in the present study deviates from the
standard, because we presented different pairs of stimuli and an inferior number of
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repetitions of each kind of pair (40) in comparison with previous papers. As found
in the review made by Patterson et al. (2008), the heterogeneity among the stud-
ies explains the existence of a wide range of variability for both the schizophrenic
groups (with ratios from 56 to 158 %) and for the controls (from 9 to 73.4 %).

The results obtained for the P50 Qr and for the P50 Qd indices followed the same
pattern. This suggests that the S1–S2 difference index may be a valid alternative to
the S2/S1 ratio. In fact, higher test-retest reliability has been found for the difference
than for ratio index (Fuerst et al., 2008; Rentzsch et al., 2008). Nevertheless, the
moderate correlations found in the present study indicate that more research about
the reliability and consistency of sensory gating indices is needed. In addition, the
relationship between the sensorial modulation of the components P50 and N100
should be further analyzed.
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On Building a Memory Evolutive System
for Application to Learning and Cognition
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Abstract We address here aspects of the implementation of a memory evolutive
system (MES), based on the model proposed by A. Ehresmann and J. Vanbremeersch
(2007), by means of a simulated network of spiking neurons with time dependent
plasticity. We point out the advantages and challenges of applying category theory
for the representation of cognition, by using the MES architecture. Then we discuss
the issues concerning the minimum requirements that an artificial neural network
(ANN) should fulfill in order that it would be capable of expressing the categories
and mappings between them, underlying the MES. We conclude that a pulsed ANN
based on Izhikevich’s formal neuron with STDP (spike time-dependent plasticity)
has sufficient dynamical properties to achieve these requirements, provided it can
cope with the topological requirements. Finally, we present some perspectives of
future research concerning the proposed ANN topology.

Keywords Cognitive architectures � Category theory �Memory evolutive systems �
Pulsed neural networks with STDP

1 Introduction

Cognition refers to how knowledge can be gathered, analyzed, transformed and or-
ganized by a (living) agent. The use of cognition is observed in the behavior of
some animal species; it is a quality associated with their nervous systems activity.
So, how can one explain the neural basis of these cognitive processes? Or, put in
other words, how can one correlate the activity of networks of neurons with the
knowledge manipulation tasks that we have above mentioned? This imply in under-
standing how the neural activity is able to encode semantic knowledge, not only in
terms of memory, but also in terms of knowledge processing.

By doing experiments that search for these correlations, one has to make hy-
potheses founded in some representational model that serves as a guide for the
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rationale of the experiment. That is, for the decisions about what to look for and
measure, about which procedures will define the course of action during the exper-
iment and to set guidelines for the interpretations of the experimental results. Thus,
for the investigation of the neural basis of cognition, it would be desirable to have
at hand some kind of theory of cognition that considers its relation with the network
of neurons. Such theory should give hints about how and where to look for the en-
coding of semantic aspects of the knowledge, about what kind of structure and/or
dynamics could express the processes that transforms this knowledge, interpretable
at the semantic point of view.

Representations of the activity of the nervous system alternately reflect the pat-
terns of activity registered on neural units, on networks of cells or on regions in the
brain, depending on the scale considered. These patterns are then interpreted in
terms of the cognitive tasks under investigation. These interpretations can show, in
principle, the structural relationship among cells in a group, among groups in a re-
gion or among regions, depending on the scale of the experiment. It depends on the
method used to model and process the data. The choice of this method depends on
what one is looking for. So, the tough part seems to be to decide on what specifically
to search, in order to answer the question about the neural basis of cognition.

One way to tackle this challenge is to do simulations with simplified models that
can be used to test the principles that will guide the design of our experimental in-
vestigation with actual cells and brains. The degree of simplification will depend in
what is essential and what is feasible to simulate. Our aim in this work is to discuss
these topics and to lead to the implementation of a model proposed by A. Ehresmann
and J. Vanbremeersch (2007)[7], by means of a simulated network of spiking neu-
rons with time dependent plasticity. The model that they proposed is called Memory
Evolutive System, abbreviated as MES. It is founded in the mathematical theory of
categories, which is a suitable tool for both functional and semantic modeling. The
MES can provide useful insight for the problem of understanding the mechanisms
of neurocognition, however the authors did not make clear how to implement it.
We are currently investigating possible solutions on this way, and here we point to
some results, after discussing the rationale that lead to this implementation. In the
following we first make some considerations about the level of detail on simula-
tions that can portrait meaningful conclusions referring to actual nervous systems.
Then, we present an overview of category theory, concentrating on the concepts that
are related to this work. After this, we review the related works that employ cate-
gory theory in the domain of neurocognitive models. Finally, we shall go through
the MES, discussing the requirements and constraints that it imposes for building
a simulation model and we present our solution, based of the use of a pulsed arti-
ficial neural network (ANN) based on Izhikevich’s formal neuron [18] with STDP
(spike time-dependent plasticity) [33]. Our final considerations will concern about
the topological requirements of such a model, which point to our current and future
research.
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1.1 Models for Neurocognitive Processes

The modeling of cognitive aspects of animal behavior as a result of their nervous
systems activity (even considered as an emergent property) is strongly dependent
on simulations that can, at the same time, display neural and cognitive features, en-
abling one to find the correlations between neural and cognitive phenomena. The
computer modeling of neurobiological processes can be a very hard task. Even a
model of a “simple” animal like C. elegans, which has only 302 neurons, and is
considered completely mapped since 1986 [2, 34], is a complex entrepreneurship.
The C. elegans genome encodes at least 80 different types of potassium-selective
ion channels, 90 ligand-gated receptors, and approximately 1000 G proteins-linked
receptors [1]. It means that neurons in such system may assume several configura-
tions and behave, individually, like a complex dynamical system. As pointed in [3]
the combinatorial possibilities are astounding, even for a so small nervous system.
The topology of the neural system of C. elegans is known and if we choose a neuron
model that reflects a realistic biological-like dynamic behavior for each neuron, the
computational costs and long-term numerical accuracy are difficult challenges to
deal with. However, even if one could run a simulation that would be very accurate
from the neurobiological point of view, the interpretation of the results in terms of
information and knowledge processing would still be difficult, without an adequate
framework for treating the cognitive processes at neural level.

Now we shall consider how to make a representation of semantic knowledge,
first into a more abstract way. Then, we shall use it to build the Memory Evolutive
System, which will lead to a particular case that can be interpreted as a neurocog-
nitive model. We start by looking to an animal as an agent that uses sensors and
effectors to interact with the environment. With the sensors it gathers information
that can be used to make decisions about the actions that it will take upon the
environment via its effectors. In the process of decision making, it can use prior
knowledge that is stored in its memory as a result of its past experience. All these
stages and processes involving them uses some knowledge representation. The agent
receive messages from the environment via its sensors and send messages to the
environment via its effectors. Here, when we say information, we mean something
that can influence the state of knowledge of an agent. Information is conveyed by the
messages. The knowledge is also made of information. By knowledge we mean an
internal representation of the invariant aspects that the agent got from messages that
it received during his existence. One can wonder what kind of language does this
agent use to make these representations. This idea of language is suggested when
we say that the information is conveyed by messages, so one would expect that be-
hind these messages there would be some alphabet of symbols used to decode or
compose the messages. This certainly happens in higher levels of communication.
But first, we shall consider a very early stage of interaction with the environment,
one in which the agent still does not posses an elaborate alphabet of symbols. The
messages it receives are streams of primitive symbols that arise from its sensors.
In nature, these are so primitive that they are the variation of some physical entity,
like a voltage, a current an so on. By analyzing messages, the agent eventually finds
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invariants and patterns of correlations among them, enabling the construction of
more complex symbols from these patterns. So this is the cognitive process taking
place. More elaborate and general pieces of knowledge are then constructed from
simpler, more primitive ones. Complex objects and relations among them arises
from simpler ones. The relations among complex objects are also more sophisti-
cated, because they can involve more properties and classes of relations. This is a
scenario that category theory can describe very well.

1.2 Category Theory and Cognitive Processes

Let’s start with an example to illustrate the abstract concepts that are going to be
handled here. Consider the situation depicted on figure 1. It shows two invertebrate
animals involved in some kind of relationship. They have sensors in their legs and
heads, that enable them to identify situations of danger or the approach of a prey,
for instance. They also have effectors, like legs, wings, tweezers and stings, that can
be used for defense or attack, respectively.

Consider one of these animals, the scorpion, for instance. The sensors in its legs
inform the approach of a victim, by sending to its nervous system a pattern of stimuli
that it can interpret and use as a guide for approaching the target and to decide when
to proceed to the attack. All this sequence of events arises from a succession of
states, each one describing relationships among the objects and their parts involved.
We could call them “knowledge elementary states”. So, a knowledge elementary

effector (tweezers, sting, legs, arms)

sensors (feet, eyes)

sensors (feet, eyes)

effector (wings, legs)

Fig. 1 Functional associations presented as categories. The collection of functional relationships
between pairs of organs (sensors and effectors) creates a network of associations, that determines
how the inputs gathered by the sensors result in the animal behavior. Each node represents an
organ, and each arrow represents a functional relation between two nodes
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state is then an instantaneous portrait of the relationships between objects and parts
involved in describing a certain scenario. In figure 1, we show under each animal
a pictorial representation of one of these knowledge elementary states. They are
collections of small circles and arrows between them, forming some kind of graph.
For each sensor or effector there is a corresponding small circle, or a node of the
graphs. The arrows indicates that there are some kind of relationship between each
pair of nodes. This model, although simple, is illustrative to help understanding the
idea of a graph representing the relationships among cognitive components. It was
inspired on a model of how an actual scorpion can determine the spatial location of a
prey, by analyzing with a small group of neurons, the stimuli produced by vibrations
detected with sensors in its legs [32].

Each of the so-called “knowledge elementary states” represents one instant in
a chain of events. There will be mappings from each of these states to the next,
forming a chain of mappings that constitutes the temporal evolution of the knowl-
edge state. This is an evolutionary process that describes the progressive changes
of the knowledge acquired by the animal. It translates into an interpretation of
the incoming patterns of stimulus, but it emerges from the relationships between
each pair of interacting elements in a network of sensing and processing elements.
These elements maps sources of information, which we shall call objects. The ob-
jects are related by links which in fact are mappings that describe their interactions
or functional dependencies. This model shall include some mechanism that en-
ables generalization and induction. With such mechanism, it will provide means
for producing complex concepts and symbols derived from simpler ones. These re-
quirements are fulfilled by the mathematical concept of category.

A category is a mathematical construct composed by objects and the relations
among them. The category theory was introduced by Eilenberg and Mac Lane in
the early 1940s for studying problems of algebraic topology [7, 24]. Formally , a
category is a collection of objects and morphisms between each pair of objects. If
we have two objects A and B from a certain category K, a morphism f between them
is denoted by f W A! B . This definition reminds a function mapping a set A to a
set B. However, a function is just a particular case of morphism, when the objects
that compose the category are sets. In fact a category can consider collections of
arbitrary types of objects, provided they are related by morphisms that satisfies the
following rules:

1. Composition: if f and g are morphisms that relates objects A to B and B to C,
respectively, then the composition f ı g relates A to C. For simplicity, usually
f ı g is simply denoted by fg.

2. Associativity: If (f,g,h) are morphisms composable as f .gh/, then this composi-
tion is equal to .fg/h and fgh.

3. Identity: If A is an object, then the morphism i W A! A must be included in the
category.

The figure 2 illustrates the first two rules. This figure is called a diagram. The iden-
tity morphisms are usually omitted in this kind of diagrams. Each object is called a
node of the diagram and each morphism is an arrow or link of the diagram. In this
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Fig. 2 Objects and morphisms. The morphisms, indicated by the arrows, are identified by the
letters f,g and h. In a category, the compositions f ı g and g ı h are also included, and they obey
the associative law, that is the same to say that the diagram commutes

figure we have the objects A,B,C and D, and the morphisms f, g and h, and their
compositions. Again, the identity morphisms are implicit. The alternative paths
formed by the compositions shown in the diagram displays graphically the asso-
ciative property. We then say that the diagram commutes.

Given that categories are used to model the knowledge that some agent obtained
from the world, it is expected that they reflect the outside organization up to some
extent, accessible to the agent. Given that the world can be described by events in-
volving its objects, temporally and causally organized, taking place in the space,
a certain order, at least partial, must be reflected in these categories. Technically,
we say that the categories are indexed by a set of indexes, which ordering reflects
the category organization. By the terminology used in [7], the indexed categories
are said coherent. Besides the indexing, there is another complementary way of
characterizing the organization of the category. This can be done by using a di-
rected graph, that represents the objects as its nodes and the morphisms, as its links.
A graph differs from a category in the sense that it does not include links describing
the compositions comprehended by concatenating adjacent links. Also, the identity
morphisms are not usually included in the graph. However, there are some technical
expedients that allows the use of graphs for a correct representation of categories.
we shall not go into these details here, and the reader should refer to the bibliogra-
phy; for more information see [7, 24]. The graph equipped with all these necessary
technicalities is called the underlying graph of a category and here we shall call it
the graph of a category, for simplicity.

Categories have a high representational power. The objects of a category can be
quite abstract entities, as sets, spaces, algebraic structures and even complete cate-
gories also. A category made of categories is called a large category. In this case,
the morphisms between objects will be maps between categories. They have a spe-
cial structure and are called functors. A functor F between two categories K and L
is a map F W K ! L that maps objects of K in objects of L and also maps mor-
phisms of K in morphisms of L. Further we shall discuss about the time evolution of
a category, to describe the evolution of the knowledge state of an agent. At each time
instant the agent’s knowledge state is described by a category. From one time instant
to the other, there will be a functor mapping the corresponding categories. It seems
simple to figure out this scenario. However, the power of this model is that from
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Fig. 3 Product and coproduct. (a) The product P is defined by the mappings � and �. If another
product P 0 would be defined by other mappings, then the two products would be the same, up to
an isomorphism between them. (b) The coproduct cP is obtained in a similar way, by just inverting
the arrows

its apparent simplicity, one can derive the functionalities that models the cognitive
process. The mechanism underlying it is called the complexification, which will be
treated on section 2. Now we shall set the basic concepts behind this scenario.

The graph of a category displays the relations among its objects by means of
its links. In the traditional sense given by set theory, a relation between sets A a B
is defined as a sub-set of a Cartesian product A � B , the set of all ordered pairs
f.a; b/; a 2 A ; b 2 Bg. As pointed before, the objects of a category can be very
general, can even be other categories. So, in this case the concept of relation as a
sub-set of a Cartesian product defined in this way is not adequate, because it assumes
that the objects in question are sets. We need then a new definition of Cartesian
product. In fact, in category theory we have a wider definition of product between
objects, that does not require to look them as sets. The product is defined by the di-
agram depicted on figure 3a. The advantage of this definition is that many products
can be defined between distinct objects. However, given two particular objects, any
product defined between them will be equivalent to the other, up to an isomorphism.
This is called an universal property. One can also define a dual concept of the prod-
uct, called the coproduct (and also called sum). It can be obtained from de definition
of a product by just inverting the arrows. The product is a concept that enables to
create association rules between objects, as the relations, the coproduct enables to
create selection rules, or projections. With a coproduct one can select an object from
an association of objects.

Assume now that a set of indexes I D fig can index a category K with objects
Ai , reflecting the internal order in K. In other words, there is a suitable functor
F W I ! K that provides this indexing. We define a product A of Ai and Aj and
call it an object limit of K along with morphisms fi W A ! Ai if the diagram of
figure 4a commutes, given that m W i ! j is a morphism in I. Analogously, one
can define its dual concept, the colimit cA, by just inverting the arrows, as shown by
the diagram in figure 4b.

Despite the easiness of definition of colimit by simply flipping the arrows, the
colimits have a peculiar behavior that brings important properties. The importance
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Fig. 4 Limit and colimit. (a)
The product A defined by the
mappings fi and fj . (b) The
colimit cA obtained by
inverting the arrows

cA

fi
fj c jci

A

Aj

F (m) φ(m)
Ai

Ai Ai

a b

of limits and colimits derives from their nature as products and coproducts respec-
tively, jointly with the properties inherited from the indexing sets through their
respective associated indexing functors. The colimit enables one to select a repre-
sentative from the class of objects that points to it. The limit, on its own way, enables
to state the equivalence among the objects that share the same limit. Together, they
form the basis of generalization in our model for knowledge representation. The
limit, if exists, enables to group concepts under a certain criterion of similarity,
equivalence or generality, that is related to the structure of relationship among the
corresponding objects. The colimit, if exists, enables one to select one of these re-
lated concepts as a representative of the whole class, as a symbol of generalization.
Now we shall use all these basic concepts to show how a cognitive architecture can
be built and further, how it can be mapped on a particular case, a neural architecture.

2 The Memory Evolutive System

When using categories to describe complex evolutive systems one can identify the
parts of the system as objects and the relations between them as morphisms. How-
ever to represent a system that evolves in time, these categories can only represent
states of the system (called state categories) at a specified time. The evolution of
the system is achieved by using partial or total functors that transforms each dis-
crete state category into the next, adding, removing or altering nodes and links.

The system can also be represented hierarchically, with nodes divided onto levels
that we shall index by l 2 N , so that the complex objects of a given level l D kC 1
(the so-called colimits) are composed of pattern of objects belonging to levels l � k.
In a hierarchical system, if two or more patterns are allowed to have the same col-
imit, this is called multifold object, enabling the emergence of complex links that
are lost on a reductionist break-up of the system (see figure 5). In this case, the
transformations can also bind patterns to colimits or limits.

According to the multiplicity principle [6, 7], if a system supports multifold ob-
jects, then all future transformations on its state category will also support multifold
objects. In fact by successively binding patterns to colimits and limits the category
representing the system increases in complexity, by gaining more hierarchical lev-
els. This sequential transformation process is called complexification.
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Fig. 5 Complex link formation. In (a) it is shown a sample mapping of the relation between groups
of active neurons by clusters of links. In (b), this same groups, identified by capital letters are
associated to higher level colimits, and the groups B and C have the same colimit. The composition
rule for categories implies the formation of a complex link from cA to cD, representing a complex,
emergent relation between the tweezers and the sting

The MES [7] can be defined as a hierarchical evolutive system over a continuous
time scale, with a hierarchical evolutive sub-system named Memory, with the same
time scale, that develops over time by the process of complexification. This Memory
is subdivided in three:

� Empirical - where nodes represent Records of previous experiences;
� Procedural - with nodes representing Procedures bound to known actions options

or strategies;
� Semantic - a higher level memory containing nodes named Concepts, represent-

ing classes of equivalences between records or procedures;

The MES is connected to receptors and actuators that translates information from
the environment in form of nodes and links. The patterns of active nodes and links
in the receptors are bound to Record colimits in the empirical part of the Memory
and active patterns in the actuators are bound to Procedures limits in the procedural
memory. Concepts are created later by the high level regulative system of the MES.

The MES has no central regulating mechanism, instead it has a hierarchical net-
work of partial regulatory organs, called co-regulators (CRs) that are sub-systems
with specific functions and their own time scales, serving to collect information,
select and implement responses, and evaluate the result of these actions, at least
locally. They have differential access to the Memory as they are also organized hi-
erarchically. The CRs operate in cycles performing successive actions:
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(a). Observation - formation of an internal representation of the observable
environment, called landscape, with partial information received at that date;

(b). Regulation - selection of objectives and admissible procedures to implement
them, sending commands to the effectors and forming an anticipated landscape;

(c). Control - at the end of each step, it evaluates the final results and takes part to
their storage in the memory at the beginning of the next step;

The procedures chosen by each CR are summed to create one unified global pro-
cedure. However, the various CRs can have conflicting procedures, so the generated
global procedure may cause fractures in their previsions. A CR in a fracture state
can be inactive until a higher order CR, with longer cycle, have a priority when re-
solving conflicting procedures. If no high level CRs are able to resolve the conflicts
in low level CRs the system can lose functionality as certain CRs will be disabled.
If this happens too often, the system can be lead to effectively die, allowing the
representation of the aging process.

The MES model can be used to represent and study any kind of complex evo-
lutive system and can be applied in many disciplines such as biology, sociology,
economy and cognitive sciences. This article focuses on the specific implementa-
tion of the model for neural cognitive systems.

2.1 A MES for Cognitive Systems

One possible application of the MES is the study of the neural system, using
the Memory Evolutive Neural System (MENS), an extension of the MES imbued
with special properties to deal with networks of neurons and category neurons
(cat-neurons).

The basis for modeling the neural system lies in neurons and the synapses be-
tween them, forming an intricate graph that indicates the state of the system by the
activity (instantaneous firing) of the neurons and the strengths of the synapses. Some
models also include a propagation delay for the synapses.

In order to recognize the various feature patterns in the environment and bet-
ter adapt to them, neurons firing jointly can form assemblies that are patterns to
represent complex mental objects. In some cases there is a coordination neuron
which binds the assembly [5] and is activated synchronously with the assembly.
Frequently a neuron like this can’t be observed in the brain. In such cases, learning
takes place only by reinforcing the strengths of the synapses in the assembly, ac-
cording to Hebb’s rule [13] or some variant. Experimental studies [5] indicate that
many assemblies can lead to the same outputs, and the same item or process can
activate several more or less similar assemblies depending on the context.

In the Memory Evolutive Neural System (MENS), a conceptual object, called
category-neuron (cat-neuron), is introduced to model the class of these assemblies
activated by the same item. This multifold dynamic object can be viewed as a
“higher order” virtual neuron, or a “mental object”, but it is activated by a physical
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Fig. 6 Cat-neurons. In this picture, level 0 nodes are real neurons, when they form assemblies,
they receive a level 1 cat-neuron representative; level 1 cat-neurons can also form assemblies, in
this case they receive a level 2 cat-neuron representative, the same process is used for higher levels

event, namely the activation of any of the neural assemblies it represents (possibly
non-connected). This process can be iterated obtaining cat-neurons for patterns of
cat-neurons, representing synchronous hyper-assemblies.

The MES is then defined as a memory evolutive system over the lifetime of the
animal, which has for the first hierarchical level the evolutive sub-system Neur,
generated by the graph of neurons, synapses and synaptic paths, where the synapses
are labeled links containing the synaptic strength and the propagation delays. The
higher hierarchical levels are obtained by a category of cat-neurons and the links
between them (see figure 6).

When dealing with cluster of links between assemblies, the propagation delay
of the cluster is defined as the maximum of the propagation delays of the links in
the cluster and strength of the cluster as an increasing function of the strengths of
its links. The strength of complex links is calculated, like any composite path, by
adding propagation delays and multiplying the strengths of simple links compos-
ing it.

2.2 Requirements for Implementing the MES

The MES is a mathematical model of an open self-organizing system. So far it has
never been fully implemented in a computer. The model does not specify many
aspects, that have to be selected according to the context of implementation.

The main aspect that needs to be specified is the network underlying the MES,
that remains compatible with category theory and at the same time supports the tem-
poral and stability notions needed for correctly implementing the model. According
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to [7], this network must satisfy the properties of identity and composition, and the
links must have strength and propagation delays. When dealing with the MENS,
another important requisite for this network is to have a rule similar to Hebb’s to
change the link strengths and possibly even the propagation delays according to the
temporal order of activation of the nodes, having nodes that fire in a way to con-
tribute to a second node firing have the link between them increased, and otherwise
decreased.

Hence it is necessary to choose a network model coherent with the dynamical
aspects required for the MES operation. Here we evaluate the use of some different
neural network models as candidates to a computational implementation of the MES
model.

3 The MES and Artificial Neural Networks

According to [25], artificial neural network research evolved into three generations:

� first generation networks studied the McCulloch-Pitts neuron, or perceptrons,
using digital inputs and outputs, usually binary. Multi-layer perceptrons with a
single hidden layer were able to compute any binary function;

� second generation networks had neurons with activation functions, usually some
logistic function like the sigmoid, with continuous inputs and outputs, having
probabilistic weights in the synapses, and learning algorithms based on gradi-
ent descent. This kind of network was able to compute boolean functions (after
a threshold) with fewer neurons and was able to approximate any continuous
analog function.

� third generation networks are based on spiking or pulsating neurons, that in-
corporate recent neurobiology discoveries, modeling the neuron as a dynamic
electrical system with bifurcation in its equilibrium, usually following some vari-
ant of the Hodgkin-Huxley model. This model allows the correct representation
of time, enabling neurons to pass information by temporal spike coding, also be-
ing able to approximate continuous functions, using temporal coded inputs and
outputs, requiring fewer neurons in some cases [11, 26], and usually with less
network iterations.

Networks composed of spiking neurons can transmit larger ammounts of data
through the relative timing of only a few spikes by having groups neurons activating
each other sequentially in a short timespan. These groups, or assemblies, represent
the information coded from input time patterns, and can lead to the activation of
groups representing output patterns.

Therefore, second generation networks are not sufficient as an implementation
base for the MES, specifically because they do not support the notions of prop-
agation time for synapses and refractory time for neuron just activated. This two
temporal properties are required to express stability times for patterns, necessary to
the CR operation and the iterative complexification of the model.
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There are many variations for the neuron model in the pulsed networks [11,
17, 25], from the computationally inexpensive “integrate-and-fire” to the costly
Hodgkin-Huxley model. One of these models, proposed by Izhikevich [16] seems
to be well suited for the task due its balance between computational cost and math-
ematical accuracy, allowing interesting experiments using thousands of neurons,
while enabling more than 20 classes of biologically plausible neuron profiles, by
just changing the four parameters in a quadratic differential equation.

3.1 Izhikevich’s Neuron Model

It is widely accepted that the Hodgkin-Huxley class of equations (or model) that
describe the behavior of the giant squid axon, stands as the most successful quanti-
tative computational model in the neural science [1]. But it is also known that such
model has a high computational cost, particularly for large networks. Another is-
sue related with Hodgkin-Huxley model is that it cannot describe the functional
behavior of all types of neurons found in nervous systems. There are hundreds
of morphologically different neuron cells only in mammalians. Along with these
morphological features, neurons have physiological specializations. The cellular di-
versity undoubtedly underlies the capacity of the system of forming complicated
networks to mediate sophisticated behaviors [31].

Recently, Izhikevich [16, 18, 20] have presented a model of a single neuron that
may represent many biophysically accurate Hodgkin-Huxley-type neural models.
By treating neurons as dynamical systems, the model considers that the resting
state of neurons corresponds to a stable equilibrium. Neurons are excitable be-
cause the equilibrium is near a bifurcation, and despite the existence of many ionic
mechanisms of spike generation there are only four generic bifurcations of equilib-
rium. By analyzing the phase portrait at neuron bifurcations the model can explain
why neurons have many different behaviors like well-defined threshold, all-or-none
spikes, hysteresis, and frequency preferences among others. As pointed in [18] these
features determine the kind of computation a neuron do, not the overall ionic cur-
rent per se.

A concise explanation of the model may be found in [16] and the full explanation
of how the model was achieved may be found in [18]. As pointed in [20], bifurcation
methodologies had enabled the reduction of neuron models to a two-dimensional
(2-D) system of ordinary differential equations of the form:

v0 D 0:04v2 C 5vC 140� uC I (1)

u0 D a.bv � u/ (2)

with the additional computational artifact of the after-spike resetting:

if v � 30mV then

�
v c
u uC d

(3)
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� v represents the membrane potential (scaled to millivolts);
� u represents the membrane recovery variable (a negative feedback to v);
� I is a variable that represents synaptic currents or injected dc-currents.

The parameters a, b, c, and d represent:

� a describes the time scale of the recovery variable u. Smaller values result in
slower recovery (typically a D 0:02);

� b describes the sensitivity of the recovery variable u to the sub-threshold fluctu-
ations of the membrane potential v (typically b D 0:2);

� c describes the after-spike reset value of the membrane potential v (typically
c D �65mV );

� d describes the after-spike reset of the recovery variable u (typically d D 2).

Also in the above equations, v0 and u0 denote the derivatives, where t is the time,
given in milliseconds, to correspond to the other parameters.

The individual neuron model reproduces a wide range of neuronal biological
behaviors such as spiking, bursting, and mixed mode firing patterns, continuous
spiking with frequency adaptation, spike threshold variability, bi-stability of resting
and spiking, sub-threshold oscillation and resonance etc. But when trying to model
open self-organizing systems by using this neuron model other factors must be taken
into account.

More precisely, neurons must be connected one another and, by taken the biology
as a model, it requires a synaptic model. It most also be taken into account that
in biological world neurons generates action potential (spikes) in time, and also,
it takes time to such spikes to propagate from one site to another. Furthermore,
when operating together, it is expected from groups of neurons the emergence of
synchronous operation, also called coalition.

The mentioned model works with a resolution of one millisecond, so time control
is incorporated to the model due the nature of the spiking network to which it is
connected to. Regarding to delay propagation, it is suggested in [18] that a possible
extension of the model is to treat u, a, and b as vectors, and use ˙u instead of u
in the voltage equation (1). Such procedure will account for slow conductance in
multiple time scale, although the model’s author warns that it would be unnecessary
for networks that simulate cortices.

When coupled, spiking neurons may present patterns that resemble collective
behavior as well as Poissonian patterns of firing as shown in [20].

3.2 Synaptic Dynamics

There are two types of synapses in the nervous systems: electrical and chemical.
In electrical synapses the pre-synaptic and the post-synaptic terminals are not com-
pletely separated, so it behaves most like a short-circuit for spikes. By the other side,
chemical synapses have a gap junction and a chemical transmitter is responsible
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for the continuity of propagation of the spike from pre-synaptic to post-synaptic
terminals. The former presents virtually no delay on spike propagation, while the
last presents typical delays of 1 to 5 ms [22].

Perhaps the most important characteristic of chemical synapses is that they can
chance the strength of their connection. Recent researches have shown that the
strength of the connection between two chemical synapses can be modified by ac-
tivity, revealed by a direct dependence on the timing of neuronal firing on either side
of the synapse [10, 19, 21, 27, 33].

The so-called STDP (spike timing-dependent plasticity) is a powerful compu-
tational characteristic of neurons because, according to the temporal delay be-
tween pre and post-synaptic spiking activity, a connection between neurons can be
strengthened (when the pre-synaptic spike precedes the post-synaptic one) or weak-
ened (when the post-synaptic spike happens before the pre-synaptic one). Therefore,
the temporal order in the precise millisecond-scale is a mechanism that provides bi-
ological neural networks with a learning system. This is the equivalent of the Hebb’s
rule for pulsed networks.

In [19] a STDP model of synaptic plasticity is presented in a neural network
implemented with the model described above. According the authors, the dynamics
of passive change of the synaptic weight cij from neuron j to neuron i is described
by the second-order linear equation:

c00
ij D �.c0

ij � a/104 (4)

where a describes slow, activity-independent increase of synaptic weight. Such
implementation is a particular one. Others forms of implementation of STDP rules
may be implemented. What the example shows is that its implementation may rep-
resent another equation that probably must be calculated to each pair of synapses
present into the network.

As presented in [20], by combining the Izhikevich neurons, the STDP plasticity
rule and synaptic propagation delays, neuronal assemblies emerge in the form of
time-locked (or polychronous) groups, neurons that does not file synchronously, but
fire in an orderly, repeating time pattern, that changes according to the network
topology and synaptic strengths.

A key feature that allows the emergence of neuronal groups in the existence
of nonzero propagation times in the synapses, meaning that once a neuron fire, a
post-synaptic neuron will only receive the potential change after some specified
propagation time. Another important requisite for having polychronous groups is
the existence of excitatory and inhibitory neurons, with different firing equations, in
a way that once a certain amount of inhibitory neurons are activated, almost every
neuron is inhibited, causing the network to have a rhythmic behavior.

The polychronous groups can be understood as assemblies of neurons, that fire
in the same temporal pattern repeatedly. Groups are dynamic entities. As soon as
the synaptic weights begin to change, some groups disappear and new ones emerge.
If the same inputs are presented over and over, it is observed that the number of
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groups attain an equilibrium [20], as the network aligns to the given inputs. In this
sense, groups can be understood as memories in the network, as the network learns
to associate this groups to sets of inputs and coordinate them with related outputs.

This kind of neural assemblies shaped as polychronous groups are very useful
when modeling the MES, because they form the neuronal building blocks submitted
as inputs and observed as outputs, to span a vast array of limits and colimits as higher
level cat-neurons.

So far, polychronous network has been simulated to study network dynamics
[16], computational capacity [28] and has been used for reservoir computing [30].
However, embedding this kind of network in an agent in a simulated virtual world
had not yet been attempted.

4 Towards an Implementation of the MES

When implementing the MES it is important to understand how each of its structural
elements works (see section 2). The Receptors and Effectors are the elements of
contact with the environment, they are implemented as single layered networks that
transfer information by means of active patterns, directly connected to the Memory,
a highly structured hierarchically layered network that changes with time by the
use of transition functors and serves as a medium of communication for all the
Co-regulators (CRs) immersed in any of its levels. The CRs act as distributed reg-
ulatory organs operating in cycles, receiving partial information from the Memory
and from lower level CRs, by means of the difference functor they build a landscape,
a sub-network containing only the nodes each one of them is perceiving as active at
each step. Then, based on the constructed landscape, usually associated to a Record
in the Memory, they select a Procedure, by looking at the admissible Procedures
that the active Record in the Memory connects to. Applying the selected procedure
to the current landscape, the CR obtain an anticipated landscape, that will be useful
at the beginning of the next cycle, when each CR check to see if the previously se-
lected Procedure was indeed executed, making use of the comparison functor from
the anticipated landscape to the newly formed landscape. In case of success, the CR
will enforce the selected procedure, by strengthening the link between the selected
Record and Procedure. If there was a mistakes executing the Procedure, the CR
may create a new Procedure accommodating the unexpected elements and weaken-
ing links to expected elements that did not show.

This structural elements and its dynamics is strictly defined by the mathemati-
cal model detailed in [7], and the evolution of this model is also predicted by the
authors, when coupling to an agent, as leading to cognitive behaviour, such as the
emergence of Concepts as high level nodes in the network created by high level
CRs when they find classes of equivalence between patterns they obtain from lower
level CRs.
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4.1 Implementation Model

The first challenge in implementing the MES is converting the detailed mathemat-
ical model into a computer algorithm, without losing any significant mechanics.
To this intent, it is important to understand how to map the functors used by the
MES into network operations, to build and update its state categories. When using
a pulsed network, as Izhikevich’s, as a base, every propagation in the network is
mapped to a functor:

� transition functor, corresponding to activating the pushout (sum) of all proce-
dures resulting from the interplay among the procedures chosen by each CR,
plus the patterns activated by the inputs provided by the environment;

� difference functor, used to build the landscape for each CR, taking the difference
between the category of all active patterns and the one that represents what the
CR can perceive;

� comparison functor, also used internally for each CR, during its evaluation phase,
maps the category given by the previous anticipated landscape to the current
landscape, identifying what went wrong in the execution of the previous selected
procedure;

The implementation of the transition functor can be accomplished just by se-
lecting a good pulsed neural network model, containing a delayed propagation
scheme, such as Izhikevich’s, and by connecting inputs and outputs to it. For the
pulsed network simulation we have chosen to use a simulator called Brian [12],
that allows for a fast and reliable implementation of the Izhikevich network with
STDP.

The two other functors had to be implemented by hand, using the following
algorithm:

1. For each new pattern unmapped by any CR, create new level 1 CR
2. CR Cycle, comprising of 4 substeps:

a. Build the landscape, by assigning a Record node in the memory to the active
pattern, if more than one Record is active, create a levelC1 Record, if already
at levelC1, create a new levelC1 CR to handle that new Record;

b. Choose a Procedure, by following the activator links from the current Record
to next Procedures, if none, add one to recreate the current pattern, if more
than one create a level C1 Procedure, if already at levelC1, create a new
levelC1 CR to handle that new Procedure;

c. Evaluation, in case the last cycle had selected a Procedure, if the pattern ac-
tivated by that Procedure is indeed active, strengthen the link between the
previous Record and Procedure, otherwise create a new activator link between
the previous Record and the Procedure that originated the current pattern,
weakening the activator link that selected the faulty Procedure;
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d. Handle Fracture, in case any of the previous steps did not finish before the end
of cycle duration, trying to alter the CR’s time constants to cope with the new
environment stability;

3. Assemble the Operating Procedure from the Procedures selected by every CR
and inputs from the environment;

4.2 Preliminary Results

To test the algorithm and the MES implementation we developed a multiagent sim-
ulation to allow observing the emergence of interesting behaviour. The agent roams
a virtual environment in search of food, receiving stimuli about its own energy level
and from the environment (the nearest food direction), and being able to choose the
direction to turn. Without any kind of rule to indicate that the agent should feed,
the use of Izikevitch network, STDP plasticity and the initial conditions will influ-
ence the behavior of the agent and some food searching strategy will emerge [29].
We still could not finish implementing the MES algorithm to compare with the plain
Izhikevich network results, but as soon as it is ready this kind of comparison should
be very interesting to see.

The multiagent simulation was designed in the Breve 3D simulator [23], that
accepts scripting in the Python language, being compatible with the Brian pulsed
neural network simulator, used for the Izhikevich network part.

The simulated agent consists of a blue tetrahedron that starts in the center of
the field and moves about with constant speed in a flat 20x20 field containing 50
randomly placed small green spheres that represent food. The agent also has an
energy level, that starts at 1.0 and gradually decreases towards 0.0. Nothing special
happens if the energy reaches zero. As soon as the agent touches some food, its
energy level is increased and the food is replaced with another one placed at random
on the field. The agent is blocked from leaving the field by invisible walls.

The agent has two sensors, the first, called directional sensor, indicates the angle
towards the nearest food object, with a 30 degrees arc and a radius of 10 units of
distance. The second sensor is called energy sensor and measures the current energy
level of the agent. A challenging aspect of this kind of simulation is converting
the inputs from the environment to neural activation patterns, and convert neural
patterns into output values to command the effectors. Our approach, not detailed
here, was based on the way the desert scorpion finds its prey, using 8 neurons located
in the tips of its legs, that measures oscillations from waves in the sand [32]. Using
only 8 excitatory and 8 inhibitory neurons, in a way that each 3 inhibit the opposite
one, it is possible to convert an incoming wave into a firing pattern. In our case, with
a simple adaptation of the same algorithm, we convert numbers representing angle
or energy levels to a linear pattern of activation of neurons representing inputs and
convert timed activations into numbers in the reverse way.
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To act in the world, the agent may choose the angle to turn using its directional
actuator, that received a value from 0.0 to 1.0 indicating the turning direction, in a
30 degrees arc. Each of the sensors and actuators comprise a defined set of neurons,
usually 5 for each that can be activated in patterns depending on the inputs or the
network activity.

While comparing to an agent that moves entirely at random, the agent using the
Izhikevich and STDP network with propagation delays and polychronous groups
fares much better on the average, specially when a high energy condition is im-
posed for a long time at the beginning of the simulation allowing the groups to form
around, learning that input patterns. This is already significant, but since we still lack
results for the MES algorithm to compare, the results are not sufficient to confirm
the mechanics of the model embedded inside a virtual agent.

5 Final Remarks

The choice of the Izhikevich’s model for implementing the MES is founded in three
issues:

� the dynamic properties of the Izhikevichs model are very suitable to match tem-
poral requirements implied in the MES, because they arouse stability spans of
correlations among neural assemblies (or sub-networks, in the Healy terms)
thanks to the polychronization feature;

� the existence of a rich dynamics with possible choice of diverse firing patterns
that can cope with several different mappings, namely functors, between two time
instances of a evolving category;

� a satisfactory trading between node complexity and topological connectivity
among nodes.

This third issue refers to the number of connections that one neuron should have
with the others in an assembly in order to allow sufficient capacity to the network
to express a category. We are currently considering formal characterizations of such
relations between complexity or expressiveness of a node (neuron) and the num-
ber of connections that it should make to form its neighborhood. A difficult aspect
found in this formulation is that the dynamical aspects shall be considered when
concerning to an evolutive model like the MES.

Although Izhikevich network model alone can display notable capacity for ex-
pressing cognitive systems, only by having STDP as synaptic plasticity model is not
enough to reorganize the network properly for high level complex systems, perhaps
by using the proposed MES algorithm coupled to this kind of network will allow for
such complexity increase.



38 J. de Lima do Rego Monteiro et al.

References

1. Bargmann, C.I.: Neurobiology of the Caenorhabditis elegans Genome. Science 282 pp. 2020–
2033. (1998)

2. Chalfie, M., Sulston, J.E., White, J.C., Southgate, E. , Thomson , J.N. , Brenner, S.: The neural
circuit for touch sensitivity in Caenorhabditis elegans. Journal of Neuroscience, 5, pp. 959–
964. (1985)

3. Koch, C., Laurent, G.: Complexity and the Nervous System. Science Vol 284 - 2 April 1999
pp. 96–98. (1999)

4. Dayan, P., Abbott, L. F.: Theoretical Neuroscience: Computational and Mathematical Model-
ing of Neural Systems. The MIT Press - Cambridge, MA-USA; London, England. (2005)

5. Edelman, G.M.: The Remembered Present, Basic Books, New York. (1989)
6. Ehresmann, A., Vanbremeersch, J.P.: Multiplicity Principle and emergence in the Memory Evo-

lutive System, Journal of Systems Analysis, Modelling, Simulation 26, pp.81–117. (1996)
7. Ehresmann, A., Vanbremeersch, J.P.: Memory Evolutive Systems - Hierarchy, Emergence,

Cognition, Elsevier, Amsterdam. (2007)
8. Fingelkurts, A.A.: Mapping of Brain Operational Architectonics. In Chen,F.J. (ed.) Focus on

Brain Mapping Research, pp. 59–98. Nova Science Publishers, Inc. (2006)
9. Freeman, W.J., Kozma, R., Werbos, P.J.: Biocomplexity: Adaptive behavior in complex

stochastic dynamical systems. Biosystems, 59, 109–123. (2001)
10. Froemke, R.C., Dan, Y.: Spike-timing-dependent synaptic modification induced by natural

spike trains. Nature 416, pp.433–438. (2002)
11. Gerstner,W., Kistler,W.: Spiking neuron models. Cambridge Univ. Press, Cambridge, England.

(2002)
12. Goodman, D., Brette, R. 2008. Brian Neural Network Simulator. http://brian.di.ens.fr/ (2008)
13. Hebb, D.O.: The Organization of Behaviour, Wiley, New York. (1949)
14. Healy, M.J.: Colimits in memory: category theory and neural systems. In Proceedings of the

International Joint Conference on Neural Networks, IJCNN ’99 - Volume 1, pp. 492–496.
(1999)

15. Healy, M.J., Caudell, T.P., Yunhai, X.: From categorical semantics to neural network design.
In Proceedings of the International Joint Conference on Neural Networks, IJCNN’03 - Volume
3, pp.1981– 1986. (2003)

16. Izhikevich, E. M.: Simple Model of Spiking Neurons. IEEE Transactions on Neural Networks,
14 pp.1569–1572. (2003)

17. Izhikevich, E. M.: Which Model to Use for Cortical Spiking Neurons? IEEE Transactions on
Neural Networks, 15:1063–1070. (2004)

18. Izhikevich, E. M.: Dynamical Systems in Neuroscience: The geometry of Excitability and
Bursting. The MIT Press - Cambridge, MA-USA; London, England. (2007)

19. Izhikevich, E. M., Desai, N. S.: Relating STDP to BCM. Neural Computation 15 pp.1511–
1523. (2003)

20. Izhikevich, E. M., Gally, J. A., Edelman, G. M.: Spike-timing Dynamics of Neuronal Groups.
Cerebral Cortex, 14(8), pp. 933–944. (2004)

21. Jacob, V., Brasier, D. J. , Erchova, I. , Feldman, D. , Shulz, D. E.: Spike Timing-Dependent
Synaptic Depression in the In Vivo Barrel Cortex of the Rat. The Journal of Neuroscience,
27(6) pp.1271–1284. (2007)

22. Kandel, E. R., Schwartz, J. H., Jessel, T. M.: Principles of Neural Science 4th edition. McGraw-
Hill - New York. (2000)

23. Klein, J.: breve: a 3D simulation environment for the simulation of decentralized systems and
artificial life. Proceedings of Artificial Life VIII, the 8th International Conference on the Sim-
ulation and Synthesis of Living Systems. The MIT Press. (2002)

24. Mac Lane, S.: Categories for the Working Mathematician. Springer, Berlin. (1971)
25. Maass, W.: Networks of Spiking Neurons: The Third Generation of Neural Network Models.

Neural Networks, 10(9):1659–1671. (1997)



On Building a Memory Evolutive System 39

26. Maass, W.: Computing with spiking neurons. In W. Maass and C. M. Bishop (eds.), Pulsed
Neural Networks. MIT Press, Cambridge, Mass. (1999)

27. Markram, H., Lubke, L., Frotscher, M., Sakmann M.: Regulation of Synaptic Efficacy by
Coincidence of Postsynaptic APs and EPSPs. Science 275, pp.213–215. (1997)

28. Maier, W., Miller, B.: A minimal model for the study of polychronous groups.
arXiv:0806.1070v1 [cond-mat.dis-nn]. (2008)

29. Monteiro, J. L. R., Caillou, P., Netto, M. L.: An Agent Model Using Polychronous Networks
(Extended Abstract). Proc. of 8th Int. Conf. on Autonomous Agents and Multiagent Systems
(AAMAS 2009), Decker, Sichman, Sierra, and Castelfranchi (eds.), To appear in May, 10–15.
Budapest, Hungary. (2009)

30. Paugam-Moisy, H., Martinez, R., Bengio, S.: Delay learning and polychronization for reservoir
computing. Neurocomputing 71, pp.1143–1158. (2008)

31. Purves, D. et al : Neuroscience / edited by Dale Purves [et al.] - 3rd ed. Sinauer Associates,
Inc. Publishers. Sunderland, Massachusetts, U.S.A. (2003)

32. Sturzl, W., Kempter, R., van Hemmen, J.L.: Theory of arachnoid prey localization. Physical
Review Letters 84, 24, pp.5668–5671. (2000)

33. Turrigiano, G.G., Nelson S.B.: Homeostatic plasticity in the developing nervous system.
Nature - Neuroscience, VOL 5 - February 2004 pp. 97–107. (2004)

34. White, J. G., Southgate, E., Thompson, J. N., Brenner, S.: . The structure of the nervous system
of the nematode C. Elegans. Phil. Trans. R. Soc. London 314, pp. 1–340. (1986)



Agent-Based Cognitive Model for Human
Resources Competence Management

Stefan Oliveira and João Carlos Gluz

Abstract This chapter presents an agent-based cognitive model aimed to represent
human competency concepts and competence management processes of psycholog-
ical nature. This model is implemented by a multiagent system application intended
to help managers of software development projects to select, based on the compe-
tence management model, the right professionals to integrate a development team.
There are several software engineering methodologies that can be used to design and
develop multiagent systems. However, due to the necessity to handle human compe-
tency concepts of cognitive nature, like aptitudes, interests, abilities and knowledge,
we were driven to choose methodologies that can handle these concepts since the
inception of the system. To do so, we integrated the TROPOS methodology, and a
set of software engineering methods derived from intelligent tutoring systems re-
search to successfully analyze and design the proposed system. At the end of the
paper we present a study case, showing how the proposed system should be applied
to the domain of website development.

Keywords Competence-Based Management � Human Resource Management �
Agent-Oriented Software Engineering � Competencies Cognitive Model

1 Introduction

In this work we try a new approach to the question of how to find an appropri-
ate software development professional to integrate a development team, based on
the Competence Management (CM) psychological model of the developer. It is a
top-down model-driven approach directed to understand and analyze application do-
mains with strong psychological and anthropomorphic characteristics. The approach
is top-down, because it starts from the analysis of high-level cognitive functions of
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the application domain’s actors. It is model-driven, because the analysis of the cog-
nitive functions, and the design of the application is based on cognitive models
and software architectures derived from MultiAgent System (MAS) research (the
BDI - Belief-Desire-Intention - Model [9]) and from Intelligent Tutoring Systems
(ITS) research (the Student Model [4]).

However, is important to point out that the work do not intends to propose
any new model, theory or insight in the field of human competencies. The goal
of this work is to define a computational model for established models for human
competencies, particularly focusing on those models that work with psychological
dimensions or aspects of competencies. The main expected result of the work is to
show that an agent based computational model, derived from BDI cognitive models,
is indeed possible.

There are several Agent Oriented Software Engineering (AOSE) methodologies
that can be used to design and develop MAS architectures [11]. However, due to
the necessity to handle key CM concepts of cognitive nature, like interest, aptitudes,
abilities and knowledge, we were driven to choose AOSE methodologies that can
handle these concepts since the inception of the system.

Based on previous experience on the development of agent and multiagent
based learning environments [6, 7, 12], we do not see any problem in use cog-
nitive models to built the application. We consider that cognitive models can be
successfully used in the analysis, design and development of multiagent applica-
tions if these models: (a) present viable computational interpretations, otherwise
they are not useful to design and implement the application; (b) have clear episte-
mological and psychological foundations, not being based only on naive intuition or
common-sense psychology, but based on scientifically established epistemological
and psychological principles; (c) have precise formal specifications, which provide
the answer to avoid excessive anthropomorphism (for example, the formal definition
of “subjective belief” is a strictly objective definition).

In practical terms, we integrated the TROPOS methodology [2], the I� frame-
work [13], and a set of AOSE methods derived from ITS research [12] to analyze
and design a MAS intended to help managers of software development projects to
select, through CM model, the right professionals to integrate a development team.
The utilization of these AOSE concepts and techniques is justified by the possibility
of consider psychological dimensions of CM models in the project of the system,
aiming to make the decisions taken by this system more realistic with respect to
human traits.

The concept of human competency is the base for the human resources CM
process, which goal is to manage the competence gap usually existent in organi-
zations or teams, trying to reduce or eliminate this gap through the identification of
what professionals can do (current competencies) and what the organization expects
from them (desired competencies) [3]. The human competency is expressed when
someone generates a result in his or her work, which is caused by the combined
application of knowledge, skill and attitude. This competency should add social and
economical value to individuals and organizations and, at the same time, contribute
for the realization of organizational goals, and express the social recognition of peo-
ple’s abilities.
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As will be seen in the CM Model Section, this characterization of human
competence proved to be very akin to concepts and abstractions used to understood
and develop MAS, at least, when they are formed by the cognitive sort of agents.

2 Theoretical Basis

The general approach of this work is to apply agent-based abstractions and concepts
in the analysis, specification and implementation of a computational model for hu-
man competencies. To do so, we relied strongly on current AOSE methodologies,
focusing on those methodologies that take into account the characteristics of cogni-
tive BDI agent models since the beginning of the analysis and development process.
For this purpose, we choose two AOSE methodologies: the TROPOS/i� method-
ology [2, 13] and the AOSE methods derived from ITS [12]. These methodologies
were integrated to solve the problem of how to computationally represent not only
the factual aspects of human competencies, but also the psychological subjective
dimensions of these competencies. These sections present a brief introduction on
these subjects.

2.1 TROPOS Methodology and I� Framework

TROPOS is an AOSE methodology, which supports high-level agent abstractions,
like actors, goals, plans and social dependencies applied to all phases of develop-
ment, since the initial phase of analysis to the implementation phase. Another key
feature of TROPOS is the great importance attributed to the initial stage of analysis
and specification of application requirements, allowing a more detailed assessment
of the impact caused by the system’s introduction as well of the possible types of
interactions that may occur between the system and its users.

The TROPOS methodology sets five stages for the process of MAS develop-
ment. The first two stages Early Requirements and Late Requirements deal basically
with elicitation and analysis of requirements and specification of the application’s
domain. The third stage, Architectural Design deals with structural aspects, which
involve the choosing of an architectural style and social standards for the system.
The fourth stage, Detailed Design, brings questions regarding communication and
behavior of each system’s component. In the fifth stage, Implementation, a map-
ping is built from concepts of TROPOS to the elements of a platform of agent’s
implementation.

The I� framework [13] has a major importance during the early stages of TRO-
POS. This framework aims to represent organizational aspects involved in social
processes, describing motivations and aspects of intentionality that involve actors
in an organizational environment. Among a number of techniques of organizational
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environment modeling, I� has been highlighting for making possible a better
expression of the “whys” related to existing practices and organizational structures.
Since we can high-light the organization’s general objectives, its actors’ intentions
in regard with the intended systems, detailing of the reasons associated with actors
to reach certain goals and description of non-functional requirements. Thus, it en-
ables developers to investigate strategic dependencies among actors, as well as such
actors’ strategic reasons.

In order to describe the organizational environment, I� proposes two models: the
Strategic Dependencies (SD) model and the Strategic Reasons (SR) model. The SD
model is a graphical model composed of nodes and links. Nodes represent actors in
the environment and links represent dependencies among actors. Actor is the name
given to an entity that performs actions in order to obtain objectives in the envi-
ronment context. Actors have relations of dependency among themselves in order
to obtain objectives. The actor that somehow depends on another actor is named
Depender and the actor that meets Depender’s demands is called Dependee. The
element of dependency between Depender and Dependee is named Dependum. As
a result, we have the following pattern of relationship: Depender ! Dependum
! Dependee. Unlike the SD in which only the external relationship among ac-
tors is represented, SR allows a wider comprehension of the strategic reasons of
the environment’s actors regarding organization’s processes and the way they are
represented. Such strategic reasons can be more easily decomposed through the ob-
servation of how Dependees can satisfy the Dependums associated to them and,
from that point on, observe and decompose the intentions and the organization’s
strategic reasons as a whole. The symbology used in SD and SR models can be
observed on Fig. 1.

Fig. 1 Graphical representation of SD elements (a) and SR links (b)
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2.2 AOSE Methods Derived from ITS

The set of software engineering methods proposed in [12] provide several applica-
bility criteria, design principles and development guidelines that can be useful to
analyze, design and develop a BDI MAS. These methods were abstracted from the
empirical observation of how several ITS based on MAS concepts and technologies
were built. The main reason for the proposal of these methods is that, according
to [12], current AOSE methodologies (possibly with the exception of TROPOS)
do not consider agents’ cognition abstractions from the beginning of the system’s
development process, including the stage of requirements engineering. Cognition
abstractions such as beliefs, objectives, intentions and social relationships based on
cognitive models, should provide the base for the extraction of high-level properties
of domains, which not only can be intuitively understood, but will form the basis of
the application’s requirements specification.

The ITS derived methods are based on a top-down approach for the analysis,
project and development of multi-agent applications. The first step is to check if
several applicability criteria are satisfied in the requirements elicitation phase of
software engineering process. The main idea behind these criteria is to ensure that
the design principles and development guidelines proposed for the project of BDI
MAS can be applied after the analysis phase. Such criteria force requirements en-
gineers to consider the agent abstractions since the beginning of process of analysis
of domain and elicitation of requirements. If the application satisfies the proposed
criteria, the specification will naturally incorporate agent concepts and abstractions.

The applicability criteria cover six different aspects that should be considered
when the development of a multi-agent system is intended. First, it is necessary to
check if the domain of application really includes entities that can be understood
as agents working together in an organized system. The steps that follow establish
criteria over agents’ belief structuring, the use of cognitive models by agents, and
how communication interactions should occur, and social relationships be estab-
lished among agents. They still establish that application requirements attributed to
agents should be clearly listed by a specification that determines what knowledge
(extracted out of a base of beliefs) is necessary to satisfy those requirements.

Following the successful application of these criteria, then several design prin-
ciples are proposed, showing how the application domain should be divided, at
least, into three distinct sub-domains: the Users and Agents Modeling (UAM) sub-
domain, which covers knowledge about the users (or external agents) that interact
with the application; the Social Mediated Interactions (SMI) sub-domain, which
covers the knowledge about social interaction mechanisms necessary to mediate the
communication between the application and its users (or external agents); and the
Problem Solving (PS) sub-domain, which covers the knowledge about the specific
problems that the application is intended to solve (and are not covered in the other
sub-domains).

A specific MAS architecture (which can be called the “triad” architecture) is
then proposed to handle these domains (see Fig. 2). This architecture is composed
by three types of agents: PS agents that work in the PS sub-domain and solve
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Fig. 2 Sub-domains and agent types of Triad architecture

application problems; UAM agents that provide the interface of the application,
and make cognitive models of its users and external agents; and SMI agents that
incorporate the social interaction mechanisms. The sub-domains do not need to be
completely separated. It is possible (and even necessary) that there exist non-null
intersections between sub-domains, containing knowledge that interrelate concepts
in both sub-domains.

Development guidelines that must be applied during the implementation process
and system’s test are also presented in [12]. Those guidelines provide useful ideas on
how to transform application architecture designed in accordance with the proposed
design principles in effective systems.

2.3 Human Competencies

According to [3], human competencies are synergic combinations of knowledge,
skills and attitudes, expressed by the performance of professionals inside an or-
ganization, which add value to the people and to the organization. As suggested
by [5], this conceptualization emerges from the junction of two great currents of
study in human competencies: the school of North-American authors, which is
based on three dimensions of competences (knowledge, skills, and attitudes), and
the French school which is focused on objective and measurable (observable) com-
petence referentialities.
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The human competency is expressed when someone generates a result in his or
her work, which is caused by the combined application of knowledge, skills and
attitudes (see Fig. 3). This competency should add social and economical value to
individuals and organizations and, at the same time, contribute for the realization of
organizational goals, and express the social recognition of people’s abilities.

Knowledge corresponds to information about some domain or area that, when
recognized and understood by an individual, influences his or her decision process
in respect to this knowledge area. The knowledge forms a necessary condition to the
emergence of competent behaviors of the individual in respect to this area. Skills are
related to the “know how” of the individual, in respect to specific tasks in the knowl-
edge domain or area. It is the productive application of knowledge in the definition
and execution of actions. Attitudes, otherwise, are related to what the individual
wants or desire to do. They are the intentions, inclinations and predispositions of
the individual, and they determine his or her general conduct in respect to other
people, to the job and to live circumstances [3].

The concept of human competency is the base for the human resources CM pro-
cess, which goal is to manage the competence gap usually existent in organizations
or teams, trying to reduce or eliminate this gap through the identification of what
professionals can do (current competencies) and what the organization expects from
them (desired competencies) [3].

2.4 Cognitive and BDI Agents

Agents form the basic element of computation in MAS, which can be defined simply
as systems formed by several agents working together. In this context, an agent is
a computational process situated in an environment, which is designed to achieve a
purpose in this environment through an autonomous and flexible behavior [15].

The BDI cognitive model for agents assumes that all agent’s purposes can be
fully specified by the definition of its beliefs and desires, and that the behavior of
the agent is clearly implied by its intentions. The BDI model is one of the possible
cognition models of the Mental State approach for agent modeling (see Fig. 4). In
this model, the set of beliefs represent provisional knowledge of the agent, which can
change with the passing of the time. Beliefs define what the agent knows about the
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environment, what it knows about the other agents and what it knows about itself.
Beliefs are specified by logical properties concerning other agents, the environment,
and about the very own agent. Agents should update its beliefs to reflect changes
detected (perceived) in other agents, the environment, and itself. They must maintain
the consistency of the beliefs after this update.

Desires specify the set of state of affairs the agent eventually wants to bring
about. One particular state of affairs is specified by a logical property to be held
in this future state and by a list of attributes that define the admissibility criteria
of the desire. The admissibility criteria attributes specify agent’s beliefs about the
desire. They define, at least, the priority of the desire, the ability of the agent to
achieve the desire and the estimated possibility of the desire to become true. In the
cognitive model of agents that we are using, we suppose that the purpose of the
agent is explicitly stated as the set of highest-priority desires of the agent.

The fact that an agent has a desire does not mean it will act to satisfy it. Acts
are governed by intentions that are characterized by a choice of a state of affairs
to achieve, and a commitment to do this choice (here we follow the definition of
Cohen & Levesque [16]). Intentions are related to desires by admissibility criteria
attributes. The agent will choose those desires that are possible, according to these
attributes and to its current base of beliefs. It is important to note that intentions
are also beliefs of the agent. One particular intention is a compromise the agent has
to reach a specific possible future, that is, the agent believes that the state of affair
it wants to achieve does not hold now, and that it must work to reach that state. It
means that before an agent decides what to do, it will be engaged in a reasoning
process, confronting its desires with its possibilities, defining its intentions and then
planning its actions is respect to this intention.

In other words, an intention poses a decision problem (or a planning problem)
for the agent. The agent should solve this problem and decide the course of actions,
or plan of actions, to be followed in order to achieve the intention. A plan of actions
is composed by a set of actions structured by sequence, iteration and test/choice
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order relations (operators). These plans do not need to be fully specified from the
beginning, they can be partial and the agent can start to follow the plan and reassess
or complete it during execution.

The interaction of the agent with its environment is done by actions and percep-
tions. An action is an alteration in the external environment caused directly by the
agent. From an intentional point of view, it also represents a way to attain an end
(intention). Therefore, internally the agent should know (believe) the basic effects
produced by possible actions and what are the relations of these actions to their in-
tentions. Agents detect properties in the environment, or more commonly, changes
in these properties through perceptions. These changes can occur independent of the
agent, or they can be caused by actions executed by the agent or by other agents,
but the only way the agent has to detect them is through its perceptions. Perceptions
produce updating in the base of beliefs of the agent, but, the exact update produced
by a particular perception depends on the current state of beliefs of the agent.

Agent architectures are also usually divided into several distinct abstraction
layers. InteRRap [18] and the architecture of Glaser and Morignot [17] are represen-
tative examples of layered agent architectures. Glaser and Morignot suggest that the
design of agents should be organized in: social, cooperative, cognitive, and reactive
layers. Higher social and cooperative layers incorporate knowledge and reasoning
processes related to social issues. A medium cognitive layer incorporates knowl-
edge and reasoning processes necessary for decision taking and action planning.
A low reactive layer is responsible for reflexive behaviors directly associated to the
basic perceptions and actions of the agent. InteRRap architecture is divided in three
layers: the Cooperative Planning Layer (CPL) responsible for the social model em-
ployed by the agent, the Local Planning Layer (LPL) responsible for the agent’s
mental model and the Behavior Based Layer (BBL) responsible for the modeling
the world and environment.

3 Cognitive Competence Management Model

The main idea behind the cognitive CM model proposed in this work is based on
what is, for us, a strong analogy between human competency concepts and the BDI
concepts reviewed in the last sections. For instance, if this analogy is viewed from
a simulation perspective, then the knowledge resources of some agent can be rep-
resented by its high-level conceptual beliefs about the environment (domain) where
it will operate. The skills of this agent should be represented by its beliefs about
what are the appropriate decision processes and planning methods to be used to
solve problems in this domain, and its attitudes are represented or directed by the
set of desires (goals) it wants to achieve in the domain. As a consequence, behav-
iors, when considered as objective evidences of performance, should correspond to
the effective behaviors (actions) generated by the agent’s reasoning processes in re-
sponse to environment perceptions. Following the simulation perspective, social and
economic values should increase (or decrease) in correlation with the achievements
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and results obtained by the agent’s behaviors. The agent should also have some
knowledge about desirable social or economic values, modeled as beliefs and de-
sires residing in its social and/or cooperative layers.

This analogy derived from the simulation perspective is interesting as a general
guide of how to build agent-based computational models for CM processes, but it
does not need to be followed to its complete extent in all domains of applications.
In the case of the application being considered in this work, which aims to help
managers to select software professionals to integrate a development team, it is not
necessary to emulate the behavior of these professionals, but only try to discover and
represent the professional competences and the manager needs. This is presented in
the following sub-sections.

3.1 The Organizational Environment

Following TROPOS methodology [2], the organizational environment of the appli-
cation’s domain should be divided in several categories of actors, which are related
one to each other through several social dependencies necessary to achieve com-
mon objectives. In the case of our application, we will focus the organizational
environment of small and medium sized software companies. The existing actors
in the environment are representations of roles usually found in software develop-
ment environments of this kind of companies. These roles are: the Project Manager
(PManager), the Team Leaders (TLeader), the Software Developers (SWDevel-
oper), the Human Resources Consultant (HRConsultant) and the final Customer.

The PManager is the type of actor who has direct contact with the Customer and
therefore deals with administrative issues related to the project, in addition to being
responsible for receiving new software development requests. The TLeader is the
actor who controls and determines the characteristics and resources involved in a
project. TLeader should delegate specific development duties to the SWDeveloper
actors that take part in the team under its responsibility. To do so, it can ask the
HRConsultant whenever it turns out to be necessary to get information about hu-
man resources. A same TLeader can take part in one or more development projects,
in which, not necessarily, the professional assumes the role of leader in all the
projects they participate in. The SWDeveloper actor performs activities delegated
by the TLeader of the project he/she participates in. In order to become a member
of a new project, the SWDeveloper must meet some requirements that are necessary
for the good course of the development activities. The characteristics requested to
those professionals vary according to the domain of application of the software to
be developed.

The HRConsultant actor provides information on professional and personal
characteristics of every collaborator of the company. The information provided is
collected with the aid of some techniques that normally are based on documents
and forms with answers supplied by the collaborators themselves, where some spe-
cific characteristics related to technologies or competences are taken into account.
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Fig. 5 SD model of HRCSystem domain – Late Requirements

The early and late requirements phases of TROPOS methodology are intended
to elicit the several dependencies between the organization’s actors and the reasons
behind these dependencies. The difference between the two phases is basically the
inclusion of the system in the organizational environment, through the modification
of the original SR and SD diagrams, and the analysis of what dependencies the sys-
tem will change. The diagram presented in Fig. 5 shows the resulting SD model of
the late requirements analysis of HRCSystem. In this model the dependence relation-
ships between HRCSystem (the yellow node) and the other actors in the domain are
already clearly delimited, providing the functional and non-functional requirements
of this application.

From the perspective of TROPOS methodology the applicability criteria pro-
posed by the ITS derived AOSE methods [12] work as a checklist that should be
verified between the domain requirements elicitation phases and the architectural
design phase. These criteria should be considered during the process of analysis and
elicitation of application requirements. They must be considered specifically when
functional requirements of system’s architecture are being analyzed.

The first three criteria set the basic context for the application domain: first
(AC.1), this domain should contain entities better understood as agents, second
(AC.2), it should be possible to classify the knowledge used by these agents in
knowledge about other agents (or actors) and knowledge about non-agent entities,
and third (AC.3), the communication between agents is symbolic and occur at the
knowledge level.

In our case, (AC.1) is easily satisfied because, if necessary, any of the roles (ac-
tors) presented in the problem’s domain are better represented computationally by
agents other than, for example, objects. That can be justified considering the need
of information (knowledge) exchange among the roles (agents) of system in order
to reach their goals. The (AC.2) criterion is also satisfied, because it simply states
that the agent modeling knowledge, which represents developer’s professional and



52 S. Oliveira and J.C. Gluz

personal characteristics (competences), can be cleared distinguished, for example,
from the knowledge of how projects are structured and managed. The (AC.3) cri-
terion is satisfied by all actors on the SR model, because they should exchange
symbolic knowledge to achieve their goals.

The next two criteria (AC.4) and (AC.5) are the core criteria of the methods pro-
posed in [12]. The (AC.4) criteria requires that the system contains agents that form
cognitive (BDI) models about the system’s users, and (AC.5) says that all interac-
tions and relationships between the system and their users should be based on these
cognitive models. For the specific case of HRCSystem this will imply, for instance,
that for any real software developer that interacts with the system, should exist an
agent inside the system that will create a cognitive model about the developer by
means of its perceptions over the observable behavior of developer (for example,
what technologies the developer usually uses, what degree of critically the devel-
oper presents toward a project, what sort of professional experience and how long
the developer has been in the company). In the SR model of HRCSystem, there
are several relationships and social interactions between the agents, such as, for in-
stance, the main social relationship between the HRCSystem to the PManager actors
is related to the proper selection of some developer to join into a development team.
The establishment of a successful relationship depends on the cognitive model that
the agents inside this system had built about the developer.

The last criterion (AC.6) requests that the application requirements attributed to
the agents must be clearly listed in the requirements specification. Starting from
SR models it is possible to list all application requirements associated to the actors,
and additionally, after a deeper analysis, it is possible to list what knowledge are
necessary to satisfy these requirements. In this case, the requirements associated to
HRCSystem node should be distributed among the agents that will form this system.

With this list of requirements in hand, is necessary to select an appropriate MAS
architecture to model the system. TROPOS methodology suggests several architec-
tures for implementation of MAS solutions. However, in the case of HRCSystem,
due to the satisfaction of all applicability criteria defined in [12], the most appro-
priate MAS architecture is the “triad” architecture proposed in this same work. In
this architecture it is possible to classify the actors of the system in accordance with
sub-domains with well defined features, as shown in Fig. 6.

Based on the model SR of the last requirements phase of TROPOS, the actor who
represents the system undergoes a “breakup” being organized as a system composed
of several distinct agents. Following DP.1 to DP.3 design principles defined in [12],
these agents are classified as follows: (a) the HRConsultant mediator agent, which
belongs to SMI subdomain, knows the CM model, and is responsible to identify
SWDevelopers that meet PManagers and TLeaders requirements; (b) the ProjMgmt
problem solving agent, which belongs to PS subdomain, knows what a project is,
what are the projects of the organization, and is responsible to solve questions re-
lated to the importance of tasks and projects; (c) the SWDeveloper, PManager, and
TLeader interface agents, which belong to UAM subdomain, and are responsible to
interact and make cognitive models of users of HRCSystem.
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The knowledge bases Human Resource Profiles, Task Type x Competence Model
Mappings, and Projects of Organization are being analyzed and structured accord-
ing DP.4 principle (see [12]). They are organized as belief bases that represent: (1)
the significant entities of the sub-domain and their main properties; (2) the basic
identification abilities, and possible actions and perceptions of the agent, in respect
of these entities; (3) the planning and problem-solving skills necessary to achieve
desires (goals) related to these entities.

3.2 Agent Models

The Fig. 7 presents the cognitive CM model proposed to HRConsultant agent. This
model intends to represent information relative to personal competences, structured
in one side according to the organization needs and on the other side according to
the professionals available. It provides the reference for which kind of social skills
and relationships the HRConsultant agent should establish and maintain.

The Class of Tasks category specifies the different types of tasks possible in
the organization projects. The Role attribute defines which kind of professional
can assume the task in the organization. A particular task is performed by a par-
ticular professional acting in the corresponding role. However, for the task to be
successfully accomplished is necessary a minimum level of performance from the
professional. This is represented by the Competence Referential (CREF) profile,
which specifies the set of referentialities for a particular competence.

A CREF profile is a representation of competences that focus on objective and
observable behaviors of professionals, teams or organizations directly related to the
competence. It is formed by a set of referentialities, each one pointing out an objec-
tive and observable behavior that represent the competence.
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Table 1 Meta-level Cognitive Model of SWDeveloper Agent

Beliefs Knowledge Beliefs about what is the developer’s knowledge in programming
Skills Beliefs about the developer’s professional experience in IT
Attitudes Beliefs about the developer’s attitudes in the working environment

Goals To create a faithful belief model about the external corresponding actor
(the real developer)

To identify what organization roles this model satisfy
To answer the requests of the HRConsultant agent

Plans Methods, algorithms and heuristics that allow the agent to achieve its goals

Other way to represent competences is by the classification of the competence
in three dimensions: knowledge, skills and attitudes, which are necessary for the
professional to efficiently perform the competence. This kind of representation is
incorporated in the Competence Dimensions (CD) profile, and in the Professional
Competence (PC) profile of the cognitive CM model. The CD profile is responsible
to map, for a particular competence, which are the expected knowledge, skills and
attitudes required for the efficient performing of the competence. Once the CD pro-
file for a particular competence is identified, then it can be compared with PC profile
for each professional of the organization, looking for the best professional profile
able to perform the competence.

The cognitive model of SWDeveloper interface agent is presented in Table 1.
This model intends to represent the real software developer actors inside the sys-
tem. The information mental states of SWDeveloper are represented by beliefs that
correspond to the three dimensions of competence. Thus, SWDeveloper agent has
a belief model composed by the knowledge, skills and attitudes, which should rep-
resent the PC profile of the corresponding external actor, the software developer
actor. The proactive mental states of this agent are formed by its goals and plans.
The main goal of these agents is how to create a faithful belief model of the PC
profiles. Secondary purposes of this agent are the identification of what roles this
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profile should satisfy inside the organization, and to answer the requests of other
agents of the system (in particular the requests of the mediator agent, the HRCon-
sultant agent). Agent plans define exactly what actions the agent should perform to
achieve these goals. Plans are the most implementation and programming oriented
tasks in the design of the agent.

3.3 The Website Construction Study Case

The CM cognitive model can be applied to several situations. The abilities of this
model through a study case, which shows how the model can be applied to website
software construction tasks. This study case is based on empirical data obtained
with interviews made with website software development specialists from the S1
Soluções Inteligentes software development company [14]. The case was elaborated
in conformity with the mission and vision of the company, supporting its strategic
planning. Following [3], it is necessary to consider that competence management
should be oriented to the strategic planning of the organization. In this work we will
suppose that this strategic planning will be based on the fulfilling of the practices
and methods proposed by the Personal Software Process (PSP) [8], which specify
a set of productivity characteristics that software development professionals should
satisfy.

Considering the model presented in Fig. 7, the website construction development
process should be decomposed in a series of tasks, each one, being fulfilled by some
role of the organization and needing the competences specified by the CREF profile
attribute. In this context, the several activities necessary for the website construction
development process will form the basic competences required to the professionals
involved in this process. These competences are the following: (1) Requirements
analysis: the identification of client’s needs; (2) Layout creation: the elaboration
of illustrative images, which represent the services contained in the final stage of
the website; (3) XHTML implementation: conversion of layouts to XHTML; (4)
Data modeling: development of classes that represent the resources used on the
website’s implementation; (5) Data entry: inclusion of contents made by the client,
through an user friendly interface of content management; (6) Business logic pro-
gramming: writing of the source code (Python, PHP) of the website, taking into
account the client’s business rules, and the template rendering; (7) Template con-
figuration: implementation of the business rules in XHTML (interface layer); (8)
Compatibility testing: verification the compatibility of the website code with several
platforms (PCs and mobile), browsers, search softbots, according to a previously de-
fined checklist of tests; (9) Content publishing: handling of the publishing process
on the client server, or, in a third part server, if the client’s site is hosted in a third
part company.

Each one of these competences forms also an activity that must be performed by
some professional of the organization. The roles of the professionals involved on
website construction task are the following: (a) External relationship professional:
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the professional which establish the communication channel between the client and
the development team; (b) Developer: it is responsible by coding the information
and structure of the website; (c) Designer: this professional elaborates the lay-
out, consisting in the visual programming of the website’s static pages/screens; (d)
Tester: this professional is responsible by the verification of functionalities and re-
sources implemented in the website, assuring that all requirements specified to the
website were satisfied.

The relation between role and activities (competences) defines which com-
petences will be necessary to the role. The External relationship role must be
competent in (must have the competencies of) Requirements analysis and Data
entry activities; the Designer in Layout creation; the Developer in XHTML imple-
mentation, Data modeling, Business logic implementation, Template configuration
andContent publishing; and the Tester in Compatibility testing.

To identify the specific resources (knowledge, skills and attitudes) necessary for
some competence, the corresponding activity should be analyzed to determinate
the information necessary to the realization of the activity. Following the model
defined in Fig. 7, this information will form the CD profile of the competence. The
identification of these resources is made by the matching of keywords (signs) related
to the performing of the activity in the related domain. Table 2 shows the CD Profile
for the Requirements analysis competence. This table relates through keywords, the
kind of knowledge, set of skills and set of attitudes necessary to efficiently perform
the Requirement Analysis of websites.

After the identification of the resources related to the activities/competences it
is necessary to define profile of competences of some particular professional. Fol-
lowing the model defined in Fig. 7, this information will form the PC profile of the
professional.

The PC profile for some professional is created based on the analysis of different
sources, likes: documents (résumé, historical records of previously performed activ-
ities), interviews, surveys, and examinations (personal account, evaluation of other
professionals, internal tests). This profile should be a reliable internal representation
of the professional inside the system. The profile is an active and flexible model im-
plemented by a specific agent of the system, the SWDeveloper agent, which has the
responsibility to assure that it is a trustworthy model of the corresponding profes-
sional. Table 2 shows the PC profile of some fictitious professional.

Table 2 Example of PC Profile

Professional: John Doe
Resources Keywords

Knowledge Graduation in Computer Science; Data modeling; Requirements elicitation;
Software development methodologies; Process documentation

Skills UML data modeling; Object oriented programming; Basic knowledge of
LATEX; Knowledge of basic electronic; Programming logic; Teaching;
APIs documentation

Attitudes Attentive; Communicative; Pro-active; Observant; Patient; Collaborative
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All goals of SWDeveloper agent are related to the PC profile: the agent will try to
keep this model updated and trustworthy; it also will have methods to identify what
roles of the organization match this profile, and will answer requests of other agents
about information on this profile and on these matches.

3.4 HRCSystem Development

The HRCSystem is being implemented as a MAS in the JASON Integrated De-
velopment Environment (IDE) [1]. JASON IDE is a complete and fully functional
development environment for the AgentSpeak(L) [10] agent programming lan-
guage. AgentSpeak(L) was selected to implement the proof-of-concept prototype
of the HRCSystem due to several important features: it is a very high-level logical
language that can represent BDI concepts directly; it allows a direct mapping be-
tween formalized concepts and operational programs; it has an effective interpreter
and programming environment; the interpreter is implemented in Java, what allows
an easy action/perception interface to legacy applications, including the ability to
integrate HRCSystem with other project management tools and applications; it al-
lows interoperation with other agent platforms due to the support to KQML and
FIPA-ACL agent communication languages.

Each agent presented in Fig. 6 is implemented by a distinct AgentSpeak(L)
source code module. In AgentSpeak(L) the several goals of the agent must be sup-
ported by, at least, one plan which defines how the agent can achieve the goal. Plans
define the specific algorithms, methods and heuristics used to achieve agent goals.
For instance, the plans related to the construction of the PC profiles are based in
actions that give access to information extracted from three sources: interviews with
the professional, the organization human resources database, and interviews with
managers. Fig. 8 presents an excerpt of the belief base that models the example PC
profile described in Table 2. The AgentSpeak(L) code presented in Fig. 8 specifies
the beliefs that an instance of SWDeveloper agent has about it corresponding exter-
nal actor, the John Doe (fictitious) developer.

hasKnowledge (johnDoe, graduationComputerScience). [source(johnDoe) ]
hasKnowledge (johnDoe,dataModelling). [source(johnDoe) ]

...

hasKnowledge (johnDoe, processesDocumentation). [source(johnDoe) ]
hasSkill (johnDoe, objectOrientProgram). [source(johnDoe) ]

...
hasSkill (johnDoe, apisDocumentation). [source(johnDoe) ]

...
hasAttitude(johnDoe, collaborative). [source(johnDoe) ]

Fig. 8 Formalization of PC Profile in AgentSpeak
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Fig. 9 Screenshot of Team Leaders and Project Manager user interface

The interface between HRCSystem’s and its project manager/team leader users is
implemented through a dialog box similar to the screenshot showed in the Fig. 9.

This dialog box essentially implements an interview with these users, obtain-
ing information for the HRCSystem databases, which cannot be obtained from the
resource management databases of the company.

The initial validation of the CM model and the HRCSystem system will be made
within the context of the website construction study case, applied to the organiza-
tional environment of a software development company.

Currently we are finalizing the mapping of competences for the activities and the
professionals of the enterprise. When this task is finished we will start the exper-
iments and tests of HRCsystem. The basic validation approach is to proceed with
a series of controlled experiments, where HRCSystem selection of appropriate pro-
fessionals to work in specific website development tasks, are compared with the
selections made by company’s managers and team leaders for the same task.

We already planned a series of experiments and tests that should check the
functionality of the CM model. The basic idea is to apply the system to a series
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of simulated requests for project activities, registering the results obtained by it.
The control check of these experiments will be formed by equivalent requests sub-
mitted to the project managers of the organization. After that we will compare the
decisions suggested by HRCsystem with the decisions taken by company managers.
In future we expect also to check the performance of the system, specifically when
helping recently hired managers.

4 Final Remarks

This chapter presents a new agent-based cognitive model for human competen-
cies management, and a new software tool, called HRCSystem, which is based on
this model, and intends to help project managers and team leaders of software de-
velopment projects to select the right professionals to integrate a development team.

The model and the application where developed through the integration between
two different software engineering methodologies of multiagent systems analysis
and design. The model can be applied to several software development situations.
To show the abilities of this model we show its application to the specification of
website software construction tasks. This study case is based on empirical data ob-
tained with interviews made with website software development specialists from a
software development company. The case is being elaborated in conformity with
the mission and vision of the company, supporting its strategic planning, and the
practices and methods proposed by the Personal Software Process (PSP) [8].

We believe that the main appeal of the HRCSystem is to serve as an assistant
that can help recently hired (or promoted) managers and team leaders to assess their
decisions. It can serve as a on-the-job learning tool for new managers. It also can
be helpful to more experienced managers, when there are a huge base of developers
and projects in the organization.

The long term goal of HRCSystem project is to actively incorporate in a sin-
gle source the organization’s knowledge about the competences and availability of
software developers. The evolution of the knowledge base will occur through two
main processes: (a) the direct adding of new knowledge through the human-machine
frontend interface of HRConsultant agent and projects database backend interface
of ProjMgmnt agent; (b) a conflict-solving mediation process that will solve differ-
ences between system’s outputs and users (managers) expectations, and that is able
to change/evolve the knowledge base when faced with discrepancies, mainly when
these discrepancies arise from experienced users. There is a wide degree of latitude
in the system’s architecture to incorporate mediation and interface agents able to
solve theses issues. This is an important future research direction of this work.
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Neural Accumulator Models of Decision Making
in Eye Movements

Vassilis Cutsuridis

Abstract Humans and animals are constantly facing the problem of having to
choose from a variety of possible actions as they interact with the environment.
Both external and internal cues have to be used to guide their selection of a single
action from many possible alternatives. Which action to choose in a given context
may have important biological consequences to their survival. Decision making is
regarded as an accumulation process of evidence about the state of the world and
the utility of possible outcomes. Two well established neural accumulator models
of decision making are presented to model the neural basis of decision making in
behavioural paradigms such as the antisaccade task.

Keywords Superior colliculus � Antisaccade task � Decision making � Accumulator
model � Eye movement

1 Introduction

Decision making is the process of selecting from sets of options based on current
evidence about the state of the world and estimates of the value of different out-
comes [1]. Decision making has been a topic of intense study by multiple disciplines
such as economics, sociology, statistics, computer science, artificial intelligence,
ethology, cognitive and behavioural neuroscience. Economists often investigate how
decisions are formulated in the presence of uncertainty, whereas ethologists ap-
proach the problem of decision making in the context of foraging Psychologists
frequently investigate a behavioural choice using a concurrent schedule of reinforce-
ment. Sociologists investigate how the decision making processes of an individual
are influenced by the decisions of others in the same group [11], whereas artificial
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intelligence (AI) and computer science analyze how an optimal decision-making
strategy can be learned through experience [12].

In recent years, cognitive and behavioural neuroscientists have begun to inves-
tigate the neural basis of decision making using various behavioural paradigms.
The behavioural paradigm often used is saccadic eye movements (i.e. rapid eye
movements to bring the saccadic goal onto the fovea). Saccadic eye movements are
important in understanding the neural basis of decision making, because (1) making
a saccade, among a set of potential visual targets, one must be selected as the next
end-point of a saccade and (2) initiating a saccade, the decision must be made to
release the system from its previous state of fixation. The slowness, variability of
response times (RT) and percentage of erroneous responses are some of the under-
study variables in these behavioural paradigms.

In this paper, two neural accumulator models [2–7] of visually guided eye move-
ments in the absence of distractors at various levels of abstraction (molecular, single
neuron, population of neurons, multiple brain areas and behaviour) are summarized
to provide functional roles to the neural substrates involved in preparation and ex-
ecution of the saccadic eye movements and explain which neural mechanisms are
responsible of the response variability and error rate in a well established oculomo-
tor task (i.e. antisaccade task).

2 Brain Anatomy and Physiology of Saccade Eye Movements

Several brain areas are involved in the control of saccadic eye movements [13].
Visual information from the external world enters the brain from the eyes through
two distinct anatomical pathways: (1) From the retino-geniculo-cortical pathway to
the primary visual cortex and (2) from the retinotectal pathway to the superficial
layers of the SC. Visual information is subsequently processed through several ex-
trastriate visual areas before it arrives in the lateral intraprietal area (LIP) in the
posterior parietal cortex. LIP is at the interface between sensory and motor process-
ing. The LIP in turn projects to both the intermediate layers of the superior colliculus
(SC) and the frontal cortical oculomotor areas including the frontal eye fields (FEF),
the supplementary eye fields (SEF) and the dorsolateral prefrontal cortex (DLFPC).
The FEF has a crucial role in executing voluntary saccades, whereas the SEF is im-
portant for internally guided decision-making and sequencing of saccades [14]. The
DLPFC is involved in executive function, spatial working memory and suppressing
automatic, reflexive responses [15]. All these frontal regions project then to the SC,
which is a vital node in the premotor circuit where cortical and subcortical signals
converge and are integrated.

Furthermore, the FEF, SEF and SC project directly to the reticular formation to
provide the necessary input to the saccadic premotor circuit that a saccade is initiated
or suppressed. Frontal and posterior cortical oculomotor areas also project indirectly
to SC through the direct and indirect pathways of the basal ganglia. Cortical inputs
to the direct pathway lead to disinhibition of the SC and thalamus, whereas cortical
inputs to the indirect pathway lead to the inhibition of both SC and thalamus.
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3 Empirical Signatures

A behavioural paradigm often used to investigate decision processes is the antisac-
cade task [10]. The antisaccade task is a choice reaction time task in which subjects
perform eye movements in the opposite direction from the location of a peripheral
stimulus [10]. Recently, a large epidemiological study was conducted [8, 9] testing
the performance of a large population of young male subjects in the antisaccade ocu-
lomotor task. A population of 2075 conscripts performed 90 trials of the antisaccade
task as fast as possible without any accuracy constraints (see Fig. 1). Each subject
was seated in front of computer monitor and he/she was asked to fixate to a stimu-
lus in the centre of the screen. After a variable period of 1–2 s, the central stimulus
was extinguished and immediately after another stimulus appeared randomly at one
of nine distances (2–10ı at 1ı intervals) either to left or to the right of the central
fixation stimulus. The subjects were instructed to make an eye movement to the
opposite direction from that of the peripheral stimulus as quickly as possible. The
following indices of performance were measured:

� Percentage of errors
� Mean latency of the first eye movement regardless of whether this was an error

prosaccade or a correct antisaccade eye movement
� Standard deviation of the latency of the first eye movement
� Mean latency of correct antisaccades
� Standard deviation of the latency of the correct antisaccades
� Mean latency of error prosaccades
� Standard deviation of the latency of the error prosaccades
� Mean latency of corrections
� Standard deviation of the latency of corrections

Saccade reaction time was defined as the time taken from the first appearance of
the peripheral stimulus ‘till the first detectable eye movement. Trials with reaction
times<80ms were excluded as anticipations and trials with reaction times>600ms
were excluded as no response trials. Only three eye movement behaviours were ob-
served: (1) the subject made the correct antisaccade, (2) the subject made the error

Fig. 1 Experimental setup of
the antisaccade task
(reproduced with permission
from [14], Fig. 1,p. 221,
Copyright c� Nature
publishing company)
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prosaccade (very rare), and (3) the subject made an error prosaccade followed by a
correct antisaccade. At no time was ever observed a subject to make a correct anti-
saccade followed by an error prosaccade in the same trial. A unimodal distribution
of correct antisaccades and erroneous prosaccades were observed. The mean latency
and standard deviation of the correct antisaccade from all subjects, respectively,
were 270˙ 39ms and 56˙ 19ms. The mean latency and standard deviation of the
error prosaccades from all subjects, respectively, were 208˙ 38ms and 46˙ 27ms.
Finally, a 23%˙ 17% of erroneous prosaccades of all subjects were reported.

These results raised some very important questions: (1) Why are the mean laten-
cies of the correct antisaccades and error prosaccades so variable between trials in
each subject and across all subjects? (2) Why the error rate is only 23%? Why not
50%? (3) What stops the error prosaccade from been expressed after the correct an-
tisaccade has been released first? (4) Which are the neural mechanisms that justify
these results?

These questions have been successfully addressed by the neural population ac-
cumulator model of the SC [2, 6, 7] summarized in the next section.

4 A Neural Population Accumulator Model of Decision Making
Constrained by Antisaccade Data

The first model (see Fig. 2), which we will call the neural population accumula-
tor model was a one-dimensional model of the intermediate layer of the superior
colliculus (SC) [2,6,7]. The connectivity between neurons in the population was as-
sumed to be on-centre off-surround. The internal state of each neuron i was given by

Fig. 2 Schematic diagram of the neural accumulator models
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�
dxi .t/
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wijAj .t/C Ip.t/C Ir .t/ � u0 C In; (1)

where In was the noise background input, u0 was a global inhibition term, Ip and Ir

were the two external inputs and £ was the integration constant. The average firing
rate of each neuron was then given by

Ai .t/ D 1

1C exp.�ˇui .t/C �/ ; (2)

where “ was the sigmoid steepness and ™ was the sigmoid offset. The interaction
matrix between nodes was given by

wij D a exp

��.j � i/2
2 � �2
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� b exp

��.j � i/2
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B

�
� c; (3)

where a, b, c were free parameters and ¢A; ¢B were spatial parameters. Three differ-
ent types of SC neurons were modelled: fixation, buildup and burst neurons. Briefly,
in the superior colliculus, fixation neurons discharge tonically when the subject is
fixating and pause their activity when a saccade is initiated. On the other hand,
buildup neurons discharge only when a saccade is initiated. Burst neurons discharge
phasically and provide the final motor command to the brainstem neurons for the
generation of an eye movement.

In the model, the two external inputs, which represented the FEF and LIP deci-
sion signals were modelled by

I D A � jslope � t j ; if ton C tdelay � t � toff C tdelay and I < Imax

I D A � Imax; if ton C tdelay � t � toff C tdelay and I � Imax

I D 0;
A D exp

��.j � i/2
2 � �2

A

�
;

(4)

where tdelay was the conduction delay from the retina to LIP (70 ms) and FEF
(120ms), Imax was the theoretical maximum SC neuronal activity and slope was
the slope of linearly rising phase of each input. The slope of each input varied from
trial to trial from a different normal distribution with a certain mean,�, and standard
deviation, ¢ for each input. The value of the theoretical maximum SC neuronal ac-
tivity of the FEF input was assumed to be larger from the theoretical maximum SC
neuronal activity of the LIP input. This assumption reflected the instruction given to
each subject in the beginning of each trial that they should always make the correct
antisaccade even if their first eye movement was an error prosaccade.

In the model, decisions were formed via stochastic accumulating processes and
contrast enhancement of the two decision signals. More specifically, the two corti-
cally independent and spatially separated decision signals representing the reactive
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(LIP) and planned (FEF) saccade signals, whose linearly rising phases were derived
from two normal distributions with different means and standard deviations were in-
tegrated at opposite SC buildup cell populations, where they competed against each
other via lateral excitation and remote inhibition. An ocular movement was initiated
when the neuronal activities of the buildup cells reached a preset criterion level.
The crossing of the preset criterion level in turn released the “brake” from the SC
burst neurons and allowed them to discharge resulting in the initiation of an ocular
movement.

To simulate the median reaction times, the shapes of the RT distributions of the
correct antisaccades and the error prosaccades as well as the error rates of all 2075
subjects, we run the model for 1500 trials. In each trial, the slope of the reactive
input took values for a normal distribution with mean �1 and standard deviation
¢1, whereas the slope of the planned input took values from another normal distri-
bution with mean �2 and standard deviation ¢2. The mean values were estimated
via a trial-and-error process, whereas the standard deviation values ¢1 and ¢2 were
approximated so that the produced correct antisaccade and error prosaccade reac-
tion times were greater than 80ms and less than 600ms. The threshold was adjusted
so that the simulated error rate closely matched the observed one. Saccade reac-
tion time (SRT) was estimated as the time taken from the first appearance of the
peripheral stimulus till the time the burst activity started to deviate from zero. An
additional 20ms efferent delay was also added.

To compare the SRT distributions of the experimental data with the simulated
ones, we performed cluster analysis. The median RT and the inter-quartile range
for antisaccades and error prosaccades of all 2075 conscripts were grouped into ten
groups. The purpose of the cluster analysis was to partition the observations into
groups (“clusters”) so that the pairwise dissimilarities between those assigned to the
same cluster tend to be smaller than those in a different cluster. We arbitrary chose
ten clusters because we wanted each cluster to have a sufficiently large number of
individuals (ranging from 30 individuals to 240 individuals in each cluster). We then
normalized the SRT distribution of each subject data and then added the normalized
distributions for all subjects belonging to the same group. For each category we
calculated its percentage relative frequency of response times. More specifically,
the time interval between 80 and 600ms was divided into twenty-six categories,
each lasting 20ms. For each time bin, we added the SRTs. Plots of the simulated
and experimental correct antisaccade and error prosaccade % density distributions
of response times for all ten groups are displayed in Figs. 3 and 4.

The mean frequency for all subjects in a group was then calculated. The dis-
crepancy in each category between the simulated and experimental correct and
error distributions was measured by the squared difference between the observed
(simulated) and the expected (experimental) frequencies divided by the expected
frequency ((Observed-Expected)2/Expected). The ¦2 value was the sum of these
quantities for all categories. The rejection region was set at ¦2 � ¦2

0:05. The ¦2

test of homogeneity showed a significant difference in two of the ten comparisons
for antisaccade RT distributions and two of the ten comparisons for the error prosac-
cade RT distributions (see Fig. 5).
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Fig. 3 Plots of correct percentage density distribution (y-axis) vs number of categories (x-axis)
for all ten virtual subjects. Dashed lines: simulated correct percentage density distribution plots for
all ten virtual subjects. Solid lines: experimental correct percentage density distribution plots for
all ten virtual subjects. Reproduced with permission from [2], Fig. 5, p. 698, Copyright c� Elsevier
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Fig. 4 Plots of error percentage density distribution (y-axis) vs number of categories (x-axis) for
all ten virtual subjects. Dashed lines: simulated error percentage density distribution plots for all
ten virtual subjects. Solid lines: experimental error percentage density distribution plots for all ten
virtual subjects. Reproduced with permission from [2], Fig. 6, p. 699, Copyright c� Elsevier
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Fig. 5 Simulated correct median, error median, error rate and values of ¦2 test of homogeneity
between correct and error experimental and simulated percent density distributions for correct anti-
saccades and error prosaccades. ¦2 values marked with an asterisk indicate a significant difference
between the simulated and the observed RT distributions. Rejection region: ¦2 � ¦20:05 (37.65).
The degrees of freedom were 25. Units: correct SRT (ms); error SRT (ms). Values in parentheses
stand for experimental values

The model was successful at explaining why the response times in the antisac-
cade task are so long and variable and at predicting accurately the shapes of correct
and error RT distributions as well as the response probabilities of a large 2006
sample of subjects. The wealth of simulated results made the model unique in com-
parison to other models. The model predicted that there is no need of a top down
inhibitory signal that prevented the error prosaccade from being expressed, thus al-
lowing the correct antisaccade to be released. This finding challenged the currently
accepted view of saccade generation in the antisaccade task, which requires a top-
down inhibitory signal to suppress the erroneous saccade after the correct saccade
has been expressed [14].

These results raised some additional important questions: (1) What are the bio-
physical mechanisms that produced the slowly varying climbing activity of the
decision signals? (2) What are the biophysical mechanisms that produced the small
varying threshold level .450˙ 50Hz/ across virtual subjects?

These questions were addressed successfully by the biophysical accumulator
model summarized in the next section.

5 A Biophysical Accumulator Model

The second model [3–5], which I will call biophysical accumulator model, extended
the previous neural SC population model of the antisaccade task by addressing the
question of what were the biophysical mechanisms underlying the generation of the
slowly varying accumulator like activity of the decision signals. The biophysical
accumulator model was a multi-modular neural network model consisting of two
cortical modules, each representing the population activity of FEF and LIP cortical
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neurons that drove the SC population rate model to produce saccade reaction times
(SRT) and response probabilities in the antisaccade task.

The neuronal firing rates of both cortical modules were derived from the interplay
of a wealth of ionic and synaptic currents. Hodgkin-Huxley mathematical formula-
tions were employed to model these currents and the current balance equations of
pyramidal neurons and inhibitory interneurons in the networks. The current balance
equation of each pyramidal neuron was given by

Cp

dVp

dt
D �IL� INa � IKd � IHVA � INaP � IC � IKs � IAHP

�IAMPA � INMDA � IGABAAC Iinj; (5)

whereas the current balance equation of each inhibitory interneuron was

Cinh
dVinh

dt
D �IL � INa � IKd � IAMPA � INMDA � IGABAAC Iinj; (6)

Each ionic current followed the general ohmic relationship

Iionic D gionic � x � .V �Eionic/; (7)

where gionic was the maximal conductance of the particular ion channel, and Eionic

was the ionic reversal potential given by the Nernst equation for the particular ionic
species. x was an activation or an inactivation variable (or a combination of variables
depending on the particular current being modelled, and which can be raised to a
non-unity power for a better fit to the data) that determined the fraction of open
channels at a given time. These variables followed first-order kinetics:

dx

dt
D ˛x � .1 � x/ � ˇx � x; (8)

where ’x and “x were voltage-dependent rate constants. Using a voltage-dependent
time constant, £x , and a steady-state value, x , the differential equation was rewrit-
ten as

dx

dt
D x1 � x

�x

; (9)

where

�x D 1

˛x C ˇx

and x1 D ˛x

˛x C ˇx

; (10)

These types of equations were used to describe a variety of different voltage-gated
ion channels. Experimentally, the steady-state activation variable could be measured
using the voltage clamp protocol and fit to a Boltzmann function

x1 D 1

1C exp.�.V � V1=2/=k/
; (11)
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Fig. 6 Schematic diagram of the firing rate vs. time. Horizontal dashed lines depict two differ-
ent threshold levels. Small increases in threshold level .y2 > y1/ can result in large increases
in the mean and standard deviation. Shaded area depict the variability (standard deviation) in re-
sponse times

Complete mathematical formalism of the model and its parameters can be found
in [3]. Both symmetric and asymmetric types of neuronal connectivities as well as
homogeneous and heterogeneous neuronal firings were tested.

Detailed parametric analysis of all ionic and synaptic conductances in the model
was performed to estimate which current(s) and what range of values could re-
produce the full range of slope values (see Table 4 in [3]) of the planned and
reactive inputs of the SC population rate model [2], while keeping the preset cri-
terion level fixed.

It is important here to emphasize the need of keeping the criterion level fixed
throughout all trials (see figure 6). Assume the criterion level is held fixed at a value
y1. Then, the resulting distribution has a mean at t1 and a variance depicted by
the light gray area. If we now move the criterion level by a small amount to y2, then
the new mean of the distribution shifts to a new value t2 and its variance becomes
much larger. That means that we have moved to a new category (i.e. a new virtual
subject) with different mean and std.

The model predicted that only certain ionic and synaptic currents, namely the
INaP; INMDA, and IAMPA currents can produce the observed variability in the climb-
ing activities of cortical decision signals, while keeping the preset criterion level
fixed. We concluded that indirectly the model predicted the range of values of these
currents’ conductances’ values that reproduced the correct antisaccade and error
prosaccade reaction time (RT) distributions as well as response probabilities of a
large group of 2006 subjects.
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Part II
Biologically Inspired Systems



Preface

Biologically inspired systems have come to refer to a wide range of systems which
draw their inspiration from some aspect of biological systems. The reason for the
interest in such systems is that biological systems are capable of feats simply not
attainable by electronic systems. Biological inspiration may be from the actual phys-
ical form of the biological systems, as in the paper by Smith, or from a much more
abstract view of biological systems, as in the papers by Windridge and Kittler, and
by Loula et al. In both these cases, it is the capabilities of biological systems that
the authors are hoping to emulate.

Another view of biologically inspired systems is that they are about attempting
to understand the nature of what really is happening inside animal brains, and the
paper by Estombelo-Montesco et al. takes this approach. Lastly, the term may be
used to discuss machines which try to join the biological systems and the computer
based systems, and this area is tackled in Bassani and Nievola paper.

As a result, the papers in this section cover a wide range, from learning for mean-
ing and generation of representations, to investigating cortical activity using FMRI
and Brain-Computer interfacing, to a review of Neuromorphic systems. What joins
these chapters together is the biological inspiration of the techniques that each is
using.

Loula et al. use a Peircean philosophy based approach to develop a computa-
tional experiment in which, under quite a carefully determined set of constraints,
an intercommunication system develops which is essentially symbolic. Windridge
and Kittler present a detailed and carefully thought out paper on learning which
produces a self-updating cognitive representation and which is grounded in the
perception/action loop. Their paper includes an experiment which validates their
technique.

Estombelo-Montesco et al. use a novel version of ICA, namely DCA, to attempt
to improve the localisation of the fMRI signals. Their technique does appear to be
successful when applied to signals in the auditory cortex. Bassani and Nievola use
a mixture of wavelet based transforms and Naı̈ve Bayes classifiers in the interpreta-
tions of EEG signals, assessing this on an image classification task.
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Lastly, Smith reviews work using primarily analogue techniques which are
biologically inspired but are actually directly implemented in electronics. Tracing
this back to early work with discrete components, he discusses when and how they
might come out of the lab into more general use.

Leslie Smith



On Building Meaning: A Biologically-Inspired
Experiment on Symbol-Based Communication

Angelo Loula, Ricardo Gudwin, Sidarta Ribeiro, and João Queiroz

Abstract The use of an appropriate set of empirical and theoretical constraints to
guide the construction of synthetic experiments leads to a better understanding of
the natural phenomena under study, and allows for a greater understanding of the
experimental results. We begin this chapter with a description of a general approach
for conducting experiments with artificial creatures within a synthetic ethological
context. Next, we describe how this approach was used to build a computational
experiment regarding the emergence of self-organized symbols. Our experiment
simulated a community of artificial creatures undergoing complex intra and inter-
specific interactions in which meaning evolved over time, from a tabula rasa
repertoire of random alarm-calls to a specific set of optimal referential alarm-calls.
To design different kinds of creatures as well as innanimate elements of the environ-
ment, we applied theoretical constraints from the Peircean philosophy of sign and
empirical constraints from neuroethology. Our results suggest that the constraints
chosen were both necessary and sufficient to produce symbolic communication.

Keywords Communication � Meaning � Semiosis � Symbol process � Self-
organization � Emergence � Computer simulation.
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1 Introduction

Synthetic approaches (as opposed to analytical ones) (cf. Braitenberg 1984) in Cog-
nitive Sciences are advocated by many researchers as a promising pathway for a
better understanding of higher-level cognitive functions as e.g. learning, memory,
attention, emotions, communication and language. Among other synthetic strate-
gies, one which drives attention of many different researchers comprises the field of
‘artificial creatures’. An artificial creature is a special kind of agent which inhabits a
given environment, where it lives and performs actions, based on some sort of per-
ception of the surroundings. The main goal of building artificial creatures is to have
a simple and controllable framework in which to study the evolution and develop-
ment of low-level and higher-level cognitive functions, testing different theories and
eventually creating new ones. Even though there are many successful examples of
experiments with artificial creatures, in many different levels, there is one problem
that still haunts the field, being a great shortcoming and sometimes jeopardizing the
appreciation of these studies. This shortcoming relates to the way in which are con-
ceived the design of the environment and the morphological definitions of sensors,
effectors, cognitive architecture and processes of the conceived creatures. In many
experiments, these decisions are somewhat naı̈ve or arbitrary. In other experiments,
despite being influenced by either meta-principles (formal theoretical constraints)
and/or biological motivations (empirical constraints), these constraints are not ex-
plicitly stated, giving rise to fair criticism on the kinds of conclusions that can be
derived from these experiments.

Here we argue that the successful conception of an experiment with artificial
creatures requires being explicit about the theoretical and experimental constraints
that will drive the experiment. This theoretical basis influences modeling on differ-
ent degrees depending on how it constrains the model being built and what decisions
it leaves to the experimenter. Constraints entail a reduction in the degrees of free-
dom that we can assume while building the experimental setup, by ‘setting values to
experimental parameters’ following definitions and motivations from more reliable
sources than naı̈ve or arbitrary ad-hoc decisions. If theoretical foundations and con-
straints are used to develop computational experiments, these experiments may also
provide contributions back to the theories and studies they were based upon. Simu-
lations test hypotheses, the internal consistency of their theoretical background, and
offer the opportunity to implement experiments that would be more/too costly or
even impossible otherwise.

The general approach described above may be used widely in the field of Artifi-
cial Life in order to inspire and guide the design and construction of experiments.
Here we focus our attention on a particular subfield of Artificial Life which com-
prises the study on the emergence of meaning among artificial creatures. Different
computational approaches have been used to model and simulate meaning processes
(semiosis), including Evolutionary Robotics, Artificial Life, Synthetic Ethology, and
Computational Semiotics (for some examples, see section 4). The understanding and
modeling of ‘Meaning’ is certainly a great challenge to computer scientists. It is also
related to two classical problems regarding the construction of artificial systems: the
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symbol-grounding problem and the frame problem. According to Deb Roy (2005),
‘developing a computationally precise and tractable theory of language use which
simultaneously addresses both referential and functional meaning is a grand chal-
lenge for the cognitive sciences’. A somewhat established approach describes that
meaning process should be contextually grounded and acquired during local inter-
actions among artificial distributed agents.

In the next sections, we present our specific methodology for the investigation of
the emergence of self-organized symbol-based communication involving distributed
interactions between artificial creatures. In the section “Theoretical and Empirical
Constraints”, we describe the formal constraints which we used to derive our ex-
periment. Basically, the setup, design and synthesis of our creatures, along with
their digital ecosystem, are theoretically based on the Peircean pragmatic philos-
ophy of sign and empirically informed by neuroethological evidence. In order to
infer the minimum organizational constraints for the design of our creatures, we
also examined the well-studied case of semiosis in East African vervet monkeys
(Cercopithecus aethiops), and its possible neuroanatomical substrates.

In the section “From Constraints to a Synthetic Experiment” we show how these
constraints shaped our experiment. We view the emergence of communication as
a self-organized process in a complex system of sign users interacting locally and
mutually affecting each other, leading to an ordered state. Our methodology simu-
lates the emergence of symbolic predator-warning communication among artificial
creatures in a virtual world of predatory events, where these creatures continuously
interact with each other.

Finally, we outline our conclusions and list the main advantages of using our
methodology in the specific case of the study of emergence of meaning among arti-
ficial creatures.

2 Theoretical and Empirical Constraints

2.1 Constraint A. Semiosis and Communication in Semiotics

Which are the relevant attributes and properties to be considered to computationally
simulate meaning processes? Scientists have been adopting different frameworks
about the meaning phenomena, and produced computational models based in back-
grounds as different as the more internalist versions and those more compromised
with extended mind theory and distributed cognitive framework (see Queiroz and
Merrell 2009). The main constraints considered here are derived from Peirce’s
pragmatic philosophy of sign. Peirce’s model of meaning as the ‘action of signs’
(semiosis) has had a deep impact (besides all branches of semiotics) on philosophy,
psychology, theoretical biology, and cognitive sciences (see Freeman 1983, Fetzer
1997, Colapietro 1989, Tiercelin 1995, Hoffmeyer 1996, Deacon 1997, Freadman
2004, Hookway 2002).
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Peirce is often considered the founder of modern semiotics (Weiss and Burks
1945: 386). Semiotics was defined by Peirce (1967 	5.484) as “the doctrine of the
essential and fundamental nature of all varieties of possible semiosis”. In other
words, semiotics describes and analyzes the structure of semiotic processes in-
dependently of their occurrence, or of the conditions under which they can be
observed – inside cells (cytosemiosis), among tissues and cell populations (veg-
etative semiosis), in animal communication (zoosemiosis), or in typically human
activities (production of notations, meta-representations, etc.).

According to Peirce’s pragmatic approach, semiosis (meaning process) is an
interpreter-dependent process that cannot be dissociated from the notion of a situ-
ated (and actively distributed) communicational agent. It is an interpreter-dependent
process in the sense that it triadically connects sign (representation), object, and an
effect on the interpreter (interpretant). The object is a form (habit, regularity, or
a ‘pattern of constraints’) embodied as a constraining factor for interpretative be-
havior – a logically ‘would be’ fact of response. The notion of semiosis as a form
communicated from object to interpreter through mediation of a sign allows us to
conceive meaning, and meaning change, in a processual (non-substantive) way, as
a constraining factor of possible patterns of interpretative behavior through habit
and change of habit.

Semiosis is also pragmatically characterized as a behavioral pattern that emerges
through the intra/inter-cooperation between agents in a communication act, which
concerns an utterer, a sign, and an interpreter (Peirce 1958 	11, 	318). Meaning
and communication processes are thus defined in terms of the same “basic theoret-
ical relationships” (Ransdell 1977), i.e., in terms of a self-corrective process whose
structure exhibits an irreducible relation between three elements. In a communica-
tion process, “[i]t is convenient to speak as if the sign originated with an utterer and
determined its interpretant in the mind of an interpreter” (Peirce 1958 	11).

2.2 Constraint B. Sign Model and Classes

In his “most fundamental division of signs”, Peirce characterized icons, indexes,
and symbols as matching, respectively, relations of similarity, contiguity, and law
between sign and object. Icons are signs which stand for their objects through
intrinsic similarity or resemblance irrespective of any spatio-temporal physical cor-
relation that the sign has with an existent object. In contrast, indexes can only occur
when the sign is really determined by the object, in such a way that both must ex-
ist as concurrent events. Finally, in a symbolic relationship, the sign refers to the
object by a determinative relation of law or convention, a “habit (acquired or in-
born)”, regardless of “the motives which originally governed its selection.” In terms
of cognitive processes, icons are associated with sensory tasks. They are present
in the sensory recognition of external stimuli of any modality, and in the cog-
nitive relation of analogy. By contrast, the notion of spatio-temporal co-variation
between sign and object is the most characteristic property of indexical processes.
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The examples range from a demonstrative or relative pronoun, which “forces the at-
tention to the particular object intended without describing it” (Peirce 1958 	1369),
to physical symptoms of diseases, weathercocks, thermometers. We have claimed
elsewhere that the alarm-call system used by African vervet monkeys (Cercopithe-
cus aethiops), a well-known case of vocal communication in non-human primates,
logically satisfies the Peircean definition of symbol (Ribeiro et al. 2007, Queiroz
and Ribeiro 2002). Generally speaking, a symbolic sign communicates a habit em-
bodied in an object to the interpretant as a result of regularity in the relationship
between sign and object.

2.3 Constraint C. Referential Communication
in Non-human Animals

An analysis of semiotic behavior we have made point out that some non-human an-
imals can be seen as communicating using symbols as defined by Peirce’s theory
(Ribeiro et al. 2007, Queiroz 2003). They mostly constitute simple cases of symbol
usage without further symbol-related properties, such as recursion or composition-
ality. The case of predator-warning alarm-calls in vervet monkeys constitutes a
well-characterized example of referential communication. Field studies (Seyfarth
and Cheney 1980, Struhsaker 1967) have revealed three main kinds of alarm-calls
used to warn about the presence of (a) terrestrial stalking predators, (b) aerial rap-
tors, and (c) ground predators. The correct use of alarms calls depends on some
sort of learning processes since adult vervets are able to do so, while infant vervets
initially do not, but gradually develop this ability (Seyfarth and Cheney 1986). The
assumption that the mapping between signs and objects can be learned is also sup-
ported by the observation that cross-fostered macaques, although unable to modify
their call production, “did learn to recognize and respond to their adoptive mothers’
calls, and vice versa” (Cheney and Seyfarth 1998). The alarm-call system in vervet
monkeys is a useful example of a symbolic semiotic system, which can be simu-
lated through a community of agents that implement the ‘minimum brain model’
presented below (see Ribeiro et al. 2007).

2.4 Constraint D. Neural Representation Domains
and Association Rules

For an adequate development of our semiotic creatures, it was crucial to determine
the minimum set of neurobiological constraints to be implemented in programming
code in order to generate the desired final behaviors. A minimum vertebrate brain
was modeled as being composed by three major representational relays or domains:
the sensory, the associative and the motor. According to such minimalist design, dif-
ferent first-order sensory representational domains (RD1s) receive unimodal stimuli,
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which are then associated in a second-order multimodal representation domain
(RD2) so as to elicit symbolic responses to alarm-calls by means of a first-order mo-
tor representation domain (RD1m). The process by which a virtual creature learns to
associate representations was modeled to follow the rules first postulated by Donald
Hebb (Hebb 1949), by which synchronous pre-synaptic inputs generate synaptic
reinforcement. The functions performed by associative representational domains
include the combinatorial association of sensory and motor representations (e.g.
cross-modal perceptual processing in the cerebral cortex (Calvert 2001, Andersen
and Buneo 2002, Lloyd et al. 2003), the attribution of adaptive value to sensorimotor
representations (e.g., emotional processing in the amygdala (Rodrigues et al. 2004,
McGaugh 2004) and the implementation of short-term, fast-retrieve, erasable mem-
ory (e.g., working memory in the orbitofrontal cortex and hippocampus (Suzuki
1999, Rolls 2000). As discussed below, a neurosemiotic model of the alarm-call sys-
tem in vervet monkeys assuming just such minimum neural constraints reveals the
emergence of symbol-based referential communication (Ribeiro et al. 2007, Queiroz
and Ribeiro 2002), and allows for the investigation of different semiotic stages of
behavior ontogenesis.

2.5 Constraint E. Self-Organization and Emergence
of Communication Processes

Self-organization is a process that mainly occurs in complex systems composed of
many interacting entities that mutually affect each other’s state, leading the system
to an ‘ordered’ state, i.e. a state of reduced variability and ambiguity, with increased
redundancy. Communication processes can be viewed as self-organizing if utterers
and interpreters mutually affect each other, through local interactions in commu-
nicative acts, such that their future communication interactions are dependent of the
past ones. In fact, sign users capable of learning though communicative interactions
with others, correspond, in self-organizing systems, to entities capable of affect-
ing others (as utterers) and of being affected (as interpreters) in a self-correcting
process. By means of these ongoing processes, an ordered stated can be produced
such that communicative variability (such as sign usage repertoire) or ambiguity is
reduced, without any external or central control.1

We claim that the digital scenario we developed in our experiment leads to
the emergence of self-organized symbol-based communication among artificial
creatures. In the context of the sciences of complexity, the concept of ‘emergence’
has become very popular, to the extent that these fields are often described as deal-
ing with ‘emergent computation’. We employ the analysis of emergence applied to
semiotics put forward by Queiroz and El-Hani (2006) and extended in Loula et al.
(in press).

1 The idea of communication/language as a self-organizing process have been presented also by
other authors, e.g. (Steels 2003, Keller 1994).
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Applying the hierarchical model for semiotic systems developed by Queiroz and
El-Hani (2006) to explain emergent semiotics processes, we should consider (i) a
focal level, where an entity or process we want to investigate is observed in the con-
text of a hierarchy of levels; (ii) a lower level, where we find the parts composing
that entity or process; and (iii) a higher level, in which the entities or processes ob-
served at the focal level are embedded. Both the lower and the higher levels have
constraining influences over the dynamics of the processes at the focal level. The
emergence of processes (e.g., symbol-based communication) at the focal level can
be explained by means of the interaction between these higher- and lower-level con-
straints so as to generate its dynamics. At the lower level, constraints amount to
initial conditions and the limited set of possibilities arising from the emergent pro-
cess. On the other hand, constraints at the higher level are related to the selective
role played by the environment, establishing boundary conditions that coordinate or
regulate the dynamics at the focal level.

Semiotic processes at the focal level are described here as communication events.
Accordingly, what emerges at the focal level is the product of an interaction between
processes taking place at lower and higher levels, i.e., between the relations within
each sign-object-interpretant triad established by individual utterers or interpreters
and the embedding of each individual communicative event, involving an utterer, a
sign and an interpreter, in a whole network of communication processes correspond-
ing to a semiotic environment or context.

The macro-semiotic (or higher) level regulates the behavior of potential S-O-I
relations; it establishes the patterns of interpretive behavior that will be actualized
by an interpreter, among the possible patterns it might elicit when exposed to spe-
cific signs, and the patterns of uttering behavior that will be actualized by an utterer,
among the possible patterns it might elicit when vocalizing about specific objects.
This macro-semiotic level is composed of a whole network of communicative events
that already occurred, are occurring and will occur; it characterizes the past, present,
and future history of semiotic interactions, where utterers are related to one or more
interpreters mediated by communicated signs, interpreters are related to one or more
utterers, and interpreters turn into utterers. We can talk about a micro-semiotic (or
lower) level when we refer to a repertoire of potential sign, object, and interpre-
tant relations available to each interpreter or utterer. Thus, in the micro-semiotic
level we structurally describe the sign production and interpretation processes go-
ing on for an individual involved in a communicative act and, therefore, we talk
about S-O-I triads instead of sign-utterer-interpreter relations. When an utterer, me-
diated by a sign, is connected to an interpreter, and thus a communication process
is established, we can talk about a focal level, which necessarily involves individual
S-O-I triads being effectively formed by utterer and interpreter. But in a commu-
nicative event, the actualization of a triad depends (1) on the repertoire of potential
sign, object, and interpretant and (2) on macro-semiotic networks of communication
processes, which define a context for communicative processes with boundary con-
ditions that restrict possibilities to actual occurrences (for more details, see (Queiroz
and El-Hani 2006)).
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3 From Constraints to a Synthetic Experiment

3.1 An Experiment on Symbol-Based Communication Emergence

The creatures are autonomous agents inhabiting a virtual bi-dimensional environ-
ment. This virtual world is composed of prey and predators (terrestrial, aerial
and ground predators), and of things such as trees (climbable objects) and bushes
(used to hide). Prey produce vocalizations when they see predators, indicating the
presence of a predator image in their visual systems. A vocalization immediately
becomes available to other prey by way of audition, raising their arousal and in-
creasing their chance to evade predation. In the present work, prey were not initially
divided into apprentices and tutors, as seen in the contrast between infant and adult
vervet monkeys, and as we have previously simulated (Loula et al. 2004). Rather,
we sought to generalize the vervet monkey case of symbol-emergence by investigat-
ing a tabula rasa scenario in which no previous repertoire of alarms calls is known,
and no symbol-based communication occurs yet.

Creatures are equipped with sensors (visual and auditory) and actuators that al-
low for specific actions (e.g. move, vocalize, change gaze direction), controlled by
a behavior-based architecture (Mataric 1998), with multiple parallel behavior mod-
ules such as wandering, visual scanning, fleeing or chasing. This control architecture
allows the creature to choose between different conflicting actions, given the state
of the environment and the internal state of the creature.

Associative learning is the mechanism used by prey to gradually establish con-
nections between auditory and visual data. The development of these associations
relies on no explicit indication of the correct referent to be associated with alarms or
whether the connection made was mistaken. The constitution of alarm-predator as-
sociation mainly depends on the statistical co-occurrence of events, such as alarms
being vocalized in the presence of nearby predators.

Working and associative memories were implemented in prey creatures, to allow
them to learn temporal and spatial relations from the external stimuli and thus ac-
quire association rules necessary to interpret signs as symbols. In working memory,
stimulus-related information is kept for a few instants, allowing different stimuli
received in close instants to co-occur in memory. Associative memory holds as-
sociations (with strength values between 0 and 1) that are created, reinforced and
weakened according to the co-occurrence of stimuli in the working memories. In our
model, associative memory formation follows Hebbian learning principles (Hebb
1949).

When a prey hears a nearby creature vocalize a specific alarm-call, it initially
scans the surroundings, searching for possible co-occurring events and helping asso-
ciations to be learned. A feedback may also be provided by the associative memory
to the control mechanism, if the vocalization heard is already associated with a
specific predator type. Depending on the association strength, it can influence the
creature’s behavior as if the related predator was actually seen, eliciting an escape
response.
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As associations are learned, prey use them to emit specific alarms when a preda-
tor is seen (when multiple alarms arise, the strongest one is eventually selected);
if no alarm is known for the predator, a new one is randomly created and associ-
ated with the predator. More technical details about the experiment can be found in
(Loula et al. 2004).

3.2 The constraints of the experiment

We simulate an ecosystem that allows the cooperative interaction of agents, in-
cluding intra-specific communication by alarm calls to alert about the presence
of predators (Constraint C). For the emergence of symbol-based communication
and a global coherent repertoire of alarms, prey should rely only in local commu-
nicative interactions that affect individuals through learning, setting conditions for
self-organization (Constraint E). Associative learning is the mechanism used by prey
to gradually establish connections between auditory and visual data, in line with the
evidence that alarm-calls are learned (Constraint C).

The associative learning conception was aided by several constraints. First, sym-
bols are an interpretant-mediated sign-object relation, i.e. a mental association or a
habit that has to be built in the creature to associate sign-object, in such a way that
no external clue is needed for the creature to connect that sign to that object (Con-
straint B). Communication can play a major role in the constitution of such habit,
as habits are transmitted from an utterer to an interpreter in a communication event
(Constraint A). This process of habit transmission is aided by an indexical relation
between each alarm call uttered and all the possible scanned referents at any given
episode. When an alarm is heard, arousal raises and the information gathered by the
sensors becomes available to associative memory. This indexical intermediate-step
greatly helps to build symbols. Prey, however, must still be able to find out which
referents are suitable, i.e., they must be able to generalize a useful association for
future occurrences.

An architecture relying on two separate unimodal representation domains and a
higher order multimodal representation domain where associations are established
must be involved, thus our architecture follows this general model as a plausi-
ble scheme (Constraint D). The memory architectures of the artificial creatures
were in essence the same as the minimum brain described before: creatures have
working memories (RD1s) and an associative memory (RD2). Hebbian associative
learning principles are a simple mechanism widely found in non-human animals
(Constraint C). Associations established in RD2 may produce effects in the motor
control architecture (RD1m), producing an immediate escape response after alarm
hearing.

Self-organization is the process that describes the underlying dynamics of the
emergence of symbol-based communication as much as a global pattern for a com-
mon repertoire of symbols (Constraint E). By communicating, a vocalizing prey
affects the sign repertoire of the hearing prey, which will adjust their own repertoire
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to adapt to the vocalized alarm and the context in which it is emitted. Thus, the vocal
competence will also be affected as it relies on the learned sign associations. This
implies an internal circularity among the communicative creatures, which leads to
the self-organization of their repertoires. This circularity is characterized by positive
and negative feedback loops: the more a sign is used the more the creatures reinforce
it, and, as a result, the frequency of usage of that sign increases; in turn, the less a
sign is used the less it is reinforced, and, consequently, its usage is decreased.

In this self-organizing system, a systemic process (symbol-based communica-
tion), as much as a global pattern (a common repertoire of symbols), emerge from
local communicative interactions, without any external or central control. This com-
plex system of communicative creatures can be viewed as a semiotic system of
symbol-based communication with three different hierarchical levels (Constraint E).
The semiotic processes of symbol-based communication emerge at the focal level
through the interaction of a micro-semiotic level, containing a repertoire of poten-
tial sign, object, and interpretant relations within an interpreter or an utterer, and a
macro-semiotic level, amounting to a self-organized network of all communication
processes that occurred and are occurring, involving vocalizing and hearing prey
and their predators. It is in this hierarchical system that things in the environment
become elements in triadic-dependent processes, i.e., alarms (signs) come to be as-
sociated with predators (objects) in such a manner that their relationship depends
on the mediation of a learned association (i.e., they become symbols). In order to
give a precise meaning to the idea that symbol-based communication emerges in
the simulations we implemented, we argue that the semiotic processes at stake are
emergent in the sense that they constitute a class of processes in which the behavior
of signs, objects, and interpretants in the triadic relations actualized in communica-
tion processes cannot be deduced from their possible behaviors in simpler relations.
Their behaviors, and, consequently, the semiotic process these behaviors realize, are
irreducible due to their non-deducibility from simpler relations.

The system can be seen as moving in a state space defined by all individual sign
repertoires. The system moves from point to point each time a creature adjusts its
repertoire, i.e. when learning takes place. In this search space, attractors are de-
fined as points where all individual repertoires converge to a common one, thus
stabilizing the system. When the system stabilizes, creatures will be relating preda-
tors and alarms in the same way, and vocalizing and interpreting signs in the same
manner.

3.3 Simulations of Interactions Among Creatures

In order to study the self-organization dynamics of communicative acts, we placed
prey and predators in the same environment. During the execution of the simula-
tions, we assessed the associative memory items and the behavior responses of the
prey to alarm calls. At first, prey vocalize random alarms when predators are spotted
by, and since no associations have been established yet, the hearing prey responds
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indexically to an alarm call through the visual scanning behavior that allows them
to search for co-occurring events, triggering the learning process. After a while, no
more new alarms are created since every prey already knows at least one alarm for
each predator. After many iterations of this process, creatures begin to engage in
symbol-based communication, which is characterized by faster responses, as pre-
viously verified in the specific case of tutor/apprentice populations (Ribeiro et al.
2007, Loula et al. 2004). The symbolic threshold is reached when the association
between alarm and predator gets near maximum, leading to the consistent use of that
association and eventually to the direct activation of the fleeing behavior, without the
need to visually search for a predator. Hence, at this optimum value, the prey stops
scanning after an alarm is heard, and flees right away; at this point, the communica-
tive behavior can be interpreted as a symbol-based one. Now, the interpretation of
a sign (alarm), i.e., the establishment of its relation to a specific object (a predator
type) depends solely upon an acquired habit, and not on a physical correlation be-
tween sign and object, a property that qualifies the alarm sign to be interpreted as
a symbol.

Simulation results show that there was a convergence to a common repertoire
of associations between alarms and predators. This is a repertoire of symbols that
make the prey engage in escape responses when an alarm is heard, even in the ab-
sence of visual cues. Here we present results from a typical simulation run, using
4 prey and 3 predators, together with various bushes and trees. We let the simula-
tion run until the population of prey converged to a common sign repertoire for the
predators. Initially none of the prey have alarms associated with predators. As pre-
viously described, when no alarm is known for a seen predator, prey create alarms
by randomly selecting one out of 100 possible alarms, vocalizing it and establishing
an initial association in its memory. Therefore, at the beginning of the simulation,
new alarms are randomly created when prey meet predators. This creates an initial
explosion in the amount of available alarms, which tend to be in greater number than
the existing predator types. In Figure 1, we see that various alarms were created to
refer to each predator at first, but soon they stop appearing because every prey will
know at least one alarm for each predator. In the graph of figure 1a, the terrestrial
predator is associated with alarms 12, 14, 32, 38, 58 and 59, but only alarm 32
reaches the maximum value of 1.0, and the competing alarms are not able to over-
come it at any time. Similar results were found in the case of alarms 14, 32, 58 and
59 associated with the aerial predator (figure 1b): only alarm 58 reached a maximum
value. But among the alarms for the ground predator (figure 1c), there was a more
intense competition that led to the inversion of positions between alarms 38 and 59.
They were created almost at the same time in the population, and initially alarm
38 had a greater mean value than alarm 59. But between iteration 1000 and 2000,
the association value of alarm 59 overcame the value of alarm 38, which slowly de-
cayed, reaching the minimum value after iteration 9000. This ‘competition’ between
signs and the convergence to a unique one mainly stem from the self-organization
dynamics.

As prey are both sign users and sign learners, they work as media for signs to
compete. In a successful interaction, the interpreter associates the sign with the
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Fig. 1 The mean association values of the alarm-referent associations for 4 self-organizers:
(a) terrestrial predator, (b) aerial predator
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Fig. 1 (continued) (c) ground predator

same referent the utterer used it for. In this case, the associations employed by
both interpreter and utterer will be reinforced. In the opposite case, the associa-
tions will be weakened. The stronger the sign association is, the more it will be
used, and the more it is used, the more it will be reinforced. This positive feed-
back loop allows the self-organization of the sign repertoire of the prey population,
with alarm-referent associations getting ever stronger so as to eventually lead to the
transformation of indexes into symbols, i.e., a habit shared by the entire population
of prey.

4 Related Work

There are connections of our work with experiments concerning the symbol
grounding problem, and the self-organization and emergence of shared vocabu-
laries and language in simple (real or virtual) worlds (Steels 2003, Sun 2000) (for
a recent review of other works, see (Wagner et al. 2003)). As a typical project
in ALife, we simulate an ecosystem that allows cooperative interaction between
distributed agents, including intra-specific communication, a process that can raise
the fitness of individuals in the face of predatory events.
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Some of the related work follows empirical constrains as biological motivations
(MacLennan 2002, Noble 1998), but none applies neurobiological constraints at
the same time. MacLennan (2002) proposes an approach called synthetic ethol-
ogy, which can be viewed as a sub-field inside Artificial Life. In synthetic ethology,
simple worlds and creatures are created to study anima behavior, but in the exper-
iment proposed for studying the evolution of communication no ethological case
was analyzed and used to built the experiment, only general principles where ap-
plied, ending with a quite simplified experiment, far from real world study cases.
Noble (1998) on the other hand relied on biological theories about the evolution of
communication, such as the handicap principle and communication as manipula-
tion, and evolutionary simulation models (close to a game theory approach) to test
this theories, but no specific ethological case was used and there was no intend to
model the cognitive apparatus of the creatures.

Other studies present theoretical foundations by referring to Peirce’s work
(Cangelosi et al. 2002, Jung and Zelinsky 2000, Sun 2000, Vogt 2002, Roy 2005),
but they just borrow Peircean definitions of symbol or sign without generating any
further consequences to the designed experiment. Sun (2000), Vogt (2002) and
Roy (2005) bring forth definitions of signs and symbols from Peirce’s work, but
they end up applying them, changing them and mixing them with definitions from
others, in such a way that we cannot conclude whether the experiments built were
actually based on Peirce’s theory or if it contributed, validating or not, Peirce’s the-
ory. Cangelosi et al. (2002) and Jung and Zelinsky (2000) presents Peirce’s theory
through a second hand reading of Deacon’s work, which is at least a limited analysis
of Peircean theory and particularly of his definition of a symbol. As a consequence,
we can that they were not able to recognize a symbol when it first occurred in their
experiments.

Deacon’s reading of Peirce’s theory is the most popular example at hand of such
disconnection between theoretical framework and actual research (Deacon 1997).
His depiction of humans as the only ‘symbolic species’ is based on the assumption
that symbols necessarily have combinatory properties, and that only the human pre-
frontal cortex could possibly implement such properties. However, this proposal is
incongruent with Peirce’s theory and frontally collides with several empirical lines
of evidence (for a discussion of this point, see Ribeiro et al. (2007), Queiroz and
Ribeiro (2002)). Poeppel (1997) already recognized the ‘problematic’ and ‘specula-
tive’ manner in which Deacon built his arguments using Peirce’s theory, comparative
and evolutionary approaches to language and even linguistic theories.

Just bringing forward a definition from Peirce’s theory without deriving any
consequence or constraint to the experimental setup certainly reduces the explana-
tory power of the proposed model. Recognizing the inter-dependence of Peirce’s
concepts at different levels, such as the sign model and its derived sign classification,
substantially enrich computational experiments willing to simulate communication
and its relationship to meaning.
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5 Conclusion

The simulation of virtual ecological communities formed by synthetic cognitive
creatures constitutes a powerful tool for the investigation of communication, al-
lowing for the generation and testing of hypotheses. This approach, however, is
extremely sensitive to a priori choices of theoretical and empirical constraints,
which ultimately determine the occurrence of the phenomena of interest. The defini-
tion brought forth to describe, for example, what constitutes a symbol, may change
the way the whole experiment is conceived; if an incorrect set of constraints is
adopted, the experimenter may even fail to recognize the sought phenomena when it
happens. A project that builds a simulation from theoretical and experimental con-
straints, is also an implementation of the underlying models and thus a test bed for
hypotheses derived from these models. By the same token, such experiments con-
stitute a way to falsify or corroborate the proposed models.

In our experiment, the simulation of a virtual community leads to the emergence
of symbolic communication and representations, suggesting that the constraints
adopted are sufficient to implement symbol-based communication. An analysis of
cognitive processes observed in vervet monkeys suggests that symbol learning be-
gins with the acquisition of indexical relations, which reproduce spatial-temporal
regularities, detected during this process. Simulations indicate that the learning pro-
cess will, eventually, result in law relations, which can be generalized to other
contexts, particularly when a sign stands for a class of objects, formally satisfying
the established conditions to describe symbolic semiosis. Symbols thus result from
simple mechanisms of associative learning and self-organized interactions, which
allow sign users to mutually affect each other communicative behavior but feedback
loops (both positive and negative) conduct the system to an ordered state where
symbol-based communication can be achieved.

Self-organizing principles are a common feature of many biological systems (see
Morgavi et al. (2005)). Since we are simulating communication processes among bi-
ologically inspired creatures, it is expected that self-organization dynamics would
play a major role in this process. Self-organization is also compatible with Peirce’s
theory, especially with his communication model accompanied by habit change pro-
cesses, its self-correcting dynamics and the circular relations between interpreters
and utterers. Self-organization can be seen as an important element in the emer-
gence of new systemic processes in semiotic systems, where a hierarchy of levels
can be described and used to better understand the generation of the phenomena.
Emergence theory in the context of complexity sciences and semiotic systems, as
well as computational experiments that simulate this process, are described in detail
elsewhere (see Loula et al. (in press), Queiroz and El-Hani (2006)).

In summary, our synthetic experiment involves a virtual community character-
ized by random inter-specific predation and intra-specific cooperative referential
communication among prey. The simulation was inspired on the case of referen-
tial communication provided by African vervet monkeys, which employ predator-
specific alarm calls to warn against attacks. The simulation was also shaped by
carefully selected semiotic and neurobiological constraints. Our present results
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generalize previous findings obtained in apprentice/tutor populations (Ribeiro et al.
2007) to groups of artificial creatures initially void of any symbolic competence.
The results demonstrate the feasibility of implementing symbolic communication
based on a very limited but well-chosen set of constraints. Virtual neurosemiotic
communities constitute a flexible and fruitful tool for the generation and testing of
hypotheses regarding the ontogeny and phylogeny of animal communication.

Acknowledgments This work was supported by FAPESB, CNPq and AASDAP.

References

Andersen RA, Buneo CA (2002) Intentional maps in posterior parietal cortex. Annual Review of
Neuroscience 25:189–220.

Braitenberg V (1984) Vehicles: Experiments in Synthetic Psychology. MIT Press, Cambridge,
Massachussets.

Calvert GA (2001) Crossmodal processing in the human brain: insights from functional neuroimag-
ing studies. Cerebral Cortex 11(12):1110–23.

Cangelosi A, Greco A, Harnad S (2002) Symbol grounding and the symbolic theft hypothesis. In:
Cangelosi A, Parisi D (ed) Simulating the Evolution of Language. Sprinter. London. chap. 9.

Cheney DL, Seyfarth RM (1998) Why monkeys don’t have language. In: Petersen G (ed)
The Tanner Lectures on Human Values, vol. 19.University of Utah Press, Salt Lake City.
pp.173–210.

Colapietro V (1989) Peirce’s Approach to the Self: A Semiotic Perspective on Human Subjectivity.
State University of New York Press, New York.

Deacon TW (1997) The symbolic species: The co-evolution of language and brain. W.W. Norton
Company, New York.

Fetzer JH (1990) Artificial Intelligence: Its Scope and Limits. Kluwer Academic Publishers,
Dordrecht, The Netherlands.

Freadman A (2004) The Machinery of Talk — Charles Peirce and the Sign Hypothesis. Stanford
University Press, Stanford.

Freeman E (1983) The Relevance of Charles Peirce. Monist Library of Philosophy, La Salle.
Hebb DO (1949) The Organization of Behavior: A Neuropsychological Theory. John Wiley &

Sons, New York.
Hoffmeyer J (1996) Signs of Meaning in the Universe. Indiana University Press, Bloomington, IN.
Hookway C (1985) Peirce. Routledge & Kegan Paul, London.
Jung D, Zelinsky A (2000) Grounded symbolic communication between heterogeneous cooperat-

ing robots. Autonomous Robots journal 8(3):269–292.
Lloyd DM, Shore DI, Spence C, Calvert GA (2003) Multisensory representation of limb position

in human premotor cortex. Nature Neuroscience 6(1):17–18.
Keller R (1994) On language change: The invisible hand in language. Routledge, London.
Loula A, Gudwin R, El-Hani CN, Queiroz J (in press) Emergence of Self-Organized Symbol-Based

Communication in Artificial Creatures. Cognitive Systems Research.
Loula A, Gudwin R, Queiroz J (2004) Symbolic Communication in Artificial Creatures: an

experiment in Artificial Life. In: Bazzan A, Labidi S (ed) 17th Brazilian Symposium on Ar-
tificial Intelligence – SBIA (Lecture Notes in Computer Science 3171:336–345). see also,
www2.uefs.br/graco/symbcreatures/

MacLennan BJ (2002) Synthetic ethology: a new tool for investigating animal cognition. In: Bekoff
M, Allen C, Burghardt GM (ed) The Cognitive Animal: Empirical and Theoretical Perspectives
on Animal Cognition. MIT Press, Cambridge, Mass. chap. 20, pp. 151–156.



On Building Meaning 93

Mataric M (1998) Behavior-Based Robotics as a Tool for Synthesis of Artificial Behavior and
Analysis of Natural Behavior. Trends in Cognitive Science 2(3):82–87.

McGaugh JL (2004) The amygdala modulates the consolidation of memories of emotionally arous-
ing experiences. Annual Review of Neuroscience 27:1–28.

Morgavi G, Morando M, Biorci G, Caviglia D (2005) Growing up: emerging complexity in living
being. Cybernetics and Systems 36(4):379–395.

Noble J (1998) The Evolution of Animal Communication Systems: Questions of Function Exam-
ined through Simulation. D. Phil. thesis, University of Sussex, November, 1998.

Peirce CS (1967) Annotated catalogue the papers of Charles S. Peirce. Robin RS (ed). University
of Massachusetts Press, Amherst. 	11, 318.

Peirce CS (1958) Collected Papers of Charles Sanders Peirce. Harvard University Press, Cam-
bridge, Mass.

Poeppel D (1997) Mind over chatter. Nature 388:734.
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Perception-Action Learning
as an Epistemologically-Consistent Model
for Self-Updating Cognitive Representation

David Windridge and Josef Kittler

Abstract As well as having the ability to formulate models of the world capable
of experimental falsification, it is evident that human cognitive capability embraces
some degree of representational plasticity, having the scope (at least in infancy)
to modify the primitives in terms of which the world is delineated. We hence em-
ploy the term ‘cognitive bootstrapping’ to refer to the autonomous updating of an
embodied agent’s perceptual framework in response to the perceived requirements
of the environment in such a way as to retain the ability to refine the environment
model in a consistent fashion across perceptual changes.

We will thus argue that the concept of cognitive bootstrapping is epistemically
ill-founded unless there exists an a priori percept/motor interrelation capable of
maintaining an empirical distinction between the various possibilities of perceptual
categorization and the inherent uncertainties of environment modeling.

As an instantiation of this idea, we shall specify a very general, logically-
inductive model of perception-action learning capable of compact re-parameterization
of the percept space. In consequence of the a priori percept/action coupling, the
novel perceptual state transitions so generated always exist in bijective correlation
with a set of novel action states, giving rise to the required empirical validation
criterion for perceptual inferences. Environmental description is correspondingly
accomplished in terms of progressively higher-level affordance conjectures which
are likewise validated by exploratory action.

Application of this mechanism within simulated perception-action environments
indicates that, as well as significantly reducing the size and specificity of the a priori
perceptual parameter-space, the method can significantly reduce the number of iter-
ations required for accurate convergence of the world-model. It does so by virtue of
the active learning characteristics implicit in the notion of cognitive bootstrapping.
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1 Introduction

An autonomous cognitive agent is one capable of functioning within an unstructured
environment. Typically, this functionality takes the form of the updating of a cog-
nitive agent’s internal world-model in response to exploratory findings, and the
subsequent specification of appropriate goals within this revised domain [35]. In
the most general cases, an autonomous cognitive architecture has the ability gain
new goal-setting capabilities on the basis of generalizations about its previous ex-
ploratory findings (eg [19, 44]). In principle, this ability to gain new capabilities
should extend to the possibility of autonomously revising the perceptual basis on
which the agent’s world experience are predicated (that is to say, the manner in
which the world is represented).

It is evident that (within certain important constraints) human cognitive agency
must exhibit this capability. For instance, a human adult may, within low-capacity
short-term memory, characterize an external scene (its world model) as consisting
of the primitives car, buildings, trees, etc, in various states of spatial interrelation-
ship. However, since none of these perceptual categories are implicit in a newborn
infant, the adult human must have acquired the perceptual categorizations in the
course of their life. To some extent, these perceptual categories are social acquisi-
tions, learned via interaction with other humans (perhaps in the manner of [48]).
However, their initial delineation would still require explanation. More subtly (and
at an epistemologically-deeper level), we might wonder why we, for instance, cate-
gorize the individually perceivable components hands, arms, legs, etc as the singular
percept person. Equally, we might wonder why we do not naturally amalgamate the
such sub-percepts as tree-branch and house-window into a singular percept ‘branch-
window’ (cf Quine’s notion of ‘ontological relativity’ [37]). It is not obviously the
case that these category-amalgamations are based on the innate perceptual (or phys-
ical) distance between sub-categories: even if such were the case, it would not be
clear that the parameters governing perceptual clustering and sub-clustering could
be innately specified so as to constitute ‘useful’ categories such as ‘person’.

For a static world, it is hence evident that if an individual’s ability to create per-
ceptual categories is not constrained in some manner (so that we were, for instance,
free to amalgamate the sub-percepts tree-branch and house-window into a single
category), there could be no absolute distinction made between world-model and
perceptual category. However, this distinction constitutes the fundamental basis of
cognition as being the act of ‘knowing the external world’.

Given this problem with static distinctions, it is evident, then, that the capac-
ity for the world to undergo change is crucial to its perceptual characterization.
Hence, it is logical to form the composite perceptual category car from its individ-
ual components door, wheels, windscreen, etc, because these constitute co-moving
entities. We thus implicitly constitute at least some of our perceptual categorizations
on the basis of perceptual co-articulation (that is, the mutual dependency existing
between low-level translatable percepts). Independently-mobile entities (eg cars and
humans) thus constitute separate perceptual categorizations (even during moments
of interaction).
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However, this only accounts for the self-motive aspects of the world (those
entities capable of initiating co-movement of individual parts without any external
input). How then are we to account for the distinct segmentation of static, back-
ground perceptual entities such as tree and building? To arrive at a meaningful basis
for these perceptual categorizations, we need to consider the motive possibilities of
the agent; specifically an active agent embodied within the scene.

The problem addressed in this paper is therefore that of unsupervized perceptual
category creation in embodied agents. A central concern is thus how to render this
process empirically meaningful and free of foundational paradoxes (in the sense
of the distinction between world-model and perceptual category being lost). We
propose the strategy of cognitive bootstrapping as a means to accomplishing this.

We have elsewhere [2, 47] defined cognitive bootstrapping among autonomous
sensory agents as the act of spontaneously inferring new perceptual categories in a
manner that simultaneously allows for the continuous refinement of models of the
embodied agent’s external environment described in terms of those categories. It is
evident from the preceding discussion that such perceptual inference must be ap-
propriately constrained in order to ensure that novel percepts are meaningful and
non-arbitrary, and further that perceptual-framework refinement and world-model
refinement are kept distinct. That is, (for some hypothetical [potentially surjec-
tive] function, p W W ! 2jP j, capable of relating a particular world-datum W to
a corresponding set of observed percepts, fP g), we require that errors of repre-
sentation, (eg of the form pobserver.fWpartialg/ ¤ poptimal.fWpartialg/), can be readily
distinguished from errors of world-modeling (of the form pobserver.fWgeneralizedg/ ¤
pobserver.fWallg/). (The function pobserver.fWgeneralizedg/ is thus a generalized world
model in the observer’s ‘frame’ of perceptual reference constructed from the partial
observations pobserver.fWpartialg/; the set fWallg is consequently the totality of (poten-
tially) measurable world data, and poptimal is the frame of perceptual reference when
optimized via some appropriate criterion).

The chief epistemological danger for a self-updating cognitive system is thus
that any completely unconstrained capacity for perceptual updating (for instance,
permitting pobserver to range freely over the entire functional space: p W W ! 2jP j)
would have the potential to accommodate any given error-configuration of the
world-model (ie so that pobserver.fWgeneralizedg/ D poptimal.fWallg/ for pobserver ¤
poptimal and fWgeneralizedg ¤ fWallg ), and thus lack the ability to found the distinc-
tion between the objective world and its representation. An appropriate analogy for
p here is an orthonormal basis of perceptual primitives embedded within a Hilbert
space of world-data vectors (such that the orthonormal perceptual primitives repre-
sent independent attribute classes such as color and shape). Thus, while it is possible
for any given set of world data and generalized world models to be represented in
any given basis (including a correct world-model within an incorrect basis), there
always remains an optimal basis in which the distribution of world vectors is most
compactly represented (in this case when the marginal distributions of world-vectors
are maximally non-Gaussian). Consequently, independent optimization of p and
Wgeneralized is possible (by minimum description-length encoding and empirical re-
finement, respectively) if there exists a percept-independent way of generating the
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distribution of world-data vectors. It is the argument of the current paper that actions
precisely fulfill this criteria.

A significant aspect of the survey endeavor of [46] was therefore to identify a
mechanism for empirically-meaningful cognitive bootstrapping reconcilable to the
concerns of both cognitive science (eg [6,13,43]) and philosophy (eg [18,22,24,29]).
The identified mechanism consists in an a priori perception-action coupling capable
of progressive, open-ended abstraction, such that an embodied agent equipped with
it is able to form higher-level symbolic generalizations that are always grounded
via corresponding actions hierarchically connected to the a priori perception-action
coupling. It is thus the aim of an agent employing cognitive-bootstrapping to maxi-
mize the general descriptivity of percepts in so far as they are relevant to the agent’s
actions.

Hence, any formalization of this notion will require perceptual inference to be
driven by the attempt to form a generalized mapping between perceptual states
and environmentally-legitimate actions commencing from an initial, generic sensor-
motor complex (which, being generic, is not optimized for the specific environment
in which it is placed). This generalization can be accomplished by a variety of
machine-learning methods (an early approach to symbolic generalization of the
perception-action coupling was demonstrated via stochastic clustering in [2], though
without the system having the genericity required to suggest actions existing out-
side and agent’s previous experience). The concern of the current paper is hence
to present a method for achieving this generalization in the most universal logical
terms, in such a way as to enable entirely novel action classes to be induced by
the agent.

1.1 Cognitive Bootstrapping in a Perception-Action Context

The importance of a perception-action (P-A) learning framework to cognitive boot-
strapping arises from its reversal of the classical approach to agent-based learning,
in which perceptual inference typically precedes exploration. (Such an agent forms
a perceptual model of the world prior to attempting to interact with it). Instead,
the perception-action agent performs perceptual inference only after exploratory
actions have taken place [10, 14, 15, 40]. Hence, the P-A agent’s world model
is constructed only from those percepts that change as the result of the agent’s
actions. Thus for a set of a priori percepts fP g, and a set of actions fAg, the
agent’s world model is some generalization, fgen, of the partial set of mappings
f W fAexpg ! fPexpg � fPexpg brought about by the set of exploratory activities
Aexp apparent in the percept space fPexpg (where fPexpg 2 fP g). (This mapping has
the form of a Cartesian product in consequence of the fact that an individual action
A links a percept Pinitial [existing at the outset of the action] to a percept Pf inal

[existing at the end of the action]). Note here that we have assumed for simplic-
ity (in distinction to the more general Hilbert-space example given earlier) that the
set of a priori percepts fP g is such that world configurations have an unambigu-
ous representation as a specific singular percept; that is, we assume that perceptual
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attribute classes that are fully correlated with each other with respect to actions exist
in some unspecified perceptual sub domain so as to keep the focus here purely on
the percept-action relation. The generalized world-model fgen hence represents the
P-A agent’s beliefs about its potential to undertake actions within the world having
directly observable consequences. The a priori percepts fP g are thus very gen-
eral; they might, for instance, represent all of the distinguishable configurations of
a visual sensor, such as a camera. (Hence, for an n-state, X � Y -sized monochrome
camera array, jfP gj D nX�Y ). However, while it is necessary that fgen has a domain
and range derived from the sets fAg and fP g � fP g, respectively, it is unlikely that
the mapping will prove exhaustive: the actions available to the agent, fgen.Agen/,
will, in general, only be able to access a subset of the total range of perceivable
states fP g.

It is hence very unlikely that the a priori percept set fP g is the most efficient
means of representing the world. If the non-redundant (ie intentionally accessible)
set of percepts brought about by exploratory activity fAexpg is denoted fP 0

expg, then
we would expect that the generalized function fgen has an equally generalized range
fP 0

geng deriving from fP 0
expg1. The set of generalized percepts fP 0

geng hence consists
in an abstracted, higher-level set of perceptual categorizations that are predicated
purely on the basis of the agent’s active capability.

To see how this might apply in practice, consider a practical example in which
an a priori perceptual description is given of a discretized Cartesian space, X , such
that each location can have a particular label selected from a set, L. This corre-
sponds to the typical assumptions underlying standard image processing systems;
ie an intensity-labeled pixel-grid. Under a perception-action bijectivity constraint of
the form, fP g � fP g , fAg (see section 1.2), the set of all conceivable actions
corresponds to the set of possible perceptual transitions in the a priori space; ie the
bijectivity has the form: fjLjjX jg�fjLjjX jg , fAg. Now suppose that an embodied
cognitive agent equipped with this visual system determines via randomized ex-
ploratory motor activity (that activates, say, a series of robot limbs) that one of these
labels persists over the exploratory transitions, ie that l ! Xinitial & l ! Xfinal for
some .l 2 L/, ( Xinitial; Xfinal 2 X ). A natural generalization of this assumption is
that all labels, l , persist for all transitions, ie8.l; Xinitial; Xfinal/ W l ! Xinitial & l !
Xfinal .l 2 L/, where Xinitial; Xfinal 2 X .

However, under this generalized assumption, the space of possible transitions is
vastly reduced, being now of magnitude fjLj � jX jg � fjLj � jX jg, since each of
the jLj objects can only occupy one of jX j locations. Under the perception-action
bijectivity constraint (fP 0g � fP 0g , fAgeneralizedg) governing revisions fP 0g of the
percept space fP g in the light of experimental data that indicate the existence of a
generalized constraint, fAgeng, upon the action-space fAg ( Agen � A), we now have
instead that: fjLj � jX jg � fjLj � jX jg , fAg.

That is to say, the new percept-space, fP 0g D fjLj � jX jg, has the form of a
polynomial of first order in jX j, while the former percept-space, fP 0g D fjLjjX jg,

1 fP 0

expg is a subset of fPexpg since, in general, not all of the exploratory actions will result in
percepts that could be regarded as intentional; for instance, if an action end-point is unstable.
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is exponential in jX j. Given that jX j is typically large, this is a very significant
economization of the percept domain. Furthermore, this alternative percept domain
is a subset of the original domain (since the a priori space, fP g, must be chosen
so as to overpopulate the space of action possibilities, in order that environmental
constraints can be determined at all).

In general, following any such perceptual updating, we would still wish to retain
the original a priori percept space so that any perceptual transitions not accommo-
dated by the new perceptual space could still be perceived, enabling the proposed
perceptual transition to be reversed if unsuitable. We thus make explicit the im-
plicit subsetting P 0 � P and consider, instead of complete transitions from one
perceptual domain to another, rather the hierarchical extension of the percept space:
P 0 � P 0 � P 00 � P 000 � : : :. Hence, exploratory activity takes places at the
apex of a recursively-inferred perceptual hierarchy, rather than within the original a
priori space; lower levels of the perceptual hierarchy thus act to progressively con-
textualize the increasingly abstract action-specification occurring at higher levels of
the hierarchy. In this way, (ie via recursive hierarchical abstraction of the percept
space), we automatically construct a grounded symbol-generating and manipulating
agent. Critically, in ascending the perceptual hierarchy, we still retain the ability to
falsify specific action transitions, a 2 fA0g, and thus retain the ability to construct a
falsifiable model of the world in accordance with the standard (ie non-perceptually
updating) conception of a learning agent.

Autonomous, exploration-based abstraction of an a priori perception-action cou-
pling hence provides a means of updating both an agent’s perceptual framework
as well its model of the external world, without incurring the foundational para-
doxes we might expect in attempting to employ a perceptual framework to postulate
the existence external of objects, and those same objects to postulate the existence
of alternative perceptual frameworks. Hence, by constraining proposed perceptual
modifications to be hierarchical abstractions of the a priori perceptual framework
fP g (which cannot themselves be subject to empirical confirmation or refutation),
we always ensure that both the perceptual framework and the objects perceived in
terms of it (ie fgen) are subject to empirical verifiability.

A further advantage of this strategy is that issues of framing [8,27] are largely re-
solved, since the agent eliminates much of the operationally-redundant environment
descriptivity that occurs in classical approaches to autonomous cognition.

In an agent that employs perception-action learning actively2 we might therefore
expect that the generalized perceptual hypotheses built on exploratory actions could
themselves serve to guide the exploration process. They would do this by suggest-
ing novel percept states to which hypothesized agent actions could transit (ie the
set of actions fA0

geng that connect the novel percepts fP 0
geng together via fgen ). Ex-

ploratory actions in this scenario would hence serve to refine both object and percept
hypotheses at the same time, bootstrapping object and percept models in response
to environmental demands.

2 Cf eg [3, 32] for an illustration of differing forms of active learning.
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It is hence the endeavor of this paper to exploit perception-action theory to set
out a cognitive bootstrapping mechanism for autonomous logical agents capable
of spontaneously inferring both the most appropriate perceptual model by which
to interpret the agent’s external surroundings, as well as the most accurate model
of those surroundings in terms of the chosen perceptual framework. This environ-
mental model, for a first-order-logic-based perception-action learner, then consists
in a parameterized, clause-based description of the subset of the total motor-space
that constitutes the set of legitimately performable actions, according to some set
of very generalized physical criteria (in our case the performability and stabil-
ity of the proposed action). Updating the perceptual framework will consequently
involve the reparameterization of the perceptual variables in this action-based first-
order-logic model in order to allow representation of the environment in the most
action-relevant manner, permitting simultaneous empirical refinement of both the
agent’s world-model and its perceptual framework. Typically, because perceptual re-
dundancy is progressively eliminated, actions are carried out at increasingly higher
levels of symbolic abstraction as the mechanism proceeds.

1.2 Implementing Cognitive Bootstrapping in the Logical Domain

The central motivating factor of this work is thus the notion that specifying a si-
multaneous criterion for the inference of both objects and percepts is illogical, or
even paradoxical, within classically dualistic cognitive models (eg [4]), since object-
model errors can be arbitrarily subsumed within perceptual states and vice-versa3.

The potential for unintentional ‘cognitive tautology’ through reciprocally defin-
ing percept and object states hence always exists in fully autonomous cognitive
agents capable of updating their cognitive functionality in response to their exter-
nal world model. We have hence argued that this can be overcome if there exists a
strong a priori interconnection between percept and motor states. However, in ad-
dition to this percept-motor interconnectivity, the fully autonomous cognitive agent
must, by definition, be capable of generalized representation of its experience, since
the actions triggered in relation to particular perceptions would otherwise have
to be specified individually, in advance. They would hence not be constitutive of
the intentionality of action required for true autonomy. Various approaches to the
generalization of experience within artificial cognitive agents are possible; for in-
stance, clustering [26] and subspace representation [16]. We focus here exclusively
on first-order logical representation, the simplest logic that permits quantification
over instances. Variables are thus the entities within first-order logic that serve to
unify possibilities of instantiation. Specific perceptions can hence be represented as

3 Indeed, for a non-interacting cognitive agent, there are effectively no meaningful autonomously-
derived criteria that can be applied to perceptual inferences in consequence of the fact that no
non-arbitrary cost function capable of distinguishing between rival perceptual hypotheses exists a
priori (cf Quine [37] on the ontological underdetermination problem).
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instantiations of perceptual variables, and similarly, specific configurations of the
objective domain can be considered as instantiations of the environmental variables.

Obviously, this implies that the environment is susceptible to characterization via
first-order logical clauses. We contend that this will always be true at some level of
the perception-action hierarchy, typically the very highest levels (where the level of
abstraction of generalized percepts become such that formalized symbolic manipu-
lation can be applied). Thus, although the human perceptual environment might be
highly stochastic and contingent in the lower-levels (for instance, saliency clusters
in the visual field), higher level representations (eg ‘ladder’, ‘car’) will, in general,
be susceptible to rule-based reasoning of the kind: ‘the object ahead is a ladder and
could therefore be climbed’, ‘the object over there is a car and could thus be driven’,
etc. The current investigation is hence an attempt to demonstrate a mechanism for
achieving cognitive bootstrapping at the formal and relational level, with the test
environment thus characterized as entirely relational and without stochastic compli-
cation. As such, the method is intended to demonstrate the top-level of activity of an
open-ended P-A learning agent (the relationship between the formal and stochastic
learning is illustrated in [26], for a non-perceptually bootstrapping cognitive agent).

By attempting the implementation of active perception-action agency within a
protocol-driven (ie rule-based) environment, we will hence show that in carrying-
out first-order logic induction of the protocols that govern permissible actions it is
possible to perform a remapping of the variable input/output structure of inferred
clauses such that a maximally compact set of variables governing action-legitimacy
can be obtained. Because of the perception-action linkage implicit in the agent’s
design, this variable remapping also serves to define a maximally compact set of
perceptual variables through which the agent can reinterpret its external environ-
ment, with important consequences for the learning algorithm as indicated below.

This remapping is carried-out in the manner indicated earlier. Since, in
perception-action theory, actions serve as the linkages or relations between in-
dividual perceptual states, one criterion for optimal perceptual representation is
immediately suggested. This is the notion that perceptual states should be both
exhaustively and unambiguously delineated by the hypothesized set of legitimate
actions, fAgeng, that have been previously determined by first-order logical infer-
ence. It is hence possible to define a generalized set of perceptual states that are
ideally correlated with the inferred generalized action states through the application
of a condition of bijectivity of action states with respect to pairings of the proposed
perceptual states. (Recall that these pairings are necessarily temporal in nature,
being between initial perceptual states, Pinitial, and final perceptual states, Pfinal).
Hence, we have that fAgeng , fP 0

genginitial � fP 0
gengfinal. This bijectivity criterion

is applicable at all stage of the perception-action hierarchy, serving as a guiding
constraint throughout the open-ended inference of novel perceptual frameworks and
object-entities.

The notion of bijectivity between perception and action can be thought of as a
formalization of the phenomenological theory that perception directly relates to, and
indeed, expresses action possibilities (cf in particular [18]). Similarly, the notion of
affordance (eg [13, 28]), currently the subject of much attention within cognitive
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science, proposes that what is perceived in the external world is not simply the inert
set of spatial relations that characterize geometric objects. Rather, what is perceived
is a set of entities characterized in terms of the activities and manipulations that an
observing subject can perform with them. Both of these schools of thought hence
attempt to define a middle ground within the classical distinction between subjects
and objects by introducing the notion of embodied, active agents whose perceptual
apparatus is an intrinsic part of the environment that they seek to describe4.

The maximally-compact descriptivity of legitimate actions in the objective do-
main consistent with the bijectivity criterion thus constitutes one half of the pro-
posed strategy for the optimization of perceptual representation. Acting in parallel
with this is the opposing perceptual constraint of retaining maximal agency within
the environment, such that the agent must be capable of perceptually distinguishing
the consequences of all of the possible legitimate actions determined by first-order
logical inference. The result of these two constraints is hence a criterion capable of
overcoming the Quinean [37] problem of the arbitrariness of perceptual inference
with respect to observed data, which, unlike the standard problem of object-model
inference with respect to observed data, is underdetermined for non-interactive
cognitive agents. In this scenario, optimal perceptual representation thus explic-
itly maintains the link with optimal objective representation, yet retains sufficient
distinction from it to enable relatively independent cognitive updating without com-
promising the ‘objectivity’ of the perceptually-derived environment model.

Implementing cognitive bootstrapping in the logical domain will hence firstly
involve the use of first-order logical induction to derive a generalized model of
legitimate actions, fgen, from exploratory samplings of the a priori action space.
fgen thus has the form of a set of logical clauses defined over the set of a pri-
ori perceptual variables fP g D fP1; P2; P3 : : :g. Secondly, a reparameterization,
(fP 0

geng D fP 0
1; P

0
2; : : :g s:t: jP 0

genj � jP j), of the perceptual variables present in
the inferred clauses will take place in order to ensure maximally-compact percep-
tual descriptivity of the permissible actions via the bijectivity criterion. This latter
aspect of the approach (occupying the whole of Section 4) is thus the principle
methodological contribution of the current investigation.

1.3 Generalized Object Classes in Cognitive Bootstrapping:
The Affordance/Schemata Distinction

The affordance/schemata distinction lies at the heart of cognitive agency, and can
be understood in this investigation in the following way: Affordances are those
possibilities offered by objects in the world in relation to the agent’s motor capabil-
ities. As such, they occupy an intermediate position between the classical Cartesian
poles of subject and object. However, they are unquestionably empirical facts (facts

4 More general arguments for the importance of embodiment to cognition can be found in [1,9,12,
24, 25].
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relating to the interaction of agent and environment), in the sense of being falsifiable
according to the standard Popperian [36] criterion of empiricism.

Schemata are high-level representations of action possibilities predicated on as-
sumptions about the affordances offered by the world (the agent’s world-model is
characterized as the total set of assumed affordances). Hence, because the cogni-
tive bootstrapping agent is intended to produce novel percepts in relation to its
exploratory findings about the world, schemata for employing these inferred per-
cepts must also be capable of falsifying them.

An example of this falsifiability might hence be the postulation of a novel per-
ceptual category, ‘ladder’, on the basis of certain saliencies, or aggregate saliencies
in the agent’s visual field. In a P-A framework, however, this percept is further
characterized by its assumed affordance of agent action possibilities (such as the
agent’s being able to reach-out and grasp the individual rungs of the ladder). But in
order to justify its characterization as a single perceptual entity within a perception-
action framework, the ladder must also have a singular function in terms of the the
schemata for its employment. In this case, the singular function is ‘climbability’,
in the sense that an entire ladder must be utilized to achieve this. The perceptual
category ‘ladder’ is thus falsifiable if it turns out that the ‘climbing’ schemata is
unfulfillable (perhaps the rung materials in agent’s world are too weak to support
climbing), in which case the P-A-based segmentation of ‘ladders’ in the world is re-
dundant. All postulated perceptual categories in a P-A framework must be similarly
falsifiable via their associated schema.

In cognitive bootstrapping terms, schemata are thus abstractions of the exist-
ing perception-action hierarchy that (if they achieve a sufficient level of empirical
confirmation) can themselves become affordances by virtue of being linked to per-
ceptual inference. (The identification of the percept category ‘ladder’ is directly
correlated with the schemata ‘climb’). The perception-action hierarchy is thus end-
lessly extensible, with the inferred schemata becoming increasingly abstract (such
that, for instance, they can be treated in formal logical terms).

Inferred high-level level perceptual representations in the cognitive bootstrapping
agent must therefore always have this characteristic of hierarchical dependency on
lower-level percepts. The percept-action link always ensures that these perceptual
representations are correlated with high-level actions (such as climbing), that are in
turn built on lower-level action capabilities (in this case, the basic object manipu-
lation capability): The following paper can be seen as an attempt to formalize this
idea at the level of logical induction. The formation of generalized object classes via
perceptual reparameterization can hence be seen as a means for forming high-level
schemata in relation to the affordance possibilities of the environment.

1.4 Active Learning and Cognitive Bootstrapping

Perceptual inference of the type detailed above, while significant in overcom-
ing a number of conceptual difficulties associated with autonomous, self-updating
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cognitive agency, would be of only abstract interest unless it can be shown to have
useful consequences in the objective domain. However, it is clear from the above
that, in a perception-action context, the postulation of a novel set of generalized
perceptual variables also implicitly suggests a set of generalized action states. In
performing the perceptual remapping .fP g ! fP 0

geng/, the agent hence narrows-
down its choice of potential exploratory actions to those consistent with the notion
of testing its inferred model of the environment.

Thus, while the non-bootstrapping perception-action agent must carry out explo-
ration via random sampling of the a priori motor-space, the same agent employing
perceptual updating of the type indicated instead samples the inferred action space
randomly. This has the natural corollary that a priori motor-space is sampled
actively (cf eg [3, 32]), exploration being conducted on the basis of the agent’s per-
ceptual inferences. Active learning is characterized by the intentional selection of
learning examples: it is typically used in environments in which there is an abun-
dance of unlabeled data and where labeling data is costly. This is hence true of the
P-A learning environment in that the determination of the success of an exploratory
action (ie, its labeling as ‘successful’ or ‘unsuccessful’) is intrinsically expensive in
temporal terms. If we know that a broad class of actions are likely to be unsuccess-
ful, it is hence not necessary to sample them at the same rate as the generally much
smaller class of successful actions. Consequently, the fact that cognitive bootstrap-
ping renders unperceivable (at the highest level of representation) those actions that
are not consistent with the agent’s estimation of what is possible in action terms,
implies that exploration acquires an active aspect.

Thus, although it is possible for the agent to achieve a similar sort of active learn-
ing without perceptual inference by randomly sampling the a priori motor-space and
checking for consistency with the inferred model of legitimate actions5, the fact of
having reparameterized the perceptual space in a more compact form means that we
can directly suggest exploratory actions without the computational inefficiencies of
consistency checking the samples. This is then an active learning strategy similar
to that of [39], but arising naturally within the context of perception-action learn-
ing as a result of having determined an empirically consistent and non-paradoxical
model for perceptual updating. Thus, a robotic learning agent that initially sets out
to stochastically sample the action-domain ‘move the gripper from position X to
position Y’, would, under an appropriate perceptual reparameterization, instead
stochastically sample the action-space ‘move the object A onto the object B’. It
thereby ‘intentionally’ selects hypothesis-specific learning examples in the manner
required of the active learning process. These samples will then be such as to more
readily confirm or refute the perceptual hypothesis that the agent’s world consists in
‘movable objects’. They will also more readily refute the external object hypothesis
(namely, that the specific percept experienced by the agent is in fact a movable ob-
ject within the world). Hence, a cognitive bootstrapping system is simultaneously
an active learning system with respect to both the object and percept hypotheses.

5 Though, importantly, without the same guarantee of uniform sampling of the legitimate actions
(see Conclusions).
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We hence envisage an iterative, three-stage process of active-learning consisting
of: (1) Randomized exploratory activity carried-out in terms of the currently-
assumed perception-action model; (2) Induction of a novel action legitimacy model
in terms of the current perceptual framework; (3) Reparameterization of the per-
ceptual framework in order to most appropriately (ie most compactly) represent the
inferred action-model.

Note that this active exploration by random sampling of the remapped percep-
tual variables is only possible because of the hierarchical link that exists between
the inferred percept space and the a priori percept space (the hierarchicality arising
from the fact that the former space is a subset of the latter). As such, it represents
a ‘higher’, more symbolic level of representation of the sensory data (we shall later
give an intuitive example of this). Cognitive bootstrapping in the manner described
can therefore be considered a method for the spontaneous generation and grounding
of symbols in the manner of Harnad [17]. Active exploration, in driving exploration
from the highest, most symbolic level of the hierarchy, hence serves to continuously
re-train all of the hierarchical levels existing beneath it. Though beyond the scope
of this paper to demonstrate, the method thus has, as a hierarchical reinforcement
learner [7], the capacity to update itself in a manner capable of robustly accommo-
dating environmental changes.

The most prominent aspect of the hierarchicality inherent in cognitive bootstrap-
ping demonstrated in the following paper, however, is that brought about by the
progressively higher levels of perceptual representation. Thus, despite the fact that
exploration is always undertaken stochastically, randomly-chosen actions within the
abstracted, top-level percept domain increasingly take the form of intentional ac-
tions when considered in terms of the a priori motor space.

1.5 Structure of Investigation

In setting out our approach to cognitive bootstrapping within the relational domain
and demonstrating its utility within a simulated logical environment, we shall struc-
ture the investigation as follows: Section 2 is concerned with the nature of the
test-environment and the agent’s relation to it in terms of its a priori perception-
action capabilities. It also sets out the means by which these are described in
first-order logical terms. Section 3 deals with mechanism by which the generic cog-
nitive agent is to infer the specific logical rules underlying its environment given
only the outcomes of exploratory actions. Section 4 then describes how the cogni-
tive bootstrapping agent can utilize this logical inference to perform a remapping
of its perceptual space, such that apparently random exploration of its environment
constitutes an active learning approach with respect to environmental rule inference.
Results of the application of this technique with respect to a benchmark passive-
learner then constitutes Section 5 of the paper. Section 6 finishes by discussing the
implication of these results both in practical terms, and in terms of the implications
for autonomous cognitive agents capable of meaningfully updating their own cogni-
tive apparatus at the same time as their models of the external world.
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2 A Simulated Environment for Active
Perception-Action Learning

Following the preceding description of P-A learning in abstract terms, we shall
henceforth find it convenient to introduce the proposed cognitive-bootstrapping
method within a concrete context, and only after which will the generalization to
arbitrary environments be discussed. We are hence here interested in cognitive boot-
strapping only at the relational-levels of the perception-action hierarchy, in which
an idealized, discrete representation of the environment is already assumed to ex-
ist. It is hence clear that the domain in which we seek to implement the preceding
ideas should be one for which there exists a clear, protocol-driven criterion of action
legitimacy. This legitimacy should obviously be reflective of the constraints of an
actual physical environment, albeit at a sufficiently abstracted level. Hence, in order
to generate a preliminary instantiation of the notion of cognitive bootstrapping, we
select a simulated ‘shape-sorter’ puzzle as the domain of agent activity.

Within the simulated shape-sorter, variously shaped puzzle pieces may be ar-
bitrarily transported around a three-dimensional volume via a ‘gripping arm’ (that
hence constitutes the active component of the artificial agent). Other entities exist-
ing within the active arena include the surface of the puzzle and, within this, a series
of holes that correspond uniquely to each of the shapes. The totality of these entities
are assumed to rest on an impermeable surface. We further assume that the agent
has an idealized perception of this environment (enacted, perhaps, via hypotheti-
cal cameras positioned outside of the immediately active domain). Low-level vision
tasks such as object segmentation and three-dimensional reconstruction are hence
assumed to have been flawlessly carried out at a hierarchical-level prior to that in
which cognitive inference is to take place, such that no perceptual errors exist at this
level (this artificial restriction is in no way a prerequisite of the method; rather it is
a simplifying assumption).

2.1 The A Priori Action Space

Within this simplified environment the potential range of actions available to the
agent (corresponding to the a priori motor space) are thus the positional translations
of the gripping arm, which is assumed to perform a ‘grasping’ action at the initial
stage of the attempted translation and a ‘releasing’ action at the final stage of the
proposed translation. At this stage we do not, for simplicity of inference, consider
the possibility of explicit object rotation, although the concept of object orientation
is of relevance, as we shall see. Actions are hence specified via a six-tuple instruction
‘move.x1; y1; z1; x2; y2; z2/’ corresponding to the transition from position-vector
.x1; y1; z1/ to position-vector .x2; y2; z2/ within the active volume (which equates
in physical terms to the three-dimensional spatial range of the gripping arm).
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However, the existence of an action state within the a priori motor-space is not
a guarantor of action legitimacy, a notion that is required if there is to be mean-
ingful interaction between the agent and its environment6. Defining an appropriate
criterion for the legitimacy of actions within the environment can, in a sense, be
considered a form of agent meta-goal specification, though one that is minimally
restrictive with respect to the agent’s potential exploratory activities.

Action legitimacy in the shape-sorter environment is hence determined by
the feasibility, stability and utility of the proposed transition. The first of these
constraints, feasibility, is determined by the physical requirement of the non-
coincidence of objects; one object cannot be legitimately moved into another. The
stability of a proposed action is determined by whether its intended final state would
undergo any further observable transition not initiated by the agent; situations in
which a moved object is released without anything beneath it are hence illegitimate.
The stability condition thus ensures the temporal reversibility of actions, such that
the environment can be described in terms of relatively simple first-order relational
predicates throughout the experimental process. The set of transitions hence has the
closed mathematical structure of a monoid. To this end, we also require that posi-
tions and lengths are discretized to identical unit-lengths, such that partial overlaps
between objects are not permitted. The final constraint, action utility, refers to the
notion that the proposed transition should do actual physical work (that is, result
in a perceived environment change) if it is to be considered legitimate. The gripper
cannot therefore simply transit from one unoccupied position to another, though
this is both stable and feasible under the preceding definitions.

Hence, if an instruction move.x1; y1; z1; x2; y2; z2/ is to be considered legit-
imate via the above criteria, it must involve the gripping of an object located at
position .x1; y1; z1/, followed by the release of the same object at a location im-
mediately above the supporting surface provided by an unencumbered solid entity
located at .x2; y2; z2�1/. A supporting entity can be any of those we have defined:
the puzzle-base, another shape, or a hole. However, the latter entity is only support-
ive if it does not match the morphology of the moved shape, or if it does match the
shape’s morphology, but has a differing orientation.

It is consequently possible to quantify the restrictions that this notion of action
legitimacy places on the agent’s generic, a priori motor space when it is embodied
within the particular confines of the shape-sorter environment in the following way.
The initial motor space has a numeric magnitude given by .jxj � jyj � jzj/2, repre-
senting the combination of initial and final location possibilities, with jxj, jyj and
jzj the respective cardinalities of the discretized ordinal vectors. Within this space
there is a consistent quantity, jshapesj, of legitimately movable objects that can be
placed on any suitable unencumbered surface. This supporting surface has to com-
pletely bisect the volume in the z direction, but must not include the position of the

6 Indeed, in certain phenomenological models [45], this differential in actual and potential action
capabilities constitutes the agent’s environment.
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object itself7. Quantized in unit areas, the surface therefore has an average numeric
magnitude of .jxj � jyj � p � j1j2/, where p is the probability that a given ob-
ject is correctly oriented with respect to its corresponding hole (for random initial
configurations this is determined by the level of discretization of the orientation pa-
rameter, specifically its reciprocal). The fraction of the agent’s a priori action space
that can be considered legitimate within the particular environmental context of the
shape-sorter puzzle is hence:

jshapesj � .jxj � jyj � p/
.jxj � jyj � jzj/2 (1)

2.2 The A Priori Percept Domain

As well as the a priori action-space detailed above, the agent is also equipped with
an a priori perceptual ‘space’ through which it (at least initially) interprets its en-
vironment. The aim of cognitive bootstrapping is hence to determine the subset of
this perceptual space that most efficiently delineates the current hypothesis as to
what constitutes the legitimate action sub-space, but in such a way as to conserve
the empirical falsifiability of this hypothesis. As such, the a priori percept cate-
gories employed for this purpose, like that of shape, do not, so far as the agent is
concerned, yet have any action-determined meaning (which may vary throughout
the bootstrapping procedure). The nominal designations of the a priori percept cat-
egories are thus, at this stage of the experimental process, labeled purely for the
purposes of our comprehension. In full, these categories are hence as follows; po-
sitional occupancy (ie, the detection of the presence or absence of an entity at a
particular location), shape awareness, hole awareness, an awareness of hole-shape
morphological equivalence, angular orientation and spatial adjacency8. These base
perceptual categories are hence distinct from the percepts we shall later infer in that
they may be regarded, in phenomenological terms (cf [20]), as the in-analytic (non-
separable) attributes of perception, or qualia. Thus, ‘red circle’ might constitute
a singular perceptual category following perceptual inference, with the individual
qualia ‘red’ and ‘circular’ the relevant intrinsic categories, or attributes, of percep-
tion. The perception of specific entities hence constitutes, in an imprecise sense,
the co-ordinatizing of the intrinsic perceptual categories (we shall later utilize the

7 Note that this supporting surface is different for each object, since differing objects slot into
differing holes, with the holes acting as support-entities otherwise.
8 In a more realistically complex cognitive environment it would be possible to eliminate the a
priori awareness of the morphological correspondence between holes and shapes by resolving it
into a suitable composite of the two perceptual categories of positional occupancy and spatial
adjacency. In fact, these are more like the true Kantian a priori perceptual categories. (A priori
in the sense of their being empirically undiscoverable, being rather the conditions of empirical
discovery).
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bijection principle to find an explicit coordinatization of the manifold underlying
the a priori percepts that is precisely defined).

Thus, for this demonstration, we have elected to regard shapes and holes as a
priori, rather than as composite perceptual entities. The agent’s perception of these
entities consequently consists (if there are no other attributes) in the returning of
a particular index or label from the set of all entities of the same type. Shape and
hole entities, are thus distinguished extrinsically, rather than via any intrinsic char-
acteristics they might have for a more complex cognitive system, such as human
perception.

Having thus given an indication how the a priori action and percept spaces
are delineated, we can now turn to the means by which we are to implement this
percept/motor environment in terms of first-order logic. In such a framework, it
is logical variables that will serve as the means for generalizing over perceptual
entities such that it becomes possible to express exploratory propositions directed
at perceptions that have not yet been directly experienced by the agent. The cor-
responding mechanism for ‘perception’ within the first-order logical domain will
hence be environmental predication carried out by the cognitive agent, in which the
percepts are the full range of possible co-instantiations of the perceptual variables.

We thus lay the foundation for the use of inductive logic programming (ILP)
methods in order to determine generalized environmental rule hypotheses from
which novel perceptual variables can be extracted.

2.3 Implementation of the Shape-Sorter Puzzle
in First-Order Logic

In having opted for a first-order logical description of the shape-sorter, it be-
comes possible to render the underlying constraints of the environment as a set
of physical protocols. Attempted transitions within the a priori motor-space hence
become logical propositions of the form move.x1; y1; z1; x2; y2; z2/, that are true
or false according to their legitimacy in terms of these axioms. (Hence in a generic
motor-space equipped with a set of a priori perceptual variables, ŒL
, the action
propositions will be predicates of the form actionn.ŒL
1 ; ŒL
2/, with the numeric
subscripts denoting initial and final perceptual states, respectively). In choosing to
model this system in PROLOG, we find that the agent’s attempted actions become
goal states, or theorems to be proved via first-order resolution. We are thus, in effect,
seeking to construct a semantic parser for agent actions in terms of the shape-sorter
axiom set.

Hence, describing, within PROLOG, the a priori cognitive categories listed
above as predicates with variable arguments, we render the perceptual categories of
shapes, holes, hole-shape correspondence, angular orientation and positional
occupancy as, respectively: is shape.A;L1/, is hole.A;L2/, hole shape

match.A;B/, orientation.X;O/ and position.A;X; Y;Z/ (quantification over
variables is implicit in PROLOG).
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The variables ranging over these perceptual categories are delineated as follows:
A (and B) represent positionally-determined entity labels (ie holes, shapes, the
puzzle-base itself) if the subgoal position.A;X; Y;Z/ is fulfilled. X , Y and Z
represent ordinal positions along the three spatial axes; O is an angle. The vari-
ables L1 and L2 are label variables acting over the sets fshape1; shape2; : : :g and
fhole1; hole2; : : :g, and are thus subsets of the positionally-determined entity la-
bel class. (We shall later discuss the necessity of adopting this predicate form in
general environments). Recall that notions like object and angle are not yet op-
erationally defined for the agent; they are, so far, only perceptually differentiated
with respect to each other. Hence predicates such as ‘is hole’ and ‘is shape’ should
only be regarded as making elementary perceptual distinctions that will later ac-
quire meaning via association with specific action-possibilities. (Thus, the predicate
is hole might correspond to an agglomeration of dark perceptual entities estab-
lished as constituting a single class via unsupervized clustering at a lower level of
the perception-action hierarchy). The predicate names we have adopted “is hole”,
“is shape”, etc, are purely to assist reader comprehension.

The cognitive predicates associated with the a priori notion of spatial adjacency
are rendered as inc x.X1;X2/, inc y.Y1; Y 2/ and inc z.Z1;Z2/ for the three
respective spatial directions. Hence, in consequence of the discretization of these
axes, the term inc x.X1;X2/ is satisfied only when X2 D X1C 1. (Since we do
not yet, for simplicity, include the possibility of object rotation by the agent, there
is no corresponding notion of angular adjacency; angles are represented by discrete
tokens without relational content).

Higher-level concepts such as the unoccupied location immediately above an
object can hence be represented by concatenations of the a priori categories:
in this particular case the concatenation; position.A;X; Y;Z/, inc z.Z;Z1/,
not.position. ; X; Y;Z1//. (In PROLOG, comma sequences of this kind indicate a
simultaneous fulfillment requirement for each of the subgoal predicates).

Having transcribed the a priori percept/motor categories into a format suitable
for logical predication, it becomes possible to specify the constraint rules for the
shape-sorter environment in these terms. Any exhaustive description of such pro-
tocols must include logical constraints equivalent to the physical notions of object
non-coincidence, object persistence under translation, object instability in the ab-
sence of supporting structures, and so on. While these notions are innate, or at least
intuitive to human agents, they must be derived by our simulated agent via first-order
logical induction in terms of the a priori percept categories applied to the outcomes
of exploratory actions.

The simplified rules governing the protocols of the shape-sorter environment,
which may be considered to act as a very generalized supervisor to the simulated
open-ended learning agent, are hence rendered as the series of PROLOG clauses:

move.X1; Y1;Z1;X2; Y 2;Z2/ W �
position.A;X1; Y1;Z1/; is shape.A;L/; inc z.Z1;Z3/;
not.posi tion. ;X1; Y1;Z3//; not.posi tion. ;X2; Y 2;Z2//;

inc z.Z4;Z2/; posi tion.B;X2; Y 2;Z4/; not.hole shape match.L;B//:
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move.X1; Y1;Z1;X2; Y 2;Z2/ W �
position.A;X1; Y1;Z1/; incz.Z1;Z3/; is shape.A;L1/;

not.posi tion. ;X1; Y1;Z3//; not.posi tion. ;X2; Y 2;Z2/; inc z.Z4;Z2/;
posi tion.B;X2; Y 2;Z4/; is hole.B;L2/; hole shape match.L1;L2/;

orientation.L1;O1/; orientation.L2;O2/; not.O1 DD O2/:

move.X1; Y1;Z1;X2; Y 2;Z2/ W �
position.A;X1; Y1;Z1/; is shape.A;L1/; incz.Z1;Z3/;

not.posi tion. ;X1; Y1;Z3//; posi tion.B;X2; Y 2;Z2/;

inc z.Z2;Z3/; not.posi tion. ;X2; Y 2;Z3//; is hole.B;L2/;
hole shape match.A;B/; orientation.L1;O1/; orientation.L2;O2/;

O1 DD O2:

(For the sake of clarity in the following arguments an additional iteration
variable, T , that exists within the move and position predicates in order to
delineate separate temporal stages [ie move.T;X1; Y1;Z1;X2; Y 2;Z2/ and
position.T; A;X1; Y1;Z1/] is omitted throughout).

Multiple clauses in PROLOG represent alternative possibilities for the satis-
faction of the logical constraints. Clause one in the above rule-sequence hence
represents the possibility of placing shapes onto support surfaces that are not holes
matching the shape’s morphology. Clause two represents the possibility of placing
shapes onto holes that do match the shape’s morphology, but which have differing
orientations. Clause three represents the possibility of placing shapes into holes that
both match the shapes’ morphology and have identical orientations.

This latter rule represents the classical ‘solution-state’ of the shape-sorter puzzle.
Thus, although we will not explicitly hardwire any goal-seeking characteristics into
the agent, we shall later see that active testing of generalized rule inferences relating
to the placing of shapes on top of surfaces (such as the first sparse random sampling
of the environment is likely to give rise to) can result in agent behavior that is su-
perficially similar to that implied by explicit goal-seeking. We might also speculate
that this observation applies more generally; the uniqueness (in the sense of being an
exception to the general rule) of the solution-state in a typical protocol-based puz-
zle environment would render its saliency for an active-learning agent much greater
than would be the case for a passively-learning logical agent employing inductive
methods.

3 Approach to First-Order Logical Induction

The first task of the cognitive bootstrapping agent, prior to any perceptual updating,
is to infer the generalized rules governing the achievability of the exploratory ac-
tions under consideration. That is, the agent must attempt to derive the above clause
structure (acting in the capacity of supervisor within the simulated environment)
from specific instances of those rules’ application. This is the task of Inductive Logic
Programming [33].
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The inductive logical approach that is most readily applicable to our environ-
ment is Muggleton’s PROGOL [34]. PROGOL proceeds in a top-down manner,
constructing the most specific clause (see below) covering the first positive ex-
ploratory example from a series of predicate mode declarations. Mode declarations
define the type and number of a predicate’s arguments, as well as its variable in-
put/output structure; they also determine the number of permissible instantiations
of the predicate variables. Since clauses in PROLOG are defined by head and body
predicates, both types of mode declaration are required in PROGOL. A typical body
mode declaration is hence of the form:
W � modeb.n; p.CA;CB;�C;�D//, with n the number of permissible instan-

tiations, p the predicate functor, ŒA;B
 the set of input variables and ŒC;D
 the set
of output variables.

The most specific clause is hence the clause with the most exhaustive predica-
tion consistent with the mode declarations. As such, it defines a lower bound of
a theta-subsumption lattice which has as its upper bound the empty clause (one
clause theta-subsumes another if and only if there exist a set of variable instanti-
ations [ie a substitution] such that all atoms in the former clause will constitute a
subset of the atoms in the latter clause). The lattice itself is navigated in a general-
to-specific fashion via heuristically-guided A? searching. The heuristic in question
is the clause compressivity with respect to the remaining positive examples insofar it
is consistent with the negative examples. The most effective of these is then selected
as background knowledge, and all positive examples that are rendered redundant by
it are removed from the total set of examples, after which the process begins again
with the first of the remaining positive examples. PROGOL thus arrives at its esti-
mate of the most compressive clause, or set of clauses, consistent with the example
data.

The output of the attempted PROGOL induction of the above rule-set from the
set of exploratory actions is hence the ‘objective’ model of legitimate environmental
actions. We now turn to the question of how the corresponding ‘subjective’ model
of perception appropriate to this objective model is to be derived and usefully em-
ployed within the puzzle environment.

4 Active Learning Via Cognitive Bootstrapping Utilizing
First-Order Logical Induction

We have defined cognitive bootstrapping as the simultaneous inference of opti-
mal object and percept models in such a way as to avoid problems of under-
determination, with a consistent empirical criterion for both object and percept
model selection sustained throughout the learning process. We have indicated that
perception-action learning provides a natural framework for this kind of updat-
ing, requiring that the perceptive capabilities of cognitive agents are determined
by their active capabilities. Formalizing this notion as a condition of bijectivity be-
tween perceptual transitions and action states, we shall now set out to implement an
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iterative learning system that alternates between the two complementary phases of
object-model inference and percept-remapping. Perceptually-motivated exploration
is then the intermediary linking the two phases of cognitive bootstrapping.

The first of these phases is hence the attempted first-order logical inference, via
PROGOL, of the clauses that determine the behavior of the shape-sorter from the
set of cumulative exploratory actions labeled as legitimate or illegitimate by the su-
pervising PROLOG clause-set. In the second phase, the remapping of perceptual
variables deriving from this inference will directly suggest, in consequence of those
variables’ generalized nature, a novel set of exploratory action possibilities that can
be employed to test the objective model. More specifically, because the perceptual
updating carried-out in the second phase of cognitive bootstrapping is designed to
give optimal representativity to the objective hypothesis derived in the first phase
of cognitive bootstrapping, the novel action possibilities suggested by the remapped
percepts are precisely those that are consistent with the model (in consequence of
the bijectivity condition). The compressivity criteria for the acceptance of percept
hypotheses ensures that these consistent action possibilities are accessed in far more
efficient manner than they were in the a priori percept-motor space. The perceptual
remapping thus, in effect, re-parameterizes the model of legitimate action transi-
tions in the most compact manner possible.

Hence, we see that in having described a cognitive agent with generalizing log-
ical induction capabilities under the condition of perception-action bijectivity, we
have implicitly described an active cognitive learning system. In general terms, an
agent that employs active learning is one that utilizes environmental hypotheses to
motivate exploration in order that a more rapid convergence on the correct model
can be achieved (cf eg [3, 32]). A passively learning agent, in contrast, derives it
environmental hypotheses from randomized exploration. We might therefore expect
the cognitive bootstrapping agent to be inherently more efficient at environmental
model determination than a purely passive agent: we shall set out to test this hypoth-
esis in section 5. It should be clear, however, that our cognitive model goes beyond
that of the typical active exploratory agent in simultaneously seeking an optimal
remapping of the percept domain, in effect, actively learning both the perceptual
and objective environment at the same time. We therefore now turn to the method
by which this perceptual remapping is achieved.

4.1 Remapping the Perceptual Variables

Imposing the condition of bijectivity between action states and perceptual begin-
ning/end state pairings implies that there must exist a mapping .Pinitial�Pfinal/! A

such that the bijectivity condition holds: ie, fP ginitial � fP gfinal , fAg, where
fP g is the complete set of perceptions, and fAg the complete set of achievable
actions. Hence, if, for the sake of example, we were to set about imposing this
condition on the a priori perceptual space, we would proceed in following way.
The default actions in the absence of any experimental data would have to be



Perception-Action Learning as Model for Self-Updating Cognition 115

assumed to be those of the a priori motor space, move.X1; Y1;Z1;X2; Y 2;Z2/.
However, the possibility of specifying any individual (lower-case) proposition,
move.x1; y1; z1; x2; y2; z2/, is also an assertion of the existence of an exhaustive
set of singleton maps:

f.x1; y1; z1/g ! f.x2; y2; z2/g 8 x1; y1; z1; x2; y2; z2 (2)

Hence, comparing with the above perception-action bijectivity condition, and
noting that the .x1; y1; z1/ range over the same space as the .x2; y2; z2/ we see that
the default percepts fP g are the set of positions, f.X; Y;Z/g (ie co-instantiations of
the X , Y and Z ordinates). In other words, given the a priori perceptual predicate
structures available to the agent, such as shape, orientation and so on, it is, under
the condition of bijectivity, only the predicate structure position that properly con-
stitutes a percept in the absence of experimental constraint data. (This reflects the
fact that a notion such as shape does not yet have any action-determined perceptual
significance).

While this result is trivial (and to a certain extent tautological) for the default
motor-space, it is indicative of the approach to perceptual updating adopted when
exploration gives rise to results that break the assumed equivalence between the a
priori motor-space and the set of possible actions.

Now, for the sake of demonstration, suppose that randomized sampling (ie explo-
ration) of the a priori action domain (f.X; Y;Z/g � f.X; Y;Z/g) has given rise to a
sufficient number of legitimate actions (say, 5) for logical inference to be enacted.
(This would imply around a two orders of magnitude greater number of illegiti-
mate samples - see equation 1). Further suppose that the application of PROGOL
to the cumulative exploratory data has given rise to the inference of the partially
accurate legitimacy rule:

move.X1; Y1;Z1;X2; Y 2;Z2/ W �
position.A;X1; Y1;Z1/; inc z.Z3;Z2/; posi tion.B;X2; Y 2;Z3/;
inc z.Z4;Z1/; not.posi tion.A1;X1; Y1;Z4//;
not.posi tion.A2;X2; Y 2;Z2//:

(which would correspond to a constraint-rule stating that only unimpeded objects
may be placed on top of other objects.)

It is hence apparent that, in attempting to find a rule that both generalizes and
legitimizes the training set, it has become necessary for the inference system to in-
troduce a set of new variables fA;B;Z3;Z4g beyond the existing six variables
fX1; Y1;Z1;X2; Y 2;Z2g required to specify the a priori motor-space. It may be
recalled that the body mode declarations specify the input and output structure of
the variables in the individual atomic propositions constituting the inferred clause.
Consequently, the atomic propositions can be represented as the nodes of a directed
acyclic graph constituting the full clause (acyclic since we explicitly forbid recur-
sion in the inferred clause).
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Fig. 1 Example schematic of clause structure (see footnote 10)

Hence, if we render the predicate input/output structure of this rule visually (as
in figure 1), it is apparent that the six initial input variables in the a priori percept
space (ie, the three variables specifying the initial percepts .X1; Y1;Z1/ and the
three variables specifying the final percepts .X2; Y 2;Z2/) are mapped onto only
two output variables9.

Consequently, if it were possible to define predicates in such a way as to be
able to unambiguously reverse this variable mapping, it would be possible to define
a clause structure in which the input variables A and B uniquely define the output
variables ŒX1; Y1;Z1;X2; Y 2;Z2
, such that the initial and final percept states that
link together legitimate actions within the inferred model are preserved. (That is, so
that the maps f.X1; Y1;Z1/g ! fAg and f.X2; Y 2;Z2/g ! fBg are bijective).
It would, in so far as it is permissible to regard variable instantiations as ordinates,
hence be possible to ‘re-parameterize’ the original six-dimensional percept space as
a two-dimensional percept space characterizing permissible actions in the inferred
rule. In intuitive terms, this new percept space consists of, respectively the set of ob-
jects, fAg, and the set of surfaces, fBg (A being mapped onto any unimpeded object
existing at location .x1; y1; z1/, and B being mapped onto any unimpeded objects
existing below the intended movement location, .x2; y2; z2/). Thus we see that the
compressed percept space represents a higher level of perception than that of the a
priori space, in the sense that it expresses relational, action-relevant abstract con-
cepts that were not present in the default percept space. Randomized exploration in

9 Note that the predicates of the form not.: : :/ do not generate output variables that can be mean-
ingfully employed to address the percept space, and are hence indicated by dotted lines in figure 1
to denote their removal from the remapping process.
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this higher level domain then consists in the placing of random objects onto random
surfaces, rather than simply the movement of the gripping arm between random
locations.

In order to achieve this remapping, it is necessary to strictly define predicates
as bijective functions between input and output variables, rather than merely con-
straints upon them (both forms of predication are possible within PROLOG). This
means that agent predication must be configured such that input variables relate to
output variables via single instantiations10. Thus, when, for instance, describing the
functional relation that exists between entity labels and three-dimensional position
vectors, position.A;B; C;D/, we have adopted a predicate form that employs A as
an output variable (acting over object-labels) in such a way that it is always uniquely
specified by the input variable triple, .B; C;D/, ranging over combinations of
the X ,Y and Z ordinates. This approach is thus in explicit contrast to the logi-
cally equivalent, but possibly more intuitive, description of positional occupation in
terms of entity predicates with forms of the type: hole.X; Y;Z/, shape.X; Y;Z/,
etc (which would be either true or false as appropriate for the given positional in-
put variables). By rejecting this predicate form we are hence here demanding that
predicates act as functions between their internal variables, rather than acting as
characteristic (or indicator) functions from the internal variables to the Boolean set
ftrue; falseg.

Significantly, all ‘essence’-like predication (of the type: has quality 1.X/,
has quality 2.X/, etc) that acts over a common variable (or set of variables),
X , can be specified in such a form by re-envisioning the various functor names
(has quality 1; has quality 2; : : :) as specific classes of sub-variable ranging over
the instances to which they apply. That is, we convert the n characteristic functions:

has quali ty n.X/! ft rue; falseg (3)

to a set of disjoint subfunctions of the bijective master function:

f W X ! f L1st object with quality 1;

L2nd object with quality 1; : : : ;

L1st object with quality 2;

L2nd object with quality 2; : : :g;

such that .has quality n.X;L/ ! true/ only when the two conditions that: (X has
the quality n) and (L D f .X/) are fulfilled.

In doing so, we obtain a novel set of predicates, has quality n.X;L/, with the
required property of invertability, and which may be added to the mode-declarations
of the PROGOL code in the form:

10 The only permitted exception to this rule being predicates with mode declarations that spec-
ify only input variables (ie, those having the form modeb.1; p.ŒCvariable type
//), such as
hole shape match.A; B/. In these cases, the predicate can be regarded as a variable-less ter-
minating node of the directed acyclic clause structure.
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W � modeb.1; has quality n.CX;�L//. The revised predicate thus becomes an ex-
plicit subgoal for which a PROLOG interpreter must find, proof-theoretically, an
instance of the output variable(s) satisfying the predicate’s logical condition in or-
der to return a value of true. (Rather than simply returning the predicate’s truth value
as would be the case for a characteristic function).

It is hence apparent, for essence-like predication, that the magnitude of the set
of output possibilities will always be less than that of the input set. More generally,
however, any reasonable cognitive predicate will have a predominately constraining
effect on the set of input perceptual variables, since we expect the initial, generic,
sensorimotor space to be limited by the specific situation in which the agent to
which it belongs is placed. We therefore expect that such predicates will typically
map larger sets of input variables to smaller sets of output variables. There are
thus two independent mechanisms that act to compress the percept space when we
seek to instantiate, in reverse, the inferred clause’s input variables by the output
variables.

Hence, in having defined a more compact but equally expressive percept space by
insisting on the reversibility of the clause structure, it becomes possible to explore
both the validity of this perceptual hypothesis as well as the environmental hypoth-
esis represented by the inferred clause. It does this via perceptually-determined
exploration. Here, random instantiations of initial and final state pairings in the
modified percept space correspond to action propositions via the condition of
percept-action bijectivity. Moreover, because the modified percept space compactly
represents only the action possibilities inherent in the inferred action-legitimacy hy-
pothesis, these action proposition serve as potential tests of the inferred rule. This is
then the basis for the active component of the perception-action learning of cogni-
tive bootstrapping agents discussed in the next section.

It should be noted that in the inferred clause that we have selected to illus-
trate the mechanism of perceptual remapping, there is a clear distinction between
initial and final percepts in consequence of the existence of the individual map-
pings f.X1; Y1;Z1/g ! fAg and f.X2; Y 2;Z2/g ! fBg. All reasonably accurate
inferences will fall into this category (reflecting the a priori independence of
ŒX1; Y1;Z1
 and ŒX2; Y 2;Z2
, and the temporal symmetry of permissible ac-
tions within the shape-sorter environment). However, this is not necessarily the
case, and it may thus appear that a strategy needs to be adopted to deal with
rule inferences that spuriously attribute a relationship between the variable sets
ŒX1; Y1;Z1
 and ŒX2; Y 2;Z2
 (thereby attributing an action-independent rela-
tionship between initial and final percepts). This is most easily accomplished
by ensuring that all of the variables within the inferred clause’s I/O structure
(X1; Y1;Z1;X2; Y 2;Z2;A;B;Z3 and Z4) respect this distinction, rejecting out-
right any inferences that do not. However, it is equally possible simply to overlook
the issue: this independence of input and output perceptual variables is only true
of certain perception-action environments; other environments, for instance, where
irreversible actions are possible, may require final perceptual states to depend upon
initial percept states. Provided that all of the variables governing the a priori ac-
tion space are uniquely instantiated (which is guaranteed by the clause reversibility
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condition given above), it does not operationally matter if the remapped percept
space temporarily relates initial and final perceptual states. (Since the repeated ran-
dom instantiations of exploratory actions will eventually reject this supposition if it
proves to be unwarranted). Thus, we expect the final convergent model of legitimate
actions within the shape-sorter environment to respect the independence of initial
and final percept states, irrespective of what happens during the learning process.

4.2 Algorithmic Approach To Perceptual Remapping

When constructing a general clause to cover a set of specific examples, PROGOL
will invoke new variables with novel labels as they are required in order to con-
form with the predicate mode declarations. Consequently, the perceptual remapping
procedure recounted in the previous subsection can be described via the inclusion
relationship that exists between the differing sets of variables fA1; A2; : : : Ang con-
tained within the individual predicates, predm.A1; A2; : : : Anm

/. Specifically, if we
exclude the possibility of set self-inclusion, and impose an additional directed edge
between the input and output sets of variables within each of the predicates, then
the inclusion map constitutes a directed acyclic graph in which the sink vertices are
the a priori variables and the source vertices are the remapped perceptual variables.
Determining which vertices are source vertices, and hence establishing the set of
remapped perceptual variables for a given action-rule inference, is consequently a
trivial matter of ascending the inclusion hierarchy.

However, it may be the case that a number of the remapped perceptual vari-
ables so derived range over identical domains. When this occurs for predicates
contained within different clauses in the inferred rule-set, there exists a redun-
dancy between them by virtue of the clauses’ mutual independence. Hence, for
maximal compaction of the perceptual variables, we can map the redundant
variables onto each other. This amalgamation is accomplished by the set union
operation conducted over variable type. (Variable types are designated in the
body mode declarations; for instance, the enti ty and angle in the declaration
‘modeb.n; orientation.Centity;�angle//).

Hence, suppose that we obtain a set of ˛ clauses denoted fC 1; : : : ; C ˛g, such
that each C contains the set of remapped perceptual variables fA1

1; A
1
2; : : : ; A

1
na
g.

We are thus presented with a series of potentially surjective mappings between the
sets of remapped perceptual variables contained within the clauses and the set of
variable types, fT1; T2 : : : Tng;

C 1 W fA1
1; A

1
2; : : : ; A

1
n1
g ! fT1; T2 : : : Tng;

C 2 W fA2
1; A

2
2; : : : ; A

2
n2
g ! fT1; T2 : : : Tng;

: : :! : : :

C ˛ W fA˛
1 ; A

˛
2 ; : : : ; A

˛
n3
g ! fT1; T2 : : : Tng; etc (4)



120 D. Windridge and J. Kittler

We consequently propose to construct the minimal superset:

M D
n[

yD1

(
M WM D max

x

ˇ̌
ˇ̌̌( [

t

ŒAx
t W C x.Ax

t / D Ty


) ˇ̌
ˇ̌̌) (5)

with the capability of collectively addressing each of the independent percept spaces
(ie such that C n �M; 8n).

Should the superset so formed be less compact than the set of a priori percept
variables (that is, have a larger cardinality), then it is rejected over the original per-
ceptual variables. In general, however, this is not the case, and the new space is
substantially more compact. Note, that the method will not, in general, achieve
maximal compaction, given that for fairly complex rule inferences only some of
the constants within any variable type will be applicable. Individual samples in the
compact space are hence required to be tested according to the inferred rule before
actual, embodied exploration; however, the process is very much accelerated by the
reduction in sample-space dimensionality.

As a alternative to equation 5, it is possible to treat the clauses sequentially by
sampling in their individual perceptual spaces over alternating exploratory cycles.
However, we adopt the above method in order to generate as coherent a higher-level
perceptual domain as possible.

Thus, in summary, we see that in compactly remapping the a priori percept space
on the basis of the inferred rule of action legitimacy, we define a space consisting
of high-level, action-relevant concepts capable of mediating between the agent’s
motor possibilities and the physical restrictions of the environment. We have, in
other words, defined a set of affordances.

The key logical constraint on PROGOL for achieving this, which is applicable
in any non-recursive logical environment in which perceptual variable instantiations
are linked via action-variable instantiations, is thus that of functional predicate bi-
jectivity. Thus, if a head mode declaration (representing an a priori action) links one
instantiation of perceptual variables to another;
W � modeh.1; action.C Œperceptual variables�1 ; C Œperceptual variables�2//,

we can always ensure perceptual compressibility in individual clauses by insist-
ing that body mode declarations are of the form;
W � modeb.n; p.C Œinputvariablelist � ; � Œoutputvariablelist �//, such that n D 1.

This can always be achieved (see earlier) by such means as writing entity-quality
designations in the form .has quality n.X;L/! true/, rather than as characteristic
functions for individual qualities. Perceptual variables that are contained in multiple
clauses can then be compressed by application of equation 5. Because only a fraction
of the generic a priori action-space is employed, this enforced predicate reversibility
always maps the a priori perceptual domain into a higher-level one via the directed
acyclic graph structure implicit in logical clauses. (Reversible predicates [ie those
with uniquely instantiated mappings between input and output variables] can always
be treated as graph nodes).
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Hence, generic application of the method requires only that we specify the set
of predicates pertaining to the most basic perceptual categories: in particular posi-
tional label attributions (colors, shapes, textures, etc) and spatial adjacency relations.
(More general predicates obtained by stochastic clustering at lower levels of the
hierarchy can also be added in the same manner). The relational cognitive boot-
strapping method then ensures that composite perceptual structures such as ‘surface’
(ie, a composite of positional occupancy, vertical adjacency, and positional vacancy)
are learned as required: that is, only in so far as these are meaningful to the embod-
ied agent in action terms.

4.3 The Different Phases of Active Exploration

In defining a perceptual space appropriate to those actions deemed permissible by
the inferred shape-sorter protocols, the cognitive bootstrapping agent should find
data capable of falsifying the action hypothesis far more quickly than would oth-
erwise be the case. (By default PROGOL requires only one instance to falsify a
hypothesis, though this threshold can be increased to achieve varying degrees of
error-sensitivity). Hence, in advocating the above method for achieving empirically
meaningful perceptual inference within an inductive first-order logic framework, we
have defined an agent that incidentally performs active learning in both the percep-
tion and action domains. However, this is not to imply that this is the most efficient
or complete approach to active learning possible within the context of cognitive
bootstrapping. To begin to approach typical active learning performance improve-
ments (that is, with convergence times of the order O.log.1=error// as opposed to
O.1=error/ for idealized active perceptron learning models [5]) it is necessary to
extend the active learning framework.

The most immediate such requirement is that necessitated by the elimination
of local minima effects, which can arise when a subset of the totality of clauses
describing permissible actions has been accurately inferred. Clauses are indepen-
dently satisfiable, and hence exploration carried-out by a cognitive agent in terms
of a correctly inferred rule-subset could mean that the agent would never experi-
ence any percept capable of falsifying these rules. This would then give rise to an
incorrect impression that the agent had converged on the final model of permissible
actions (the only criteria for model accuracy available to the agent being those of the
legitimacy of its exploratory actions). To counteract this, it is necessary to induce
the agent to carry-out exploration outside of the inferred hypothesis. This can be
accomplished most straightforwardly via uniform random sampling of the a priori
action space during an additional passive learning phase. However, the relative num-
ber of moves required for each phase is likely to vary from scenario to scenario,
depending on the extent to which correctly inferred clauses constrict the space of
exploratory actions. Therefore, when, in the next section, we attempt to quantify the
convergence advantage attributable to cognitive bootstrapping, we shall employ a
variety of passive-to-active exploratory move ratios in order to heuristically assess
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the ideal strategy for perceptual bootstrapping in the shape-sorter domain. In having
to decide upon a policy that optimizes exploration with respect to both the known
and the unknown perceptual spaces, the cognitive bootstrapping method thus resem-
bles a classical reinforcement learner [21], for which the analogous dilemma is the
agent’s attempts to maximize its environmental reward with respect to the explored
and unexplored domains (although no form of cognitive inference is implied in the
latter case).

As well as the addition of a passive phase, it is also possible, in principle, to
further refine the active phase so as to involve the direct testing of action possibil-
ities that have the capability to distinguish between competing object hypotheses.
This is hence classical active learning in the manner of [39]. However, any such
approach potentially complicates the interpretation of the learning agent in terms of
perception-action theory, since competing hypotheses operate in differing percep-
tual domains, and hence exploratory actions undertaken in any one of these domains
would refine the model of action legitimacy only with respect to that perceptual
model. Any such system would thus not strictly meet the criteria of cognitive-
bootstrapping; the simultaneous derivation of environmental and perceptual models
appropriate to the agent’s active capabilities.

Hence, of these possibilities, we shall employ only the passive learning modifica-
tion to the cognitive bootstrapping agent described in the previous subsection. Even
without these other modifications, the alternation between active and passive learn-
ing produces an exploratory method capable of ascending performance gradients
during the active phase, and (after undergoing random perturbations in the a pri-
ori action space), a method capable of finding alternative, potentially more global,
gradients to ascend during the passive phase. The approach adopted might thus be
considered a primitive form of simulated annealing [23].

To provide a performance benchmark for this method, we shall also gener-
ate a purely passive learner in which PROGOL inference is applied to cumu-
lative exploratory actions derived from random sampling of the a priori action
space .X1; Y1;Z1; X2; Y 2;Z2/. For both the bootstrapping and non-bootstrapping
learners, we shall cumulatively apply logical inference in batches of 10 exploratory
actions for every learning iteration. For the cognitive bootstrapping learner this
means that we alternate respectively between the accumulation of sets of 10 and
n � 10 exploratory moves via active and passive exploration: n is hence an inte-
ger multiple controlling the ratio of active to passive exploration for the bootstrap
learner.

To initiate both the bootstrapping and non-bootstrapping learners, we employ
a batch of 200 randomly-sampled exploratory moves in order to arrive at a po-
sition from which active learning can commence. Hence, we attempt first-order
logical inference only after sufficient exploratory moves have been accumulated
to be reasonably certain (that is, approximately 90% certain) that rule inference
has taken place (randomly-selecting 10% of the illegitimate rules for reasons of
efficency). However, since it is not always possible to guarantee that this has oc-
curred, we revert, in the absence of a generalized rule, to a passive exploration
cycle. Accuracy figures in this case are nominally given by the legitimacy rate
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of the random exploratory samples of the a priori motor space (ie, on average
.jshapesj�.jxj�jyj�p//=.jxj�jyj�jzj/2), reflecting the fact that active learning in
the absence of generalization would presumably necessitate the re-enacting of pos-
itive examples. Under normal circumstances, however, accuracy is determined by
the error rate of the inferred rule (ie, the percentage of actions incorrectly classified
as either legitimate or illegitimate) calculated over the entire uniformly-sampled set
of action possibilities within the a priori motor space.

5 Experimental Results

The result of the experiments for the passive and active learners with differing values
of n (n D 1, 3 and 5, respectively) are given in figures 2, 3 and 4, representing
the average over 10 experimental runs (with standard deviations indicated by the
error-bars). It can be observed that both the passive and active runs start from an
initially high percentile accuracy as a consequence of the fact that even a partially
accurate rule-inference is sufficient to correctly eliminate the vast majority of the
.jx1j � jy1j � jz1j/2 proposable transitions within the largely redundant a priori
space.

It is also evident in each of the three figures that the active learning procedure
achieves convergence considerably faster than the passive learning procedure. If
we define convergence time as being the number of iterations required in order for
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Fig. 2 Accuracy versus iteration number for the cognitive bootstrapping and passive learners
(bootstrap learner active/passive ratio D 1)
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Fig. 3 Accuracy versus iteration number for the cognitive bootstrapping and passive learners
(bootstrap learner active/passive ratio D 3)

0 20 40 60 80 100 120 140
96

96.5

97

97.5

98

98.5

99

99.5

100

iteration number

ac
cu

ra
cy

 (
in

 %
)

active learner
passive learner

Fig. 4 Accuracy versus iteration number for the cognitive bootstrapping and passive learners
(bootstrap learner active/passive ratio D 5)
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Table 1 Iterations Required
To Reach A Given Percentile
Accuracy

Accuracy Percentile

Passive/Active Ratio x D 99% x D 98% x D 97%

n D 1 9. 6. 3.
n D 3 10. 4. 3.
n D 5 9. 5. 4.
n D 1 (passive) 23. 7. 5.

Table 2 Bootstrap Learner
Convergence Rates As A
Multiple Of The Passive
Learner Convergence Rate

Accuracy Percentile

Passive/Active Ratio x D 99% x D 98% x D 97%

n D 1 2.56 1.27 1.67
n D 3 2.3 1.75 1.67
n D 5 2.56 1.4 1.25

Table 3 Convergence
Accuracy (Mean Accuracy
After Having Achieved A
Given Percentile Of The
Maximum Accuracy
Attained)

Percentage of Maximum AttainedPassive/Active
Ratio x D 99:75% x D 99:50% x D 99:00%

n D 1 99.70 % 99.63 % 99.58 %
n D 3 99.71 % 99.65 % 99.61 %
n D 5 99.79 % 99.75 % 99.69 %
n D 1 (passive) 99.38 % 99.35 % 99.28 %

performance to fall within a given accuracy percentile, x, then the average conver-
gence times for the active and passive learners with respect to n and x are those
indicated in Table 1 (n D 1 defines a passive learner). In the most disparate case,
when n D 1 or 5 and x D 99:0, this represents 9 iterations for the passive learner,
and 23 iterations for the active learner; a 2:56-fold improvement in the convergence
rate (see Table 2).

The respective absolute performance values on which the learners converge (de-
fined as the average performance value after the systems have come within 1 percent
of their maximum values) is 99:79 percent for the active learner when n D 5 and
99:38 percent for the passive learner. Values for other settings of n and x are given
in Table 3. In all cases the absolute performance at convergence is higher for the
active learner.

5.1 Alternative Experimental Domain

In order to assess the generalizability of these findings, we initiated a parallel set of
tests in secondary experimental domain with differing action and motor possibili-
ties, but (for the purposes of comparability) a similar perceptual predicate structure.
We thus employ identical body mode declarations as before, but construct an al-
ternative ground-truth clause, with a differing head mode declaration. The a priori
action domain in this case is hence characterized by a simulated robot arm with
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planar movement potential along the X and Y axes only. However, it also has the
capability to rotate any gripped entity to an arbitrary angle � around the z axis.
Again, there is assumed to be a ‘gripping’ gesture at the outset of the action, and a
‘releasing’ gesture at the end of the action. The a priori action command is hence
move(X1,Y1,�1,X2,Y2,�2,) for the initial and final motor states .X1; Y1; �1/ and
.X2; Y 2; �2/, respectively.

The domain of application of this robot arm is an idealized ‘jig-saw’-like envi-
ronment in which any one of four puzzle pieces can be given a different position
or orientation on the puzzle-board subject to one condition. This is that the piece
is correctly aligned with any other puzzle pieces that happen to be adjacent to it
(co-aligned objects can placed adjacently in either the X or Y directions).

The ground-truth rule protocols for this environment are hence specified as the
simple four-clause sequence:

move.X1; Y1; �1; X2; Y 2; �2/ W �
f ree position.X2; Y 2/; posi tion.L;X1; Y1/; orientation.L; �1; /;

inc y.Y 2;G/; posi tion.K;X2;G/; orientation.K;P /; theta2 DD P:

move.X1; Y1; �1; X2; Y 2; �2/ W �
f ree position.X2; Y 2/; posi tion.L;X1; Y1/; orientation.L; �1; /;

inc y.G; Y 2/; posi tion.K;X2;G/; orientation.K;P /; theta2 DD P:

move.X1; Y1; �1; X2; Y 2; �2/ W �
f ree position.X2; Y 2/; posi tion.L;X1; Y1/; orientation.L; �1; /;

inc x.X2;G/; posi tion.K;G; Y 2/; orientation.K;P /; theta2 DD P:

move.X1; Y1; �1; X2; Y 2; �2/ W �
f ree position.X2; Y 2/; posi tion.L;X1; Y1/; orientation.L; �1; /;

inc x.G;X2/; posi tion.K;G; Y 2/; orientation.K;P /; theta2 DD P:

Predicates are defined as before, albeit in two-dimensional terms (ie position
.entity label; x ordinate; y ordinate). X , Y and � are quantized to 8,3 and 4 units,
respectively.

The result of the experiments for the passive and active learners with differing
values of n (n D 1, 3 and 5, respectively) are given in figures 5, 6 and 7, representing
the average over 10 experimental runs (with standard deviations indicated by the
error-bars).

It is again evident in each of the three figures that the active learning procedure
achieves convergence considerably faster than the passive learning procedure. Con-
vergence times (defined as above) are given in Table 4 for three sample-points. In
the most disparate case, when n D 3 and x D 99:5, this represents 49 iterations
for the passive learner, and 7 iterations for the active learner; a 7-fold improvement



Perception-Action Learning as Model for Self-Updating Cognition 127

0 20 40 60 80 100 120 140
97.5

98

98.5

99

99.5

100

Iteration number

ac
cu

ra
cy

 (
in

 %
) active learner

passive learner

Fig. 5 Accuracy versus iteration number for the cognitive bootstrapping and passive learners
(bootstrap learner active/passive ratio D 1). Note that the first five points are omitted for graph-
scaling purposes
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Fig. 6 Accuracy versus iteration number for the cognitive bootstrapping and passive learners
(bootstrap learner active/passive ratio D 3). Note that the first five points are omitted for graph-
scaling purposes
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Fig. 7 Accuracy versus iteration number for the cognitive bootstrapping and passive learners
(bootstrap learner active/passive ratio D 5). Note that the first five points are omitted for graph-
scaling purposes

Table 4 Iterations Required
To Reach A Given Percentile
Accuracy

Accuracy PercentilePassive/Active
Ratio x D 99:5% x D 98:5% x D 97:5%

n D 1 10. 4. 3.
n D 3 7. 5. 3.
n D 5 10. 5. 3.
n D 1 (passive) 49. 7. 4.

in the convergence rate (see Table 5). The respective absolute performance values
on which the learners converge (defined as the average performance value after the
systems have come within 0:5 percent of their maximum values) is 99:86 percent
for the active learner when n D 3 and 99:56 percent for the passive learner. Values
for other settings of n and x are given in Table 6. In all cases the absolute per-
formance at convergence is significantly higher for the active learner. However, it
is the rate of convergence that we regard as being of principle significance: while
the accuracy percentage gives a good indication of the progress of rule induction,
it does not do so in a linear fashion. In particular, the most significant actions (in
terms of the specificity of the protocols applicable to them) are those relating to the
placing of accurately-aligned shapes into correspondingly shaped holes: however,
these actions occupy only a very small subset of the total exploratory domain.

Results are hence substantially better in this domain than in the previous case.
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Table 5 Bootstrap Learner
Convergence Rates As A
Multiple Of The Passive
Learner Convergence Rate

Accuracy PercentilePassive/Active
Ratio x D 99:5% x D 98:5% x D 97:5%

n D 1 4.90 1.75 1.33
n D 3 7.00 1.40 1.33
n D 5 4.90 1.40 1.33

Table 6 Convergence
Accuracy (Mean Accuracy
After Having Achieved A
Given Percentile Of The
Maximum Accuracy
Attained)

Percentage of Maximum AttainedPassive/Active
Ratio x D 99:75% x D 99:50% x D 99:00%

n D 1 99.87 % 99.84 % 99.83 %
n D 3 99.86 % 99.86 % 99.85 %
n D 5 99.84 % 99.82 % 99.82 %
n D 1 (passive) 99.56 % 99.51 % 99.48 %

6 Discussion and Conclusions

We have hence outlined a methodology for cognitive bootstrapping within a first-
order logical environment that enables the simultaneous inference of optimized
models of objects and percepts. The classical paradox associated with this type of
simultaneous inference (namely, the potential meaninglessness of any empirical cri-
terion for objective inference when the interpretation of empirical data is affected
by perceptual updating, which is itself determined via observation) is overcome
through the adoption of a perception-action learning mechanism. In the explicit
coupling of perceptions to actions we thus aim to overcome the underdetermina-
tion (and hence the arbitrariness) of perceptual updating present in Quinean-like
[37] models of perception, for which sensory updating can only ever be arbitrary
with respect to sensory evidence. Another significant advantage that stems from this
perception-action approach is the obviation of difficulties of framing [27], which
occur when perceptual data is accumulated in a manner that is not related to the
agent’s active potential.

By formalizing the central notion of perception-action learning; ‘action precedes
perception’, as the requirement for a condition of bijectivity between percept-
transitions and individual actions existing within generalized models of action
legitimacy, we hence provide a framework in which both perceptual and objective
learning are made possible. More simply, cognitive bootstrapping seeks to create a
space of action possibilities that are always perceptually realizable, and where re-
dundant action possibilities are eliminated from perception.

As well as eliminating redundancy, the condition of bijectivity implies that per-
ceptual updates must retain the expressiveness of the a priori space, permitting every
legitimate action possibility to be perceived, so that the determination of action le-
gitimacy constitutes the environment model hypothesis. The bijectivity condition
hence allows us to eliminate difficulties typically associated with the hermeneutic
circle of interpretation [11, 38], in which perceptual updates suggested by exper-
imental observation can progressively lose information about the environment in
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trying to achieve the goal of perceived accuracy11. It is hence crucial that we retain
the a priori perception-action space in order to ground the perceptual inferences in
a hierarchical fashion.

Beyond this, the explicit linkage of perception to anticipated action possibilities
in percept-action learning means that perceptual inferences are also action infer-
ences and vice versa. Hence, the application of the condition of perception-action
bijectivity to a generalized hypothesis-learner capable of compact representation of
its input-space (such as PROGOL equipped with the reverse variable mapping stage)
implies that novel (that is, previously unexperienced) action and percept possibilities
can be addressed by the learning system.

Moreover, since such novel action possibilities are necessarily more constricted
than those of the a priori space, they have the capacity, under random sampling, to
find data capable of falsifying the object model hypothesis very much more rapidly
than would be the case for random sampling of the a priori space. The cogni-
tive bootstrapping mechanism we have described is hence also an active learning
mechanism.

This investigation hence set out, firstly, to demonstrate that cognitive boot-
strapping (simultaneous object and percept inference) can be accomplished self-
consistently within a first order logical environment via the expedient of remapping
the predicate variable structure. Secondly, it sought to demonstrate that such a sys-
tem, as an active learner, is capable of achieving convergence on an objective model
faster than a purely passive learner (ie, one that does not attempt perceptual updat-
ing) when randomly sampling the a priori space.

To this end, a PROLOG-based simulated shape-sorter environment was con-
structed, in which first-order logical inference was carried out via PROGOL, with
predicate mode declarations so constructed as to allow for the reverse mapping of
the perceptual variables. The typically more compact perceptual variable set arising
from this reverse mapping can then be randomly instantiated in order to provide a
set of proposed experimental actions in the a priori space for the cognitive boot-
strapping agent to perform.

In carrying out this experimental instantiation of cognitive bootstrapping in sec-
tion 5, we did indeed find that the simulated agent gave rise to significantly faster
training (up to 2:56 times faster) than an equivalent, but non-bootstrapping agent by
virtue of this implicit active learning potential. In a secondary test-environment this
performance improvement was at the seven-fold level.

We should note that from a practical perspective, would be possible, in principle,
to bypass cognitive bootstrapping and achieve active learning in the shape-sorter do-
main by sampling exploratory actions uniformly from the a priori six-dimensional
space .X1; Y1;Z1;X2; Y 2;Z2/, filtering them for consistency with the inferred
rule. However, it is much more computationally efficient to find an appropriate pa-
rameterization of the legitimate action-space denoted by the inferred rule. Moreover,
it would not, in general, be possible to guarantee that uniform sampling within an

11 It is always possible to map percepts to smaller subsets such that the ability to discriminate
‘difficult areas’ is lost, and falsifying action possibilities are no longer perceived.
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a priori space would be correlated with uniform sampling within an inferred percept
space. This would apply if, for instance, we were to chronologically relax the in-
stantiation uniqueness condition on predicate mode declarations, and permit reverse
mapping to be injective over time. Hence, an action specified at the top level of the
hierarchy might now be instantiated after some number of action sub-stages in the
hierarchical perception-action level immediately beneath it (subgoals must hence
always have perceivable consequences). This latter possibility is more representa-
tive of biological cognition; inferred object-motor categories such as affordances
[13, 28] do not immediately constrain every motor-possibility at the muscular level,
but rather apply progressive constraints hierarchically as different sub-perceptions
and action possibilities become apparent. Hence progressive hierarchical levels
serve to ground the high-level action in the a priori sensorimotor system existing
at the muscular-neuronal level by specifying sensorimotor sub-goals at each stage
of the hierarchy.

Beyond the exploration of this possibility, another objective of future research
will be to eliminate the requirement of predicate mode declarations as they are
currently specified. Hence, rather than having to assuming a given predicate form
before inferring the clause variable structure (this being a limitation of PROGOL),
we would instead infer both the predicate form and its variable structure. In this
way, the method could be made sufficiently generic so as to enable the agent to be
placed in a completely arbitrary environment with no prior assumptions beyond that
of the a priori sensor-motor complex.

This possibility is very naturally encompassed by the cognitive bootstrapping
framework via its ability to utilize exploratory findings in high-level perception-
action domains to feedback specification information to the lower levels in such
a way as to eliminate feature redundancy and feature under-specification. Hence,
suppose that we have resolved to treat perceptions as the means of differentiating
actions and, furthermore, regard the compressive capability of perceptual compo-
nents as being an essential component of cognition (after [49]). It then becomes
natural to amalgamate those percepts that have logically-identical action relations
at the a priori level. (Thus, for instance, a ‘chess-board’-pattered shape that was
initially labeled via multiple percepts by the a priori image segmentation system,
might instead be more logically addressed a single percept after exploratory manip-
ulation has determined their connectedness). Equally, and conversely, it becomes
natural for the cognitive bootstrapping mechanism to demand an expanded a priori
percept domain when unable to disambiguate action outcomes (for instance, by re-
fining a priori image segmentation parameters in order to generate a broader range
of percept labels). Thus the a priori percept domain presented to logical induction
need have no significant structure beyond that of a label, the action relations be-
tween percepts serving as the sole means of determining objective models of the
external environment. It is then possible to autonomously derive a predicate of the
type ‘is hole.A/’ with exactly equivalent characteristics to that hitherto specified via
background knowledge. This can be achieved by exploiting the fact that percepts or
combinations of percepts capable of distinguishing holes from shapes (for instance
color-labels) can be coupled to the action-derived meaning of the concept ‘hole’
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(discovered by random exploration in the a priori motor-domain) by generalizing
over specific instances in the usual manner. Groups of percepts that show this prop-
erty consistently can hence then be collected and combined with the a priori motor
variables in order to specify novel predicates for reuse via the first-order logical
induction system. Such an approach may be thought of as the active selection of
the feature-space underlying perception, as distinct from the active selection of the
operative subspace underlying perception as is the case for the method we have
outlined hitherto.

More broadly, the cognitive bootstrapping method we have adopted, that uti-
lizes perception-action learning with bijectivity constraints in order to provide a
self-consistent framework for perceptual updating, is potentially applicable to any
learning methodology capable of generalization and compression. Thus, as well as
logical quantification over variable instances, it is also possible to generalize over
feature-space vectors via the usual mechanisms of statistical pattern recognition.
Hence, cognitive bootstrapping can equally be applied to perceptual variables gov-
erning the parameters of a statistical distribution within the sensory domain. For
instance, environmental classes inferred via unsupervized learning may be utilized
to propose agent actions that result in active modification of the parameters govern-
ing the clustering behavior in a way that allows novel action-relevant object classes
to be derived. Here again, the problem of framing is resolved by adaptively filtering-
out perceived entities that have no bearing on the action capabilities of the agent,
these entities being actively classed as noise via the statistical generalization mech-
anism. Such a statistical approach to active perceptual reparameterization would
almost certainly need to be adopted for any real-world implementation of the cog-
nitive bootstrapping agent: this is hence our next research objective.

Another issue of interest is in relation to supervised learning; a cognitive boot-
strapping agent can learn not merely to imitate activity undertaken by the supervisor,
but also to perceive the external environment in the same manner as the supervisor.
In addition to the benefits associated with active learning, this alignment between the
agent’s and supervisor’s perceptual spaces could, for instance, be used to bootstrap
linguistic communication between the agents (in the manner of [41,42]). Linguistic
communication, in distinction to other types of agent behavior, can trigger actions
in response to sensory data referring to hypothetical and/or generalized situations.
As such, the communicating agent needs to ensure that its internal environmental
representation correlates with that of the communicating agent. In the majority of
agent-based linguistic models this correlation is given a priori. However, a cogni-
tive bootstrapping agent is theoretically capable of learning a linguistic framework
from the actions of a trainer, so that linguistic models (such as those governing word
reference) can be confirmed via a mixture of exploratory and communicative test-
ing. Without this embodiment in the active domain, ultimately no definite assurance
of a commonality of meaning between communicating agents is possible (refer, for
instance, to Wittgenstein’s Philosophical Investigations [48], or to Millikan’s no-
tion of biological cognition [30, 31]). We hence, again, note the importance of the
perception-action framework in overcoming the underdetermination of perceptual-
updating in cognitively-autonomous agents: this constitutes the principle motivation
for our work.
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Detection of Auditory Cortex Activity by fMRI
Using a Dependent Component Analysis

Carlos A. Estombelo-Montesco, Marcio Jr. Sturzbecher, Allan K.D. Barros,
and Draulio B. de Araujo

Abstract Functional MRI (fMRI) data often have low signal-to-noise-ratio (SNR)
and are contaminated by strong interference from other physiological sources.
A promising tool for extracting signals, even under low SNR conditions, is blind
source separation (BSS), or independent component analysis (ICA). BSS is based
on the assumption that the detected signals are a mixture of a number of independent
source signals that are linearly combined via an unknown mixing matrix. BSS seeks
to determine the mixing matrix to recover the source signals based on principles
of statistical independence. In most cases, extraction of all sources is unnecessary;
instead, a priori information can be applied to extract only the signal of interest.
Herein we propose an algorithm based on a variation of ICA, called Dependent
Component Analysis (DCA), where the signal of interest is extracted using a time
delay obtained from an autocorrelation analysis. We applied such method to inspect
functional Magnetic Resonance Imaging (fMRI) data, aiming to find the hemody-
namic response that follows neuronal activation from an auditory stimulation, in
human subjects. The method localized a significant signal modulation in cortical
regions corresponding to the primary auditory cortex. The results obtained by DCA
were also compared to those of the General Linear Model (GLM), which is the most
widely used method to analyze fMRI datasets.
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1 Introduction

Functional neuroimaging tools are becoming more widely used in the framework
of cognitive neuroscience and cognitive psychology. These studies are generally fo-
cused at measuring specific aspects of brain function looking towards understanding
the relationship between activity in certain brain areas and specific mental functions.
A common method in functional neuroimaging is the functional Magnetic Reso-
nance Imaging (fMRI) that can measure localized changes in cerebral blood flow
related to neural activity [1]. The principal goal of fMRI is mapping and char-
acterizing, non-invasively, certain aspects of the human brain function. Currently,
there are many processes involved in manipulating the image contrast that follows
neuronal activation, most of which are based on Blood Oxygenation Level Depen-
dent (BOLD) mechanism that rely on hemoglobin oxidative state changes. More
specifically, the signal changes in BOLD fMRI are determined by the paramag-
netic properties of deoxyhemoglobin (deoxy-Hb), as it enhances the spin phase
dispersion, and thereby affects the transverse relaxation (T2) and especially the
non-refocused transverse relaxation .T2�/. This effect increases with deoxy-Hb
concentration and is particularly pronounced if the deoxy-Hb is compartmentalized,
e.g. in red blood cells and within blood vessels.

In more details, when brain cells are active, they consume oxygen carried by
hemoglobin in red blood cell from local capillaries. The local response to this oxy-
gen utilization is an increase in blood flow to regions of increased neural activity.
This leads to local changes in the relative concentration of Hb and deoxy-Hb and
changes in local cerebral blood volume in addition to this change in local cerebral
blood flow. The oxyhemoglobin is diamagnetic and deoxyhemoglobin is paramag-
netic and this difference makes that each one has different magnetic susceptibility.
When there is a change into the magnetic susceptibility in a local region of the
brain, the characteristic relaxations time of the tissue in response to an appropriate
sequence of radio frequency pulse also changes [1]. As a consequence there is a
change into the image contrast (detected by MRI scanner) called as BOLD (Blood
Oxygen Level Dependent) effect [1].

In short, during an increase in neuronal activation, there is an increase in local
cerebral blood flow, but only a small proportion of the oxygen is used. There is
therefore a net increase in the tissue concentration of oxyhemoglobin and a net
reduction in the tissue concentration of the paramagnetic deoxyhemoglobin in the
local capillary bed, and draining venules, leading to an increase in signal intensity
on T2�-weighted images.

Unfortunately, BOLD-fMRI often have low signal-to-noise-ratio (SNR) (about
2%–4% with 1.5T magnetic field strength) and are contaminated by strong interfer-
ence from other physiological sources that complicates data analysis.

Due to the low SNR, whole brain volume images are usually acquired many times
during the task performance. The protocols commonly used compare many periods
in which the subjects are performing a specific task with respect to control or rest
periods. When the task is alternated with rest in one-by-one symmetric pattern, the
protocol is named block paradigm. This is the most frequent method used in fMRI,
especially when fMRI is applied into the clinical practice.
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Generally the methods applied to fMRI data can be divided into two cate-
gories [2]: hypothesis-driven analyses and the data-driven analyses. The first one
is when we test a time course of a voxel to see if it is active, therefore we are really
testing how well that time course matches the idealized waveform that an active
voxel should exhibit. Nevertheless, the assumptions of hypothesis-driven analyses
may not always be valid, specifically under complicated experimental conditions,
or under pathological conditions that affect neurovascular coupling [3]. Moreover,
most fMRI analyses methods are based on the assumption of linear behavior, that
is, responses to long-duration stimuli can be predicted from responses to shorter
duration stimuli. This theoretical consideration supports the majority of the clas-
sic methods, which require a model for the hemodynamic response in order to
predict the fMRI signal, such as the general linear model (GLM) [4], the cross-
correlation [5]. A few emerging methods do not rely on such assumption, as those
based on information theory [6–8], and the analysis of variance (ANOVA) [9].

Another possibility is to use data-driven approaches, in which the structure of
the data is explored in order to obtain and localize patterns related to task acti-
vations, also known as exploratory analyses. One such analysis, known as blind
source separation (BSS), or independent component analysis (ICA), is designed to
extract signals of interest, even under low SNR conditions. ICA is based on the
assumption that the detected signals are a mixture of a small number of indepen-
dent source signals (called components) that are linearly combined via an unknown
mixing matrix. ICA seeks to determine the mixing matrix and to recover the source
signals (components) based on principles of statistical independence. Observe that
an ICA analysis can be conducted completely blind with respect to the experimental
task or hypotheses. ICA has been successfully applied to fMRI analysis in order
to find independently distributed spatial patterns that depict source processes in the
data [10, 11].

One of the main challenges lies in deciding how many components to isolate
from a given data set. This is even more critical in fMRI time series, where the
number of time series is enormous. For instance, an experiment where the EPI ma-
trix consists of 64 � 64 voxels will have, in principle, 4096 possible independent
signals. One straight forward strategy to reduce such number is to compute the ICA
only over cortical regions, where the neuronal activity of interest is mostly promi-
nent [12]. Another possibility is to use a priori information of the signal of interest,
as its temporal structure. Herein we aim to apply one of such approaches, already
successfully implemented in different biomedical signals, as fetal magnetocardiog-
raphy [13] and magnetogastrography [14].

2 Objectives

Herein we propose an algorithm based on a variation of ICA, called Dependent
Component Analysis – DCA, where the signal of interest is extracted using a
weighted matrix based on time-delay obtained from an autocorrelation analysis of
fMRI time series obtained from auditory stimulation.
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3 Methods

Subjects: A total of 10 non-symptomatic subjects participated in an auditory
fMRI experiment. Subjects were comfortably positioned in the scanner and foam
padding packed on the sides of the head was used to reduce head motion during the
experiment.

Auditory Task: The stimulus was delivered by a MRI compatible headphone, in
a block design, with six blocks of rest (27.5 sec each), interleaved with five blocks
of activity (27.5 sec each). During the task, the volunteers passively listened to a
complex story with standard narrative structure. Immediately after the exam they
had to report the content of the story.

Recordings: BOLD fMRI data were acquired on a SIEMENS 1.5T scanner
(Magnetom Vision, Erlangen, Germany). Measurements were performed in a sin-
gle session, containing 64 brain volumes of 16 slices each, using an EPI-BOLD
sequence. The image parameters were TED 60ms; TRD 4:6 sec; 128� 128 ma-
trix, FOVD 220mm, slice thicknessD 5mm, flip angleD 90ı. Furthermore, for
superposition of the statistical maps onto a high resolution image, we used 154
sagital cross-sections of 1mm3, covering both hemispheres of the brain, ob-
tained with a T1 gradient echo sequence, SPGR (TRD 9:7msI TED 4ms; flip
angleD 12ıI matrixD 256 � 256I FOVD 256mm; slice thicknessD 1mm).

Data Analysis Pre-processing: The fMRI data were pre-processed with a slice
scan time correction, motion correction, high-pass filtered (0.01 Hz). Statistical
analysis was based on a novel method called Dependent Component analysis (DCA)
[15]. The strategy proposed is based on previous works [13, 14] of data-driven
analysis, which successfully extracted the component of interest even in cases of
low SNR.

Dependent Component Analysis: One of the most common models of blind
source separation (BSS) assumes that the signal is a linear mixture of independent
random sources. While BSS can be applied regardless of the temporal structure of
the signal, the presence of temporal structure can aid in isolating the component of
interest. DCA is a method based on multivariate analysis that uses a priori delay
based on the temporal characteristics of the auditory hemodynamic response func-
tion to be extracted. For such, we use a temporal component having a characteristic
time delay, or frequency. The method for extraction and artifact removal is fully
described in [13, 14] and a short description follows (Figure 1).

Consider n sources S D Œs1; s2; : : : ; sn

T that are mixed into vector X through

the following linear combination: X D AS, where A is an n � n invertible matrix.
Our goal here is to find the source of interest, si. In general, the number of inde-

pendent components can be as large as the dimension of X. As only a single source
is to be extracted, the signal can be expressed as y(k) D wTx(k), where w is a weight
vector for that single source. Defining the error as e(k) D y(k) � y(k-p) and mini-
mizing the mean squared error MSE(w) D E[e2], we find:
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Fig. 1 DCA schematics. a) First each source (auditory cortex, heart, tissue, artifacts, etc) produces
a signal, actually not seen directly. b) Then each source is mixed with other sources and it is
represented by the block (linear) mixture process. c) When the signals are acquired actually we are
measuring the signals from the mixture process obtaining one time series for each voxel. d) Then
separation/extraction of the source of interest can be done and further evaluated through DCA
process using w. e) The output contains a single time series of interest (the extracted component)

w D E[xyp];

where yp D y(k-p). We use sequential signal extraction along with a priori informa-
tion about the autocorrelation function.

One practical problem is how to estimate the optimal time delay, p. A simple so-
lution is to calculate the autocorrelation function of the signals and find the feature,
in our case a peak with appropriate time-lag, corresponding to the signal of interest.
In order to accomplish this, we model the system using auto-regression [13].

Here we must consider that there are sixteen axial brain slices being measured
continuously over the time. Each slice is consisted of an n � n matrix, sampled 64
times. Therefore each slice has a dimension of Œn�n�nPoints
, where nPoints D 64.
This tri-dimensional matrix suffers a transformation, for our purposes, to the dimen-
sion Œn2 � nPoints
, which corresponds to matrix X in our model.

It is important to note that all processing was carried out exclusively in voxels
within the brain, and all others were removed using a mask, which included gray
matter, white matter and liquor. Also, for comparison purposes, another method
was applied, called the General Linear Model (GLM), which is often used in the
fMRI framework.

General Linear Model: This approach considers the linearity of the hemodynamic
response, and the fMRI data is represented in a linear model [4]. The model is
described as follow: the observed data is equal to a weighted combination of several
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Fig. 2 Predictor function used for the hemodynamic response function. It is based on the
modification of the box-car function. The green bars represent periods when the task was being
performed, and in gray are the baseline periods. The white line is the specific model which resem-
bles a hemodynamic response. X scale is the number the points sampled

model factors (hypothesis) plus an error. The parameters weights are the relative
contribution of each factor to the overall observed data.

The solution of this linear model equation involves the knowledge of the mea-
surement experimental data and the predictor function (model factor, external wave-
form, a priori hypothesis) generally based on evidences from another techniques.
Figure 2 represents a typical predictor function used into the GLM analysis. The
green bars represent periods when the task was being performed, and in gray are the
baseline periods. The white line is the specific model which resembles a hemody-
namic response.

The estimation of a specific set measured of time points, X, is based on a model,
G, by adjusting a specified set of weight factors, ˇ, aiming serves to minimize the
error term, ", as follows:

X = G � ˇ C ";

X is the original data; G is the design matrix that specifies how the model factor
changes over timer; ˇ represents the experimental parameters to be estimated; and
the error " is to be minimized.

4 Results

After processing the fMRI data with DCA the one component extracted is shown
in Figure 3, which is characterized by a strong correlation with the experimental
protocol used. All components extracted, from each slice, is shown in Figure 3.

As can be observed from Figure 3, each component extracted has a periodic and
quasi-periodic characteristic. A closer inspection of the component behavior can be
estimated by the average of all components extracted (Figure 4).

With the source of interest extracted with DCA, one can generate a statistical
map, as to locate where in the brain such component was most prominent. Again
those pixels that stand out a specified statistical threshold are shown in color scale.
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Fig. 3 Source components
extracted by the DCA
method. One component is
extracted for each slice. The
number of slices adquired are
sixteen. Red block
correspond to the auditory
stimulus. X scale is the
number the points sampled

Fig. 4 Averaging of the
sources components extracted
(solid line) from Figure 3.
Red block correspond to
auditory stimuli periods. For
a quasi-periodic signal, DCA
identifies the signal
component (solid line) based
on the (inner) time delay
determined from the temporal
characteristics of the auditory
hemodynamic response in
fMRI measurement. X scale
is the number the points
sampled

The final co-registration onto a high resolution anatomical image, from a represen-
tative subject, is shown in Figure 5.

The results show areas of activity corresponding to the superior temporal gyrus,
consistent with the primary auditory cortex.

For comparison purposes, GLM maps were also obtained from the same auditory
protocol (Figure 6). Figure 6 shows the output statistical map, onto a high resolu-
tion image, after GLM computation. The results shown in Figure 6 agree with well
established functional maps of the auditory cortex.

Although statistical threshold was the same for both analysis .p < 0:05/, visual
inspection of the DCA maps reveal a more limited area of brain modulation. In
contrast, preliminary GLM results shown a wider area, more spread with respect to
the DCA maps.
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Fig. 5 DCA Result with a given characteristic in this case this characteristic is based on the time
delay of the fMRI data. The areas correspond to the superior temporal gyrus, consistent with the
primary auditory cortex

5 Discussion and Conclusion

The results of this study support the idea that our approach is efficient in evaluating
the autocorrelation structure of the components, and extracting the component of
interest. Therefore, it tends to be more general than those methods that attempt to
correlate the dataset with a specific model [4, 5]. In every subject, the areas found
by DCA are in agreement to the auditory cortex activity observed in the literature
[16, 17].

Although based on a qualitative analysis, it was observed that the statistical maps
generate from DCA are more restrictive and better related to the localization of the
auditory cortex foci. For comparison purposes we maintained the same statistical
threshold .p < 0:05/ for both methods.

Some differences between the methods are important to understand. First in GLM
it is necessary to have a model, which is to be used in the design matrix, also called a
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Fig. 6 GLM result for a representative subject submitted to an auditory stimulus. The main brain
areas modulated and identified by the GLM are consistent with structures involved in auditory
processing

response predictor. The predictor function generally comes from hypothetical mod-
els that should fit the real hemodynamic response function, to be calculated through
combination of weights.

On another hand, DCA doesn’t need an external reference. Instead, DCA con-
siders a kind of internal information a priori based on the fMRI data itself. This a
priori information can be deduced from the multivariate auto-regressive modeling
of the signals and the calculation the poles of a transfer function which models the
whole system. From this pole it can be estimated the optimal timed delay to be used
in DCA method.

Therefore, one of the main concerns in classical methods, for fMRI analysis, is
the assumption that the hemodynamic response can be standardized [18]. The DCA
analysis makes no assumptions about the shape and timing of the hemodynamic
response, whatsoever. Regardless, the only assumption made was that the protocol
modulated brain activity with a specific frequency. This allows the extraction and
detection of specific components of interest.
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Besides, most previous ICA methods applied to fMRI were designed to extract
all components embedded in the data. Here, instead, we can recover only one spe-
cific source of interest from the measured signals. Furthermore, as DCA extract one
component it avoids the permutation problem widely knows in ICA [19].
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Brain–Computer Interface Using Wavelet
Transformation and Naı̈ve Bayes Classifier
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Abstract The main purpose of this work is to establish an exploratory approach
using electroencephalographic (EEG) signal, analyzing the patterns in the time-
frequency plane. This work also aims to optimize the EEG signal analysis through
the improvement of classifiers and, eventually, of the BCI performance. In this paper
a novel exploratory approach for data mining of EEG signal based on continu-
ous wavelet transformation (CWT) and wavelet coherence (WC) statistical analysis
is introduced and applied. The CWT allows the representation of time-frequency
patterns of the signal’s information content by WC qualiatative analysis. Results
suggest that the proposed methodology is capable of identifying regions in time-
frequency spectrum during the specified task of BCI. Furthermore, an example of
a region is identified, and the patterns are classified using a Naı̈ve Bayes Classifier
(NBC). This innovative characteristic of the process justifies the feasibility of the
proposed approach to other data mining applications. It can open new physiologic
researches in this field and on non stationary time series analysis.
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www.utfpr.edu.br, www.ppgia.pucpr.br/�tbassani
e-mail: thiago.bassani@gmail.com

J.C. Nievola (�)
is with PUCPR at PPGIa (Programa de Pós-Graduação em Informática). He is a Full Professor at
PUCPR and the Team Leader of the Knowledge Discovery and Machine Learning Research Group
e-mail: nievola@ppgia.pucpr.br

A. Hussain et al. (eds.), Brain Inspired Cognitive Systems 2008, Advances
in Experimental Medicine and Biology 657, DOI 10.1007/978-0-387-79100-5 8,
c� Springer Science+Business Media, LLC 2010

147

www.cpgei.cefetpr.br
www.utfpr.edu.br
www.ppgia.pucpr.br/~tbassani
thiago.bassani@gmail.com
nievola@ppgia.pucpr.br


148 T. Bassani and J.C. Nievola

1 Introduction

From the first moments in this world, a human initiates a communication exchange,
using different interfaces, such as the cry vocalization of a newborn infant, after a
typical childbirth. Communication is the basis of human development, it allows us
to interact with others, express ideas, desires, feelings etc. However, for individuals
with the locked-in syndrome the communication is a difficult challenge, as for sub-
jects with amyotrophic lateral sclerosis (ALS) disease. Patients with ALS lose the
autonomy by a progressive neurodegenerative disease that causes the loss of control
over voluntary muscles. In these cases the only interface remaining for communi-
cation is their brains activity, and the Brain-Computer Interface (BCI) propose to
allow users with motor disabilities to communicate, improving the life quality of
the locked-in patients.

The BCI uses electrophysiological measurements of brain activity to enable com-
munication with external devices, such as computers and prosthesis [1]. Generally,
electrical signals represent these brain states, and these may be organized into large
datasets. In this field the patterns analysis is an essential step to understand the brain
states features present in these datasets. The state-of-the-art describes various algo-
rithms to identify these patterns. Nonetheless, comparison of these algorithms is a
difficult task given the diversity of BCI systems for different aspects such as target
application, neuromechanism used, the amount of data tested, number of subjects,
experimental paradigms, and other factors. The BCI represents a novel interdisci-
plinary knowledge field; the many available challenges for researchers provide a
step toward the current state-of-the-art. In this way, a strategic contribution for this
field will be a useful and understandable pattern extraction method for knowledge
discovery in databases (KDD).

The KDD becomes then an important subject for academia and industry. This is a
process of extraction of a novel, useful and understandable pattern from a collection
of data. For the extraction of novel information the continuous wavelet transforma-
tion (CWT) is presented as a powerful technique. Although wavelet transformations
have attracted many attentions in the Data Mining community, there has been no
defined exploratory approach where the patterns are visualized graphically, and the
most prominent ones are then studied individually, for instance with a classifier
method. In this paper we introduce and apply an exploratory approach for data min-
ing based on non stationary electroencephalographic (EEG) signal.

This work intends to design and apply a framework to analyze time-frequency
patterns illustrated on CWT and WC qualitative analysis, and classifies those pat-
terns through a quantitative measurement extracted from the CWT to analyse the
electroencephalographic (EEG) signal pattern. The objective of such framework is
to introduce and apply an exploratory approach for Data Mining based on EEG
signal provided from users with motor disabilities. This research intends also to im-
prove the results of classification and eventual BCI performance. A vital feature of
BCI system is the capability to distinguish between the attended and ignored events
with speed and accuracy. These characteristics differentiate artificial pattern recog-
nition systems applied on BCI. For that reason, the aim of this research is to improve
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the bit rate measurement, as a speed parameter, with an acceptable accuracy. There-
fore, the accuracy is not the only characteristic of the classifier analyzed. The speed
of communication is another desirable characteristic for BCI systems.

This work is organized as follows: Section 2 extends the introduction and
presents the state-of-art; Section 3 introduces methodology of the proposed
framework. Results are given in Section 4 with specifications and parameters
used. Finally, Section 5 presents a conclusion of the results, and Sect. 6 discuss the
final issues of the paper.

2 State-of-Art

The current work is based on EEG data set acquired and organized by Hoffmann
et al [1]. They described a BCI based on a six-choice P300-based system. The P300
is a positive deflection in the human EEG, appearing approximately 300 ms after
the presentation of rare or surprising task-relevant stimuli to all subjects [2]. Four
disabled and four able-bodied subjects tested the system on four different sessions,
with six individual runs, one for each possible choice of the system. Hoffmann et al
made the data set available for downloading on the website of the École Polytech-
nique Fédérale de Lausanne (EPFL) in BCI group (http://bci.epfl.ch/p300)[1].

Hoffmann et al captured the activity of the brain using the EEG scalp electrodes
using the 10-20 standards, a widely used noninvasive technique [1]. It acquired a
brain electrical signal that has differences of potential in the range (0 - 100�V) [2].
With such a small amplitude the contamination of EEG data at many points dur-
ing the recording process is common. Therefore, an artifact removal and filtering
procedure must be applied before the analysis of EEG signals. Even so, the signal
must be filtered to avoid contaminations, and also focus in a particular oscillation
frequency. Such oscillation relies on the neurophysiologic observations, that large
populations of neurons in the respective cortex are sending in rhythmical synchrony
when a subject is not engaged with one of his limbs, i.e. movements, tactile senses,
or just mental introspection [3].

The recognition of dissimilarities between a target and non target EEG response
by the presented stimuli is a pre-requirement for a reliable P300 Speller system.
Such dissimilarities could be investigated through the EEG coherence measurement,
as a well-established tool to analyze the linear relationship between two signals [4]
[5]. The classical Fourier analysis requires stationary feature within each window
analyzed, which is not found in brains dynamical signal of EEG. A more appro-
priate approach suggested by the authors of this paper is the CWT. This method
could analyze fractal structure in time series that contain non stationary power at
different frequencies [6], so the dissimilarities between target and non target EEG
signal are recognized.

What distinguishes the Discrete Wavelet Transform (DWT) and the CWT is
the scale shift domain, which are in ZC and in RC, respectively, although both
transformations allow working with discrete sampled time series, like the EEG sig-
nals. These characteristics are valid with different wavelet functions: the use of
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orthogonal basis implies the use of DWT, while a non orthogonal wavelet function
can be used with either the DWT or CWT [7]. For analysis purposes the orthogonal
CWT is better suited because its redundancy allows good legibility of signal infor-
mation content [8], in contrast to the DWT, which doesn’t permit that analysis. The
CWT also uses complex wavelet basis functions that capture the amplitude and the
phase information from the signal [9].

Reviewing the literature, few works related to the present study were found.
Lachaux et al in their work [10] studied and applied single-trial brain signals using
WC using CWT. They show the statistical properties of the WC method and com-
pare with Fourier coherence in this particular time series analysis. They also present
a qualitative approach to compare two non stationary neural signals, although for
BCI system a quantitative measurement is still needed for classification purposes.

Sakkalis et al [11] applied a method to analyze schizophrenic brain activity to test
a known hypothesis of disconnection and working at memory deficits. They used the
WC with graph theory measurements to evaluate distance functional connectivity
in complex neural networks. The results presented are networks used to distinguish
healthy from schizophrenic disturbances connections. The WC method used showed
to be capable of revealing novel patterns in neural signals.

Bostanov et al [12] applied a method based on CWT and Student’s t-statistic,
named t-CWT method, for single-trial event-related potentials (ERP) signal of BCI
Competition 2003. They applied a simple pattern recognition system called the
linear discriminate analysis (LDA). This approach introduces a quantitative mea-
surement based on the CWT method for pattern classification. However, for further
studies in BCI systems an exploratory approach gives useful information about the
underlying process, and allows working with a specific pattern.

The performance of a pattern recognition system depends on the features and
the classification algorithm employed. This work chooses a simple classification
system, a Naı̈ve Bayes Classifier (NBC) to enforce the power of the pre-processing
method. For EEG studies, NBC can be used as a simple and reliable classifying
method [13].

3 Methodology

The classification framework developed in this study has five steps based on tradi-
tional KDD processes, as described in figure 1. The first step is the data cleaning pro-
cess. This process attempts exclusion of discontinuities of the signal, the application

Fig. 1 An overview of the
proposed framework
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of a filter process, and the signal division on blocks. The subsequent step analyzes
the blocks of trials using the CWT and WC statistical processes. The objective of
this analysis is to identify visually significant patterns that show dissimilarities, with
confidence levels higher than 95% .In the third step, these patterns are represented
by the scale-averaged wavelet power, which extracts the frequency features in a time
vector. In step four, this vector is down-sampled to reduce its dimensionality, and
normalized between 0 and 1 using all samples in the data set. The fifth step uses
the pre-processed vectors for cross-validation training of a NBC classification algo-
rithm. The outcome of this step is the performance measurements that might change
a specific preceding step or restart the entire process.

3.1 Signal Dataset

The signals used in this work were acquired, digitalized and make available by
Hoffmann et al on EPFL in Switzerland [1]. The data set contains data from four
disabled and four able-bodied subjects. According to them, the disabled subjects
were all wheelchair-bounded, however they had different communication and limb
muscle control abilities as described by them.

Each one of the eight subjects of the dataset was instructed to face a laptop screen,
with six images as shown in fig. 2. The images exemplify an application scenario,
where the user could control other devices like a television or a radio using the BCI.
To evoke the P300 response each image flashes in a random sequence. Each subject
was submitted to four sessions, with six runs (one sequence of flashes). Each run
the subject was asked to count the number of flashed in specified images. The first
flash comes 400 ms after the beginning of the EEG recording, and lasts for 100 ms,
and during 300 ms none of the images was flashed. The EEG used was recorded
at 2048 Hz sampling rate from 32 electrodes placed at the standard positions of the
10-20 international system. The Biosemi Active Two R� was used to amplify and
digitalize the EEG signals, exemplified on fig. 3.

The stimuli are spaced by 400 ms for each other, and the maximum time that a
stimulus is repeated is 4.400 ms, and the minimum is 400 ms. The stimulus flashes in
a random sequence divided on blocks of 2 seconds of length. Using those parameters
is easy to build an algorithm to identify each random sequence, here called blocks.
These blocks with the six stimuli, or flashes, represent each image from the screen.
The target is the image which the subjects is asked to count, and the non target is
the other ones. The first stimulus begins at 400 ms, or at sample 820 with a 2048 Hz
sample rate. The last stimulus finishes around 60 s. Summarizing, the run contains
around 150 stimuli, with 25 target stimuli.

3.2 Finite Impulse Response Filter

Hoffmann et al applied a 6th order forward-backward Butterworth bandpass filter,
with 1 Hz to 12 Hz of cutoff frequencies [1]. Even so, this work used also a finite



152 T. Bassani and J.C. Nievola

Fig. 2 The six images flashed used for evoking the P300. Source: [1]

impulse response (FIR) digital filter to select the bands analyzed: delta (2-4 Hz);
theta (4-8 Hz); alpha (8-12 Hz); beta (12-30 Hz); delta and theta band (0-8 Hz); a
delta to beta (0-30 Hz); and theta and alpha (4-12 Hz). Fig. 4 shows the magnitude
response of the filter 4 to 12 Hz.

The filter used is a FIR with the equiripple method, a high-order filter with a
linear phase and are stable. This filter is close to the ideal with about 10dB/Hz
slope in the transition bands, which frequency response is finite and rectangular.
The Butterworth Filter also used is an infinite impulse response (IIR); in contrast
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a

b

c

d

Fig. 3 A example of the padronized EEG signal during an entire run, showing the main electrodes
Pz, Cz, Fz and Cz

to the FIR filter all poles are not located at the origin, and is therefore not always
stable. Whereas in other cases the IIR filters could be preferred over the FIR filter
since the IIR filters could achieve sometimes a sharper transition region the FIR
filter with the same order.
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Fig. 4 The Gain, and magnitude, of the band pass FIR filter (4-12 Hz)

3.3 Continuous Wavelet Transformation

Each signal block is analyzed using a CWT, represented by Wn .s/ as defined on
equation 1. The CWT is a convolution of xn with a scaled and translated version of
the wavelet function  , defined in the next section.

Wn .s/ D
N �1X
n0D0

xn0 �
�
.n0 � n/ ıt

s

�
(1)

The asterisk(*) indicates the complex conjugated of  , and s is the wavelet scale
[9]. Here, xn represents a time series spacing by ıt and the vector n0 D 0; : : : ; N�1,
where N is the number of points in the time series. The CWT is calculated varying
the wavelet scale s and translating along the time index n. A graph representation
showing both the amplitude of any feature versus the scale and how this amplitude
varies with time can be constructed.

3.3.1 Cone of Influence

The time series studied of EEG signal have discontinuities at the beginning and
at the end. For Fourier Transformations these edges signify a problem, since it as-
sumes that the time series is cyclic. Nonetheless, the EEG signals are considered
in this work a non cyclic time series, and the edges will affect the analysis. This
edge effect in CWT is called cone of influence (COI), and it is composed by two
edges effects; each one forms a cone of influence through the scale and frequency.
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Fig. 5 The Cone of Influence region in the time-frequency plane for frequency bands of 2, 4
and 8 Hz

Exemplifying, for higher scale periods (lower frequencies) fewer are the reliable
results of the analysis, since cone decreases until the influence of the beginning
intersect the influence of the end.

The EEG signal study shows some specific frequency bands with many inter-
esting background studies: as the alpha, beta, theta and delta band [14]. The CWT
presents as a powerful technique to analyze those frequency bands. However, in or-
der to produce reliable results this technique requires the correct use of the COI.
An example of this effect is shown at fig. 5: the wavelet spectrum analysis center
at 0 second, from -0.2 to 0.2 seconds, require different windows size depending on
which frequency band analyzed: 2, 4 and 8Hz. More specifically exemplified, to
analyze frequencies of 2 Hz, painted on gray, a time window from -0.884 to 0.884
seconds is required.

3.3.2 Morlet Wavelet Function

In order to apply the CWT technique the choice of mother wavelet function is an
important issue. It could be orthogonal or non orthogonal, based on C or R domain,
and many other fundamental requirements depending on the kind of features one
wants to extract from the signal. To apply an acceptable function one must look at
its reproducing kernel, which characterizes its space, scale and angular selectivity.
For this work a complex-valued wavelet Morlet function was chosen; it is the most
commonly used, and is indicated in eq. 2.
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 .t/ D ��1=4eiw0te�t2=2 (2)

where  .t/ is the wavelet function that depends on a non dimensional time pa-
rameter t , and i denotes the imaginary unit, .�1/1=2 . This wavelet function forms
two exponential functions modulating a Gaussian envelope of unit width, where the
parameter !0 is the non dimensional frequency parameter, here taken to be 6 to
satisfy the admissibility condition and have a zero average [7].

In spite of that, the method presented is generally applicable to other wavelet
functions, for instance the Mexican hat. By using the Morlet instead of the Mexican
hat, the wavelet transformation can extract features that are better located in the
frequency domain, e.g. phase-locked gamma oscillations [12].

As the Morlet wavelet function is complex, so is the CWT, Wn .s/ defined on
eq. 1. Hence, the power spectrum defined as jWn .s/j2 is commonly used to represent
this wavelet transformation. This power is used on WC and for representing a scale-
averaged wavelet power, and is shown on figures 6 and 7. The outer elliptical region

a b

Fig. 6 A CWT example from Subject 2 represented by Pz channel during: (a) one target stimulus;
(b) and one non-target stimulus

a b

Fig. 7 A CWT example from Subject 3 represented by Pz channel during: (a) one target stimulus;
(b) and one non-target stimulus
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at the edges of the second graph with wide contour indicates the cone of influence
(COI) in which errors may be apparent due to the transformation of a finite-length
series EEG signal. The Monte Carlo estimation of the significance level requires
the order of 10.000 surrogated data set pairs. The thick contour designates the 5%
significance.

3.4 Wavelet Coherence

From the CWTs, average target W x
n and non target W y

n EEG response WC to ana-
lyze the similarities and synchronicity between the signals can be constructed. This
could be illustrated as local correlation between both CWTs. This measurement is
defined as the square of the cross-spectrum, defined on eq. 3, and normalized by
the individual power spectra. This gives a quantity between 0 and 1, and measures
the cross-correlation from two time-series as a function of frequency, expressed on
eq. 4, where S is a smoothing operator. This operator smoothes the time and then
smoothes the scale axis in both CWTs applied. The design of the smooth operator
was based on Grinsted et al [15].

W xy
n .s/ D W x

n .s/W
y

n .s/
� ; (3)

R2
n .s/ D

ˇ̌
S

�
s�1W

xy
n .s/

�ˇ̌2

S
	
s�1 jW x

n .s/j2


S

	
s�1

ˇ̌
W

y
n .s/

ˇ̌2

 ; (4)

where the W xy
n is the cross-spectrum,between W x

n and W y
n , the CWTs of tar-

get and non target EEG response. The statistical significance level of the wavelet
coherence is estimated using Monte Carlo methods. A large ensemble of surrogate
data set pairs was generated with the first order autoregressive coefficients AR .1/
for each calculated WC.

PCn .s/ D tan�1
= ˚
W

xy
n .s/

�
< ˚
W

xy
n .s/

� (5)

The phase difference is calculated using the complex phase angle. PCn .s/ is
the phase-coherence defined on eq. 5, over regions with higher than 5% statistical
significance that is outside the COI to quantify the phase relationship.
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3.5 Scale-Averaged Wavelet Power

The scale-averaged wavelet power (SAWP) is used to represent a selected range of
scales, here defined as non dimensional frequencies s, defined on eq. 6.

NW 2
n D

ıj ıt

Cı

j2X
j Dj1

ˇ̌
Wn

�
sj

�ˇ̌2

sj
; (6)

where W 2
n is the weighted sum of the wavelet power spectrum over scales s1 to

s2, i.e. representing an average fluctuation power non dimensional j1 D 1H z and
j2 D 4H z of wavelet scale. The symbol ıt is the time series spacing, the ıj is the
scale spacing, j is the scale series from j1; .j1 C ıj /; : : : to j2. The parameter Cı

is the reconstruction factor (the Morlet function uses it), which is empirically set as
equal to 0.776.

3.6 Naı̈ve Bayes Classifier

The SAWP measurement is a time-series extracted from the brains signal, organized
on vectors which represent the user intention. The Naı̈ve Bayes Classifier (NBC)
learns the user intentions from a set of training vectors. The NBC is characterized
by two main advantages: the simplicity of its structure, and the speed of the learning
algorithm it employs.

The probabilistic approaches make strong assumptions about how data is gen-
erated, and posit a probabilistic model about these assumptions. The NBC is the
simplest of these models, it assumes all attributes of the example as independent of
each other. While this assumption is intuitively false, in most real-world tasks the
model often performs very well [13].

The NBC is a probabilistic classifier. This method simply classifies, for example,
the vector x in the class ck if it has the highest probability P .ck jx/, where k is the
number of classes. Following the Bayes theorem, and the assumption of the inde-
pendence between the features of the vector x, this probability could be calculated
using eq. 7.

P .ck jx/ D P .ck/ �
Qd

j D1 P
�
xj jck

�
P .x/

(7)
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4 Experimental Results

4.1 Pattern Analysis

A vital feature of BCI system is the capability to distinguish between the attended
and ignored events with speed and accuracy. These characteristics differentiate arti-
ficial pattern recognition systems applied on BCI. This research develops a pattern
recognition framework based on CWT and FIR filter feature extraction method.
This framework intends to investigate the patterns recognized by those methods.
Additionally, the framework review the EEG events with a pattern analysis method
based on CWT.

An essential issue of pattern analysis is to comprehend, and understand the re-
sulting patterns of the entire process. The CWT allows the illustration of patterns of
each stimulus, and assists the staff and the user to comprehend the natural meaning
of EEG patterns.

For each pair of target and non target stimuli the wavelet coherence was cal-
culated. Like on CWT, the outer elliptical region at the edges with wide contour
indicates the Cone of Influence. The Monte Carlo estimation was also used for the
significance level, and it requires the order of 10:000 surrogated data set pairs. The
thick contour designates the 5% significance level in figures 6 and 7. The number
of scales per octave should be high enough to capture the rectangle shape of the
scale smoothing operator while minimizing computing time. Empirical tests were
run with 2; 5; 10; 15 and 20 scales per octave; the satisfactory computational costs
obtained 5 scales per octave.

The electrodes, or channels, used for this study were the Fz, Cz, Pz and Oz, re-
spectively from the frontal, central, parietal and occipital region. The objective of
this work is to classify the patterns through each run. Each subject has four sections
divided on six runs. Summarizing, the data set has a total of 192 runs analyzed. In
order to study the EEG response for CWT the filtered target and non target stimuli
waveform were compared using the WC. A total of 768 figures was created to ana-
lyze a common pattern across all WCs, representing a sample of the database, such
as the figure 8.

The CWT illustrates the patterns of each five averaged blocks. On Figure 6 one
could visualize a common example of subject 2 pattern both target and non target
time-frequency spectrum. There, no significant region is presented by the frequency
between 2-30 Hz, and the figure 6-A shows a slow climb after the stimulus start
approximately at 4 Hz. Figure 6-B shows a slow decrease of the wavelet power over
that region. Another example of pattern is on frequencies higher than 8 Hz, shown
on figure 6. It shows a low average power on 6-A, in contrast to the higher average
power on 6-B. These two patterns could be visualized also on figure 7-A, where the
WC shows few significant patterns, most of it higher than 8 Hz.
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a b

Fig. 8 A WC example from (a) Subject 2 represented by Pz channel between a target and non-
target stimulus; (b) Subject 3 represented by Oz channel between a target and non-target stimulus

4.2 Feature Extration

The feature extraction procedure to achieve those capabilities selects pre-defined
frequency bands representations. The bands analyzed were: delta (2-4 Hz), theta
(4-8 Hz), alpha (8-12 Hz) and beta (12-30 Hz). Additionally, the oscillations of the
delta and theta band (0-8 Hz), a delta to beta (0-30 Hz), and the band of 4-12 Hz
applied by Hoffmann et al on a Butterworth filter [1]. Those frequencies were used
by three feature extraction methods: the filter, the CWT and the combination of the
filter and the CWT. The first one uses a FIR filter process and also the Butterworth
filter. On this experiment the CWT were not applied, and the FIR filter process is
tested with each analyzed band, e.g. the filter selects a particular frequency band
delta (2-4 Hz) setting the cutoff frequency to 2 and 4 Hz, shown on 4. Additionally,
the data set was tested without the filter process, to mark a base line for both meth-
ods. The second set of experiments tests the performance of the CWT without the
filter process. A scale-averaged wavelet power uses the EEG trials to process select-
ing each frequency band from the CWT. And the third set of experiments combines
the filter process first with the scale-averaged wavelet power. The filter selects a
specific frequency band and the CWT is applied on this band also.

4.3 Classification Validation

The general performance was obtained through k-fold cross-validation using 10x10-
folds method [16]. This technique divides the data randomly into ten parts, each part
is held out in turn and the learning scheme is trained on the remaining nine. The
procedure is repeated ten times and the average for the ten parts is calculated, for
cross-validation training and validation procedure.
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4.4 Performance Metrics

The decision made by the classifier is organized on a structure known as a confu-
sion matrix or contingency table. The confusion matrix has four categories: True
Positives (TP), False Positives (FP), True Negatives (TN) and False Negatives (FN).
Given the confusion matrix, we can define: the sensitivity, specificity and accuracy.
The Sensitivity and Specificity measurement defined on eq. 8 and eq. 9 are appropri-
ated metrics for the classifier performance. The Sensitivity represents the percentage
of target stimulus which is classified as a target. The specificity represents the pro-
portion of non target stimulus which is classified as non target. This two metrics is
both important; nonetheless, the specificity is more essential for this BCI applica-
tion, because the false positive values are the most unwanted event in the system.

Sensitivity D TP= .TPC FN/ (8)

Specificity D TN= .TN C FP/ (9)

Each run contains 150 stimuli, with 25 target stimuli and 125 non target stimuli.
This unbalanced proportion of samples in class targets with 16% and non target
with 83% of stimulus difficult the training process and could generate a tendentious
response of the classification process. If the classifier responds always a non target
class, its accuracy, defined by eq. 10 will be 83%. An acceptable solution should
analyze all stimuli as a different class, avoiding tendentious responses. This work
considers only the accuracy of the target class, even if its accuracy is lower than the
non target. This decision not only avoids the tendentious response to the system, but
also allow to review the system performance with reliable metrics.

Accuracy D .TPC TN/=.TPC TN C FPC FN/ (10)

The speed of communication is an important characteristic of a BCI system.
This feature depends on interstimulus interval, the number of different stimuli, the
classification accuracy, and the control flow algorithm. The bit rate is a theoretical
measurement that simulates all these factors as a performance metric for the speed
of communication, and it is used to compare BCI systems. The bit rate b in bits/min
can be computed according to the following eq. 11 [14].

b.N; p; t/ D
�

log2.N /C p.log2/C .1 � p/log2

�
1 � p
N � 1

��
60

t
; (11)

where the variable N denotes the number of different commands a user can send,
which is six for this approach. Furthermore, p denotes the probability that a com-
mand is correctly recognized by the system. The t is the time in seconds that is
needed to send one command. This work studies each stimuli individually, the stim-
uli time window is one second, and it begins 0:2 seconds before its occurrence.



162 T. Bassani and J.C. Nievola

a b

Fig. 9 Experiment I results represented by: (a) the averaged accuracy of all subjects; (b) the
specificity and sensitivity of each subject

4.5 Experiment I

The first set of experiments aims at obtaining the classification performance of the
FIR filter process and also the Butterworth filter. In this experiment the CWT were
not applied, and the FIR filter process is tested with each analyzed band, e.g. the
filter selects a particular frequency band delta (2-4 Hz) setting the cutoff frequency
to 2 and 4 Hz. Additionally, the data set was tested without the filter process, to mark
a base line in the research. The filtered signal measurement is used as an input signal
for the NBC algorithm directly. As a result, the data set is optimally classified into
two classes, targets and non targets following a validation process, and an average
accuracy metric is then calculated; the results can be visualized on fig. 9.

4.6 Experiment II

The second set of experiments tests the performance of the CWT without the filter
process. The wavelet transformation uses the scale-average wavelet power measure-
ment to select each analyzed frequency band setting the parameters s1 and s2 in
equation 6. The SAWP measurement is then applied on NBC algorithm, and the
results of this classification are shown on fig. 10.

4.7 Experiment III

The third set of experiments combines the target filter process with the CWT. The
filter selects a specific frequency band and the CWT is applied also on this band,
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a b

Fig. 10 Experiment II results represented by: (a) the averaged accuracy of all subjects; (b) the
specificity and sensitivity of each subject

a b

Fig. 11 Experiment III results represented by: (a) the averaged accuracy of all subjects; (b) the
specificity and sensitivity of each subject

generating a vector with the SAWP applied on the NBC, the results are presented
on fig. 11.

5 Conclusion

The results on figure 9 could be described as two groups. The first group is repre-
sented by all tests which performed under 55% of accuracy and under 25 bits/min,
which includes the tests without filter, and with the filter FIR 2-4 Hz, FIR 2-8 Hz,
FIR 2-30 Hz, and FIR 4-12 Hz. Those methods do not present reliable results, due a
low accuracy result.

The second group is composed by the tests which achieve a higher accuracy and
bit rate performance, such as FIR 4-8 Hz, FIR 8-12 Hz, FIR 12-30 Hz and Butter-
worth 4-12 Hz. The highest accuracy was 70,34%, and the highest bit rate was 61,15
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bits/min, both from the Butterworth filter. The FIR 12-30 Hz achieves also a high ac-
curacy of 70,04% and bit rate 60,51 bit/min. Furthermore, the average specificity of
this test (68,74%) was higher than the Butterworth test (67,38%). This difference is
significant because the Butterworth has a higher false positive proportion; it means
that this method has a tendency to classify more non target stimulus as being a target
stimulus than FIR 12-30 Hz. And the difference of specificity between these tests is
higher than the difference between their accuracies. The FIR 12-30 Hz is reasonable
method to obtain more reliable results, then the Butterworth filter.

The experiment II and III present a lower accuracy compared with experiment I.
The accuracy results for these experiments did not achieve a significant performance.
The bitrate is approximately 29 bits/min and the averaged accuracy is approxi-
mately 52%.

Hoffmann et al. achieved an accuracy as high as 100%, and achieved 29 bits/min
[1]. Although experiment I had a lower accuracy, 70,04%, their bit rate performance
is higher, 60,51 bit/min, compared to the state-of-art. This means that the lower
accuracy performance obtained in this work doesn’t represent a system that is per-
forming worst or better then the state-of-art.

The increase on the bit rate measurement occurs due the reduction of the time
window analyzed, with only one second of length. This time window enables 60
characters per minute. A subject without disabilities types on a computer an average
of 95 characters per minute, while composing a text [17]. Therefore, in this case an
increase communication speed of characters per minute causes a decrease of the
accuracy. The chosen solution of FIR 12-30 Hz could represent a reliable solution
with an averaged accuracy of 70,04% and 60,51 bit/min, enabling a communication
of 60 characters per minute.

6 Disscussion

The main purpose of this work was to develop an exploratory approach for EEG
signal, in which the patterns could be studied on the time-frequency plane. This
innovative characteristic of the technique justifies the feasibility of the proposed
approach on other data mining applications. This approach allows the study of not
only the most prominent pattern, and at the same time it allows the visualization and
classification of other time-frequency windows. Furthermore, it can also open new
physiologic researches in this field, and researches on different non stationary time
series analysis.

The algorithmic approach sketches the idea of using statistically-based feature
vectors in the time-scale CWT domain in order to select the most relevant time-
frequency segments able to show the most prominent task changes out of the
background signal. Results suggest that the proposed methodology is also able
of identifying regions WC spectrum during the specified task. Moreover, in the
identified regions, patterns could be used by a classification algorithm, as the NBC,
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to translate the EEG-signal to control commands. Further studies are necessary to
determine the extent and possible causes of the patterns recognized.
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Neuromorphic Systems: Past, Present
and Future

Leslie S. Smith

Abstract Neuromorphic systems are implementations in silicon of elements of
neural systems. The idea of electronic implementation is not new, but modern mi-
croelectronics has provided opportunities for producing systems for both sensing
and neural modelling that can be mass produced straightforwardly. We review the
the history of neuromorphic systems, and discuss the range of neuromorphic sys-
tems that have been developed. We discuss recent ideas for overcoming some of the
problems, particularly providing effective adaptive synapses in large numbers.

Keywords Neuromorphic systems � Electronic cochlea � Electronic retina
� Electronic neural systems

1 Introduction

Neuromorphic systems are electronic implementations of neural systems. Such im-
plementations may take place at a number of different levels. For example, one may
model sensory or sensorimotor systems, or one may model specific neural systems
at many different levels, ranging through (at least) whole brain, brain region, cor-
tical column, mid-brain or brainstem nucleus, neural microcircuits, single neurons,
structural parts of neurons (dendrites, axons, soma), patches of membrane, down to
ion channels encased in the neural bilipid membrane. Some go further, suggesting
modelling quantum effects at synapses and in the dendrite [Ham07] [Hir91], but
there do not appear to be electronic (as opposed to software) implementations of
these models.

Different technologies have been used for these implementations at different
times, reflecting the prevailing electronic technologies, and current systems are
(of course) implemented in either analogue or digital very large scale implemen-
tation (aVLSI or dVLSI). According to Wikipedia (http://en.wikipedia.org/wiki/
Neuromorphic) the term was coined by Carver Mead (see below), in the late 1980’s,
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but the ideas have roots that go back well before this. The idea of an equivalent cir-
cuit for a neuron goes back at least to 1907 ([Lap07]), where a neuron is modelled by
a resistor and a capacitor. Since then, various technologies have been used to model
both neurons and sensory surfaces, and these are discussed in sections 2 to 4. There
are particular issues that arise in these different types of models, such as matching
the speed of the implementation to the environmental changes of interest, or finding
ways to store large numbers of possibly adaptive synaptic weights. More recently,
a number of new methods of using VLSI technology have been proposed for im-
plementation, as well as some novel techniques for storing adaptable weights, and
these are reviewed in section 5.

A different form of electronic implementation of neural systems is to directly
implement a formal model of a neuron, or of a neural system, for example the
McCulloch-Pitts neuron [MP43], or the weightless systems used by Aleksander
and Stonham [AS79]. These have been the basis for silicon implementations: in
the McCulloch-Pitts case, one example (of many) is the Intel chip [Cor90], and in
the weightless case, the work of Aleksander et al simply using memory technology
[ATB84], and Austin using more specialised silicon implementations [AK98]. We
do not discuss these or related work further in this chapter, since they are not strictly
“neuromorphic”: nonetheless, these remain interesting approaches.

2 Early Forms of Neuromorphic Systems: Systems Built
from Discrete Components

The 20th century saw huge leaps in the capabilities of electronic components. Al-
though these were used initially primarily for communication purposes, and later for
digital calculation and computation, a small number of researchers also saw elec-
tronic technology as a mechanism for modelling neural systems. Indeed, Hodgkin
and Huxley’s work on the dynamics of active cells [HH52] is often presented both as
a set of equations and as an electrical equivalent circuit. In the 1960’s for example,
FitzHugh used analog computers to model single neurons, gaining detailed in-
sights into their operation from these implemented models [Fit66] (see http://www.
scholarpedia.org/article/FitzHugh-Nagumo model). Others followed with simple
electronic models of neural processes [Lew68][JH69],[Roy72] [Bro79]. On the
larger scale, Runge [RUV68] built a fairly detailed model of the pigeon retina using
145 Cadmium Sulphide sensors and 381 neural analogue circuits taking up 50 circuit
boards. Early electrical models of the cochlea are discussed in [KS59], including a
transmission line of 178 sections, with each section comprising two inductors and
four capacitors. Although this type of work did permit the building of electronic
models, and their testing (and comparison with real neural and sensory systems),
they were not intended for direct incorporation into equipment, but were purely re-
search models of particular systems.

The approach of using discrete components is limited by the complexity and
expense of building such systems. It is not practical to build large numbers of

http://www.scholarpedia.org/article/FitzHugh-Nagumo_model
http://www.scholarpedia.org/article/FitzHugh-Nagumo_model
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such systems, and as a result, they were useful for research purposes, attempting
to improve understanding of the original system by re-creating it in hardware, but
not for more general applications.

3 Modern Neuromorphic Systems

In 1989, Carver Mead published his second seminal book (his first was [MC80]),
“Analog VLSI and Neural Systems” [Mea89]. This book brought together ideas on
the ways in which analogue field-effect transistor based circuits, particularly those
operating in the subthreshold domain (where currents change exponentially with
gate voltage change), were similar operationally to neural membranes. The book
describes at length how circuits which emulate elements of neural systems may be
constructed. It also contains some highly influential system examples, drawn from
the auditory and visual domain. Even now, most current works in neuromorphic
systems reference some of the content of this book. It laid down a path for those who
wanted to implement models of neural systems directly in VLSI hardware. This has
the major advantage of being easy to replicate, so that a successful design can be
built relatively cheaply in bulk and possibly become a low-cost system component.
However, unlike systems built from discrete components, it is not possible to alter
the circuitry once it has been built, nor even to monitor internal voltages unless that
voltage is made available off-chip. Further, there is generally a long delay between
submission of a design to a chip foundry and receiving testable chips back. These
problems make developing such systems much more difficult.

Nonetheless, researchers in a number of groups have worked to develop cir-
cuits for a number of different neural types of applications, based partly on the
ideas and circuits in Mead’s book. Quite a number of novel circuits developed by
the analogue designers in the neuromorphic systems community are discussed in
[LKIC02]. Some of these are essentially related to sensory systems, whilst others
are more related to the actual underlying neurons themselves. In addition there is a
body of work on emulating aspects of the cortex itself, whether modelling the com-
ponents of the cortex or attempting to build complete models of small parts of cortex
[MG07], as in the Blue Brain project (http://bluebrain.epfl.ch/): these are primarily
software simulations, and are outside the scope of this review. Below, we present
a brief review of the current range of neuromorphic systems: a full-scale review is
beyond the scope of this article.

3.1 Neuromorphic Systems for Sensory Processing

Implementations of neural systems are generally only considered to be neuromor-
phic if they work in real time. Real time operation is an absolute requirement for
sensory systems, and many neuromorphic systems have been targeted specifically

http://bluebrain.epfl.ch/
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at sensory systems. Below, we review particularly visual, auditory, olfactory and tac-
tile neuromorphic systems. There has recently also been interest in proprioceptary
sensors as well [WZPF06]. So far as the author is aware, there have not been any
neuromorphic implementation of systems for taste! The other characteristic of neu-
romorphic implementations is that they operate in parallel, and this has particular
advantages for sensory systems as discussed in section 3.1.4.

3.1.1 Neuromorphic Systems for Vision

The earliest neuromorphic visual system appears to be that of Runge, discussed
earlier. In terms of VLSI based designs, one of the earliest is described in Mead’s
book, chapter 15, which was a version of [MM88]. This paper discusses a “silicon
retina” which implements both the transduction (basic photoreceptor circuit which
has a near-logarithmic response), and a horizontal resistive layer which models the
outer plexiform layer of the retina. The original retina had 48 by 48 pixels. The
system produces an output which is the difference between the centre intensity and
a weighted average of the the surrounding intensities, which is quite unlike what
happens on a digital camera. The overall effect is that the response to a static edge is
a spatial derivative, rather like what happens in a real retina. In addition, the response
to a featureless surface is essentially zero independent of the brightness.

Many other papers have developed the ideas within this paper. Better photore-
ceptors are proposed and analysed in detail in [DM96]. These are used to develop
a more effective contrast-sensitive retina in [AMSB95]. By performing additional
processing at the silicon retina, one can make the system able to model specific
visual capabilities. For example, a time to collision detector[Ind98], and a model
of the fly elementary motion detector has been built [HK98], and more recently a
depth from motion system [YMWC06]. One particularly interesting recent advance
has been a system which detects intensity changes in an overall brightness indepen-
dent way, and transmits these serially using AER, thus enabling sensing of rapidly
altering visual scenes without the huge data rates implied by the need to process
whole frames [LPD08].

3.1.2 Neuromorphic Systems for Audition

There has been considerable interest in cochlear models since the work of Helmholtz
and von Bekesy on the nature of the transduction of the pressure wave in the cochlea.
Unlike the case in vision, pressure wave to electrical signal transduction is external
to the device, and uses a (traditional) microphone. Early electrical models of the
cochlea [KS59] discussed earlier were large and unwieldy. Building neuromorphic
auditory subsystems that might actually be used to provide auditory capabilities
for whole systems really had to wait for VLSI capabilities of the type discussed
by Mead. Some of the earliest integrated neuromorphic systems are discussed in
Mead’s book. Lyon and Mead [LM88] describe the implementation of a sequence
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of filters used to build what they called a silicon cochlea: implementation techniques
have been codified in [FA95] . This work has been extended to be more biologically
realistic in [LM89a], and applied to auditory localization [LM89c], pitch perception
[LM89b], voiced speech [LAJ93b] and speech analysis [LW97], [LAJ93a]. The real
cochlea is active, and attempts have been made to implement this in [FvSV97], and
much more recently in[HJvST08]. This is particularly important because of the very
wide dynamic range of the biological cochlea, and the way in which the selectivity
alters with changing sound pressure level.

It is well known that early auditory processing is not simply a matter of
transduction, and researchers have considered the processing that occurs in the
auditory brainstem as well. Considerable work has been done on silicon modelling
of the cochlear nucleus, the first port of call of the axons of the auditory nerve
[SFV96]. Some of the neurons in the brainstem nuclei respond to what are clearly
features, for example amplitude modulation [SV97] or onsets [GHS02].

3.1.3 Other Sensory Neuromorphic Systems

Neuromorphic systems have been designed for other sensory modalities as well.
There has been considerable interest in olfaction: the electronic nose is a device
that could have considerable application in various industries (such as brewing and
perfumery). In this sensory domain, the sensors detect electrical changes due to the
odorant molecules [SG92]. It is possible to integrate the sensors on to the actual
CMOS chip [Pea97]. Although the idea is relatively straightforward (altering the
electrical properties of an insulating (polymer) layer as a result of the arrival of air-
borne molecules), there are difficulties both in delivery, and, because of the chemical
nature of the sensing, due to issues of drift and poisoning. A spike-based implemen-
tation is described in [KHTC05].

Tactile sensing systems transduce pressure or motion into electrical signals. Neu-
romorphic motion based systems based on models of rodent vibrissae have been
developed: earlier versions do not generally have the vibrissae directly incorporated
on to the CMOS VLSI system, but use the outputs from these sensors directly, and
are intended for robot based applications [PNGC06]. More recently, both the sen-
sor and the electronics have been integrated [AHWC07]. Skin-like sensor arrays
have been developed as well: these are of interest as sensors for grippers, and more
generally, as general tactile sensors. A capitative technique is used in [Roy06], to
produce an array of 59 sensing units which he calls taxels, and a polycrystalline
silicon technique is used in [VAVC06].

3.1.4 Parallelism in Sensory Neuromorphic Systems: Greedy Processing

Hardware implementations, particularly fully-implemented ones, in the sense used
by Hecht-Nielsen [HN90] (page 267), have the advantage of permitting true paral-
lelism, unlike software implementations, or even systems which are only partially
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implemented (where, for example, a digital floating point multiplier is shared be-
tween a number of synapses). As as result, they can perform numerous different
transformations on incoming (parallel) sensory signals simultaneously. This pro-
cessing can proceed all the time, whether it is needed or not. This “greedy”
processing means that values are available immediately should they be required.
Such processing appears to be the case in animal systems, where (for example)
in the brainstem auditory nuclei, all the auditory nerve signals appear to be con-
tinuously processed to produce a representation which arrives at the mid-brain
inferior colliculus. The visual domain is a little different, since the foveal section
of the retina can only examine a small visual angle at a time: there, the parallelism
seems to occur in the early stages of cortical visual processing (particularly V1).

In neuromorphic systems, this greediness takes the form of, for example, contin-
uously processing signals from all the pixels, to produce event based signals which
may then be sent down an AER bus (as in [LPD08]). In the auditory domain, the nu-
merous band-passed signals are simultaneously processed to search for onsets or for
amplitude modulation, mirroring processing processing the the auditory brainstem
[SV97]. Greedy processing is useful for computing features that are invariant under
expected alterations in the sensory processing environment (such as overall illumi-
nation changes in vision, or level variation in audition). In addition, using greedy
processing should mean that a higher-level system which required particular infor-
mation about some part of an image, or some part of the spectrum would be able to
retrieve this immediately without having to wait for it to be computed.

3.2 Neuromorphic Models of Neural Circuitry, Neurons
and Membranes

In [Mea89] Mead draws an analogy between ionic currents passing across cell mem-
branes through ion channels and electron currents through field effect transistors
operating in subthreshold mode. He also provides a description of an implemen-
tation of neural axons (chapter 12 of [Mea89]). Since that time there has been
considerable interest in neuromorphic models of neurons, implemented at a range
of different levels, from simple single compartment models of neurons through to
patches of cell membrane which could be assembled into multi-compartment neuron
models. We delay discussion of neuromorphic models of synapses to section 5. At
a rather higher level, there has been work on modelling neural circuits at a range of
different levels: mostly this work has been in software, but there is growing interest
in hardware based implementations.

3.2.1 Single Compartment Neuromorphic Models

Single compartment neural models treat the neuron’s state variable (sometimes
called activation, and sometimes described as the depolarisation of the neuron, de-
pending on the level of neural realism intended) as a single value: they thus ignore
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the complexity of the dendrites, and consider all the conductances as lumped to-
gether. These models generally generate a spike (which may be a realistic neural
spike, or simple an event characterised purely by time of occurrence) when this ac-
tivation crosses some positive threshold from below. Such models are useful (and
indeed, commonplace) in simulations, since both integrate-and-fire neurons and
spike response models (see sections 4.1 and 4.2 of [GK02]) are of this form. Even
such straightforward model neurons can have different degrees of faithfulness to
reality: for example, they may (or may not) implement a refractory period (time
after firing when the neuron cannot fire), relative refractory period (time after firing
when it is possible, but more difficult to make the neuron fire), and may have all the
conductances from the membrane gathered into a single conductance (or “leak”), or
may consider a number of conductances independently.

One of the earliest neuromorphic single compartment models was [WMT96] in
which a quite detailed leaky integrate and fire (LIF) neuron was implemented: it
also exhibited other characteristics of real neurons, such as facilitation, accommo-
dation and post-inhibitory rebound. A more recent model built in silicon exhibits
the spiking behaviour of a number of classes of cortical neurons [WD08]. Others
have been more interested in using LIF neurons as system components, aiming to
use their computational properties rather than model real neurons: these are used
by [SV97] as part of his amplitude modulation detecting system, and by [GHS02]
as part of a sound analysis system. In these cases, the neuron implemented was a
much simpler form of the leaky integrate and fire neuron. The primary advantage
of these simpler models is that they still display useful computational capabilities
(such as synchronization and co-incidence detection), but require less circuitry to
implement. As a result it becomes possible to implement larger numbers of them on
a single chip.

3.2.2 Neuromorphic Models of Elements of Neurons

Single compartment models entirely ignore the dendrites of neurons, yet these are
frequently large and complex structures. There has been interest in neuromorphic
implementations of dendrites as the timings of the different inputs to these, and the
way in which they are combined can provide powerful computational capabilities
even before signals reach the soma of the the neuron. In the models developed in
[Eli93][NE96] straightforward linear summation can occur, but interaction between
nearby synapses can permit discrimination between different pulse intervals and
patterns, as well as detecting correlations between spike trains. A different aspect
of dendrites is their ability to transmit signals integrated from synapses forward
(towards the soma) at the same time as transmitting action potentials backwards,
and this has been demonstrated in a neuromorphic circuit in [RD01]. This capability
is important for determining when synaptic characteristics should be altered. At the
other end of the neuron, [MHDM95] describe a neuromorphic implementation of
an axon, permitting low power transmission of a pulse at slow speeds: this could be
useful for matching the speed of silicon with that of events in the real world.
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At the level of the interaction of the ion channels on the membrane itself,
the first major model demonstrating both the sodium and potassium conductances
was implemented in [MD91]: this model demonstrated that spike generation in a
neuron-like way could be emulated electronically using subthreshold aVLSI cir-
cuitry. This work has been extended and improved in [RDM98][RD00]. A different
approach which uses novel semiconductor fabrication techniques is adopted by
[NLBA04]: this approach uses properties of he semiconductors more directly, rather
than using circuitry. In [SNTC08] they extend this approach and use a tunnel diode
to regenerate electronic signals. The effect is like that of neural axonic conduction,
but at a rather higher speed. Logically, both of these approaches would allow a
hardware implementation of a multi-compartment neuron to be built up from these
patches of membrane.

3.2.3 Modelling Neural Circuitry

As well as modelling neurons or parts of neurons, there is also interest in neuromor-
phic implementations of neural circuitry. There are two different motives for this:
firstly engineers would like to be able to use circuits of neurons to achieve partic-
ular processing functions, and secondly, modellers would like to be able to model
particular arrangements of neurons that they find from neuroanatomy. An example
of the first of these is a model of a winner takes all (WTA) network. These essen-
tially choose one (or possibly more than one) of a set of interconnected neurons
with different inputs, and select the one with the greatest activation (the winner).
This is a useful capability, and models of these have been around for some time
[LRMM89][PAS97]. Improving these by making them smaller, or by adjusting the
timescale of the inputs is still an area of research [MG07].

Developing models of small volumes of cortex in silicon is an avowed aim of a
number of groups (for example the Brains in silicon group at Stanford University,
as well as Rodney Douglas at the Zurich Institute for Neuroinformatics (personal
communication)), and the subject of at least one PhD thesis [Mer06]. As matters
stand, however, this are is still dominated by huge software simulations [DLJC08].

4 Implementation Technologies for Neuromorphic Systems

Emulation of neural systems can be implemented in many different ways, ranging
from software on standard digital computers, through to application specific in-
tegrated circuits (ASICs) implemented either in digital or analogue technology,
possibly with additional technologies piggybacked on to implement elements that
are difficult in CMOS. In general, to be called neuromorphic, there has to be some
element of direct hardware implementation: otherwise one simply has a software
model. (There is some discussion about whether an implementation based on effi-
cient software on a multiple core processor might yet be called neuromorphic: we
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will not enter this discussion!) The other factor that is required in neuromorphic
implementations is real-time operation, as discussed in section 3.1.

In Mead’s original work, the implementation technology was sub-threshold
analogue VLSI: however, many systems which are taken to be neuromorphic
use digital technologies. There remain many choices still about the form of the
implementation. One possibility is to use field programmable devices, whether field-
programmable digital arrays, or field-programmable analogue arrays. These have
the major advantages of being much easier and faster to configure, and avoiding the
long delays inherent in the fabrication of ASICs. In addition, they may be repro-
grammed unlike ASICs. However, the circuit density achievable is much less than
that of ASICs, and the power consumption is much higher: this can be a particular
problem for small or mobile devices. Further, where one is integrating sensors as
well, field-programmable devices are not an option: one needs to choose an ASIC
based implementation. It is important to note that the designers of neuromorphic
ASICs generally have to use the technologies and foundries developed for digital
chips, since this market is far bigger, and it is not currently possible to develop
manufacturing technologies for this small niche market.

Even ASICs do not solve all the problems. In particular issues relating to inter-
connectivity and adaptiveness present problems. The planarity of CMOS devices
places severe limits on interconnection possibilities. Further, most CMOS technolo-
gies are intended to produce components which are stable and always behave the
same way, rather than components whose characteristics can evolve. There are also
issues of ensuring that the speeds within the system (for example integration times)
actually fit with events in the world whose timescales are often of the order of hun-
dreds of milliseconds, rather than the nano- to micro-second range more usually
encountered in the ASIC domain. Recently, a number of groups have developed
novel technologies to address the issues of interconnectivity and adaptivity, and
these are discussed in section 5.

4.1 Signal Coding

An important issue for implementation technologies is the nature of the signal rep-
resentation both on-chip, and for transfer between chips. Essentially there are three
overall possibilities: analogue, digital, and pulse-based signals. Analogue represen-
tations essentially imply analogue implementation, which has the advantages of
implicit real-time operation and perhaps lower power. Further, signals in the world
are normally analogue, simplifying interfacing. However, transistor variation across
chip can make reliable circuit design very difficult, and the standard digital fabri-
cation processes may not be as reliable for analogue as for digital designs. Digital
designs, on the other hand, offer the usual digital advantages: noise immunity, ease
of manufacture, high density, and effective use of the standard manufacturing pro-
cesses. However real-time operation needs to be ensured in the design, and the
digital signals require to be interfaced to the analogue world: in addition, some
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operations which can be small and simple in analogue implementation, such as
multiplication, can require relatively large amounts of chip real estate to implement
digitally.

One compromise is to use pulse or spike based representations. It is well known
that spikes are used for communication between most neurons in animal brains,
although the precise nature of the representations used in these is still under debate.
Spikes provide a mechanism for asynchronous communication between electronic
circuits: the actual spike is binary (it is an all or nothing event), but the precise
time of the spike is essentially analogue. Between the elements on a single chip,
spikes may be sent directly, but the planar nature of chips means that being able
to send spikes between any pair of circuits on chip may not always be possible.
One solution to this is to use internal routing as in [MHHC08]. Equally clearly,
the small number of connections coming off a chip means that simple spike coding
cannot in general, be used for communication between arbitrary circuits on different
chips. One technique for overcoming this limitation is to use a bus. For such a bus
to work effectively, it needs to be standardised. The address-event bus[Boa00] (see
http://www.pcmp.caltech.edu/aer/) is the current standard in this area. Of course,
such a bus implies a maximal rate at which spiking events may be transferred, and a
maximal precision to the timing of transmitted events: however, digital transmission
busses do have a very high (and known) bandwidth so that one can calculate whether
this is likely to be a problem at the design stage.

5 Adaptivity and Interconnectivity for Neuromorphic Systems

Two characteristics of neural and neuromorphic systems that set them aside from
traditional computer systems are adaptivity and a high degree of interconnection
between the elements. The adaptive elements are normally at the interconnections
between the neural circuit elements, since they are generally modelled on synapses
whose plasticity is an important element in learning in real neural systems. If there
are n neurons there are normally O.n2/ interconnecting synapses, so that it is im-
portant that the circuitry modelling the synapse is small and low-power. (There are
other possibilities: if synapse implementation circuitry is sufficiently fast, it may be
shared in time between a number of emulated synapses (partially implemented in
the terminology of [HN90]). This does, however, make the circuitry more complex,
but may be appropriate in digital implementations where synapses can include large
multipliers.)

Synapses need to provide some specific capabilities: they need to be able to
transmit a signal from the pre-synapse neuron (however this signal is coded), whilst
modulating this signal, providing some particular alteration (in voltage or current,
again depending on the nature of the implementation) at the post-synaptic neuron.
The size of this alteration will need to be adjustable, if the synapse is adaptive. The
earliest adaptive elements for the first generation of hardware neural networks in-
cluded novel devices such as the memistor [Wid60], an electrochemical adaptive

http://www.pcmp.caltech.edu/aer/


Neuromorphic Systems: Past, Present and Future 177

resistive element (named for being a memory resistor). By modern standards, these
are large and slow. However, the production of reliable adaptive devices which
are small enough to be able to be deployed in large numbers remains difficult. One
possibility is to use a memory word, implemented digitally. The value coded in the
word defines the alteration at the post-synaptic neuron. Though practical for truly
digital implementations, this requires both digital to analog conversion and a tech-
nique for altering the value in analogue implementations. Another possibility is to
use floating gate devices: this is the same technology used to create flash memory
devices, and has been shown to be highly reliable for creating digital memories. It
has been used for synapses [DPMM96][HFD02], using electron injection and elec-
tron injection to increase and decrease the voltage on the floating gate. However,
these have not been used in large numbers. In addition to requiring a technique for
long-term storage of synaptic effectiveness, synapses also change their effects on
a shorter time scale (called synaptic facilitation and depression). A simple short-
term adaptive synapse permitting both facilitation and depression is described in
[CBDC03], and a more sophisticated implementation including NMDA voltage-
gated channels is described in [BI07].

Recently, there have been some new technologies which have shown promise as
new implementation techniques for synapses. These are based on nanowire cross-
bars whose junctions are built from metal oxides with hysterectic resistances: tin
oxides and zirconium oxides are often used[SPS07]. These devices are actually
memristors [Bus08][SSSW08], “a class of passive two-terminal circuit elements
that maintain a functional relationship between the time integrals of current and
voltage” (Wikipedia), which makes them able to be resistors with memory. These
are built from a technology known as CMOL (CMOS and molecular electronics),
and are two terminal devices which can be made very small. If these can be imple-
mented appropriately, they offer for the first time a technology which could provide
the appropriate number of synapses which cold be adaptive. However, this is still
very much a matter of research.

6 Looking Forward: Where Are Neuromorphic
Systems Headed?

There remains considerable interest in auditory and visual neuromorphic systems
as technologies for eventually producing synthetic sensing systems with the same
types of capabilities as biological auditory and visual systems. The rapid response
of the neuromorphic camera in[LPD08] without the use of large-scale frame tech-
nology represent a real step forward. However, neuromorphic auditory systems have
yet to prove themselves capable: this may be because they have yet to properly in-
corporate the brainstem processing in more than very simple way on to the filtering
technology.

Another area of progress is likely to be in the integration of different types of
sensors on to CMOS systems. Light sensors have been around for a long time, and
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polymer based sensors are in use in olfactory neuromorphic systems. In addition,
micro-electromechanical systems (MEMS) microphones have now been developed
(e.g. the Infineon SMM310, or the Akustika AKU1126), and these seem to be
good candidates for integration directly on to CMOS substrates. Different types
of sensors for olfactory and other senses may be based on ion sensitive FETs
(ISFETs)[HAC04] and chemical sensitive FETs (chemFETs) [HN02]: these new
technologies are based directly on FETs and so are clearly integratabtle on to CMOS
systems, although dealing the the nearness of liquids presents some novel problems
for such electrical equipment. There is also work ongoing in the development of
proprioceptary sensors [WZPF06]. Being able to directly incorporate the transduc-
tion on to the CMOS system both reduces complexity and component count, and
permits processing to be applied directly to the signal allowing the chip to produce
usable outputs directly.

6.1 When Will Neuromorphic Systems Come Out of the Lab?

It is now almost 20 years since Mead’s book [MC80] was published. At this point
neuromorphic systems have had some applications, in robotics, and in some sen-
sors, as well as in a rather interesting system for training neurophysiologists in
how cells in the visual system respond (see http://www.ini.ethz.ch/�tobi/friend/chip/
index.php). They have also been applied to toys: some of the Wowwee toys use neu-
romprphic hardware (http://www.wowwee.com/. They have yet to really catch on
even in the autonomous robotics area. Why is this? So far they have been very much
a low budget interest area for researchers, built using technologies developed for
other purposes. However, there are signs that this is changing. Recently, DARPA
announced they SyNAPSE initiative (http://www.darpa.mil/baa/BAA08-28.html),
and this may lead to rather larger sums being available for development.

Part of the problem has been the simple capabilities of standard processor tech-
nologies: it has become quite practical to place full-scale computer systems on even
quite small autonomous robots. However, it remains very difficult to perform the
sorts of sophisticated processing that truly autonomous robots require to be use-
ful in the relatively unpredictable real world (as opposed to on top of a table in
an experimenter’s laboratory). For real applications the capabilities of truly paral-
lel neuromorphic systems (for example in dealing with varying light levels and real
acoustic situations) may become more important.

The other likely application area is in interfacing computer-based systems to
both users and the environment. Currently, most computers still use only the key-
board and mouse for input, and a screen and loudspeaker for output. There are
improvements, for example touch screen and multi-touch screens which are being
introduced. Yet the hardware of the user interface still conforms to the “make the
user adjust to the machine” paradigm that disappeared from the software for the user
interface many years ago. Further, if one is building systems that interact directly
with their environment (without human mediation), then the system must sense its

http://www.ini.ethz.ch/~tobi/friend/chip/index.php
http://www.ini.ethz.ch/~tobi/friend/chip/index.php
http://www.wowwee.com/
http://www.darpa.mil/baa/BAA08-28.html
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environment, and make sense of the sensory data directly. This implies both richness
and complexity of the sensory interface (as well as real-time operation) and sophis-
ticated processing that can cope with variation in this sensory data, and extract the
important (invariant) information that is required for behaviour in the environment.
Hardware solutions, as well as integrated sensors appear appropriate for his area,
and it may be that this is where neuromorphic systems will finally make their mark.

Acknowledgements This work started off as a talk at BICS 2008, and was revised through being
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referees’ comments.

References

[AHWC07] P. Argyrakis, A. Hamilton, B. Webb, Y. Zhang, T. Gonos, and R. Cheung. Fabrication
and characterization of a wind sensor for integration with neuron circuit. Microelec-
tronic Engineering, 84(1749-1753), 2007.

[AK98] J. Austin and J. Kennedy. PRESENCE, a hardware implementation of bunary neural
networks. In M. Boden L. Niklasson and T. Ziemke, editors, ICANN98: Proceedings
of the 8’th international conference on artificial neural networks, volume 1, pages
469–474, 1998.

[AMSB95] A.G. Andreou, R.C. Meitzler, K. Strohben, and K.A. Boahen. Analog VLSI
neuromorphic image acquisition and pre-processing systems. Neural Networks,
8(7-8):1323–1347, 1995.

[AR88] J.A. Anderson and E. Rosenfeld, editors. Neurocomputing: Foundations of Research.
MIT Press, Cambridge, 1988.

[AS79] I. Aleksander and T.J. Stonham. Guide to pattern recognition using random access
memories. IEE Proceedings: Computers and Digital Techniques, 40:2–29, 1979.

[ATB84] I. Aleksander, W.V. Thomas, and P.A. Bowden. WISARD a radical step forward in
image recognition. Sensor Review, 4(3):120–124, 1984.

[BI07] C. Bartolozzi and G. Indiveri. Synaptic dynamics in analog VLSI. Neural Computa-
tion, 19:2581–2603, 2007.

[Boa00] K.A. Boahen. Point-to-point connectivity between neuromorphic chips using
address-events. IEEE Transactions on Curcuits and Systems II, 47(5):416–434,
2000.

[Bro79] W.H. Brockman. A simple electronic neuron model incorporating both active and
passive responses. IEEE Transactions on Biomedical Engineering, BME-26:635–
639, 1979.

[Bus08] S. Bush. HP nano device implements memristor. Electronics Weekly, May 2008.
[CBDC03] E. Chicca, D. Badoni, V. Dante, M. D’Andreagiovanni, G. Salina, L. Carota, S. Fusi,

and P. Del Giudice. A vlsi recurrent network of integrate-and-fire neurons connected
by plastic synapses with long term memory. IEEE Transactions on Neural Networks,
14(5):1409–1416, 2003.

[Cor90] Intel Corporation. 80170NN electrically trainable analog neural network. Datasheet,
1990.

[DLJC08] M. Djurfeldt, M. Lundqvist, C. Johansson, M. Rehn, O. Ekeberg, and A. Lansner.
Brain-scale simulation of the neocortex on the IBM Blue Gene/L supercomputer.
IBM Journal of Research and Development, 52(1/2), 2008.

[DM96] T. Delbruck and C.A. Mead. Analog VLSI transduction. Technical Report CNS
Memo 30, California Institute of Technology Computation and neural Systems Pro-
gram, Pasadena California, USA, April 1996.



180 L.S. Smith

[DPMM96] C. Diorio, P. Hasler, B.A. Minch, and C.A. Mead. A single-transistor silicon synapse.
IEEE Transactions on Electron Devices, 43(11):1982–1980, 1996.

[Eli93] J.G. Elias. Artificial dendritic trees. Neural Computation, 5(4):648–664, 1993.
[FA95] P. Furth and A.G. Andreou. A design framework for low power analog filter banks.

IEEE Transactions on Circuits and Systems, 42(11):966–971, November 1995.
[Fit66] R. Fitzhugh. An electronic model of the nerve membrane for demonstration pur-

poses. Journal of applied physiology, 21:305–308, 1966.
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Preface

Neural Computation (NC 2008) is the oldest running (fifth) Symposium in the BICS
Series. It is a major point of contact for multi-disciplinary researchers interested in
looking at the scientific and engineering challenges of understanding the brain and
building truly intelligent computers. NC highlights common problems and tech-
niques in modeling the brain, and in the design and construction of neurally-inspired
information processing systems. It covers both theoretical foundations as well as the
development of new models, algorithms, implementations and applications.

This Part comprises four selected chapters that represent examples of works
demonstrating current progress in neural systems.

Gomes, Braga and Borges present a model of multi-level associative memories
where a set of coupled generalized-brain-state-in-a-box neural networks is em-
ployed as basic building blocks. The authors report a series of experiments that show
that it is possible to build a multi-level memory based on correlation and evolution-
ary principles. In particular, their results demonstrate the feasibility of employing
genetic algorithms that allow the emergence of complex behaviours which could
otherwise be potentially excluded in other learning processes.

Simões, Neto, Machado, Runstein and Gomes propose a speech compression
technique based on vector quantization. A neural network with unsupervised learn-
ing is used to implement the vector quantizer. The authors introduce the idea of
using a codebook to perform speech compression and the use of a 2-dimensional
self-organizing Kohonen map to generate the codebook. Simulation results are used
to provide some insights on the network topology, its initialization and training
strategies, and codebook size. The authors also carry out a comparative performance
analysis to demonstrate the superior speech quality obtained using their approach
compared to another state-of-the-art compression algorithm.

Oliveira, Andreãoand Sarcinelli-Filho propose the use of a static Bayesian net-
work as a tool to support medical decision-making in the on-line detection of Prema-
ture Ventricular Contraction (PVC) beats in electrocardiogram (ECG) records. The
authors apply the Bayesian network (BN) framework to the problem of heart beat
classification using two labeled databases containing representative sets of long-
term ECG records. The BN is shown to produce the best results, both in terms
of sensitivity and specificity, by combining information provided by two ECG
channels, thus implementing a kind of data fusion. Their results confirm that the
combination of different ECG channels improves the performance of the classifier,
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and demonstrate the viability of using BN as a tool to effectively classify this kind
of a signal. In conclusion, the BN are shown to represent an efficient model for al-
lowing the representation of both quantitative and qualitative knowledge in the same
model.

Finally, Coelho and Ynoguti propose a new method for multi-class support vector
machines (SVM) based on a pruning strategy. The main idea behind their method is
that it seeks for the class that will receive the greatest possible number of votes, im-
plying, when a test sample is submitted to a binary classifier, the class that doesn’t
receive a vote is eliminated from future comparisons. Their strategy leads to a
binary search, which is known to be very fast. The authors report experimental re-
sults performed on an isolated word, speaker independent, small vocabulary speech
recognition problem, which show that their proposed method exhibits similar per-
formance to conventional SVM and “one-against-one” methods.

Amir Hussain



Genetic Algorithm Applied to Hierarchically
Coupled Associative Memories

Rogério Martins Gomes, Antônio Pádua Braga, and Henrique E. Borges

Abstract Inspired by the theory of neuronal group selection (TNGS), we have
carried out an analysis of the capacity of convergence of a multi-level associa-
tive memory based on coupled generalized-brain-state-in-a-box (GBSB) networks
through evolutionary computation. The TNGS establishes that a memory process
can be described as being organized functionally in hierarchical levels where higher
levels coordinate sets of functions of lower levels. According to this theory, the most
basic units in the cortical area of the brain are called neuronal groups or first-level
blocks of memories and the higher-level memories are formed through selective
strengthening or weakening of the synapses amongst the neuronal groups. In order
to analyse this effect, we propose that the higher levels should emerge through a
learning mechanism as correlations of lower level memories. According to this pro-
posal, this paper describes a method of acquiring the inter-group synapses based on a
genetic algorithm. Thus the results show that genetic algorithms are feasible as they
allow the emergence of complex behaviours which could be potentially excluded in
other learning process.

Keywords Associative memory � Evolutionary computation � Generalized-brain-
state-in-a-box (GBSB) model � Theory of neuronal group selection (TNGS).

1 Introduction

Associative memories have been studied over the years mainly as a non-hierarchical
system, however some authors have regarded them as part of hierarchical or coupled
systems [19, 20, 23]. In these studies, the neocortex is considered as an associative
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memory in which some of the long and short-range cortical connections are respon-
sible for the storage and retrieval of global patterns. Thus, from this perspective,
the cortex could be divided into various discrete modular elements with their
short-range connections associated with in-module synapses and the long-range
connections associated with inter-module synapses.

Based on the same principles of multi-module organization, the theory of neu-
ronal group selection (TNGS), proposed by Edelman [5], establishes that a memory
process can be described as being functionally organized in hierarchical levels in
which higher levels coordinate the functionality of lower levels. According to Edel-
man’s theory, synapses of the localized neural cortex cells generate a hierarchy of
cluster units denoted as: neuronal groups (clusters of tightly coupled neural cells),
local maps (reentrant clusters of coupled neuronal groups) and global maps (reen-
trant clusters of coupled neural maps). Edelman argues that a neuronal group is the
most basic unit in the cortical area and therefore is the basic memory constructor.
Still according to Edelman, these neuronal groups are a set of localized tightly cou-
pled neurons developed in the embryo which continue their development in early
childhood, i.e. they are structured during phylogeny and account for the most prim-
itive functions in human beings.

Immediately after birth, the human brain rapidly starts creating and modify-
ing synaptic connections between neuronal groups. According to this proposition,
Edelman proposed an analogy based on Darwin’s theory of natural selection and
Darwinian theories of population dynamics. The term Neural Darwinism could be
used to describe a physical process observed in neurodevelopment in which used
synapses amongst different clusters (neuronal groups) are strengthened, while un-
used ones are weakened, giving rise to a second level physical structure regarded in
the TNGS as a local map. Each of these arrangements of connections amongst clus-
ters within a given local map results in a certain inter-neuronal group activity which
yields a second-level memory - in other words, the second-level memory could be
viewed as a correlation amongst the first-level memories. This process of coupling
smaller structures through synaptic interconnections between neurons of different
neuronal groups in order to generate larger ones could be repeated recursively. This
process of coupling intra and inter-module neurons by strengthening or weakening
the connections according to the correlation of their activities has its roots on Hebb’s
theory of synapses adaptation [9].

The hebbian hypothesis also paves the way for implementing this system by us-
ing correlated associative memories. Therefore, based on these principles, Gomes
et al. [7, 8] presented a multi-level hierarchically coupled associative memory in
which the first-level structure is built of generalized-brain-state-in-a-box (GBSB)
neural networks [2]. The functionality of these recurrent neural networks, which
will also be used in this paper, is tightly connected with the TNGS principles.

The GBSB model [11] can be applied in the implementation of associative
memories, where each stored pattern, i.e. a memory, is an asymptotically stable
equilibrium point [22]. The design of artificial neural network associative memories
have been explored in the last two decades and some methods have been proposed
in [10, 13, 14, 16, 17].
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The algorithm used in [7] to build the first-level memories ensures that each first-
level pattern is stored as an asymptotically stable equilibrium point and also assures
that the network has a nonsymmetric interconnection structure.

While the first level memories are built of GBSB networks, the higher levels
could emerge from a learning mechanism as correlations of lower levels memories.
As a result, this paper describes a method to estimate the inter-group weights based
on evolutionary computation, or more specifically, via a genetic algorithm which is
also inspired by the Neural Darwinism principles.

This structure of the remainder paper is organized as follows. In Sect. 2 we
present a model of hierarchically coupled GBSB neural networks. Sect. 3 illustrates
the analysis carried out through a sequence of experiments showing the behaviour
of the global network and its capacity of convergence to global patterns considering
orthogonal and LI vectors. Finally, Sect. 4 concludes the paper.

2 Multi-level Memories

The hierarchically coupled artificial associative network was built considering sym-
metric connections, asynchronous updating, and local and global features emerge
from Hebbian learning [19,20,23]. Notwithstanding, these synapses are expected to
mimic some important characteristics inherited from biological systems [5] which
had not yet been considered, such as parallelism amongst synapses in different re-
gions of the brain, re-entrant and asymmetric connections, synchronous activation,
different bias as well as different maximum and minimum firing rates, redundancy,
non-linear dynamics and self-connection for each neuron. For this reason, based
on the theory of neuronal group selection (TNGS) proposed by Edelman [4, 5]
a multi-level or hierarchically coupled associative memory by means of coupled
generalized-brain-state-in-a-box (GBSB) neural networks was proposed and ana-
lyzed in [7, 8, 21].

In this multi-level memory model, each GBSB neural network plays the part of
a first-level memory. In order to build a second-level memory, a great number of
GBSB networks can be coupled by means of bidirectional synapses. These new
structures will then play the role of our second-level memories, the same way as
the local maps of the TNGS. Hence, some global patterns could emerge as selected
couplings of the first-level stored patterns.

In Fig. 1 we see an illustration of a two-level hierarchical memory devised via a
coupled GBSB model, where each individual neural networkA,B andC , represents
a single GBSB network. In a given network, each single neuron has synaptic con-
nections with all the others in the same network, i.e. the GBSB is a fully connected
nonsymmetric neural network. Besides, some selected neurons in a given network
are bidirectionally connected with a number of neurons selected from different
networks [19, 23]. These inter-network connections, coined in this paper ”inter-
group connections”, are represented by a weight inter-group matrix Wcor , which
in turn accounts for the interconnections of the networks made through coupling.
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Fig. 1 Coupled neural network design

An analogous procedure could be followed in order to build higher levels in the
proposed aforementioned hierarchy [1, 5].

In order to observe the results of the coupling of a given GBSB network with
the remaining GBSB networks, one should extend the original GBSB model [15]
by adding to it a term which represents the inter-group coupling. Consequently, our
general version of the multi-level associative memory model can be defined by:

xkC1
a D '

0
@.In C ˇWa/ xk

a C ˇfa C �
NrX

bD1;b¤a

Wcorxk
b

1
A (1)

where xk
a is the vector state of the ath network at time k, ˇ > 0 is a small and

positive constant referred to as intra-group gain of the ath network, fa is the bias
field of the ath network, Wa is the synaptic weight of the ath network, Nr is the
number of networks, Wcor is the inter-group weight matrix and � is a positive con-
stant referred to as inter-group gain between the ath and bth network. To sum up,
the first three terms represent Na uncoupled GBSB networks. The fourth term of
(1) represents the influence of the (Nr � 1) networks on the ath network where the
strength, or inter-group gain is parameterised by � .

3 Simulation Results

Up to this point, we have presented a model of multi-level associative memories
and its associated equations that allow the system to evolve dynamically towards a
global pattern when one of the networks is initialized in one of the previously stored
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patterns as a first-level memory. In this section some simulations that show the rate
of memory recovery will be presented.

Computational experiments consisting of three up to five GBSB networks con-
nected as in Fig. 1 have been conducted and each network has been designed to
present the same number of neurons and patterns stored as first-level memories. The
weight matrix of an individual network was designed according to the algorithm
proposed in [15]. Such algorithm ensures that the aforesaid patterns, which are in
an inverse proportion to the desired ones are not automatically stored as asymptoti-
cally stable equilibrium points of the network, as a result they minimize the number
of spurious states.

The second-level memories, or global emergent patterns, were built by randomly
selecting a set of patterns stored as first-level memories taking into consideration lin-
early independent (LI) or orthogonal vectors. The convergence and capacity of the
system was measured through the inter-group value (� ) and the inter-group weight
matrix Wcor.a;b/ calculated in accordance with a genetic algorithm strategy.

Firstly, the representation of each chosen individual was composed of real-valued
variables, or genes. The aforementioned individual variables account for the � val-
ues and the components w.i;j / of the inter-group weight matrix Wcor.a;b/. This
representation acts as a genotype (chromosome values) and is uniquely mapped
onto the decision-variable (phenotypic) domain.

The next step up is to create an initial population consisting of 50 individuals,
a typical value considered in the literature, and the first variable of each single one
represents the � value. The remaining variables of each individual represent every
single element (w.i;j /) of the inter-group weight matrix Wcor.a;b/. � is a randomly
chosen real number uniformly distributed ranging from 1 to 2 and wij is a random
real number also uniformly distributed which ranges from -0.5 to 0.5 (Fig. 2). In ad-
dition, one of the individuals of the initial population is seeded with the inter-group
matrix developed in [7]. This technique aims to guarantee that the solution produced
by the GA will not be less effective than the one generated by the Hebbian analysis.
It is worth mentioning that the range of the � and Wcor.a;b/ values were chosen
based on the values obtained in the Hebbian analysis developed in [7].

The objective function used to measure how individuals have performed a con-
vergence to a global pattern was f�10;�5;�2g, being�10 the payoff for a complete
recovery (Nr �! Number of networks), .�5/ and .�2/ for a partial recovery
(Nr � 1 �! Number of networks minus 1 and Nr � 2 �! Number of networks

......W(1,1) W(1,2) W(1,3)
W(Na,Nb)W(1,Nb) W( 2 ,1)γ

Inter-group matrix

Gamma value

Fig. 2 Individuals - Chromosome values
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minus 2, respectively) and 0 for no recovery. These values aim to enhance the chro-
mosomes responsible for the creation of global patterns.

The fitness function used to convert the value of objective function into a mea-
sure of relative fitness was developed through a linear ranking method. The selective
pressure was chosen equal 2 and individuals were assigned a fitness value according
to their rank in the population rather than their raw performance. This fitness func-
tion suggests that by limiting the reproductive range, no individual generates too big
an offspring, so it can prevent premature convergence from happening [3].

In the next phase, called selection, a number of individuals is chosen for repro-
duction, such individuals will determine the size of the offspring that a population
will produce. The selection method used in this case is the stochastic universal sam-
pling (SUS) with a generation gap of 0.7 (70%). The generation gap turned out to
be suitable due to the fact that it eliminates the least fitted chromosomes.

Once the individuals to be reproduced are chosen, a recombination operation
takes place. The type of crossover developed in this work is intermediate recombina-
tion, considering a real-valued encoding of the chromosome structure. Intermediate
recombination is a method of producing new phenotypes around and amongst the
values of the parents’ phenotypes [18]. In this operation, the offspring is produced
according to the equation:

O1 D P1 C ˛.P2 � P1/; (2)

where ˛ is a scaling factor uniformly chosen at random, over an interval, typically
[�0.25, 1.25] and P1 and P2 are the parents’ chromosomes [18]. Each variable in
the offspring is the result of the combination of the variables in the parents’ genes
according to the above expression added to a new ˛ chosen for each pair of parent
genes.

Now, as in natural evolution, it is necessary to establish a mutation process [6].
For real-value populations, mutation processes are achieved by either adjusting the
gene value or by making a random selection of new values within the allowed range
[12, 24]. In the experiment a real-value mutation is carried out at a mutation rate of
1=Nvar , where Nvar is the number of variables in each single individual.

Given the fact that, by means of recombination, the new population becomes
smaller than the original one by 30% resulting in a generation gap of 70%, the
reinsertion of some new individuals into the old population is necessary so as to keep
the size of the populations stable. Thus 90% of the new individuals are reinserted
into the old population in order to replace its least fitted members.

In our simulations each network contains 12 neurons producing 4096 possible
patterns from which 6 were selected to be stored as our first-level memories. This set
of 6 patterns stored as first-level memories were chosen randomly considering the
LI or the orthogonal vectors. In addition, in the first experiment, 3 amongst the
63 D 216 possible combinations of the 3 sets of first-level memories were chosen
randomly to represent second level memories.

The system was initialized randomly at time k D 0 in one of the networks, and
in one of its first-level memories which compose a second level memory. The other
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networks, in their turn, were initialized in one of the 4096 possible combination
of patterns, also at random. Then, we measured the number of times that a system
consisting of three coupled networks converged into a configuration of triplets. The
GA was tried 5 times and the algorithm was halted after 100 generations. In the end,
the quality of the best members of the population were tested against the desired
object.

In the first experiment a typical value of ˇ was chosen (ˇ D 0:3) and the number
of times that a system consisting of three coupled networks converged into a config-
uration of triplets was measured. The rate of memory recovery in our experiments
was averaged after 5 trials of 1000 iterations of the algorithm proposed in Sect. 2 for
each population. The ˇ value was chosen according to the value used in the Hebbian
analysis developed in [7].

The convergence capacity of the global system can be seen in Figs. 3 and 4.
They show that our model presents a mean rate of memory recovery of around
90% for LI vectors, and a rate of nearly 100% for orthogonal vectors (Table 1 - 3
coupled networks). The upper and lower limit, which represent the mean curve of
the maximum and minimum convergence in all trials were close to the mean score
of the system. The highest score achieved was 97.3% and 92.2%, for orthogonal and
LI vectors respectively (Table 1).

In the second experiment, we analyse the capacity of convergence into global
patterns in systems where three, four or five networks are coupled. Three patterns
of each network (first-level memories) were chosen at random to be second-level
memories.

For example, considering a system with three coupled networks as shown in
Fig. 1, we assume that the stored patterns P.1;A/, P.4;A/ and P.6;A/ from network
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Table 1 Maximum rate of
memory recovery and gamma
values for orthogonal and LI
vectors considering 3, 4 and 5
coupled networks

3 4 5
ORT LI ORT LI ORT LI

CONV. (%) 97.3 92.2 91.4 83.9 85.18 70.9
gamma 1.42 1.55 1.53 1.55 1.64 1.55

A, P.2;B/, P.5;B/ and P.6;B/ from network B and that P.1;C /, P.3;C / and P.5;C /

from network C were chosen as first-level memories of each network to be first and
second-level memories simultaneously. Therefore, our second-level memories are a
combination of these first-level memories, which are:

� second-level Memory 1: [P.1;A/ P.2;B/ P.1;C /];
� second-level Memory 2: [P.4;A/ P.5;B/ P.3;C /];
� second-level Memory 3: [P.6;A/ P.6;B/ P.5;C /].

The procedure to apply for four, five or more coupled networks is a straightfor-
ward extension of the previous one.

A comparison of all these different couplings can be seen in Fig. 5 and 6. One can
note that the rate of memory recovery which converts into global patterns decrease
as more networks are coupled. Likewise, as seen in Hebbian analysis [7] the system
presented a better performance regarding its capacity of memory recovery when
orthogonal vectors were used.

In the experiments carried out to now, 6 first-level memory patterns were stored
in each network. However, only 3 of them were chosen to compose the second-
level memories. In the following experiment, considering 3 coupled networks, 1 to
6 first-level memories were chosen to compose our first and second level-memories
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simultaneously. Therefore, the system yielded up to 6 different sets of triplets or
global memories. In Figs. 7 and 8 we plot the system’s capacity to recover to the
chosen global patterns (Table 2). It can be noted that the system loses its capacity
of recovery when a larger number of sets of triplets is chosen to perform a second-
level memory. It is also true that, despite a decrease in the recovery capacity in all
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cases, the difference between LI and the orthogonal vectors remained almost level
or presented a variation of around 12% for the genetic algorithms when more triplets
were selected.
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Table 2 Maximum rate of memory recovery and gamma values for orthogonal and LI vectors
considering from 1 to 6 patterns chosen as first-level memories

Patterns Type Conv. (%) Gamma

1
ORT 100 1.49
LI 100 1.43

2
ORT 99.4 1.44
LI 99.3 1.49

3
ORT 97.3 1.42
LI 92.16 1.55

4
ORT 81.6 1.49
LI 71.2 1.42

5
ORT 72.0 1.48
LI 64.0 1.52

6
ORT 61.2 1.63
LI 53.7 1.39

4 Conclusions

In this paper, we have presented a model of multi-level associative memories where
a set of coupled GBSB neural networks is employed as basic building blocks.
Numerical computations for a two-level memory system are performed through a
genetic algorithm.

It was verified that the capacity of convergence to a global pattern proved to
be significant for both LI and orthogonal vectors, even though the percentage of
convergence achieved for orthogonal vectors exceeded that of LI vectors, as had
been expected.

The recovery of global patterns was more evident as the number of first-level
memories composing the repertoire of the second-level memories increases. In fact,
GA performs a compensation, reducing the effect of the Cross Talk or Interference
Term as in the Hebbian analysis performed in [7], suggesting that in those cases one
should have been using a genetic algorithm and orthogonal vectors.

Our experiments show that it is possible to build a multi-level memory based on
correlation and evolutionary principles. Our main objective in further works will be
to compare a multi-level memory model with the two-level memory model studied
in this paper. We expect the simulations presented in this paper to be of use in
the creation of further experiments that may lead to a better understanding of the
behavior and capacity of hierarchical memory systems.
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on Self-Organizing Maps
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Abstract We propose a speech compression technique based on vector quantiza-
tion. A neural network with unsupervised learning is used to implement the vector
quantizer. Some basic aspects related to speech signal processing are presented, as
well as some general issues concerning the vector quantization problem. The idea
of using a codebook to perform speech compression is introduced, and the use of a
2-dimensional self-organizing Kohonen map to generate the codebook is proposed.
Simulation results are presented, giving some insights on the network topology, its
initialization and training strategies, and codebook size. Finally, a comparison of
speech quality obtained with our method and with a well-known compression algo-
rithm is made.

Keywords Speech compression � Vector quantization � Self organizing maps
� Clustering algorithms

1 Introduction

A database composed of fixed-dimension vectors can be stored in a compact form
through the use of vector quantization. This technique replaces each sample in
the original database by the best match obtained from a previously generated set
called codebook. The degradation introduced by this form of representation is called
quantization error. When building a codebook, one aims at minimizing the mean
quantization error of the database elements.
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Speech frames in parametric form can be represented as a sequence of fixed-
dimension vectors, lending themselves to compression through vector quantization.

This article proposes a speech compression strategy based on vector quantization
of speech frames. The speech signal is viewed as a sequence of pitch-synchronous
frames, each frame being represented as a vector of speech parameters and com-
pressed through vector quantization.

The proposed technique uses a 2-dimensional self-organizing map [1, 2], in con-
junction with the K-Means clustering algorithm, to generate cluster centroids from
a speech training set. The set of centroids can be interpreted as a codebook, which
is used to quantize new vectors representing the frames. Speech frames to be quan-
tized are converted into a sequence of codebook indexes. When decoding the signal,
the sequence of indexes is mapped back into a sequence of speech frames extracted
from the codebook. The recovered frames are used to reconstruct the speech signal
by means of an overlap-and-add operation.

2 Speech Signal Analysis

Speech is produced by the flow of air through the human vocal tract. When repre-
sented in digital form, a speech signal can be described by a sequence of samples in
time.

The instantaneous characteristics of a speech signal depend on the vocal tract
configuration (e.g. lips and jaws overture, tongue position and vocal chords vibra-
tion rate). During the speech production process, the speaker continuously modifies
his vocal tract configuration to produce a sequence of sounds composed of basic
units called phones. A phone can be defined as a speech segment whose acoustic
characteristics match a given pattern and are different from all other patterns.

In voiced speech (Fig. 1), vocal chords vibrate almost periodically. This is the
case, for example, when vowels are uttered. In this case, the speech signal is also
approximately periodic. The period of the signal varies according to the vibration
rate of vocal chords. Higher vibration rates correspond to shorter periods and higher
voice tones, while lower vibration rates produce longer periods and lower voice
tones. The frequency of the voiced speech signals is called pitch.

In unvoiced speech (Fig. 2), there is no vibration of the vocal chords. In this
case, the speech signal has lower energy compared to voiced speech and is typically
aperiodic, resembling a noise signal. This is the case for sounds such as s, f and sh.

Fig. 1 Example of voiced speech signal
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Fig. 2 Example of unvoiced speech signal

Fig. 3 Pitch synchronous speech frames

There can also be speech segments that have hybrid characteristics between
voiced and unvoiced.

Even though the characteristics of speech signals vary continuously with time,
it is possible to perform a discrete analysis of their acoustic features. This can be
achieved by dividing the speech signal into short term segments (frames). If the
frame length is short enough, we may consider that its acoustic features are approx-
imately constant.

The analysis of speech signals may be performed for fixed-length or pitch-
synchronous frames. In the first case, all frames have the same length and there is
a fixed overlap between successive frames. In the second case, which is the one we
adopted, pitch marks are positioned at signal peaks as show in Fig. 3. A frame is
defined as a speech segment centered at a pitch mark, beginning at the preceding
pitch mark and ending at the next pitch mark. Here, the samples on the right side of
a frame overlap the samples on the left side of the next frame. The distance between
pitch marks (referred to as pitch period) is related to the vocal chords vibration
frequency. In unvoiced speech segments, which are not periodic, pitch marks are
uniformly distributed in time (10 ms apart). In our work, the pitch marks were auto-
matically positioned by a specific algorithm.

The analysis frame is multiplied by an asymmetric window with the same num-
ber of samples as the frame and positioned at the central pitch mark of the segment.
We have used a concatenation of two half Hanning windows [3,4]: the first half cor-
responds to the left side of a 2N1 Hanning window, and the second half corresponds
to the right side of a 2N2 Hanning window. The window samples (beginning at the
origin) are given by the following expression:
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A windowed frame corresponds to the samples of the original frame with an
increased attenuation towards the edges.
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In the process of windowing, a window is positioned in such a way that its first
sample aligns with the central sample of the preceding window, and its last sample
aligns with the central sample of the next window. Windows positioned in this way
can be overlaped and added, allowing the reconstruction of the original signal from
its original windowed frames with no distortion.

3 Vector Quantization Applied to Speech Compression

Vector quantization is a classical data compression technique used in a variety of
applications, such as image compression, voice compression and speech recogni-
tion [5, 6]. It is a lossy compression technique, since it is not possible to recover all
the information contained in the original signal from a limited-size codebook [7].

In vector quantization, an input data set fv1; v2; : : : ; vN g containing N k-
dimensional vectors must be compressed. The task of a vector quantizer is to
map this input data set into another set fc1; c2; : : : ; cM g, with finite size M < N ,
also containing k-dimensional vectors. This new set is called codebook, and its
constituent vectors are called codevectors.

In the coding process, each vector in the input set will be mapped into a codevec-
tor. The new vector will be a quantized (approximate) version of the original vector.
We will assign a codebook index related to a windowed frame to each codevector.

Quantization introduces error in the representation of the input data. This error is
referred to as vector quantization error [6].

If d.:/ is a generic measure that represents the distance between two vectors (e.g.
the Euclidean distance), then the quantization error of a vector vi is given by the
distance between this vector and its quantized version q.vi /:

Qi D d .vi ; q .vi // (2)

When building a codebook, one aims at minimizing the mean quantization error
over all points of the input data set. The mean quantization error is given by:

QN D 1

N

NX
iD1

Qi (3)

In the quantization process, points that are similar to each other wil be grouped
in the same cluster, and thus mapped to the same codevector. The number of output
codevectors will depend on the sparseness of the input training data and also on the
compression rate to be achieved. The process of codebook generation is illustrated
in Fig. 4.

Once a codebook is generated, it can be used for data compression. The data to be
coded will also be a set of k-dimensional vectors. In the coding phase, the codebook
will be searched and, for each point in the input set, the closest codevector will be
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q.v1/ D q.v2/ D 	 	 	 q.vi / D c1
q.vi C 1/ D 	 	 	 q.vj / D c2

Fig. 4 Codebook creation: input data is grouped into class and a codevector is assined for each
class

Fig. 5 Speech frames coding

selected. So, a set of input vectors will be mapped into a set of codebook indices. In
the decoding phase, the indices will be mapped back into a sequence of codevectors.
The whole process is illustrated in Fig. 5 and Fig. 6.

The use of vector quantization for speech compression requires representation of
speech signal as a finite sequence of fixed dimension vectors. The windowed frames
of speech are variable length sequences of samples (the higher the pitch period, the
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Fig. 6 Speech frames
decoding

larger the number of samples). If we intend to use windowed frames as the basic
units to be quantized, they must first be transformed into fixed dimension vectors.
This process is called parametrization. Each windowed frame will be represented by
a vector of parameters associated with acoustic characteristics of the speech signal.
The more similar two windows are in terms of acoustic features, the closer their
parameter vectors will be.

In order to implement an efficient vector quantizer, we must define a set of pa-
rameters well suited for frame discrimination. It is important that these parameters
be uncorrelated, avoiding redundant information.

Once the parameter set is defined, a parameter vector is calculated for each win-
dowed frame of the training set. These vectors are grouped into clusters, and for
each cluster a centroid is calculated. The vector closest to the centroid is selected
as the codevector that represents the cluster and is included in the codebook. This
choice minimizes the mean quantization error of the vectors belonging to the cluster.

Different techniques can be used to generate the codebook. In the next section,
we will discuss the strategy implemented in this work, based on unsupervised neural
networks (2-dimensional Kohonen map).

The obtained codebook can then be used to encode speech signals. The coding
process consists of the following stages:

� determination of pitch marks and analysis frames;
� determination of the energy for each frame;
� determination of the parameter vector for each frame;
� mapping of frame vectors into codebook vectors and corresponding indexes.

To recover the speech signal from the received sequence of codebook indexes,
the decoder concatenates the windowed frames associated with each codevector.
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Fig. 7 Overlap and add of speech frames

A frame dictionary is thus required in the decoder, associating each codebook index
with a windowed frame. This dictionary is created in the training phase.

The amplitude of each windowed frame recovered from the dictionary is adjusted
so that its energy equals the energy of the original windowed frame. This prevents
the occurrence of envelope discontinuities in the reconstructed signal.

The signal is reconstructed by overlapping and adding the windowed frames after
gain correction. Frames are positioned in such a way that original pitch periods
are preserved. The pitch and rhythm curves of the reconstructed sentence will thus
match the original ones. This process is illustrated in Fig. 7.

When the windowed frames are positioned for the overlap-and-add operation, the
first sample of a frame does not necessarily align with the central pitch mark of the
previous frame, nor does the last sample of this frame align with the central pitch
mark of the next frame. This happens because the pitch period of the frame stored in
the codebook may be different of the original frame’s pitch period. This difference
in the superposition level of the windowed frames causes the reconstructed signal
to be distorted. The smaller the mismatch between pitch periods, the smaller the
distortion introduced by the overlap-and-add operation.
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4 Self-Organizing Maps

Self-organizing maps (SOM) are a kind of artificial neural network initially
proposed by Kohonen [1]. Its training phase consists of an unsupervised process,
which comprises 4 stages [7]:

� initialization;
� competition;
� cooperation;
� adaptation.

In the initialization stage, the following initial parameters of the network are
defined: dimension of the grid (1 or 2), network topology (leaf, cylinder or toroid),
initial neuron weights (their values can be defined randomly or through a specific
criterion).

The follow stages corresponding to the learning stage, where training data are
sequentially submitted to the network. In this stage, the vector x representing one
input data is presented to all neurons in the network, and the distance between this
vector and each weight vector w of network neurons is calculated. The neuron whose
weight vector is closest to the input is called the best matching unit (BMU) or winner
neuron. This stage is called competitive training [8, 9], and its main aim is to deter-
mine the most activated neuron for each input data. We use the Euclidean distance
as a measure of similarity between x and each weight vector w.

The BMU weights are then updated in order to move the winner neuron to-
wards the input data. The neurons in the neighborhood of the BMU are also updated
with an update factor that decays according to a Gaussian distribution curve around
the BMU. The activation function of the neighbourhood is given by the following
equation:

hi;j .n/ D exp

�
� d 2

i;j

2�2.n/

�
; n D 0; 1; 2; : : : (4)

where di;j is the distance between the winning neuron i and its neighbour j , and �
is the deviation adjusted at instant n. The rate at which � is updated is given by:

�.n/ D �0 exp
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�
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where �0 is the initial deviation and �1 is a constant. So, the radius of the neigh-
borhood decreases with time [7]. At the adaptation phase, the synaptic wheights of
the BMU and its neighbours are updated towards the input data x, according to the
following equation:

wj .nC 1/ D wj .n/C hi;j .n/.x � wj .n// (6)

where wj .n/ is the synaptic vector of neuron j and hi;j is a weight that determines
how closer wj should get to the input data x.
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This is known as cooperative process, because the winner neuron shapes the
neurons in its neighborhood. Finally, in the adaptive process, the weight vectors w
are updated towards each input vector x.

The input vectors are presented to the network until a stop criterion is satisfied.
This criterion can be the number or iterations or epochs (an epoch implies the pre-
sentation of all the training vectors to the network), or a minimum mean quantization
error between the centroids and the training vectors.

4.1 The U-Matrix

Self-organizing maps are a projection of a high dimensional data space onto a grid
of neuron locations that is usually embedded in a 1 or 2-dimensional structure. The
learning algorithm of a SOM is designed to preserve, in the map dimension, the
neighborhood relationships that occur in the high dimensional data space.

The use of the U-Matrix [10] was proposed for the analysis of the emergent
properties of the Kohonen map. The U-Matrix is a display of the distance between
two neurons on grid positions of the map, giving an idea of distance relationships of
the input data in the original data space.

4.2 Clustering and the K-Means Algorithm

The U-Matrix represents the distance between neuron weights, preserving the topol-
ogy neighborhood of input data that generally are in a higher dimensional space. It
is often difficult to determine the limits of each cluster. In several applications, the
U-Matrix is sufficient to determine the clusters and their boundaries. However, in
other applications, such as speech compression – addressed in this work – it is nec-
essary to determine not only the clusters but also the neuron that best represents
each cluster. The weight vector related to that neuron will be the chosen codebook
vector.

To perform this task, the K-Means clustering algorithm is applied to the U-
Matrix. The K-Means algorithm [11, 12] enables the creation of clusters from a set
of objects. The goal is to find prototype clusters that minimize the distance between
the prototype and the objects in the set.

The most popular algorithm used to deal with this problem is the iterative Lloyd
algorithm [13]. It starts by partitioning the set of input samples into k initial sets
either randomly or following some heuristic. Then, the mean point or centroid of
each cluster is calculated, which will be the initial prototype. After that, a new par-
tition is made by associating each point with the closest centroid. The centroids are
recalculated for the new clusters, and the steps are repeated until convergence is
reached.
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After convergence, a set of clusters and corresponding prototypes is obtained.
The prototypes are used as codevectors of the codebook.

5 Analysis Results

In this work, a Kohonen network was used together with the K-Means algorithm to
perform frame grouping based on acoustic characteristics of speech frames. Differ-
ent frames belonging to a speech database were presented in batch to the network.
Since adjacent speech frames tend to be highly correlated, they were randomly
ordered before training. The number of iterations in the batch training was high
enough to ensure the convergence of the quantization errors. At the end of the train-
ing phase, each neuron in the network represented a cluster of similar speech frames.

To test the accuracy and usefulness of this method of speech quantization, the
tests were divided in three phases. In the first phase, different speech parameters
were tested to establish which ones are best suited for speech frame discrimina-
tion. In the second phase, an analysis of different network topologies and training
strategies was made, in order to evaluate their influence in the quality of the created
codebook (which is directly related to the quality of reconstructed speech signals).
Finally, in the third phase a comparison was performed between results of the pro-
posed method and those produced by a popular perceptual coding algorithm.

The same speech database was used in the training and coding/decoding phases.
The speech database consisted of 100 sentences in Brazilian Portuguese uttered by
a female speaker . Sentences were chosen so as to guarantee a rich phonetic content.
Speech files were stored in wave format (linear PCM coding), 16 kHz sampling
rate and 16 bits per sample. The complete set of sentences contained about 52,000
frames of speech.

5.1 Parameter Selection Tests

The target of this analysis was to establish which parameters are best suited for
speech frame discrimination (i.e. to group frames into clusters). It is expected that
better parameters lead to a better reconstructed signal and also minimize the size of
the codebook for a certain quality.

Different sets of parameters (attribute vectors) were extracted from the speech
frames. For each parameter set, the related vectors were grouped into clusters in
order to create a speech codebook using the Kohonen network and the K-Means
algorithm. The different codebooks obtained were used to reconstruct the set of 100
sentences used in the training phase. The quality of these sentences was evaluated
and compared to identify the best set of parameters.
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The speech parameters chosen for testing are commonly used in applications
involving speech signal processing, and are widely referenced in the literature [14–
17]. They are:

� Left pitch period: number of samples between the beginning of the frame and the
central pitch mark.

� Right pitch period: number of samples between the central pitch mark and the
end of the frame.

� Zero-crossing rate: number of times the signal passes through zero, per units of
10 ms.

� Maximum and minimum rate: number of inflections in the waveform throughout
the frame, per units of 10 ms.

� Mel-cepstral coefficients [18]. This method computes the discrete cosine trans-
form (DCT) of the modulus of the signal spectrum in decibels. The spectrum
was computed using a 1024-point FFT. Before the modulus operation, the spec-
tral coefficients were filtered by a filter bank with 24 bands distributed on the mel
scale.

Different sets of mel coefficients were tested: the first six coefficients (Mceps
1-6), the first ten coefficients (Mceps 1-10) and the first twelve coefficients (Mceps
1-12).

The ITU-T standards for objective evaluation of speech quality [19, 20] were
used to compare the generated speech signals. These standards make use of psy-
choacoustics models, which are based on characteristics of the human hearing
system, and generate measurements that are analogous to those obtained by sub-
jective evaluations [21–23]. The objective evaluation algorithm used in this work
was the PESQ (Perceptual Evaluation of Speech Quality), described in the ITU-T
standard P.862 [20]. The PESQMOS measurements generated by the PESQ algo-
rithm range from 0.5 (worst case) to 4.5 (best case). The algorithm was used to
evaluate reconstructed speech signals.

Table 1 presents the main results for different parameter sets. These results were
obtained using the best configuration established in phase 2 of our tests (see next
section). We did not normalize the mel-cepstral coefficient values since these co-
efficients are proportional to their variances. On the other hand, the pitch period
parameters were normalized by the variance of the first mel-cepstral coefficient.

We can see that the best set is composed of 13 parameters: the first 12 mel-
cepstral coefficients and the left pitch period of the frame.

5.2 Topology and Training Strategies

In this section, we present an analysis of the influence of network topology and
training strategies on the final speech quality. A Kohonen network was employed
in the simulations, using the public domain SOM (Self-Organizing Map) toolkit,
available on the website of the Helsinki University of Technology [24].
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Table 1 Objective measurement for different parameter sets

Mceps
1-6

Mceps
1-10

Mceps
1-12

Left
Period

Right
Period

Zero
Cross Max/Min PESQMOS

X X 2.358
X X X 2.356
X X X 2.351
X X X X 2.334
X X X 2.331
X 2.311

X 2.306
X 2.165

Table 2 Network
performance as a function
of the number of neurons

Number of neurons PESQMOS

25 � 25� 625 2.330
40 � 40� 1;600 2.349
60 � 60� 3;600 2.358

The values of PESQMOS for objective measurements presented here correspond
to an average of 10 measurements obtained for different networks, each one trained
using all 100 sentences from the database.

5.2.1 Number of Neurons

Preliminary tests using the vector quantization method showed that there is a de-
pendence between the number of neurons in the network and the number of clusters
obtained by the K-Means algorithm. It was thus necessary to evaluate the influence
of the number of neurons for a fixed number of clusters. A network was trained with
a single sentence containing 440 frames, and the number of output clusters gener-
ated by the K-Means algorithm was set to 440. The main objective of this analysis
was to observe the network capability to generate a codebook with a different rep-
resentative codevector for each input vector. In the first test, a network with 21� 21
neurons was used (i.e. the number of neurons and clusters was similar); in the second
test, a network with 50�50 neurons was used (i.e. the number of neurons was about
six times the number of clusters). The objective measurement result was 1.816 for
the first test and 3.564 for the second one. An immediate auditive inspection showed
that the first speech signal was seriously degraded, while the second one presented
little audible degradation.

The influence of the number of neurons when training the network with all
database sentences (approximately 52,000 frames) was then analyzed. Table 2
presents objective measurements obtained for networks with different numbers of
neurons. As expected, an increasing number of neurons leads to better objective
measurement results.
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5.2.2 Neighborhood Adjustment

The neighborhood around the winner neuron, in which synaptic adjustments are
performed on training, is an important topological feature of the Kohonen map.
This neighborhood affects the quality of the codebook and, consequentially, of the
reconstructed speech signal. The objective of the present analysis is to evaluate the
influence of the neighborhood size. Three different neighborhoods were tested: a
neighborhood large enough to cover all network neurons, a neighborhood cover-
ing just the neurons around the winner neuron, and a variable neighborhood starting
with full network coverage and decreasing linearly along training until only the neu-
rons around the winner are covered. The objective measurement results are shown in
Table 3. We can see that the small and the decreasing neighborhoods led to similar
results, while the large neighborhood led to are covered stronger signal degradation.

5.2.3 Codebook Size

In this section, we investigate the influence of codebook size (the number of output
codevectors obtained by the K-Means algorithm) in the quality of reconstructed
speech signals. Theoretically, larger codebooks lead to more precise representations
of the original speech frames in the database, and thus to better perceptual quality
of the reconstructed signal.

Table 4 presents PESQMOS results for different codebook sizes. These results
were obtained using the full database for training (about 52,000 frames), a network
with 60�60 neurons and a decreasing neighborhood. As the table shows, the PESQ-
MOS value increased with the number of codevectors up to 1,000. However, with
3,000 vectors, we observed a reduction in the PESQMOS value. This is most likely
due to the fact that the number of neurons in the network is insufficient to repre-
sent 3,000 clusters. As shown earlier, there is a relationship between the number of
neurons in the network and the number of clusters to be formed.

Table 3 Network
performance as function
of neighborhood

Neighborhood PESQMOS

All neurons 2.241
Only neurons around the winner 2.429
Decreasing neighborhood 2.472

Table 4 Perceptual
performance as a function
of codebook size

Number of codevectors PESQMOS

20 2.058
100 2.226
500 2.341
1,000 2.415
3,000 2.382
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Thus, if we want to increase the number of codebook vectors in order to obtain a
better reconstructed signal, we may need to increase the number of neurons as well.

The training time of the neural network grows with the number of neurons in
the network, with the number of codebook vectors and with the number of speech
frames used to generate the codebook. For each of the examples above, the training
time needed was lower than 30 minutes using a Pentium IV microcomputer with a
clock of 3 GHz and 1 GB of RAM. The training time grows approximately linearly
with the size of the codebook and with the number of neurons.

5.3 Comparison with MPEG1-Layer 3

In order to evaluate the potential of the proposed technique for the compression
of speech signals, we conducted informal tests to compare our method with the
MPEG1-Layer 3 coder (MP3). MP3 is a compression technique vastly used in
portable players and the Internet. The distortion level of an MP3-encoded signal is a
function of the bit rate of the compressed bitstream. Higher bit rates (lower compres-
sion) produces higher quality signals, while lower bit rates (increasing compression)
produce lower quality signals.

To compare our method with MP3, a codebook with 500 codevectors was used.
The network was trained with a 100-sentence database and was generated by a
Kohonen network with 60 � 60 neurons and a decreasing neighborhood. The use
of this codebook resulted in a compression rate of 100x.

The MP3 codec was configured to operate with a constant bit rate of 8 kbps,
resulting in a compression rate of 30x. Compression rates of 100x render the speech
unintelligible. The employed coder was supplied with CoolEdit Pro 2.0 (Syntrillium
Software Corporation).

Table 5 presents the objective measurement results.
The results show that the proposed method has a compression rate about 3

times higher than MP3’s, while providing lower levels of signal degradation. It is
important to remark that the two methods produced different kinds of degradation.
While the vector quantization technique introduced signal discontinuity effects, the
MP3 technique at this bit rate resulted in a stifled signal, indicating the attenuation
of high frequency components.

Table 5 Comparison
between the proposed vector
quantization technique and an
MPEG1-Layer 3 codec

Compression type PESQMOS

Without compression 4.500
Vector quantization (100x

compression rate)
2.343

MPEG1 - Layer 3 (30x
compression rate)

1.904



Vector Quantization of Speech Frames Based on Self-Organizing Maps 215

6 Conclusion

In this work, we present a method for speech compression based on vector quantiza-
tion. The method uses pitch-synchronous frames as basic speech units. The frames
are represented in parametric form and grouped in clusters, according to their acous-
tic characteristics.

A Kohonen network in conjunction with the K-Means algorithm was used to
perform frame clustering. K-Means was used because better results were obtained
when the number of neurons in the network was larger than the number of clusters,
allowing more than one neuron to represent the same cluster.

Experimental results showed that the proposed method was successful in group-
ing speech frames coherently. Subjective and objective tests were performed to
evaluate the quality of the reconstructed signals. Objective results obtained with
the PESQ algorithm were presented.

Frame parametrization is an important step in frame grouping. Among the an-
alyzed coefficients, the mel-cepstral ones seemed to preserve relevant acoustic
characteristics of the frames. Better results were obtained using a higher number
of mel coefficients (12). The quality of reconstructed speech signals increased with
the size of the codebook and the number of frames used to train the neural network
(speech database).

The vector quantization method proposed here showed promising results for ap-
plications involving speech compression. Speech sentences coded with the proposed
method and with an MPEG-1 Layer 3 codec were compared using an objective
speech quality algorithm (PESQ). The vector quantization method here led to better
results.

In the next steps of this work, other speech parameters will be analyzed, such as
linear prediction coefficients (LPC), linear prediction cepstral coefficients, spectral
coefficients and mel/bark spectral coefficients. Growing self-organizing maps will
also be studied as an alternative to improve neuron grouping and avoid the use of
K-Means algorithm. Finally, better strategies of initializing neuron synapses, using
real frame samples from the database, will also be studied.
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The Use of Bayesian Networks for Heart
Beat Classification

Lorena Sophia Campos de Oliveira, Rodrigo Varejão Andreão,
and Mário Sarcinelli-Filho

Abstract This work proposes to use a static Bayesian network as a tool to sup-
port medical decision in the on-line detection of Premature Ventricular Contraction
beats (PVC) in electrocardiogram (ECG) records, which is a well known cardiac
arrhythmia available for study in standard ECG databases. The main motivation to
use Bayesian networks is their capability to deal with the uncertainty embedded
in the problem (the medical reasoning itself frequently embeds some uncertainty).
Indeed, the probabilistic inference is quite suitable to model this kind of problem,
for considering its random character; as a consequence, random variables are used
to propagate the uncertainty embedded in the problem. Some topologies of static
Bayesian networks are implemented and tested in this work, in order to find out the
one more suitable to the problem addressed. The results of such tests are discussed
in details along the text, and the conclusions are highlighted.

Keywords Bayesian Networks � Decision-Support Systems � PVC Detection �
Uncertainty �Medical Informatics

1 Introduction

Since the early nineties Bayesian networks (BN) have been explored in the devel-
opment of computer systems for medical applications. In fact, Bayesian network is
a promising tool for acquiring expert knowledge, since it handles the uncertainty in
a natural way and deals with missing data through inference methods [11].

Most medical applications adopting BN are related to diagnosis, treatment se-
lection, planning, and prognosis prediction [11], issues frequently related to a high
level decision making. A remarkable example, in such a context, is the growing
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usage of artificial intelligence tools in e-health applications [3,4]. In such a context,
a very promising research field is the remote monitoring in cardiology. The vital
signals of a monitored patient, specially the electrocardiogram (ECG), are recorded
24 h a day by a health center and his/her condition is followed up. Thus, automatic
ECG analysis can be carried out to identify risky events and generate proper alarms.
The particular interest for ECG is due to its efficiency in the diagnosis of cardiac ar-
rhythmias and the great incidence of cardiac diseases in industrialized countries [8].

Most systems developed for ECG analysis use heuristic rules, fuzzy logic, neural
networks or statistical approaches as decision tool [1, 2]. An example of a heuris-
tic approach for PVC classification is presented in [1], where the limitation of the
heuristic rule is overcome by using regions of certainty related to the possible values
of a given variable. On the other hand, statistical approaches are built after a learn-
ing phase based on a set of selected examples. Thus, the classification capability of
this group of approaches is highly dependent on the information previously learnt.
However, they embed a certain potential of evolution (through the use of a new set
of examples in the learning phase), making them very attractive.

Since the last decade, neural networks are in evidence to cope with the problem
of arrhythmia classification [6, 9]. However, they are considered as black boxes,
because the medical expert can only have access to their inputs and outputs, and
the network itself can not be easily interpreted and configured by him. Another
characteristic associated to the use of neural networks is their lack of flexibility to
adapt themselves to new examples, since the learning procedure demands a large set
of examples.

In this context, this work evaluates the performance of the Bayesian network
framework as a tool to assist the cardiologist in the diagnosis of premature ventricu-
lar beats. To the extent of the authors’ knowledge, such framework has not been used
yet for the particular problem of beat-classification, which gives more importance
to the work. Different network configurations are tested, including one for which
information coming from more than one ECG lead is fused, aiming at exploring the
complementarities among ECG leads, as the medical expert frequently do.

2 Methodology

People often need to deal with uncertainty in order to make a decision, which is
particularly important in the medical domain. The Bayesian network is a formalism
that allows representing and reasoning over problems involving uncertainty [11].
The Bayes’ theorem plays an important role in such a framework, being used to
compute P.AjB/, the conditional probability of the occurrence of an event A given
the evidence B , considering that the event B has been observed.

Such theorem states that

P.AjB/ D P.BjA/P.A/
P.B/

;
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where P.AjB/ is the a posteriori probability of A given B , P.BjA/ is the a pos-
teriori probability of B given A, P.A/ is the a priori probability of A, and P.B/
is the a priori probability of B . Based on this theorem, the BN works on the causal
relations between random variables. It is a graphical representation in which nodes
represent random variables with some uncertainty associated to them, and arcs indi-
cate the direct causal relations between the connected nodes [12]. Thus, the BN can
model the knowledge of a specialist in an intuitive way.

Therefore, the BN basically consists of a set of variables and a set of arcs link-
ing them, forming a direct acyclic graph. For the discrete case, each variable has a
limited group of mutually exclusive states, and the causal relation between a dis-
crete random variable A and its parents b1; : : : ; bn is given by a table of conditional
probabilities P.Ajb1; : : : ; bn/. For a continuous random variable A, by its turn, the
conditional probability is given by a probability density function (pdf).

Another characteristic of a Bayesian Network is that even if two nodes are not di-
rectly connected, there is dependence among them, because whenever new evidence
is included in the network the probabilities are redistributed to all nodes.

This approach has been employed in intelligent systems designed to generate
possible solutions for several types of problems, like medical diagnosis.

2.1 ECG and PVC

Electrocardiography is the most commonly used exam in cardiology, standing out
for being fast, cheap and non invasive [7] (compared to other exams available in
cardiology). It is simply a record of the heart electrical activity gotten from differ-
ent leads (the electrocardiogram - ECG), and the characterization of a cardiopathy
corresponds to specific modifications in the shape of the waveform associated to
each beat. An illustration of part of an ECG record is shown in Figure 1, where the
elementary waveforms and time intervals are identified.

Fig. 1 Heart beat observed in an ECG record, with elementary waveforms and time intervals
identified [1]
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Fig. 2 An ECG segment showing a PVC beat (the third one)

This work deals with a particular type of arrhythmia perceivable in the ECG
signal, the premature beats (PVC), which are caused by the advanced electric acti-
vation of the ventricles, compared to the normal activation coming from the sinus
node (heart’s natural pacemaker). In the ECG signal, this arrhythmia is character-
ized by a premature QRS complex followed by a compensatory pause. In addition,
the P wave is not observed before the premature QRS complex, whose wave is wider
than in the normal case (see Figure 2).

The automatic classification of PVC, using the theory of Bayesian networks, is
the objective of this work. Several BN structures have been implemented and tested,
aiming at identifying the network configuration with better performance, as it is
discussed hereinafter in the chapter.

2.2 Designing a Bayesian Network for PVC Classification

There are at least four steps involved in the design of a Bayesian Network, namely
‘Identify Random Variables and Evidences’, ‘Identify Rules and Causal Relations’,
‘Process the Signal and Estimate the Parameters of the Bayesian Network’ and ‘Val-
idate the Results’ (see Figure 3).

Identify Random Variables and Evidences: To perform the appropriate diagnosis of
any disease, the first step it is to identify all the random variables and the evidences
or observations necessary to deliver the most likely cause of that set of evidences
(this is what the medical expert does).

In the case of PVC beat classification, the medical expert, in general, classifies
each beat looking for the sinus rhythm and the shapes of the beat waveform in the
ECG. The analysis is locally performed, since the main interest is to distinguish
normal and abnormal beats. Moreover, most times the medical expert has several
leads (or channels1) at his hands.

However, the evidences are usually not obtained directly from the ECG sig-
nal. Actually, it is generally necessary to process the signal in order to extract the

1 The word channel will be used hereinafter, instead of the word lead.
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Fig. 3 Steps involved in the
design of a Bayesian Network

evidences. In this work, the evidences corresponding to the distance between the
peaks of two consecutive QRS-complexes and the QRS-complex shape are pro-
vided by a framework based on the hidden Markov model, developed by Andreão,
Dorizzi and Boudy [1]. Therefore, such framework corresponds to the layer number
zero of the system here proposed to identify the occurrence of a PVC beat.

Identify Rules and Causal Relations: After defining the random variables (the
nodes of the Bayesian Network), the rules and causal relations are established
through the arcs connecting pairs of nodes.

The second step is then to use the BN to combine the evidences through a
structure composed of some types of random variables (hidden versus observable,
discrete versus continuous), modeled by probability functions [5,10,13]. Such prob-
ability functions are obtained after a training phase, where the expert’s knowledge
is learnt (e.g. through using labeled databases).

In this work, only observable nodes are used, i.e., during network training the
evidences of all nodes are available through the labels of each heart beat. Moreover,
the database is composed of ECG signals from two different channels, where each
channel is assigned to an ECG lead. Consequently, the evidence of each channel can
be combined in the network, similarly to what is done by the medical expert before
classifying each beat.

The network is formed by discrete and continuous variables. The discrete vari-
ables are the nodes corresponding to the PVC Beat, the Premature Beat and the
Ventricular Beat. On the other hand, the continuous variables are RRC1 and RRC2,
which correspond to the R-R interval (time interval) between the two last beats de-
tected in channels 1 and 2, respectively, and LLC1 and LLC2, which represent the
likelihood that the QRS complex belongs to a normal beat, obtained from the last
detected beat in channels 1 and 2, respectively.

In some of the implementations tested here it is adopted a suffix BA or BP for
the nodes RR and LL, which mean, respectively, previous beat and following beat.
The suffix BA means that the corresponding vector is a one-beat delayed version
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of the vector containing the beat under analysis. This way, the vector ‘Premature
Beat BA(i)’ contains the value of the variable ‘Premature Beat(i-1)’. By its turn,
the suffix BP means that the vector to which it is associated contains the values
correspondent to the beat following the current one. Thus, the vector ‘LLC1 BP(i)’
contains the values correspondent to the vector ‘LLC1.i C 1/’.

The variables are then connected according to their causal dependences. At this
point, it is important to stress that a PVC beat is detected every time the beat is
Premature and Ventricular. Therefore, the dependencies between the nodes PVC
Beat, Premature Beat and Ventricular Beat are quantitatively represented by a table
of conditional probabilities with binary alternatives V (True) and F (False), since
the corresponding nodes are discrete.

On the other hand, a beat is said to be Premature when the interval between its R
wave and the R wave of the previous beat is shorter than the normal one, which is
calculated as the R-R interval. Furthermore, a beat is Ventricular when the morphol-
ogy of the QRS-complex is larger than the normal one, what is computed from the
likelihood of the QRS-complex associated to a normal beat. These four continuous
random variables, LLC1, LLC2, RRC1 and RRC2, are qualitatively represented by
Gaussian probability density functions (pdf).

The causal relations quantified through the values of the conditional probabilities
are illustrated in the directed graph of Figure 4, which corresponds to the Bayesian
network implemented here. Notice, however, that such network is just a general
model, which was something changed for each case tested here, as detailed in the
next section.

Process the Signal and Estimate the Parameters of the Bayesian Network: The sta-
tistical behavior of the continuous variables, represented by the R-R interval and the
QRS likelihood, was studied using a training set of examples in order to estimate
their probability distributions accordingly. Thus, the histogram of the QRS-complex
likelihood and the R-R interval, for the Normal and Ventricular beat types, were
built, and four Gaussian functions were adopted to approximate the histograms.

The values of the R-R interval and the QRS-complex likelihood have been nor-
malized, for a better discrimination between the normal, the premature and the
ventricular beats. Actually, there is a great variability in the beat morphology among
individuals, and the effect of this variability can be reduced through normalization.
For doing that, we have taken the R-R interval between the last two detected nor-
mal beats to normalize the current R-R interval, and the same has been done for the
QRS-complex likelihood, considering the last normal QRS-complex.

Fig. 4 General kernel of the
Bayesian networks adopted
in this chapter
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Table 1 Representation of the Confusion Matrix for the classification of Normal and PVC beats

Classification of the Bayesian network

Database Labels Normal PVC Total

Normal a b aC b

true positives false negatives total amount of labeled
Normal beats

PVC c d c C d

false positives true negatives total amount of labeled
PVC beats

Total aC c b C d aC b C c C d

total amount of beats
classified as Normal
beats

total amount of beats
classified as PVC
beats

The estimation of the BN parameters is accomplished through a learning phase
using a set of examples labeled by a physician. Since there is only observable nodes,
the learning algorithm based on the classical junction-tree method [12] has been
adopted, which maximizes the probability of the observations given the model.

Validate the Results: The validation of the use of the BN in the problem of beat clas-
sification is performed through the use of ECG databases composed of long-term
ECG records containing a representative set of labeled beats. The results obtained
by the BN are compared to the labels assigned by a cardiologist, in order to get some
performance indexes for the proposed classifier.

The network successes and mistakes are used to build a Confusion Matrix (see
the structure of such matrix in Table 1), which allows visualizing the errors and
checking the quality of the classification obtained (false negatives and false posi-
tives). From such matrix, four performance indexes, sensitivity, specificity, positive
predictivity and negative predictivity, are calculated, whose characterization is as
follows:

� the sensitivity is defined as a=.a C b/, and represents the capability of the
network of recognizing true positives. In this case, this index gives the proba-
bility that the classification is ‘Normal’ when the label of the physician is also
‘Normal’;

� the specificity is defined as d=.cCd/, and represents the probability that the sys-
tem classifies a beat that is not ‘Normal’, thus expressing the capability of the
system to identify true negatives. In the present case, such index represents the
probability of a classification as ‘PVC’ when the label of the physician is also
‘PVC’;

� the positive predictivity is defined as a=.a C c/, and, in the present case, indi-
cates the degree of certainty of the hypothesis ‘Normal Beat’ when the diagnosis
offered by the system is positive (in this case, ‘Normal’);

� the negative predictivity is defined as d=.b C d/, and, in the present case, indi-
cates the degree of certainty of the hypothesis ‘PVC Beat’ when the diagnosis
offered by the system is negative (in this case, ‘PVC Beat’).
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3 Experiments

Several topologies of static Bayesian networks were implemented, tested and vali-
dated in this work, using the ECG records available in the MIT-BIH (1997) database.
The main kernel from which the tested Bayesian networks were generated is the one
presented in Figure 4. From such basic structure some other structures were derived
and tested, aiming at comparing results and identifying the more suitable structure
for the problem being addressed.

3.1 Results for Different Topologies of Static Bayesian Networks
Using the MIT-BIH Database

The ECG records available in the database were split in two sets, one for training
the network considered and the other for testing it. The first phase, the training
one, corresponds to the adjustment of the quantitative part of the network, i.e., the
adjustment of the probability tables. The second phase, the test one, by its turn, is
adopted for checking the reliability of the result of the classification process. Finally,
it is worthy mentioning that in all cases the network implementation was performed
using the BN Toolbox for MATLAB R� (2002).

3.1.1 Bayesian Network with Empirical Estimation of the Probability Tables

As a first step, the probability tables associated to all nodes of Figure 4 were em-
pirically estimated. The estimation associated to the discrete nodes was performed
through a try-and-error procedure, resulting in the values presented in Table 2. Such
values were estimated using the same set of beats reserved for training the Bayesian
networks. The results of the test phase for the network thus implemented are shown
in Table 3. As it can be observed from the table, the negative predictivity value is not
good, meaning that the structure thus implemented is a bad classifier for PVC beats.

Then, a Bayesian network using the Bayesian inference for both training and
testing (thus being able to adapt its parameters) will be adopted hereinafter.

Table 2 The probabilities
empirically estimated for the
discrete nodes

PVC Probability

V 40%
F 60%

PVC Premature Beat % PVC Ventricular Beat %

F F 95% F F 95%
V F 5% V F 5%
F V 5% F V 5%
V V 95% V V 95%
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3.1.2 Bayesian Network Having only Observable Nodes

Considering the same structure of Figure 4, this new approach has the objective
that the network itself learns and changes its parameters, in the training phase. This
means to implement the Bayesian learning paradigm, with the goal of improving the
network performance, for what the algorithm ‘learn params em’ [12] was adopted.
The learning procedure considers just observable nodes, so that to each node in the
network it was assigned an exact value. For the testing phase, all the nodes in the
network were considered as observable nodes, except for the node ‘PVC’, since this
is the hypothesis being classified.

Then, the parameters of the network were adjusted, based on the same train-
ing dataset, and the results obtained, using the same test dataset, are presented in
Table 4. From Tables 3 and 4, one can notice that the negative predictivity value ob-
tained in Table 4 is much better, making clear that the system performance improves
meaningfully when using the Bayesian learning, in the training phase, to estimate
the value of each variable.

Aiming at improving this result, the next step is to implement a Bayesian network
having observable and non-observable variables.

3.1.3 Bayesian Network with Observable and Non-observable Nodes

In this new simulation, it was considered the same Bayesian network of Figure 4,
whose training was also the same presented in the previous experiment, what means
that the learning procedure considered only observable nodes. However, there is a
difference in the testing phase: only the nodes ‘RR’ and ‘LL’ are observable.

The classification results for this approach are presented in Table 5. Comparing
the results presented in the last two tables, one can notice that the Bayesian network
with observable and non-observable nodes leads to better classification. The good
results obtained in Table 5 also confirm that the methodology based on Bayesian
networks is a powerful tool for learning and classification. Therefore, from the re-
sults so far obtained we can state that we have obtained a classifier that exhibits
good performance, from the comparison of the results obtained with the Bayesian
network with the labels defined by the medical specialists.

Table 3 Results obtained
with the Bayesian network
with probabilities empirically
estimated

Index Value

Sensitivity 89,78%
Specificity 82,16%
Positive predictivity 98,83%
Negative predictivity 32,34%

Table 4 Results obtained for
the Bayesian network with
Bayesian learning and
considering all nodes as
observable nodes

Index Value

Sensitivity 99,35%
Specificity 77,82%
Positive predictivity 98,69%
Negative predictivity 87,75%
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Table 5 Results considering
Bayesian learning and
observable and
non-observable nodes in the
testing phase

Index Value

Sensitivity 99,69%
Specificity 79,53%
Positive predictivity 98,79%
Negative predictivity 93,92%

3.1.4 Some Remarks About Using Bayesian Networks

The use of Bayesian networks represents an approach able to deal with the uncer-
tainty through its probabilistic representation, working with incomplete and random
data in its inference engine.

So far, the learning and classification capabilities of such network have been ver-
ified, the best results being obtained when using observable and non-observable
nodes (Table 5). The training method adopted was the ‘learn params em’ [12],
while the testing algorithm implemented was the junction-tree [12].

The next step of this work is to use a strategy similar to a fusion of different ECG
channels. To do that, two ECG channels are used, as well as information about the
previous beat (the last classified beat), aiming at improving the performance of the
classifier, mainly in terms of the specificity. In order to accomplish such task it was
necessary to use another ECG database, the QT database, because the records from
the MIT-BIH database had problems during the processing of the channel two in
the layer zero (beat segmentation) of our system. The idea is just to study how the
strategy of channel fusion affects the system performance.

3.2 Results for Different Topologies of Static Bayesian Networks
Using the QT Database

In the experiments reported in the sequel 82,509 labeled heart beats obtained from
the QT database were used, 75% of them selected as the training set (58,744 beats)
and 25% (23,765 beats) employed as the test set. It is worth noting that only 5.5%
of the total amount of beats corresponds to premature ventricular contraction (PVC)
beats.

3.2.1 Bayesian Network Using Channel Fusion and Previous
Beat Information

Different Bayesian networks topologies were implemented and evaluated employ-
ing two ECG channels and information about the beat previous to the one currently
being analyzed. The best results (presented in Table 6) were obtained with the
Bayesian network topology of Figure 5.
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Table 6 Classification
results for the Bayesian
Network of Figure 5

Index Value

Sensitivity 99,98%
Specificity 78,15%
Positive predictivity 99,72%
Negative predictivity 98,33%

Fig. 5 Bayesian Network using channel fusion, i.e., employing information from channels 1 and
2 (C1 and C2), plus the information about the last beat (BA nodes)

Despite the fact that it was used two different ECG databases, the results of
Tables 5 and 6 are very close. Specifically speaking, the negative predictivity value
is quite similar to the positive predictivity value. Nevertheless, this comparison is
not conclusive since the databases are different.

The next step is to build another network, now using information about the next
beat, in order to verify which of the two networks, the one using information about
the last beat or the one using information about the next beat, effectively improves
system performance.

3.2.2 Bayesian Network Using Channel Fusion and Next Beat Information

In this experiment, a Bayesian Network was built using information coming from
the two ECG channels once more, but now including information about the next
beat, which means that the classification of a heart beat depends on the information
about the next beat (BP), thus delaying the classification result by one beat.

Different topologies have been evaluated and the best results were achieved
considering the one presented in Figure 6. The corresponding results for beat clas-
sification are shown in Table 7.

Comparing the Bayesian Networks using information about the previous beat
and about the next beat (Figures 5 and 6), it is observed that the performances are
quite similar. However, considering the fact that the goal is to improve specificity
(since it is important for PVC classification and it is the only value below 90 %),
the best topology is the one of Figure 6. On the other hand, if the goal is to improve
negative predictivity, the best topology is the one of Figure 5.

The next step is to assess the impact of the channel fusion in the system perfor-
mance by excluding the nodes related either to the previous or the next beat.
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Fig. 6 Bayesian Network using channel fusion, i.e., employing information from channels 1 and
2 (C1 and C2), plus information about the next beat (BP nodes)

Table 7 Classification
results for the Bayesian
Network of Figure 6

Index Value

Sensitivity 99,95%
Specificity 78,48%
Positive predictivity 99,72%
Negative predictivity 95,56%

a b

Fig. 7 Bayesian Network using only one channel: (a) channel 1 (C1) (b) channel 2 (C2)

3.2.3 Bayesian Network Using a Single ECG Channel

Two Bayesian Network topologies were implemented and tested, one using only in-
formation provided by channel 1 (Figure 7(a)) and the other using only information
provided by channel 2 (Figure 7(b)). The classification results for both of them are
presented in Table 8.

At a first glance, it is clear that the network using information from channel 1
performs better than the other one. The main reason for that is the signal-noise ratio,
which is worse for channel 2. Moreover, the specialists suggest that channel 1 should
be normally used for diagnosis while channel 2 provides redundancy to confirm the
diagnosis, whenever possible. Nevertheless, the results using only one channel are
worse than those using channel fusion, what confirms that channel fusion is the best
solution.

In order to estimate the contribution of the channel fusion to the system perfor-
mance, another Bayesian Network was built, based on the topologies of Figures 6
and 7, now discarding the information about the next or the previous beat, as dis-
cussed in the sequence.
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Table 8 Results for the
Bayesian Networks of
Figures 7 (a) and (b),
respectively

Index Value Value

Sensitivity 99,85% 99,98%
Specificity 75,50% 53,31%
Positive predictivity 99,69% 99,40%
Negative predictivity 86,69% 96,99%

Fig. 8 Bayesian Network using channel fusion. (a) RR interval from both channels (RRC1 and
RRC2). (b) RR interval just from channel 1 (RR)

Table 9 Classification
results for the Bayesian
Network of Figure 8 (a) and
(b), respectively

Index Value Value

Sensitivity 99,99% 99,96%
Specificity 72,19% 78,15%
Positive predictivity 99,64% 99,72%
Negative predictivity 98,64% 96,33%

3.2.4 Bayesian Network Using only Channel Fusion

Two Bayesian Network topologies using channel fusion were implemented and
tested (see Figures 8(a) and 8(b)). One topology uses two nodes RR and the other
one just one node RR. The difference is because the RR interval is obtained in
the segmentation phase, which may be influenced by the bad quality of the signal
in channel 2, thus generating many segmentation errors for such channel. Then,
we have decided to compare the network using the RR interval information from
channel 1 with the network combining the RR interval from both channels, thus
generating the topologies of Figure 8. The classification results for such topologies
are presented in Table 9.

Comparing the performances of the topologies of Figure 8, it is observed that for
negative predictivity the topology using RR intervals from both channels (second
column of Table 9) is better than the one using only the RR interval from channel 1
(third column of the same table). On the other hand, considering only the specificity,
the ability of detecting PVC beats, the topology of Figure 8 (b) performs better (third
column of Table 9).

It is worth noting that Bayesian Network using channel fusion and next beat
information (Figure 6) and the Bayesian Network employing only channel fusion
(Figure 8(b)) present specificity values very close (the difference is of 0,33%). From
that, it can be concluded that implementing the Bayesian Network of Figure 8(b)
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with less nodes in the particular problem of PVC detection, one can have a simpler
topology, less computational effort and classification performances very similar to
more complex topologies (loosing just 0,33% in terms of specificity).

Finally, it is important to stress that the best topologies are those which take into
account the information provided by both channels, a result that is fully compatible
with the results associated to information fusion.

3.2.5 Discussing the Results Obtained with the QT Database

The best Bayesian Network topology, in terms of sensitivity and specificity, is the
one which combines information coming from the two ECG channels.

Although it has presented a small number of false positives (normal beats
detected as PVC beats), the specificity (number of true PVC detected) has not im-
proved enough to be as good as the state of the art for that database [1,3]. The main
reason for that is the small number of PVC examples available in the database used
(approximately 5.5%), compared to the normal ones, what makes the network train-
ing for this class of beats a difficult task. However, the performance results obtained
so far validate the use of Bayesian Network as a tool for heart beat classification,
which is the main contribution of this work.

4 Conclusion

In this work the Bayesian network framework (BN) has been applied to the particu-
lar problem of heart beat classification. According to the physician approach when
classifying premature ventricular beats (PVC), different BN structures were imple-
mented and tested using the MIT-BIH and QT databases, two labeled databases
containing representative sets of long-term ECG records. The BN which presented
the best results, in terms of sensitivity and specificity, was the one that combined in-
formation provided by two ECG channels (thus implementing a kind of data fusion).
However, it was evaluated using only the data available in the QT database.

The results obtained confirm that the combination of different ECG channels
improves the performance of the classifier, and demonstrate the viability of us-
ing Bayesian networks as a tool to classify this kind of signal as well. Indeed, the
Bayesian networks represent an efficient model, for allowing the representation, in
the same model, of quantitative and qualitative knowledge.

Another statement based on the results here presented is that the training of the
Bayesian networks implemented was restricted because of the low number of PVC
beats available in the QT database. This statement is clearer when the better result
obtained is compared to the equivalent result obtained using the MIT-BIH database,
in which a greater number of PVC beats is available. Thus, in order to improve
the performance of the network it is necessary to change the database adopted, to
get more examples of PVC beats for training the classifier and thus getting better
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results in the classification step. However, the available databases do not have more
labeled PVC beats than the one used here. As an example, we can mention the
AHA database (2008 edition), which contains just 4,600 beats labeled as PVC beats,
although containing 200,000 beats labeled as normal beats. Thus, the sequence of
this work will be developed using the MIT-BIH database, which contains more PVC
beats than the QT database, in absolute numbers, although corresponding to a lower
percentage of the total amount of labeled beats.
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A Histogram Based Method for Multiclass
Classification Using SVMs

Sandro Tomassoni Coelho and Carlos Alberto Ynoguti

Abstract SVMs were primarily proposed to deal with binary classification. In this
work an alternative O.log2.n// method for multiple classes classification using
SVMs is proposed. Experimental results showed that it can be 23 times faster than
the one vs one method, and 1.3 times faster than the one vs all classic methods, with
the same error rate. Tests were performed on a speaker independent, isolated word
speech recognition scenario.

1 Introduction

The technique of Support Vector Machines, first proposed in the late seventies [1],
has now receiving increasing attention.

The main idea behind this method is to use a hyperplane as the decision surface
in such a way that the separation margin between positive and negative examples
is maximized. Traditional techniques such as multilayer perceptron neural networks
try to minimize the empirical risk, (frequency of errors made by the learning ma-
chine on the training samples set). On the other side, the SVM technique searches
for structural risk minimization, that implies the realization of the best generaliza-
tion performance by matching the machine capacity to the available training data
for the problem at hand. Therefore, the goal of this technique is to find, among the
systems with the minimum training error, the simpler one (the one with the least
complexity).

SVMs are characterized by the use of kernels, lack of local minima, and sparse
solution. The use of kernels make it possible to map the input data into a high
dimensional space, easing the classification task.

Originally, the SVM technique was proposed to perform binary classification, so
extension methods are necessary to make it possible to deal with multiple classes.
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There are two ways to achieve this goal: the first is by combining several binary
classifiers (“one against one”, “one against all”, DAG, ECOC, MOC, among others);
the second form considers all the classes in the optimization problem formulation.
In general, the first form is preferred, because it’s simpler to solve several binary
classification problems than a single problem with several classes. In this work,
only the former approach is considered.

This work describes a new such technique, that was proven to be faster than the
existing ones, with the same performance in terms of error rate. In the next section,
the main techniques are presented in order to provide a comparison background for
the proposed one.

2 SVMs for Multiple Classes

2.1 One vs One

This method was introduced by Knerr [8], and later, the Max Wins strategy was
proposed by Friedman [10].

If n is the number of classes, one binary classifier is trained for each of the pos-
sible two classes combinations. This procedure will generate n.n � 1/=2 binary
classifiers.

The most popular method to test the system after all n.n�1/=2 binary classifiers
are constructed, is to submit the unknown sample x to all classifiers. Then x is
predicted in the class with the largest number of votes (max wins strategy).

The advantages of this method are it’s easy understanding and implementation,
besides a good performance. The disadvantage is the huge number of binary classi-
fiers (n.n � 1/=2), which means a great memory and computational load (O.n2/).

2.2 One Against All

This was probably the earliest implementation for SVM multi-class classification
[12]. If n is the number of classes, this method constructs n SVM models in the
following way: the i th SVM is trained with all examples in the i th class with positive
labels, and all other examples with negative labels.

Again, in the testing step, the unknown sample x is submitted to all of the n
classifiers. In general, only one of the classifiers will give a positive value for the
separate class, and this is the classification criterion. In some cases, it is possible
that more than one classifier give a positive output for the separated class; in this
case, the one with the highest output is selected.

The advantage of this method is the small number of classifiers, leadig to memory
savings and faster classification. However, the training stage is very time consuming,
because each SVM must be trained with all training samples.
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2.3 DAGSVM

Platt e co-authors [14] suggested a tree based algorithm named DAG (Directed
Acyclic Graph Support Vector Machine). In this method, the training step is the
same as the one against one method by solving n.n � 1/=2 binary classifiers. How-
ever, in the testing step, this method uses a directed acyclic graph with n.n � 1/=2
nodes and n leaves. Each node is a binary SVM of i th and j th classes. Given a test
sample x, starting at the root node, the binary decision function is evaluated. Then
it moves either left or right depending on the output value. The process is repeated
for each level, until a leaf is reached, which indicates the predicted class.

To illustrate this method, let us consider a simple example with 4 classes, shown
in Figure 1: in the initial node, all the four classes are active (the active classes are
indicated by the numbers in italics at each node side). The test sample x is initially
submitted to the SVM corresponding to the classes 1 and 4. If this SVM decides that
the test sample is not from class 1 then, for the next level, the SVM corresponding
the classes 2 and 4 will be selected; otherwise, the SVM corresponding to the classes
1 and 3 will be selected. This process goes until one leaf is reached.

An advantage of this method is the low computational cost in the test step, when
compared with the previous methods. In fact, a benchmark conducted by Hsu and
Lin [11] indicated that the “one against one” and the DAGSVM methods are more
suitable for practical use than other methods.
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Fig. 1 Example of the DAGSVM method. The numbers in italics indicate the classes that are still
active
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Another benchark test, conducted by Platt [14] suggests that the performance of
the DAGSVM is the same or a little better than the “one against one” and “one
against all” methods.

3 The Histogram Pruning Method

This is the contribution of this work, and is based in the “one against one” method:
the training step is the same, and modifications were made in the test step in order
to lower down it’s computational cost.

The idea of this technique arose by observing the behavior of the “one against
one” method: if n is the number of classes, then the winner class can receive no
more than n�1 votes. Furthermore, in our tests, with n D 50 classes, it was verified
that the winner class received all the n� 1 D 49 possible votes in the great majority
of the cases, as shown in Table 1.

From the Table 1, it can be seen that in 97.66% of times, the winner class received
49 out of 49 possible votes and in 2.16% of times, the winner class received 48 out
of 49 possible votes. The occurence of less than 48 (n�2) votes for the winner class
was very low.

With these results in mind, the following strategy was outlined: if a test sample
x is submitted to the classifier for the classes say i and j , then if this classifier
decides that x is more likely to be from class say i than class j , then class j will
not receive the maximum allowed number of votes (n � 1). In this case, class j
will not be considered anymore. In other words, this strategy seeks for the class that
will receive the maximum allowed number of votes (n � 1); if a given class fail in
some of the contests, it will be automatically considered out of fight.

An example will help make things clear. Let’s suppose that a problem involves
the classification of a test sample x into one of 6 possible classes. In the first stage,
x is submitted to the classifiers say 1 and 2, 3 and 4, 5 and 5. Let’s suppose that the
winner classes in this stage were 1, 3 and 5.

For the second stage, only classes 1, 3 and 5 survive. Since each SVM is a binary
classifier, one of these classes must compete twice. Say that in this case, class 3 was
chosen to play this role. Now suppose that in this stage, winner classes were 1 and 5.

In the third and final stage, the two winner classes of the previous stage (1 and 5)
compete to each other, and the winner one (say class 1) is the predicted class.

To improve the performance in terms of error rate, instead of considering only the
classes that would receive the maximum allowed number of votes (n � 1), classes
that would receive n � 2 votes are also considered. To do this, no elimination is
performed until stage 2. After this stage, classes with no votes are eliminated. The
same example given above will be solved in order to provide a comparative view.

Table 1 Number of votes
received by the winner class

Votes 49 48 47 46

% results 97.66 2.16 0.22 0.04
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Fig. 2 The histogram pruning method. Winner classes are shaded

Table 2 Situation after
stage 1

Class Votes Active

1 1 yes
2 0 yes
3 1 yes
4 1 yes
5 0 yes
6 0 yes

Table 3 Situation after
stage 2

Class Votes Active

1 2 yes
2 0 no
3 2 yes
4 1 yes
5 1 yes
6 0 no

In the first stage, all the classes are active, and the test sample x is submitted say
to the classifiers 1 and 6,2 and 4, and 3 and 5. Let’s suppose that in this stage, classes
1, 3 and 4 receives a vote. Then, the situation after stage 1 is shown in Table 2.

In the second stage, all the classes are still active, and the test sample x is sub-
mitted say to the classifiers 1 and 2,3 and 4, and 5 and 6. Let’s suppose that in this
stage, classes 1, 3 and 5 receives a vote. Then, the situation after stage 2 is shown in
Table 3.
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Fig. 3 The modified histogram pruning method. Winner classes are shaded

For the stage 3, classes 2 and 6 are discarded, because they have received no
vote. The remaining of the algorithm is the same as the previous case. In Figure 3
this process is shown in graphical mode.

For this method, at each stage, the number of classes is half the number of classes
of the previous stage and therefore, it’s computational cost is the same as the bi-
nary search (O.log2.n//). In our tests, when the pruning process of the looser
classes starts at stage 1, the execution time of the algorithm was half the time
of the DAGSVM method; when the pruning process starts at stage 2, the exe-
cution time was similar to the DAGSVM method, but the recognition rate was
better.

Of course, a classification error in one of the classifiers can lead to an error in the
final classification. However there are two things to be considered: a) the DAGSVM
suffers the same problem (and it’s performance is very good), experimental results,
that will be presented in the sequel, showed that the performance of this algorithm is
the same as the one against one method for this problem. In fact, this is true because,
in the great majority of the cases, the winner class received all .n � 1/ of possible
votes.
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Table 4 Number of SVMs
for each method, in the
training and testing steps. n is
the number of classes

Method training testing

“one against one”
n.n� 1/

2

n.n� 1/

2

DAGSVM
n.n� 1/

2
n

Proposed
n.n� 1/

2
n

Proposed (modified)
n.n� 1/

2
nC n

2
“one against all” n n

Table 5 Complexity for each
method

Method training testing

“one against one” O.n2/ O.n2/

DAGSVM O.n2/ O.log2.n//
Proposed O.n2/ O.log2.n//
Proposed (modified) O.n2/ O.log2.n//

“one against all” O.n/ O.n/

4 Memory and Computational Requirements

In this section, the memory and processing requirements of the proposed method
will be compared to some of the existing ones, considering the task of classification
among n classes. The required number of SVMs is shown in Table 4, and in the
Table 5, the computational requirements are presented.

From the analysis of the Tables above, it’s clear that the proposed method have
memory requirements and computational load similar to the DAGSVM method.

5 Experimental Results

In this section, experimental results of several tests comparing the performance of
the proposed method with some of the traditional ones are shown. Before presenting
the results, in the next section, the classification problem will be established.

5.1 The Classification Problem

The tests were performed for the task of isolated word, speaker independent, small
vocabulary, speech recognition.

The database consists of 50 different words, pronounced by 69 adult speakers, 33
male and 26 female (a total of 3450 utterances). Recordings were made in an office
environment, with small background noise, with 8kHz sampling frequency and 16
bits resolution.
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Table 6 Training, validation
and testing subsets

subset male female total %

training 22 13 35 50.72
validation 03 01 04 5.80
testing 18 12 30 43.48

Table 7 Tests with different
number of voting sessions

Number of sessions 1 2 3

Recognition rate (%) 90,53 90,69 90,61
Training time 2 hs 2 hs 2 hs
Total testing time 5,2 hs 9,9 hs 14,2 hs

Speakers were divided into training, validation and testing subsets according to
Table 6.

All utterances were parameterized using 12 mel-cepstral coefficients [16] and,
because of the nature of the classifiers, all utterances were parameterized using the
same number of frames (49 frames). With these settings, each utterance is then
parameterized with a feature vector of dimension d D 12 � 49 D 588.

Summarizing the information above, the problem consists in the classification of
feature vectors with 588 dimensions in one of the 50 possible classes.

For the next sessions, training and testing times were obtained with simulations
under the Matlab platform, running on a Pentum 4 2GHz, 512 MB RAM machine.

5.2 Initial Tests with the Proposed Method

In the initial tests, the goal is to determine the optimum number of full voting
sessions before the pruning step. Intuitively, the greater is the number of full vot-
ing sessions, the better is the performance. The results of these tests, presented in
Table 7, show a slightly different behavior.

Two facts can be observed by looking at Table 7: the testing time is proportional
to the number of full voting sessions and, the performance does not necessarily
increase with the increase of the number of voting sessions. It seems that there is no
gain using more than two full voting sessions before starting the pruning process,
because of the results from Table 1: for the most of times (97.66%), the predicted
class won with all n�1 possible votes, and in some cases (2.16%), with n�2 votes.
Also, the gain for two full voting sessions over one full voting session is quite small.

Based on these results, the strategy considering only one full voting session was
chosen. In the next section, the results of this method are all related to this number
of full voting sessions.

5.3 Comparison with Other Methods

In this section, some tests results are shown in order to compare the proposed
method with “one against one”, DAGSVM and “one against all” methods, in terms
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Table 8 Comparison of the proposed method (D) with the
“one against one” (A), DAGSVM (B), “one against all” (C)
methods. Testing time is referred to the mean time for one
utterance classification

1� 1 DAG 1� A Hist

recognition rate (%) 90.53 90.29 92.18 90,53
training time (h) 2 2 24 2
testing time (s) 84.7 7 4.8 3.67
number of SVMs 1225 50 50 50

of computational load (for training and testing), memory requirements (number of
SVMs) and classification peformance (in terms of recognition rate).

For all tests gaussian RBF kernels were used for all SVMs, with the c and �
parameters being set for the best performance. The results are presented in Table 8:

From the results of Table 8, it can observed that the the performance of the pro-
posed method is similar to “one against one” and DAGSVM methods; the “one
against all” method achieve a slightly better recognition rate.

On the other hand, the proposed method achieved the best performance in terms
of recognition time, being the fastest of them all.

6 Conclusions

In this paper, a new method for multi-class support vector machines, based on a
pruning strategy, is proposed. It can be viewed as a variation of the “one against
one” method.

The main idea behind this method is that it seeks for the class that will receive
the greatest possible number of votes. So, when a test sample is submited to a binary
classifier, the class that doesn’t receive a vote is eliminated from future comparisons.
This strategy leads to a binary search, which is known to be very fast.

Experimental results, performed on a isolated word, speaker independent, small
vocabulary speech recognition problem, showed that the proposed method has per-
formance similar to “one against one” and DAGSVM methods.

In terms of recognition rate, and can be twice as faster than the DAGSVM method
and have a performance that is the same to the “one aginst one” method.
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Models of Consciousness
Ron Chrisley and Rob Clowes

Until recently, many believed the subjective nature of consciousness rendered it
an unsuitable topic for scientific investigation at all, let alone the object of de-
tailed computational modelling. But more and more, neuroscientists, psychologists,
philosophers and artificial intelligence researchers have been devising methods for
investigating the processes that are responsible for consciousness – the “what it’s
like” to be something. The six papers in this section vary in the way they approach
this investigation, but all focus on modelling aspects of cognitive systems that they
take to be essential to the presence and character of conscious, phenomenal states.

Much work in modelling consciousness has to do with modelling emotion
and affect. Ricardo Sanz, Carlos Hernández, Jaime Gómez and Adolfo Hernando,
in their paper entitled “A functional approach to emotion in autonomous sys-
tems”, take an engineering approach to this task, asking what features of naturally
conscious systems might be useful in the design of robust autonomous systems,
particularly in the context of ASys, a framework based on an integrated control
architecture. They propose that “emotional mechanisms may play a critical role
in sustainment of function in changing environments.” For them, the key point
is that emotions provide a control broadcast infrastructure that is fast, global and
externalisable. Going beyond superficial models of emotion, that see emotions
as mechanisms for mere input handling, social affective coordination, or action
selection, Sanz and his colleagues propose instead that emotions perform more so-
phisticated control-theoretic/computational functions, such as state-space reduction
for better meta-control, and modulation of control structures at the component level,
providing value-centric functional reorganisation.

Chella’s contribution, “A robot architecture based on higher order perception
loop”, focuses on consciousness in the sense of self-consciousness. While basic
perceptual experience involves a first-order loop from actual sensor values to an-
ticipated sensor values to action to actual sensor values again, Chella argues that
self-consciousness involves second-order perceptual loops from meta-perceptive
sensor readings of first-order loops, to anticipations of the state of the first-order
loop, to action, to meta-perceptive sensor values again. Like first-order loops,
second-order loops may be either synchronic (allowing higher-order inferences
about the current scene) or diachronic (anticipating changes in the first-order re-
lation over time in response to changing scene). An example of a synchronic
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second-order loop is when a subject sees a stick placed in water; the first-order loop
results in an experience of the stick as bent; the second order loop allows the subject
to make sense of the difference between how the stick appears, and how it actually
is. This reflective capacity differs from move conventional, symbolic architectures
for reflection in that it is not strictly hierarchical: the second order loop typically
alters the parameters of the first order loop. Chella gives a brief description of the
implementation of his architecture on Panormo, a robot that guides visitors to the
Botanical Gardens at the University of Palermo. The self-order loops allow Panormo
to notice when its reliance on laser-based navigation is untrustworthy, allowing it to
switch to visual-based navigation, and back.

Sulamita Frohlich and Carlos A. Franco’s paper, “The consciousness circuit –
An approach to the hard problem”, concerns a hypothesis about how conscious-
ness might be reduced to a functional property of the brain. Their paper considers
a means of representing consciousness based on their Consciousness Orthogonal
Graphic Model. Their approach develops out of a critical consideration of Lamme’s
(2004) model that proposed a two factor decomposition, where consciousness is
considered a function composed of an attended/non-attended term and an uncon-
scious/conscious term. While being sympathetic to the general approach, Frohlich
and Franco point out that this unfortunately defines consciousness in two terms, one
of which is itself consciousness. To improve on this situation they propose their own
two term orthogonal scale in which the dimensions are now on the one hand, fol-
lowing Lamme, level of attention; and on the other, following Woolf & Hameroff
(2001), a term which the authors call the quantum. This second term is developed
with respect to the hypothesis that the level of consciousness depends on quantum
activity in the microtubules, such that more activity signals greater awareness. An-
other way to think about this model is that the two dimensions are level of attention
and something which can loosely be thought of as level of awareness (but defined
in terms of quantum effects). This allows for the possibility that a subject could be
highly aware of, but not attending to, a given mental content or visa versa. The au-
thors develop an analysis of certain mental states based upon their graphic model
and argue that this approach might lead in the future to new ways of measuring
consciousness.

In his article, “Computational consciousness: building a self-preserving organ-
ism”, Allan Barros asserts that the word ‘consciousness’ currently has no definition
and therefore proposes an operational concept he calls ‘computational conscious-
ness’. Barros’ idea is based upon Damasio’s thought that consciousness is related
to “the perception that an organism has of itself” (Damasio, 2000). Unlike Damasio
the possible ‘organisms’ that Barros allows can regarded as computationally con-
scious can be as simple as a single simulated neuron with a number of connections
to some internal function and some external sensors. He proposes: “consciousness
arises when new information, which [is] important for the organism to self-preserve
itself, [modifies] the current state of the whole or of part of the organism.” Although
this concept of self-preservation is not fully clarified, a computationally conscious
organism is implicitly defined as one capable of learning given some internal state.
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The contention is that “more complex organisms can be thought of using this model”
and some attempt is made to relate the model to phenomena such as perceptual
masking, attention and emotions.

L. Andrew Coward’s contribution, “The hippocampal system as the cortical re-
source manager: A model connecting psychology, anatomy and physiology”, is an
extensive, in-depth model of how the hippocampus may be performing the function
of regulating learning, or “information recording”, within the cortex. Locating the
model within a useful picture of the architecture of the brain as a whole, and relying
on a wide range of physiological, anatomical and psychological data, Coward per-
suasively makes the case for a model of hippocampal function that parsimoniously
does justice to these data. Although his initial focus is on the maintenance of cortical
receptive fields, he shows how an account of such can be extended to phenomena
more obviously related to higher conscious states, such as episodic and semantic
memory, navigation, and the cognitive functions of sleep and dreaming.

The contribution by Marilda Spindola, Giovani Carra, Alexandre Balbinot and
Milton A Zaro, “Cognitive measure on different profiles”, aims at developing
methodologies for using brain recording techniques to aid educationalists. With ref-
erence to a version of faculty psychology recently popularized by Pinker (1997;
2002) and especially Gardner’s (1993) theory of multiple intelligences, they pro-
pose that future educative work might be enhanced by relating the various postulated
specialized intelligence systems to an ERP based measure. The study examines
two groups of participants (three subjects each); those who work in scientific-
technological areas and those who work in social-humanist areas. For these groups
different intelligence profiles are assumed. From this the authors find that the ERP
readings for participants shown 3D and 2D graphic representations evince substan-
tially different readings between the groups and thus that ERP might be used in
helping further examination and / or registration of these differences. The authors
hope this work might point the way toward new methodologies for examining learn-
ing and new instruments for studying learning types.
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A Functional Approach to Emotion
in Autonomous Systems

Ricardo Sanz, Carlos Hernández, Jaime Gómez, and Adolfo Hernando

Abstract The construction of fully effective systems seems to pass through the
proper exploitation of goal-centric self-evaluative capabilities that let the system
teleologically self-manage. Emotions seem to provide this kind of functionality to
biological systems and hence the interest in emotion for function sustainment in
artificial systems performing in changing and uncertain environments; far beyond
the media hullabaloo of displaying human-like emotion-laden faces in robots. This
chapter provides a brief analysis of the scientific theories of emotion and presents
an engineering approach for developing technology for robust autonomy by imple-
menting functionality inspired in that of biological emotions.

1 Introduction

The central tenet of engineering research is the development of technology for
achieving some desired level of performance in artificial systems: 220 volt in a wall
socket, 240 k/m in a car, 80 Hz beat in a pacemaker, etc.

Once the development of the base technology—electrical engineering, mechani-
cal engineering, embedded electronics—lets reach this performance level, a second
aspect gains in importance: maintaining this performance. The maintenance of a cer-
tain level of performance is obvious in the pacemaker or wall socket, where pumping
rate and voltage must be maintained at certain values; it may be less obvious in the
car with its continuously varying road conditions, but is clear for the speed which
in modern vehicles is to be maintained by the cruise control system. The need for
performance keeping may be not so easy to pinpoint; e.g. for the brakes, where it
is not so clear what is the variable to be kept within a certain range, although, if
carefully analysed, you may find one: the braking power.
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Fig. 1 The IST ICEA project is focused in the extraction of integration patterns among the cog-
nitive, emotional and autonomic systems of the rat. These are evaluated on technical systems
including physical and simulated rats

1.1 Sustainable Performance

The preservation of performance levels shall be understood in relation with the con-
cepts of resilience and ultimately robust autonomy, which relates to the capability of
systems to keep their proper functioning despite the uncertain and sometimes ham-
pering and even hazardous dynamics of the environment where they perform. This
idea of sustaining performance obviously maps in different ways to different kinds
of applications that have more or less resilient structures in changing environments.

In our research of robust autonomy, we focus on two domains of artificial
systems: large-scale industrial plants and mobile robotics. While in the case of
industrial plants sustaining performance maps crystal clear to maintaining the pro-
duction rate and keep it within a quality range, this mapping in a mobile robot
scenario is far from evident.

In order to achieve robust autonomy, one approach could be to build systems
physically robust, so as to minimise the effect of external disturbances from the
environment. However this approach is always cost prohibitive—i.e. let us think of
building a bulldozer-like field robot so that it does not need to avoid obstacles—
not to say usually unrealisable—consider a thermodynamically isolated kiln with
no need for a temperature control. Discarded this somewhat outdated “brute force”
stratègy, engineers now must look for a more “intelligent” approach, where such a
term does not only refers to smartness by their part, but also to the capability of the
built systems to take advantage of information (Sanz et al. 2000).

To effectively and efficiently address the problem of robust autonomy, the ma-
terial and energy flows from/to the environment ought to be accompanied by the
corresponding flows of information that enable the system to manage the uncertainty
in the operational conditions. Therefore artificial systems must build informational
structures which implement relevant information about the environment, themselves
and the interaction between both. Consequently, the systems are operationalised;
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they can cope successfully with the inherently dynamic environment, maximising
their effectivity when they pursue the performance goal they were designed for. The
construction of maximally effective systems seems therefore to pass through the
proper exploitation of goal–centric self-evaluative capabilities that let the systems
teleologically self-manage.

In the context of the EU-funded project ICEA1, this search for resilience is fo-
cused on the way that cognitive, emotional and autonomic subsystems are integrated
into a single control architecture: that of the mammal brain. The special focus on
emotions is due to the fact that emotions, conceived here as internal states and pro-
cesses, seem to play this kind of role of valence–centric modification in biological
systems. Several brain subsystems are being investigated in this direction, especially
basal ganglia, amygdala and hippocampus, because of their involvement in basic
emotional and cognitive processes: the hippocampus plays a key role in spatial cog-
nition and memory, the amygdala is a main centre for emotion and basal ganglia are
involved in valenced decision making.

1.2 Emotion for Engineering Sustainable Performance

Most research in applying emotion to technical systems has focused on the in-
volvement of the display of emotions (Darwin, 1872) in social interaction and
communication, and its application for the improvement of human-artificial systems
interfaces (see Figure 2).

Fig. 2 iCat is the Philips research platform for studying human-robot interaction topics, intended
to stimulate research in this area by building a research community through supporting a common
hardware and software platform (from philips.com)

1 www.iceaproject.eu
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Fig. 3 The MIT robot Kismet is a paradigmatic example of research in the display of emotions by
robots (Breazeal, 2000)

However, beyond the obvious capability for displaying human-like, emotion-
laden faces in robots (see Figure 3), emotional mechanisms may play a critical
role in the sustainment of function in changing environments. From a layman’s un-
derstanding of this hypothesis, we could take the example of the fear one would
experience upon discovering an intruder in one’s home. That strong emotion elicits
a different state in humans: we enhance our attention to sensory systems (i.e. hear-
ing), the discharge of adrenaline prepares our motor system for faster responses,
increases our heart rate, etc. Everything is aimed towards the maintenance of a
high-level function which we could label as “survival”. From a more formal, sci-
entific perspective, it is commonly agreed that biological emotions, as considered in
the previous example, are an evolved mechanism for adaptation related to a certain
appraisal of internal and external events (Botelho, 2001). This appraisal seems to
assign a certain value to stimuli, external or internal, related to the goal tree of the
system (i.e. survival, reproduce, search food, avoid predators) and helps reconfig-
ure the system accordingly. Let us take a National Geographic example. When in
the mating epoch, a gazelle may feel hungry. That feeling (a bodily emotion) helps
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reconfiguring its behaviour toward a goal that has gain priority. Going further with
this example, suppose that, when searching for food, the gazelle hears the possible
presence of a lion or other predator: now the emotion of fear enhances her sensory
system, to confirm the presence of the predator and locate it, and shifts her brain
into survival mode after the decision-reconfiguration typically called fight or flight.

This description of core functionality of emotions in biological systems parallels
the functional needs in artificial systems—presented in the previous section—in the
pursue of robustness and sustainable performance. In this chapter we will analyse
some of the most relevant theories on emotions and coalesce them into a theoretical
framework—the ASys Framework—for addressing the technical issues of building
similar mechanisms into artificial systems to achieve greater levels of resilience and
performance.

2 A Review of Emotion

A common, somewhat folk, theory of human emotions say that they are, to a large
extent, subjective and non deterministic. This accounts for the obvious fact that ap-
parently identical stimuli may raise different emotions in different humans, and the
same individual may experiment different emotions in response to similar stimuli.
Obviously, from a purely systemic perspective, there must be some disparity be-
tween systems if the behaviour differs, but the ascription of the variety in emotional
response by dilettantes have gone from subtle details in otherwise apparently iden-
tical stimulus to the very possibility of human freedom and non-determinism.

Starting at the last decades of 19th century, with the work of William James
(James, 1884), and through the 20th century, the scientific community has managed
to turn the ancestral and pre-scientific ideas about emotions into theory-laden mod-
els, were the sustaining theories formal or not. Nowadays emotions are studied just
as another natural phenomenon of living systems, such as digestion or homeosta-
sis, and, despite the diversity of approaches and theories, there is a consensus that
emotions are an evolved adaptivity mechanism related to situation assessment and
decision making (Panksepp, 1998).

Some researchers (Ventura and Pinto-Ferreira, 1999) have also pointed out a di-
vision regarding the scientific analysis of emotion which comprises an external,
social perspective of emotion as it is involved in communication between individu-
als through the display by them of emotional states and attitudes, and on the other
hand a internal point of view considering how emotion is involved in decision mak-
ing processes.

We can summarise the usual understanding of emotions into several related as-
pects (Bermejo Alonso, 2006):

A1 – how emotional behaviour is triggered by event surrounding the agent;
A2 – how emotion is manifested (displayed) by/within the agent; and
A3 – how emotion is felt by the agent.
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This heterogeneity notwithstanding, it is necessary to think about basic physio-
logical principles going down to neural-hormonal mechanisms that make a particu-
lar event “emotional”. Through this section we will summarily analyse the scientific
principles and theories about emotions abstracted so far.

2.1 Classical Models

The classical theories of James-Lange or Cannon-Bard address the causality of the
relation between A1-A2-A3. The model of James-Lange states that in animals the
triggering (A1) are experiences in the world, the autonomic nervous system then
creates physiological events such as increased heart rate or muscular tension (A2),
and then emotions come as conscious feelings (A3) which come about as a result
of these physiological changes (rather than being their cause as the Cannon-Bard
model postulates).

Plenty of models can be found in the literature among which we would like to
distinguish—for their closeness to the ASys emotion model—the model of Arnold
(1960), due to its relation with the shaping of action tendencies; the model of Frijda
(1987), due to its perspective of emotions constituting forms of action readiness;
and the models of Plutchik and Kellerman (1980) and James (1884) in relation with
the bodily basis of adaptive mechanisms.

2.2 Damasio’s Model

When relating emotion to the rest of the evolved adaptive mechanisms in humans,
from the hormonal system to the more cognitive ones such as consciousness, one
of the most complete models is that of Damasio. The somatic marker hypothesis
(Damasio, 1999) and related machinery can be used to provide a deeper understand-
ing of emotional system organisation (see Figure 4), and accounts for all A1-A2-A3,
with special relevance for the last two aspects. This structure is among the archi-
tectures explored in the beforehand mentioned ICEA project in order to provide a
coherent picture of the integration of cognitive, emotional and autonomic aspects in
mammals.

Damasio’s is a concrete proposal in line with what is needed from a scientific
and technical approach to emotion and cognition (Ortony et al. 1988). Architectural
approaches go beyond the three behavioural and phenomenal aspects mentioned
before (triggering, display and feeling) addressing what are the physiological me-
chanics for all this functioning.
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Fig. 4 Damasio proposes a
hierarchical process for
emotion–raising
distinguishing between basic
autonomic mechanisms,
emotion, feeling and
conscious awareness of
emotion

3 Assessing Models

Most data concerning emotion comes from experimentation on animals and humans.
Data coming from these sources are widely heterogeneous; from single neuron firing
patterns, columnar behaviours or activation levels of a whole brain area to hormone
concentrations or verbally reported psychological data. This heterogeneity in the
level of resolution and abstraction of the data is surely a factor for the difficulty of
building up a unified theory of emotion which could address such a broad variety of
data. For example, the neurophysiological and hormonal response to fear in mam-
mals is quite well known (Fendt and Fanselow, 1999) together with the behavioural
response of rats in experiments of fear conditioning (Hatfield et al. 1996). However,
there still remains missing a unified theory covering the gap between the low level,
populated with neurons and hormonal mechanisms, and the higher levels of elicited
behavioral responses.

Some theoretical models of emotion and associated computational implementa-
tions are being explored as a promising tool for integrative understanding of this
emotive-cognitive mechanisms. The main value this approach offers is the possibil-
ity of having a precise, more rigourous methodology to grasp the core concepts and
architecture.
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In this sense we can cite Botelho (2001):

We present a preliminary definition and theory of artificial emotion viewed as a se-
quential process comprising the appraisal of the agent global state, the generation of an
emotion-signal, and an emotion-response. This theory distinguishes cognitive from affec-
tive appraisal on an architecture-grounded basis. Affective appraisal is performed by the
affective component of the architecture; cognitive appraisal is performed by its cognitive
component.

Emotions affect all levels of operation in a system, from basic life regulation to
conscious, cognitive processes. We use the term transversal to indicate this fact. The
concrete way in which system operation is affected is specific to each level. Within
each of these levels, it is specific to each organ, component and process.

In other words, emotions provide a common control broadcast infrastructure
which may be used differently by each of the processes in the system. In natural
systems, emotions may be conveyed by neural firings and hormones (i.e. the bod-
ily signal broadcasting mechanisms). These mechanisms must be shared by many
organs and processes in the system, which will interpret signals according to their
purposes and architectures. For instance, a cognitive process may interpret hormonal
levels to obtain auxiliary information for making a decision regarding what the sys-
tem must do next. The same hormones may be interpreted concurrently by other
processes in order to detect danger, risk, or a need to obtain food, for example.

This global and multi-level character of emotions explains some distinctions of
emotion-relative phenomena present in the literature, such as Damasio’s (Damasio,
1999, 2004):

� state of emotion,
� state of feeling an emotion,
� state of a feeling of an emotion made conscious.

One particular way in which emotions are transversal is by broadcasting a sum-
marised picture of the system state to many of its components and processes. This
means not only a summary of how its components find themselves, but also a certain
sense of affordance of the current scenario relative to the current system situation,
processes and objectives.

This is useful to the system in order to adapt to its scenario of operation, mainly
for three reasons:

� Emotions are fast, and are available before other more cognitive information.
� Emotions, being to some extent global, contribute to co-ordination and focus

of large quantities of system processes and components, which is a factor for
preserving system cohesion (López, 2007).

� Emotions can be externalised and hence used for behavioural organisation (co-
operation and competition are examples) in multi agent environments (societal
behaviour being the clearest example).
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3.1 The ‘Emotional’ Facial Mimicking

This last aspect, that of externalisation of emotional states, has rendered emotional
expression one of the main topics of emotion research (Figure 5) (Darwin, 1872;
Ekman, 1982).

There have been plenty of efforts made towards the implementation of emotion
in machines as inspired by biosystems (Trapl et al. 2002) but in most of the cases
they have neglected addressing the core issues and have instead just focused on
mimicking shallow, observable manifestations of emotion (e.g. making robot faces a
la Ekman). But this work, outside the psychological arena, is irrelevant in theoretical
and operational terms. All that is expected is some improvement in social capability
by facial displaying for human emotions. This is hopeless because the functional
value of the display of an emotional state in a social interaction is based on the

Fig. 5 A big amount of research on emotion has been focused on the expression of facial emotion
neglecting the inner functional aspects of it
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activation in the receptor of the display of a behavioural model of the displayer so as
to maximise effectiveness of interaction—it is more a question of better exploiting
the human capabilities than of concrete robot competencies.

Mimicking faces is thus useless unless the operational state of the displayer is
what is captured in the model going to be activated in the receptor. Clearly this is not
the case of human vs. robot architectures (i.e. the mental model of the receptor will
be a model of a human whereas the robot is not a human at all from an architectural
nor functional point of view). This issue has been widely addressed in the field
of human-computer interaction and the mental models community (Gentner and
Stevens, 1983). What is important then is the raising of mental states in the receptor
(i.e. the activation of mental models) that are relevant for the interaction. This can
only be done if emotion is tightly tied to the inner operational mechanisms of the
agent displaying the emotion (Conde, 2005).

To conclude with this subject, we shall summarise that facial expression of emo-
tion is an externalisation of an emotional state to help reconfigure a multi-agent
organisation taking into account individual agent operational states.

3.2 What Emotions Are and Are Not: Ideas to Solve the Puzzle

After this succinct analysis, the puzzle of emotion, from an engineering point of
view, can be reduced to three core aspects:

Three questions:

� What is the function that emotional mechanisms do play?

� What is the general form of an emotional mechanism?

� What is the best strategy for emotion implementation?

The analysis of the several models of emotion produce some conclusions regard-
ing what emotions are not:

� Emotions are not just sophisticated input handling, i.e. not just reacting to bears.
� Emotions are not just sophisticated action generation for social affective be-

haviour, i.e. not just showing embarrassment.
� Emotions are not just mechanisms for re-goaling, i.e. not just deciding to change

from eating to doing sex.

A deeper analysis abstracting from the biological mechanics into the functional
structure renders some conclusions about how emotions work:

� Emotions do generate synthetic compact states (performing state space reduc-
tion) for the effective tuning and use of evolutionary meta-controllers.
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Fig. 6 The mind as
model-based controller vision
is a central concept in the
ASys Framework. It helps
bind the dynamics of the
mental (Psy) to the dynamics
of the physical (Phy). This
should not be understood as a
dualistic position, it is not.
The mind itself is part of the
phenomena of the physical
(Landauer, 1992) and we just
focus on two aspects of this
physicality, stressing the
informational nature of minds

� Emotions do change the control structures at the component functional level
(patterns and roles) of subsystems.

� Emotions operate in a global controller configuration approach rendering a
transversal structural feedback architecture.

In the following section we will develop these three core ideas about emotions
in the context of a technical framework intended for the engineering of maximally
autonomous systems by applying bioinspired functional concepts.

4 The ASys Framework

The ASLab ASys Project is a long-term research project focused in the develop-
ment of technology for the construction of autonomous systems. What makes ASys
different from other projects in this field is the extremely ambitious objective of
addressing all the domain of autonomy. We capture this purpose in the motto “en-
gineering any-x autonomous systems”. The ASys Framework is both a theoretical
framework for understanding all the relevant issues and a software-intensive tech-
nological framework that enables the technically sound creation of autonomous
systems, where autonomy is understood in its broadest sense and not in the severely
restricted sense of the term autonomous intelligent systems that is usually equated
to mobile reactive robots.

One of the central topics in the ASys Framework is the pervasive model-based
approach. A truly autonomous system will be continuously using models to perform
its activity. An ASys system will be built using models of it. An ASys can exploit
its own very models for driving its behaviour. Model-based engineering and model-
based behaviour then merge into a single phenomenon: model-based autonomy. We
equate this conceptualisation with cognition.
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The ASys Framework hence establishes that a system is said to be cognitive if it
exploits models of other systems in its interaction with them. Models and knowledge
are then equated and the ASys Framework provides a link between the ontological
and epistemological aspects of mind.

On the technical side, the ASys Framework follows a principled approach to au-
tonomous system mind construction, the cognition as model-based behaviour being
the first principle, so as to ground a systematic engineering approach that shall end
in rendering machine consciousness (Sanz et al. 2007).

These principles establish guidelines for the systematic, formally grounded de-
velopment of a real-time control framework based on the control and software
principles of the Integrated Control Architecture (Sanz et al. 1999), which will
be furtherly discussed at the end of this section. This will render a methodology,
a toolset and an execution framework for the engineering of robust autonomous
systems based on the implementation of cognitive mechanisms up to the level of
consciousness (Sanz et al. 2005).

4.1 Emotion, Consciousness and Control in ASys

The mechanisms of emotion impinge on the behavioural capability of the agent so
as to prepare it for future action. This makes emotion a core capability for sophis-
ticated self-management control architecture where outer control loops (emotion)
determine the functioning of inner control loops (homeostasis) so as to maximise
survivability. Damasio’s model on consciousness lays out another control loop atop
of these two (see Figure 4) rendering a high-level reasoning capability. Emotions
realise meta-controllers.

As was the case with emotions, there are plenty of models of consciousness that
try to address the relation of physiology and the three core aspects of consciousness:
world-awareness, self-awareness and qualia. We can distinguish as maximally rele-
vant for our work, due to their abstract, general nature, the Global Workspace model
of Baars (1997) and the information integration model of Tononi (2004).

The integrated control model of consciousness (Sanz et al. 2007), also part of the
ASys Framework, is based on the provision of self-awareness by means of model-
based perceptual mechanics.

The ASys perspective on cognition/emotion goes beyond Damasio’s approach of
putting emotions/feelings as additional layers in hierarchical controllers. Emotion is
no longer another layer in the architecture but a transversal mechanism that crosses
across all layers. This is indeed a well known fact in the studies of emotion. Emo-
tions do appear from the subconscious plane to the conscious surface, affecting all
levels in the cognitive structure, from the physiological up to the cognitive, social,
self-conscious level.

This implies (see Figure 7) that emotional mechanics are part of each level of
the control hierarchy. The level of focus of the analysis is what determines the
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Fig. 7 Damasio’s layering of emotion appears as labelling of the transversal emotional mecha-
nisms across a layered architecture for control

labelling used for this mechanism: basic emotion, emotion, feeling, conscious feel-
ing, etc. In the language of information technology we would say that emotion is
an aspect—in the computer science interpretation (Filman et al. 2004)—of the dif-
ferent systems that constitute the body and mind of an autonomous agent. From
a functional perspective we can also observe that the goals pursued by such con-
trol structures go from the purely homeostatic mechanisms for life survival to the
higher-level, socially-originated allostatic mechanisms for social behaviour. From
hunger to embarrassment, emotions do share the meta-control capabilities over ba-
sic behavioural structures.

Artificial implementations of emotions are not developed yet to the same degree
as the natural. However, large, distributed, fault-tolerant systems include mech-
anisms which already play a similar role (Aström et al. 2001). Fault detection,
damage confinement, error recovery and fault treatment are based on broadcast mes-
sages and other mechanisms shared and used by system components in analogous
ways to the natural counterparts.
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4.2 Emotion Mechanics in ASys

The ASys Framework for autonomous systems is based on an architecture for
software-intensive, distributed, real-time control called the Integrated Control Ar-
chitecture (ICa) (Sanz et al. 1999). This architecture is based on the implementation
of patterns of activity across sets of distributed real-time agents. These patterns re-
spond to the needs of the control task that can follow a multilayered, multi-objective
control strategy (Alarcon et al. 1994).

The implementation of a controller over ICa renders a collection of interact-
ing software components that realise patterns of activity as sequences of service
requests. The software component model is of extreme importance in the imple-
mentation of such controllers because it provides a common modelling framework
for both the physical components of the system under control, which are but the
organs in a biological system and constitute the fleshly infrastructure, and the men-
tal components, which constitute the control superstructure. Figure 8 shows three
such components in a simple, layered control structure: an organ, a controller and a
meta-controller.

Fig. 8 The figure depicts how an emotional system following these ideas would perform recon-
figuration in an modularised control architecture. The emotional system changes the functional
organisation to adapt it to new operating conditions
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An emotional system incorporated to ICa, according to the previous conceptuali-
sation of emotion in the ASys Framework, would provide the structural mechanisms
for control pattern adaptation to the current state of affairs. Examples of this kind of
architecture are already available in the realm of control systems, for example the
previously mentioned fault-tolerant controllers and sliding mode controllers.

The primary effect of the emotional system is the change in the functional organ-
isation of the control system of the body. In Figure 8 the emotional system changes
the functional organisation from time t to t C t , concretely in this example the
output of the meta-controller to the controller—e.g. the goal or reference, in con-
trol jargon—. Both the emotional observation and control are done in terms of a
value system for the agent. This happens in a multi-scale, multilayer organisation
that constitutes the integrated global controller of the agent.

Now we can provide the ASys Framework answers to the three core aspects of
emotion mentioned before:

Three answers:
� What is the general form of an emotional mechanism?

A self-reorganising meta-controller.

� What is the function that emotional mechanisms do play?
Provide value-centric functional reorganisation.

� What is the best strategy for emotion implementation?
Functional modularisation of control functions and integration over
a common infrastructure.

5 Summary

The chapter has reviewed some of the common approaches to emotion understand-
ing, with an special emphasis on Damasio’s model of emotion and feeling.

It has also been analysed the extended functional role that emotions can play in
complex adaptive controllers and how the different aspects of emotion—triggering,
emotional states, bodily effect—are addressed from this perspective.

This understanding has been put in the context of the ASys Framework, a the-
oretical and technical framework for the implementation of autonomous systems.
This framework is based on the construction of modular, component–based control
systems following the architectural guidelines of the Integrated Control Architecture
(ICa)—a software architecture based on distributed real-time objects.

This framework is being applied to the modelling and understanding of
autonomic-emotional-cognitive integration aspects in the rat brain and the im-
plementation of embedded controllers in the context of the IST ICEA project.



264 R. Sanz et al.

Acknowledgements Authors would like to acknowledge the support coming from the European
Community’s Seventh Framework Programme FP6/2004-2007 under grant agreement IST 027819
ICEA—Integrating Cognition, Emotion and Autonomy—and the Spanish Plan Nacional de I+D
under grant agreement DPI-2006-11798 C3—Control Cognitivo Consciente.

References

Alarcon I, Rodriguez-Marin P, Almeida L, Sanz R, Fontaine L, Gomez P, Alaman X, Nordin P,
Bejder H, de Pablo E (1994) Heterogeneous integration architecture for intelligent control sys-
tems. Intelligent Systems Engineering 3(3):138–152

Arnold M (1960) Emotions and Personality. Cambridge University Press
Aström K, Albertos P, Blanke M, Isidori A, Schaufelberger W, Sanz R (eds) (2001) Control of

Complex Systems. Springer
Baars BJ (1997) In the theatre of consciousness. global workspace theory, a rigorous scientific

theory of consciousness. Journal of Consciousness Studies 4:292–309
Bermejo Alonso J (2006) A state of the art on emotion. Tech. Rep. R-2006-002, UPM Autonomous

Systems Laboratory, Universidad Politécnica de Madrid
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A Robot Architecture Based on Higher Order
Perception Loop

Antonio Chella

Abstract The paper discusses the self-consciousness of a robot as based on higher
order perceptions of the robot itself. In this sense, the first order perceptions of the
robot are the immediate perceptions of the outer world of the robot, while higher
order perceptions are the robot perceptions of its own inner world. The resulting
architecture based on higher order perceptions has been implemented and tested in
a project regarding a robotic touristic guide acting in the Botanical Garden of the
University of Palermo.

Keywords Machine consciousness � Robotics � Perceptions

1 Introduction

One of the major topics towards robot consciousness is to give a robot the capabili-
ties of self-consciousness, i.e., to reflect about itself, its own perceptions and actions
during its operating life. The robot self grows up from the content of the agent
perceptions, recalls, actions, reflections and so on in a coherent life long narrative.

A robot system, able to build an internal model of the environment and to
generate suitable predictions, has been proposed by Holland and Goodman [15].
The system is based on a neural network that controls a Khepera minirobot and it is
able to build a model of environment and to simulate perceptual activities in a simple
environment. Following the same principles, Holland et al. [16] presented the robot
CRONOS, a very complex anthropomimetic robot whose operations are controlled
by the program SIMNOS, a 3D simulator of the robot itself and its environment.

Haikonen [11, 12] proposed a feedback loop in which the model of the envi-
ronment is implicitly learned in terms of weights of an associative neural network.
The loop is in turn the basic block of the Haikonen cognitive architecture for robot
brains.
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Hesslow [13], from the standpoint of neuroscience, discussed in details the role of
inner simulations in relations with sensorimotor and cognitive functions. A similar
approach has been proposed by Grush [10] and inspired to the Kalman filter as a
model for perception process.

A seminal theoretical founded attempt to give self reflection capabilities to an
artificial reasoning system is described by Weyhrauch [30]. Weyhrauch proposed
the First Order Logic (FOL) system, able to perform logic inferences and to reflect
about its own inferences.

McCarthy [22] stressed the fact that a robot needs the ability to observe its own
mental states. He proposed the mental situation calculus as a formalism that ex-
tended the situation calculus in order to represent mental situations and actions.
Minsky [24] described a system based on several interacting agents at different
levels, in which the tasks of higher levels agents is the self-reflective processing.
Sloman and Chrisley [29] followed a similar approach in the design of the Cogni-
tion and Affect (CogAff) architecture.

McDermott [23] made a distinction between normal access to the output of
a computational module and and introspective access to the same module. The
first one is related with the output of the processing algorithms of the module, while
the second one is related with the higher-order access inside of the processing mod-
ule according to self model. According to McDermott, this second modality is at the
basis of phenomenal consciousness, i.e., consciousness arises through the use of a
self model.

The relationships between higher-order access and phenomenology has been
longly debated in the literature about higher-order theories of consciousness, see
e.g. [5, 27]. Aleksander and Morton [3] discussed the relationships between their
kernel architecture based on the five axioms of consciousness, and the higher-order
theories of consciousness.

From the neuroscience point of view, Rao and Ballard [25,26] proposed a neural
model of the visual cortex based on a hierarchy of neural networks. Their model
combines bottom-up signals coming from input with top-down expectations coming
from the higher levels.

From a control theory point of view, Sanz and colleagues [28] proposed func-
tional principles for the design of suitable hierarchical control systems towards an
effective and functional conscious machine.

In this paper, a model of robot self-consciousness is proposed and based on
higher order perceptions of the robot during time, in the sense that first order robot
perceptions are the immediate perceptions of the outer world of a self reflective
agent, while higher order perceptions are the perceptions during time of the inner
world of the agent.

The first order robot perception loop, at the basis of the proposed robot architec-
ture, is based on tight interactions between the robot brain, body and environment.
To model higher order perceptions in self reflective agents, we introduce the notion
of second-order perception loop. According to the proposed model, a second order
perception loop describes the perception of the agent at a previous time of the robot.
In this sense, while the object of perceptions for the first order perception loop is the
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external world out there, the object of perception for the second-order loop is the
first order perception loop itself.

The architecture has been tested on an effective robot architecture implemented
on Robotanic [7], an operating outdoor autonomous robot MobileRobots Pioneer
3-AT using differential drive and equipped with a laser scan range finder, a sonar
array, a stereo camera and a Global Positioning System.

2 First Order Perception Loop

The first order perception loop model is described in Fig. 1; see Chella [6] for a
detailed description. The loop takes into account the schema proposed by Hesslow
and by Grush.

The robot vision system receives in input the robot position, speed and so on
from the proprioceptive sensors and it generates the scene anticipations, i.e., the
expectations about the perceived scene. The perception loop is then closed by the
perceptive sensors that acquire the effective scene by means of the video camera.

Macaluso et al. [9,21] describe a robot based on the perception loop in which the
process of scene anticipations is performed by a 3D computer graphics simulator.
The simulator generates the expected 2D image scene on the basis of the robot
movements.

In the proposed model, the mapping between the anticipated and the perceived
scene is achieved through a focus of attention mechanism implemented by means of
attractor neural networks with delayed connections. A sequential attentive mecha-
nism is hypothesized that suitably scans the perceived scene and, according to the
hypotheses generated on the basis of the anticipation mechanism, it predicts and
detects the interesting events occurring in the scene [8]. Hence, starting from the
incoming information, such a mechanism generates expectations and it makes con-
texts in which hypotheses may be verified and, if necessary, adjusted.

Fig. 1 The basic perception
loop
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The focus of attention mechanism selects the relevant aspects of the acquired
scene by sequentially scanning the image from the perceptive sensors and by com-
paring them in the generated anticipated scene. The attention mechanism is crucial
in determining which portions of the acquired scene match with the generated an-
ticipation scene: not all true (and possibly useless) matches are considered, but only
those that are judged to be relevant on the basis of the attentive process.

The match of a certain part of the acquired scene with the anticipated one in a
certain situation will elicit the anticipation of other parts of the same scene in the
current situation. In this case, the mechanism seeks for the corresponding scene
parts in the current anticipated scene. We call this type of anticipation synchronic
because it refers to the same situation scene.

The recognition of certain scene parts could also elicit the anticipation of evo-
lutions of the arrangements of parts in the scene; i.e., the mechanism generates the
expectations for other scene parts in subsequent anticipated situation scenes. We call
this anticipation diachronic, in the sense that it involves subsequent configurations
of image scenes. It should be noted that diachronic anticipations can be related with
a situation perceived as the precondition of an action, and the corresponding situa-
tion expected as the effect of the action itself. In this way diachronic anticipations
can prefigure the situation resulting as the outcome of a robot action.

Two main sources of anticipation are taken into account. On the one side, antic-
ipations are generated on the basis of the structural information stored in the robot
by design. We call phylogenetic these kind of anticipations. On the other side, antic-
ipations could also be generated by a purely Hebbian association between situations
learned during the robot operations. We call ontogenetic this kind of anticipations.
Both modalities contribute to the robot conscious perception process.

Ontogenetic anticipations are acquired by online learning and offline learning.
During the normal robot operations, when something unexpected happens, i.e.,
when the generated anticipation image scene does not match the scene acquired
by the perceptive sensors, the robot vision system learns to associate, by an Heb-
bian mechanism, the current image scene with the new anticipation image through
the previously described attentional mechanism (Fig. 2).

Fig. 2 Online learning of the
perception loop
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Fig. 3 Offline learning of the
perception loop
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In the offline learning, the perception loop is employed to allow the robot to
imagine future sequences of actions to generate and learn novel anticipations. The
signal from perceptive sensors is related to the perception of a situation of the world
out there. In this mode, the robot vision system freely generates anticipations of the
perceptive sensors, i.e., it freely imagines possible evolutions of scenes and there-
fore possible interactions of the robot with the external world, without referring to a
current external scene. In this way, new anticipations or new combinations of antic-
ipations may be found and learned offline by the robot itself through the synchronic
and diachronic attentional mechanisms (Fig. 3).

3 Neural Networks Implementation of the Perception Loop

The perception loop generates the anticipations of the scene by means of the focus
of attention mechanism that produces a sequence p of the parts of the expected
scene:

p D fk1; k2; : : : ; klg (1)

where each ki is a part of the expected scene described by means of suitable graphics
primitives. For example, Chella et al. [8] adopted superquadrics as 3D primitives
describing the parts of the objects present in the scene. The part of the scene ki may
be viewed as a point attractor of an energy function. In this way, a sequence of fixed
point attractors models the scene: starting from an initial state representing a part of
the scene imposed, for instance, from the external input, the system state trajectory
is attracted in turn to the nearest stored parts of the scene.

The implementation of the focus of attention mechanism by means of an at-
tractor neural network [4, 17] characterized by the corresponding energy function,
appears to be a natural choice: each part of a scene is an activation pattern learned
by the network. The implementation of the sequence of scanned parts of the scene
is built by means of time delayed connections that learn the corresponding temporal
sequences of parts [18, 19]. This modification allows the attractor neural network
both to recognize and to generate all the anticipated parts of the scene.
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The choice of time-delay attractor neural networks offers several advantages. It
is based on the well-studied energetic approach; the learning phase is fast, since it is
performed at “one shot”. Furthermore, it allows for a uniform treatment of both the
recognition and the generation of the parts of the scene.

For the sake of simplicity, we adopted the binary unit version of the attractor
neural network; the coding of the parts of the scene in terms of the binary activation
pattern of the network has been computed by a coarse coding algorithm [14].

The general expression of the energy function of an attractor neural network is:

E1.t/ D �
mX

iD1

mX
j D1

Tijki .t/kj .t/ with j ¤ i (2)

where m is the number of binary units of the network, T is the connection matrix
storing the attractors representing the anticipated parts of the scene, and k.t/ is the
part representing the current activation pattern of the network. The number m of
units depends on the number l of parts of the scene according to the low memory
load condition [4]:

l < ˛cm (3)

where ˛c ' 0:3. The connection matrix T is:

Tij D 1

m

lX
�D1

k�i
k�j

with j ¤ i (4)

where k� is the �-th object part.
As previously stated, in order to generate anticipations and recognize a scene

made up by several objects also made up by parts by means of the focus of attention,
a sequential operation in the corresponding attractor neural network is implemented
by introducing time-delayed connections among units. These connections store the
time sequence of parts in the scene; the resulting energy term is:

E2.t/ D �
sX

dD1

mX
iD1

mX
j D1

Dd
ijki .t/kj .t � d�/ with j ¤ i (5)

where � is the time delay among two subsequent parts, s is the amplitude of the
time window of interest, Dd is the delayed synapses connection matrix related to
the time delay d� , k.t/ and k.t � d�/ are respectively the current and the past d�-th
parts in the focus of attention scan.

The connection matrix Dd is given by:

Dd
ij D

1

m

hX
�D1

k.�Cd/i
k�j

with j ¤ i (6)

where k� and k.�Cd/ are respectively the �-th and the .� C d/-th part of the current
scan of the focus of attention; h is the length of the considered scan.
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The global external input to the network is modeled by the energy term:

E3.t/ D �
mX

iD1

mX
j D1

Fijki .t/Ij .t/ with j ¤ i (7)

where F is the external input connection matrix, I.t/ is the actual activation pattern
input of the network coming from the perceptive sensors of the scene.

The connection matrix F is given by:

Fij D 1

m

hX
�D1

k�i
L�j

with j ¤ i (8)

where L� is the input corresponding to the part k� .
The global energy function is the sum of (2), (5), (7):

E.t/ D E1.t/C �E2.t/C "E3.t/ (9)

where � and " are the weighting parameters of the time delayed synapses and the
external input synapses, respectively.

The normal operation of the perception loop is implemented by setting the pa-
rameters of the energy function E.t/ to � < 1 and " > 0. In facts, the task of the
perception loop is the generation of anticipations and the recognition of sequences
of the parts representing the input scene perceptions. To accomplish this task it is
necessary to consider the input term E3.t/ in order to make the transitions among
parts happen, as driven from the external input. When � < 1, the term �E2.t/

is not able itself to drive the activation pattern transition among the parts corre-
sponding to the items of the focus of attention scan, but when the term "E3.t/ is
added, the contribution of both terms will make the transition happen. The neu-
ral network therefore recognizes the scene as the corresponding focus of attention
scan “resonates” with one of the scans previously stored for the corresponding
scene.

When there is a “mismatch” between the anticipated and the perceived parts in
the focus of attention scan, as depicted in Fig. 2, the global energy function E.t/
reaches low values. In this case the connection matrices T, Dd and F are updated
according to standard Hebbian learning. This is the case of previously described
online learning.

In the offline learning, as depicted in Fig. 3, the generation of anticipations is
implemented by setting the parameters of the energy function E.t/ to � > 1 and
" D 0. In this learning mode, only the the connection matrices T and Dd are updated
according to standard Hebbian learning. In fact, the task of the perception loop is to
generate suitable parts in the scene representing the scan of the focus of attention.
This choice of parameters allows the transitions among parts in the scene to occur
“spontaneously” with no external input. Referring to Eq. (9), it can be shown that an
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attractor is stable for a significant long time period due to theE1.t/ term, so that the
output knoxel is easily observed. As � > 1, the term �E2.t/ after some d� is able
to destabilize the attractor and to carry the activation pattern of the network toward
the following attractor of the sequence representing the next part of the stored focus
of attention scan of the scene The neural network therefore visits in sequence all the
parts of the stored parts in anticipated scene.

4 Many Perception Loops

In a real operating robot, we may have many perception loops in action (Fig. 4).
They may be related with different sensor modalities, e.g., laser, video camera,
sonar, and so on.

Moreover, perception loops related with the same sensor modality may consider
different aspects and operations, e.g., a vision based perception loop may consider
some kind of objects while another vision based modality perception loop may con-
sider free space. From this point of view, the perception loops play the role of
trackers in the sense introduced by Kuipers [20] as the basic block of conscious
perception.

Fig. 4 Many perception
loops
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5 Higher Order Perception Loop

As stated in the Introduction, we hypothesize that sources of self-consciousness are
higher order perceptions of a self-reflective agent. More in details, the second-order
perception loop at time t C ı describes the perception of the agent at time t , i.e., the
perception loop at a previous ı time of the robot.

The proposed second order perception loop (Fig. 5) works as follows: the robot
vision system receives in input the robot position, speed and so on from the propri-
oceptive sensors as in the first order loop, and it generates anticipations about the
operations of the first order perception loop, i.e., the expectations about the inner
parameters of the loop itself. The second order loop is then closed by higher order
metaperceptive sensors that acquire the effective inner loop parameters.

Consider the bent stick example proposed by McDermott [23]: a straight stick
partially put into water is perceived as it would be bent because of the water, but the
stick is still straight. It appears to be bent only because of the physical properties
of the water. According to McDermott, the normal access to the perception module
perceives the bent stick, while an introspective access make it appears to be straight.

In the proposed system, the stick partially immersed into water would be per-
ceived as a bent stick from the first order perception loop, while the second order
loop has access to the parameters of the first order loop and it could generate the
expectations that the bent is not really bent; it only appears in this way because of
water.

The second order perception modality considered so far concerns the fact that
while the first order perception loop perceives an external scene, the second order
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Fig. 5 The robot synchronic second order perception loop
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loop, having access to the internal parameters of the perception loop, it is able to
make higher order inferences about the scene, as in the bent stick case.

This type of second order anticipations is synchronic because it refers to the same
situation scene.

The second order modality could also elicit the anticipation of evolutions of the
parameters of first order loop in time; i.e., the mechanism generates the expectations
for sets of parameters in subsequent operations of first order loop when perceiving
dynamic scenes (Fig. 6).

We call this kind of anticipations diachronic, in the sense that it involves subse-
quent configurations of parameters of the first order loop. In particular, diachronic
anticipations can prefigure the perception loop as resulting as the outcome of a robot
action.

The attractor neural networks implementing the second order loop are similar to
the ones previously described in Sect. 3, where the generic ki weights of the first
order loop are input patterns of the second order loop.

The outlined procedure may be generalized to consider higher order perception
loops: they correspond to the robot’s higher order perceptions loops of the of lower
order at previous ı times (Fig. 7). We propose that the union of first order, second or-
der and higher order perception loops is at the basis of the robot self-consciousness.
The robot recursively embeds higher order models of its own perception loops
during its operating life.
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Fig. 6 Diachronic second order perception loop
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Fig. 7 The robot “self”

The robot self is therefore generated and supported by the dynamics of the per-
ception loops, in the sense that the system generates dynamically first order, second
order and higher order perception loops during its operations, and this mechanism
of generation of higher order loops is responsible for the robot self-consciousness.

It should be remarked that higher and higher order perception loop may embed
the whole past history of the robot itself. In this way the robot identity is related
with the robot capabilities to remember and reason about its own past perceptions.

6 The Architecture at Work

The described architecture has been tested in Robotanic: an outdoor robotic tour
guide acting in the Botanical Garden of the University of Palermo. The robotic plat-
form is a MobileRobots Pioneer 3-AT using differential drive and equipped with
a laser scan range finder, a sonar array, a stereo camera and a Global Position-
ing System (GPS). The Botanical Garden of the University of Palermo is a public
outdoor environment, nearly 20000 sq.m. wide. It is characterized by several path-
ways sometimes bounded by short walls or plants. Furthermore, the paths are often
covered by foliage or mud. A typical route takes 30 min to complete it (including
speaking).
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Fig. 8 Snapshots of tours in the botanical garden

The botanical garden environment is highly dynamic as visitors are all day
walking inside the botanical garden, gardeners work alongside the plants and even
workers trucks happen to pass by.

The robot has two main goals, namely: i) to guide tourists along the garden and
ii) to ensure the safety of people, environment and of itself. During a route, the robot
stops near exhibits of interest and it presents a description of them.

Live demos for the proposed system were performed in the Botanical Garden
since September 2007. The robot performed several tours, covering more than 3 km
in a day. Fig. 8 shows some snapshots taken during one of the tours.

Several perception loops are in action, related with different sensor modalities, as
the vision based perception loop, the laser rangefinder perception loop, the odometer
and the GPS loop.

Odometric errors and sensor uncertainty underpinned any effort to build a map
of the whole environment, leading us to choose a mapless navigation approach. A
tourist map (Fig. 9) is employed to figure out where exhibit nodes and navigation
aid nodes are placed. The latter were introduced to avoid the robot being trapped
in local minima. Each node location was computed by averaging a set of GPS data
taken during one whole day, to take into account satellite variations.

In the current implementation the robot has no exhibit recognition perception
loops, so the robot stops at fixed positions in order to illustrate the exhibits. This
approach then relies on the pose localizer perception loop.

The perception loop based on laser modality is the main source of sensor data:
it is used for more than 80% of the time, while the perception loop based on
video camera becomes dominant only near the garden basin, as explained below.
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Fig. 9 Botanical garden map

Fig. 10 Basin place (left) and its anticipation by the vision based perception loop (right)

The robot reports problems when trying to get very near an exhibit, with an average
pose error of about 3 ms an and average angular error of about 13 degs respect to
the desired goal.

The perception loop related with GPS tracks 5 satellites on average, dropping
down to 3 when under heavy foliage or rising to 9 when in open space. We have no
ground truth to estimate the pose error, but experiments showed that the error is not
higher than 5 ms. This is an acceptable error, as the robot is able to correctly move
towards each goal.

One of the most critical sections of the botanical garden is near a basin placed
in the middle of a large place and surrounded by short plants and flowers (Fig. 10).
Here, the higher order perception loop covers a main role.

In facts, the laser based perception loop is unable to detect the plants as obstacles,
leading to an erroneous free space in front of the robot. This causes an increasing
discrepancy between the anticipations of the laser based perception loop and the
corresponding anticipations of the vision based perception loop (Fig. 11).
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Fig. 11 Laser-based (left) and vision-based (right) map near the basin

This discrepancy allows the higher order perception loop to operate in order to
solve the discrepancy by suitably changing parameters of the laser and the vision
based perception loop. In this way, similarly to the example of the correction of the
perception of the bent stick, the laser perception is corrected by the vision percep-
tion. As a consequence, obstacles near the basin are now allocated and the contour
of the basin is clearly individuated (Fig. 11 right). As soon as the robot managed to
get around the basin, the laser based perception loop resumed consistency and it is
again used as the main navigation sensor.

7 Discussion

The robot operations generally resulted in “a fun experience” according to tourists
attending the tours in the botanical garden, especially children.

The perception loop alone is currently not capable of dealing with entities not
previously stored in the attractor neural networks: e.g., a moving person in front of
the robot. To deal with this problem, Robotanic integrates the described perception
loop with a standard set of reactive behaviours based on laser scans that take control
of the robot in order to let the system to reactively cope with unexpected situations.

We have observed that the proper operating situation for Robotanic is when the
number of persons attending the tour is up to 6-8 and the garden paths near the robot
are not crowded, which is a typical situation in the botanical garden. In this case, all
the people attending the tour stay behind the robot during its tour and the rest of the
path is nearly clear. The robot performs its own tour without problems, also dealing
with persons in front of it or with persons partially occluding plants.

When the number of persons attending the tour is higher, it may happens that
tourists displace themselves all around the robot and also in front of it. In this
case, the camera occlusions and the repeated activations of the obstacle avoidance
behaviour may allow the robot to enter in a deadlock.
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When the garden path is crowded, typically when some school-class visit the
botanical garden, it may happens that the focus of attention scan is ineffective be-
cause perception loop is unable to find in some cases a satisfactory match between
the anticipations and the perceived parts of the scene.

In both cases, Robotanic stops its tour waiting to recover from the fault after
some time.

8 Conclusions

We claim that self-consciousness is based on perception of the inner world. In this
sense, to model self consciousness, we adopt the same perception loop adopted for
the perception of the external world, but now the higher order perception loop is
“oriented” towards the inner world of the robot.

Considering the agent reasoning system, higher order perception loop may cor-
respond to symbolic meta-predicates, i.e., symbolic predicates describing the robot
perceiving its own situations and actions. These meta-predicates form the basis of
the introspective reasoning of the robot, in the sense that the robot may reason about
its own actions in order to generate evaluations about its own performances. More-
over, the robot equipped with the representation of self may generate more complex
plans, in the sense that the robot motivations, i.e., its long term goals, may now
include also the higher order perception loops.

There are analogies between the system described here and that proposed by
Weyhrauch. Namely, in both cases there is the possibility of exploiting metalevel
representations, and both systems associate some form of analogue representation
to the symbolic formalism (the simulation structure in Weyhrauch’s system), the
perception loops in the proposed system.

The described architecture has points in common with the Real-time Control
System (RCS) architecture proposed during the years by Albus and collaborators
[1, 2]. In facts, the described perception loop structure has some similarity with the
RCS node and also the reported architecture have similarities with the hierarchy
typical of the RCS implementations.

However, the main difference between the two architectures is that RCS is a
strictly hierarchical architecture while our perception loops have no a priori defined
activation or computational resources. The activations of RCS nodes are defined
by the architecture designer according to a fixed hierarchy of levels. Instead, in
the proposed architecture, the higher order perception loop dynamically allocates
computational resources, i.e., the task activation priorities and the allocated memory,
according the ongoing of the robot mission. According to the received feedback
from the metaperceptive sensors, the higher order perception loop may change the
perception loops parameters and, consequently, their computational resources and
their activation priorities.

In this way, when the robot operations are no more satisfactory, e.g., in the case of
the robot operations near the garden basin, the feedback allows the higher order loop
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to change the perception loop parameters in order to affect their activation priority,
memory allocated, and other computational parameters. In this way, our architecture
is able to dynamically reconfigure itself in runtime.

A limitation of the proposed architecture is that the described continuous gener-
ation of perception loops at different orders poses problems from the computational
point of view, in the sense that the physical memory of the robot may be easily filled
up with data structures describing the parameters of perception loop. Some mecha-
nism that lets the robot to summarize its own past experiences will be investigated.
One possibility is to make the representations much more blurred as the levels grow:
higher order perception loops could be less detailed than lower level ones.

Acknowledgements Author would like to thank Irene Macaluso, Lorenzo Riano and Rosamaria
Barone for the discussions about the topic of the paper and for the implementation work of the
described architecture.
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The Consciousness Circuit – An Approach
to the Hard Problem

Sulamita Frohlich and Carlos A. Franco

Abstract This paper is the continuation of a study about Consciousness as a
resulting function between attention and luminosity, presented at the Neuroscience
International Congress, which was held in the city of Natal, in Brazil, in 2006. There
it was described how visual Consciousness is generated by the interaction of the
cortical area activity through FFS (Feedforward Sweep Processes), RP (Recurrent
Processes) and WSRP (Wide Spread Recurrent Processes), and its relationship with
the luminosity that hits the eyes. We have applied the reciprocal interaction model,
which says that the eye reacts to luminosity through the regulation of sleep-awake
states through EEG wave synchronization; this, in turn, is regulated by the thalamic
cortical neural activity from the brainstem monoaminergic and cholinergic nuclei.

Such an understanding has led us to construct a consciousness model which can
be represented by an orthogonal graph. Through this model, we can represent all
states of human consciousness (emotional consciousness, unconsciousness states,
dreaming states, awareness states, pre-consciousness states and others) making it
possible, in theory, to construct a Consciousness parameter which yields to the
understanding of consciousness state observation without a subjective approach to
experience.

We have also applied on this orthogonal graph the Quantum Orch OR Model.
According to it, subjective, phenomenal conscious vision depends on quantum com-
putation in microtubules where the quantum is the smallest quantity of radiant
energy, in a scale in which matter and energy interact. This model helps us to build
the vertical axe of the consciousness orthogonal graph, a cholinergic-aminergic
scale, in which activation triggers the quantum mechanism relevant to the conscious-
ness phenomenon.
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1 Introduction

1.1 The Consciousness Problem

The consciousness concept is hybrid, connoting a number of different concepts and
phenomena. In order to clarify this issue, Chalmers separates the problems which
are often clustered together under that name. For this purpose, he first distinguished
between an “easy” and a “hard” problem of consciousness. The easy problems are,
by no means, trivial - they are, actually, as challenging as most problems in psychol-
ogy and biology - but it is within the hard problem that the central mystery lies. As
he defines:

“The easy problem of consciousness includes the following: how can a human subject dis-
criminate sensory stimuli and react to them appropriately? How does the brain integrate
information from many different sources and use such information to control behavior?
How can a person verbalize his or her internal states? Although all of these questions are
associated with consciousness, they all concern the objective mechanisms of the cognitive
system. Consequently, we have every reason to expect that continued work in cognitive psy-
chology and neuroscience will answer them. The hard problem, in contrast, is the question
of how physical processes in the brain give rise to subjective experience. This puzzle in-
volves the inner aspect of thought and perception: the way things feel for the subject. When
we see, for example, we experience visual sensations, such as that of vivid blue. Or think of
the ineffable sound of a distant oboe, the agony of an intense pain, the sparkle of happiness
or the meditative quality of a moment lost in thought. All are part of what I am calling
consciousness. It is these phenomena that pose the real mystery of the mind.”

As a working hypothesis, we have assumed that the hard and the easy prob-
lems are interrelated and, in order to organize such an issue, we have created an
orthogonal graphic model which will help us to better organize the interaction be-
tween the organic pattern (the easy problem) and the subjective experiences (the
hard problem).

To understand Consciousness, we have been studying visual consciousness as,
in fact, it comprises some of the richest and most common aspects of the Con-
sciousness processes. Attention focus can be provided by eye fixation, scanning
eye movements, the non attentive look and many other visual states which connote
different consciousness manifestations such as phenomenal consciousness, intro-
spective consciousness, self consciousness etc.[1] Each eye movement leads to or
expresses a state of the mind [2] and such a phenomenon gives the eyes the status
of being the “windows of the soul”.

The questions we intend to answer are: how does the experience of consciousness
occur and what are the functions of so many related terminologies and manifesta-
tions? The main aspect of this study is to contribute to the understanding of the
consciousness phenomenon as a subjective experience, in relationship with physio-
logical processes.

This is a theoretical study and so far no related experiments have been planned.
We are starting to understand the main aspects of such a rich subject.
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1.2 About Terminologies

The different aspects of consciousness often create terminology confusion such as
what awareness, attention, self-consciousness, sensorial consciousness, phenomenal
consciousness, access consciousness, speech consciousness and action conscious-
ness mean. This evidences that consciousness has different forms of manifestation.

Therefore, some questions arise: are consciousness and attention of the same
nature? How are they related to each other, in fact? If we are paying attention to
something, does this mean we are conscious of the subject? There is obviously a
relationship between these two functions - but what actually is it?

Lamme define attention “as a separate selection process, which is in principle
independent from the conscious phenomenal experience and works as a limited ca-
pacity bottleneck-like process that allows stimuli to be processed deeper or faster,
and which is necessary for storage in a durable working memory store or for a
conscious report about stimuli”.[3]

What reaches visual consciousness is usually the result of an attentional step. In
other words, consciousness and attention are intimately bound together. Note that al-
though the results of attention are postulated to reach consciousness, the attentional
mechanisms themselves are probably largely unconscious.[4]

It is more likely that Consciousness contain attention because the relationship
between them is as follows: for the attentive state to occur, it is necessary to be
conscious, but the contrary is not true. Consciousness is enriched by visual attention,
though attention is not essential for visual consciousness to occur.[5]

Another important misunderstanding on the consciousness nomenclatures is
about awareness, which is something independent from attention, such a term nor-
mally being used as synonymous to consciousness.

In order to help to grasp this entire concept better, we intend to give a more
refined treatment to all of these terminologies, trying to understand the differences
between them as well as their relationship properties. Therefore, we would like to

Fig. 1 “Consciousness” is
often related to an attentive
state, “awareness” being
synonymous to it, or a
phenomenon of the same
level or quality. Thus, a
question arises: what is the
actual relationship between
those two concepts?

Consciousness Attention

Consciousness Awareness
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Consciousness

Attention

Awareness

Fig. 2 The consciousness set contains the attention set. That can be explained by the fact that there
are situations when we can be attentive to a stimulus and yet not be conscious of it, as it happens
in some unconscious processes. Awareness, in turn, is a dynamic phenomenon of consciousness
where one recognizes and vividly experiences his or her own conscious state. Consciousness, in
turn, is the manifestation field of those phenomena

suggest the construction of a theoretical proposal of consciousness as an orthogonal
graph. In this graph we intend to organize those concepts making them easy to be
understood, and also to understand their dynamic processes.

1.3 Consciousness as an Orthogonal Graph

Based on computational theory for recurrent processing in the visual cortex, it is
very likely that Consciousness can be represented as a two-parameter function. This
idea is supported mainly by the fact that there is not a specific identified area for the
Consciousness itself and that the Neurological Correlate of Consciousness (NCC)
is not anatomically defined but just functionally described. This statement confirms
the supporting idea that Consciousness is a resulting function and that just some
neural activities lead to awaken consciousness.

As we have written above, there is reciprocity between consciousness and atten-
tion. Moreover, it is very likely that attention is an element of the Consciousness
phenomenon, a variable of the consciousness process.

Lamme researched the relationship between attention and consciousness.
In this graph, Lamme proposes that the conscious/unconscious dichotomy is the

orthogonal axe to the attended/non-attended dichotomy. Hence, visual inputs can
reach four different states: (1) conscious and attended, resulting in access awareness,
(2) conscious yet unattended, leaving only phenomenal awareness, (3) unconscious
but attended, which may result in the stimuli for which there is no phenomenal
experience to still generate a response or influence behaviour (as f.i. in masked
priming), (4) unconscious and unattended. The fate of these inputs is uncertain.

In this model, on the one hand, consciousness and attention are in comparison as
being in the same range as that of the Conscientious phenomenon and, on the other
hand, Consciousness is the resulting function.
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Conscious
information 

Unconsciousness

Non-attended/
unconscious

Attended and conscious

Conscious but non-attended–
Phenomenal consciousness 

Consciousness

Attention focus

Attended but unconscious 

Fig. 3 Lamme’s graphs on the relationship between attention and consciousness

A theoretical construction which states that a conscious state is not simultane-
ously conscious and attentive is illogical. In a logical perspective, that is a wrong
assertion.

Such an imperfect idea is represented like this:

Consciousness .C/ D consciousness .c/ � attention .s/

We agree with the idea that there exists a Consciousness function (C) in which one
of its identified parameters is the attentional mode (S) but what we disagree about
is that the second element of the orthogonal graph is consciousness (c).

But which element would be the second parameter for the Consciousness orthog-
onal graph?

One striking piece of evidence for a second element of the system comes from
studies of Woolf-Hameroff [6]. According to the Orch OR model, subjective, phe-
nomenal conscious vision depends on quantum computation in microtubules.

In this model, inputs from cortical arousal systems, in particular the choliner-
gic basal forebrain, select content for conscious attention via muscarin receptor
activation. High levels of acetylcholine are correlated with increased attention and
heightened conscious awareness.

They propose that quantum states supporting Orch OR are isolated in cytoplas-
matic interiors of cortical pyramidal dendrites interconnected by gap junctions,
forming a horizontal network or syncytium spanning visual cortical regions. Iso-
lated quantum phases alternate with classical phases at approximately 40 Hz, the
frequency that has been associated with synchronized cortical activity underlying
conscious states.

We suggest here that the second element of the Consciousness function should be
given by the Quantum computation in microtubules, which we are going to simplify
as Quantum (Q).
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Then the consciousness function variables are written as follows:

F Consciousness D .Q/ � .S/

Where (Q) represents the Quantum and (S), Attentional modulation.
We are not going to approach the possibilities of measuring the event. We are

just going to focus on the understanding of its dynamics through the cholinergic-
aminergic balance in the arousal biochemistry phenomenon.

2 The Consciousness Parameters

In order to describe the consciousness function, we have studied the following two
elements which are always present in visual consciousness: 1- attentional modula-
tion (S) and 2- the quantum (Q).

1. Attentional modulation (S)

Attention is the cognitive process of selectively concentrating in one aspect of
the environment while ignoring others. It implies a state of readiness for such at-
tention, involving, especially, a selective narrowing or focusing of consciousness
and receptivity. The problems in the recent literature on visual attention are focused
mainly in the control of attention by top-down (or goal-directed) and bottom-up (or
stimulus-driven) processes, which leads to the concept of direction.

We have also introduced the concept of modulation based on Lamme’s proposal.

a) Attentional direction Theoretical accounts postulate that attention is controlled
as an interaction between “bottom-up” (stimulus-driven) and “top down” (voluntary
or cognitive) factors. Bottom-up control refers to the ability of a physically con-
spicuous object to attract attention automatically regardless of its task relevance.
Top-down control refers to the ability of subjects to allocate attention according
to a large class of behavioral influences, including spatial or temporal anticipation,
statistical contingencies, or motor planning.[7]

Another focus is the attentional goal. It is widely accepted that exogenous and
voluntary factors jointly determine the locus of attention[8].

Attentional modulation can be directed to an environmental stimulus (exoge-
nous attention) or to inner feelings, memories, thoughts etc. stimulus (endogenous
attention).

Exogenous attention leads the consciousness focus to environmental stimuli.
With endogenous attention, the situation becomes more complex, but not funda-
mentally different. Now, an external event has to be translated as an inner image and
then to an abstract cue. Parts of the brain that extract the meaning of the cue are able
to relate this to current needs and goals must pre-activate or, otherwise, facilitate the
appropriate sensory pathways, mostly via cortico-cortical feedback or sub cortical
routes.[9]
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This dynamics can be represented by a vector that has two opposite directions: an
exogenous direction or an endogenous direction, meaning that exogenous attention
leads consciousness to the environmental stimuli captured by the senses, to self
expression and, also, to perform bioregulation.

Endogenous attention is related to thoughts, feelings and memory processes.

Endogenous ExogenousAttentional Modulation 

b) The attentional modulation stages: The neuronal processes are an important neu-
rophysiologic cue for the understanding of attention. Lamme describes at least three
fundamentally different types of processing that can be identified within this paral-
lel flow.

� Feedforward processing (FFS)
� Recurrent processing (RI)
� Widespread recurrent processing (WRI)

The Feedforward sweep (FFS) is defined as the earliest activation of cells in
successive areas of cortical hierarchy and is not sufficient for visual awareness.
Recurrent interactions (RP) between areas are necessary for the visual features to
be related to each other and are where binding and segregation may occur. Thus,
perceptual organization is developed. Widespread recurrent interactions (WSRI) in-
volve many regions of the brain, such as the frontal cortex, pre-frontal and temporal
cortex, visual information being processed through the needs, goals and in the per-
sonal history of the person. It occurs when the stimulus has passed the intentional
bottleneck between sensory and executive areas.

In short, visual attention can be processed in those three stages above described.
We can be (1) in attention (or in focus) to environment stimuli through a scan-

ning visual process or through saccadic movements, activating the FFS processes;
(2) examining, analyzing, forming and memorizing images through an RP process
or (3) analyzing and processing visual information through the complex human soul
system, comparing, programming, and valorizing contexts by the WSRI processes.

FFSRP

Endogenous ExogenousAttentional modulation

WSRI

2. The quantum (Q)

Based on the Quantum Orch OR Model, the inputs from cortical arousal system,
in particular, the cholinergic basal forebrain, select content for conscious attention
via muscarin receptor activation. Selection may occur by direct cholinergic action
on pyramidal dendrites as well as on GABAS interneuron.[10]

Recent evidence points to inhibitory GABAERGIC cortical interneurons as im-
portant mediators of 4O-Hz activity. The interneurons are themselves connected by
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gap junctions, and form ‘dual’ connections with each pyramidal dendrite: an in-
hibitory GAB chemical synapse and an electrotonic gap-junction connection.

On the Reciprocity Interaction Model, high levels of cortical acetylcholine are
correlated with increased attention and heightened conscious awareness.[11]

The thalamocortical circuit and the aminergic-cholinergic projections are respon-
sible for the desynchronization of the EEG during wakefulness. High aminergic
activity during active wakefulness activates the thalamocortical circuits but is re-
duced during NREM sleep, and is absent during REM sleep.

Aminergic neurons are called wake-on-and-sleep-off cells. The cerebral cortex is
aminergically demodulated during REM sleep due to the lack of hypocretin tone.

Normal sleep consists of alternation between REM and NREM stages. Charac-
terised by the presence of synchronised waves in the electroencephalogram (EEG),
NREM sleep can be subdivided into four phases (phases 3 and 4 correspond to slow
wave sleep or delta sleep). The REM sleep stage is characterised by EEG desyn-
chronization and low-amplitude waves. The synchronization-desynchronization of
EEG waves during NREM-REM sleep and wakefulness is a consequence of neural
activity in the thalamocortical circuits (reticular nuclei in the thalamus and cerebral
cortex), derived from the interaction between monoaminergic and cholinergic nuclei
in the brain stem.

Fig. 4 The reciprocal
interaction model is a
functional model that
establishes wakefulness as a
predominantly aminergic
state, REM sleep as a
predominantly muscarinic
cholinergic state and NREM
sleep as an intermediate state
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This idea is summed up in the reciprocal interaction model, which proposes two
types of cell groups located in the reticular formation: the cholinergic REM-on
cells and the serotoninergic-noradrenergic REM-off cells. During wakefulness, the
aminergic REM-off system is tonically activated, generating EEG desynchroniza-
tion, inhibiting the cholinergic REM-on system and suppressing REM sleep. On
the other hand, during REM sleep aminergic REM-off cells as well as the cholin-
ergic system are free from inhibitory influences and reach their peak. Therefore,
REM sleep only occurs when the aminergic system suspends its inhibitory effect on
cholinergic activity.

Thus, the vertical axe of the graph should be defined as a vector where the
aminergic –cholinergic activities vary giving through this variation the conscious-
ness tonus.

This subject is being very well studied by the Orch OR model, according to
which it is defined that subjective, phenomenal conscious vision depends on quan-
tum computation in microtubules.

Woolf and Hameroff proposed that three types of inputs or interconnections
within the horizontal syncytium (i.e. Gap-junction network) could provide the basis
of attention and modulation of Orch OR conscious events in visual cortex.[12]

1. Thalamus cortical inputs - along with excitatory local circuits cells, relay specific
information along each vertical column of cortex. These provide non-conscious,
neurophysiological information about the visual scene mapped in a point-to-
point fashion by glutamatergic synapses.

2. High levels of acetylcholine are correlated with increased attention and height-
ened conscious awareness basal forebrain and select content for conscious atten-
tion via muscarin receptor activation.

3. Coherent cortical oscillations in EEG gamma frequency (30–70 Hz activity,
also known in short as ‘40 Hz’) appear to correlate with consciousness through
gabaergic cortical interneurons. Selection can occur by direct cholinergic action
on pyramidal dendrites, as well as on GABA interneurons.

We have decided to name the vertical axe as Quantum (Q) as we understand this
field is the future for the development of this understanding.

REM

NREM

Wakefulness

Quantum (Q)

(+) Aminergic 

(−) Cholinergic
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RP FFS

Sleepiness

REM

Wakefulness

NREM

WSRI

Environmental
attention

Outside the Visual

Mnemonic
attention

uncontrolled memories,
emotions and feelings 

controlled memories,
emotions and feelings  Inside the Visual Field

Rational
attention 

actions, goals, step
processes, key analyses,
ethical evaluation.

loss of coherence,
mixing of information 

Fig. 5 The Consciousness graphic

This model helps us to build the vertical axe of the consciousness representa-
tive graph, where the more aminergic the circuit, the more Quantum is present in
consciousness; the more cholinergic the circuit, the less Quantum is present in the
consciousness processes. This will be better defined in future studies.

Our hypothesis is that attention, defined as the active neuronal area (S) and the
quantum (Q), are measurable variables of the Consciousness function, establishing
an orthogonal relationship between them.

F.Consciousness/ D .S/ � .Q/

3 The Orthogonal Graphic

Attention and arousal are multi-dimensional psychological processes, which interact
closely with one another. We propose here that the way they interact is thought as
an orthogonal process that can be expressed graphically.

This orthogonal graph introduces the idea that consciousness is a macro neu-
ronal circuit structure that alters itself in relation to parameter changes. Thus,
rather than being something that can be found somewhere, consciousness itself
is something fixed. Besides, it is not a biological phenomenon but something
that activates biological processes. This leads to the idea that consciousness does
not have a Neuronal Correlate (NCC) but is a result of separate and independent
processes.
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4 Analyzing the Graphic

There is ubiquitous confusion among researchers about consciousness and a major
source of this confusion lies in the spectrum of different attempts to discriminate the
concepts of attention, awareness, unconsciousness and consciousness.

In order to organize those concepts we will work on the Consciousness Orthog-
onal graphic model, proposing a new understanding of them based at the present
moment on a symbolic understanding. Even if now it is just a symbolic reference, it
is a first step to performing measurement procedures in the future.

4.1 Attention

We have hypothesized that the consciousness function produces attentional state.
A person can be attentive to an environmental stimulus and not attentive to his or

her feelings, meaning that the consciousness circuit is activated by FFS modulation
and not by RP.

If someone is looking at an environmental stimulus in an attentional state, this
situation can be represented in our graph like this:

On the other hand, when someone is sleeping and dreaming, their eyes are closed
and the light is hindered by their eyelids. We can conclude that their attention is
then modeling an endogenous Recurrent Processing RP, developing illogical, con-
fused and nonsensical images and thoughts as the cerebral cortex is aminergically
demodulated. That should be represented like this:

The daydreaming situation should be represented as:
Attention to rational thoughts, preparation for action through strategy planning

and aggressive regulation, and ethical valuation should be represented graphically
as follows:

The graph above shows that Attention is a result of the Consciousness phe-
nomenon. It is an abstract concept but it can be measured by physics means, just
like the concepts of velocity (v) and acceleration (a).

Fig. 6 Eyes open, focusing
on the object

Consciousness Circuit
(“Looking at” situation)

Attention

FFS
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Fig. 7 Representation of a
dreaming situation

Eyes closed

RP

Consciousness Circuit
(“Dreaming” situation)

Attention

Fig. 8 Daydreaming
situation: open eyes with
objects out of focus (by
rotation of the ocular globe)

RP

Consciousness Circuit
(“Daydreaming” situation)

Attention

Fig. 9 Thinking situation:
open eyes with objects out of
focus (by rotation of the
ocular globe)

WRSI

Consciousness Circuit
(“Thinking” situation)

Attention

We can also infer that there is no possibility of non attention states. Attention
is always present, even in the so called unconsciousness states. In fact, the inatten-
tive state means that the phenomenon is occurring in all graphic areas where the
attentional focus is not allocated.

Here another term that is highly used in the Consciousness problem is “Uncon-
sciousness”. What does it mean? If Consciousness is a result of a dynamic process,
how can there be antagonism?

Obviously the concept of unconsciousness has been used in a very confusing
way. We will try to understand it better.
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4.2 Unconsciousness

One of the applications of this concept is when it refers to all of the points of the
graph where the awareness point is not on. In this case unconsciousness means “not
attentive to”. But in some cases a person may use current visual input to produce a
relevant motor output without being able to say what was seen.[13]

The attention phenomenon exists anyway in living beings by the fact that the
nervous system is always processing quantum. So there can not be a situation where
attentional phenomena will not occur.

Another common understanding of the unconsciousness concept refers to the
processes that are activated in the negative side of the vertical axe.

It is important to understand that even in the so called unconscious state there are
attentive processes going on.

5 The Problem of Qualia

This concept leads us to another approach of Consciousness dynamics and here we
can really establish a mark between the Easy and the Hard problem because we
start to talk, not about the Consciousness physiological correspondences but about
the QUALIA of the process, that is, how people can see the redness of the red, the
nature of their feelings, etc. The problem here to be solved is: how can a person be
aware of his or her own awareness state?

How can we understand and evaluate the possibility of awareness of the proper
system regarding itself – “the awareness of the awareness state”? Here we can see
the emergence of the concept of the Self, broadly referring to the cognitive repre-
sentation of one’s identity.

Fig. 10 Levels of
consciousness are related to
the variation of aminergic
–cholinergic activities, which
defines the tonus of
consciousness

Consciousness Circuit
(“Unconsciousness” situation)

Unconscious

Semi conscious

Conscious
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5.1 Awareness

“Awareness” is often used as synonymous to “consciousness” and is usually under-
stood as being consciousness itself.

Awareness is a relative concept which may be focused on an internal state, such
as a visceral feeling, or on external events, by means of sensory perception. Aware-
ness provides the raw material from which one develops qualia, or subjective ideas
about their experience and even self-awareness, which means that one is aware of
one’s own awareness state.

One characteristic from the awareness state is that subjective experiences stem
from the first person’s access to them. It is, first of all, a personal and subjective
experience.[14]

Another one is that the awareness state is related to each personal development of
cognitive capacity, that is, there exist “higher” forms of awareness, including self-
awareness, which require cortical contributions, and “basic” forms of awareness,
such as the ability to integrate sensations from the environment with one’s immedi-
ate goals and feelings, in order to guide behavior. This springs from the brain stem,
which human beings share with most vertebrates.

The awareness state has different degrees of perception. This is well described in
the Indian tradition “scale of sentience”, described in the consciousness processes
as follows:

1. I’m aware of this.
2. I’m aware that this is so.
3. I’m aware that I am affected by this which is so.
4. I’m aware of that this is I who am affected by this which is so.

Each “stage” in this scale goes from mere experienced sensation to self-
consciousness. As Merker puts it, “reflective awareness is thus more akin to a
luxury of consciousness on the part of certain big-brained species, and not its defin-
ing property; it is one of the many contents of consciousness available to creatures
with sophisticated cognitive capacities.”[? ]

5.2 The Self

In order to understand the self, we need to enter a new order of references. What we
are considering is the nature of the observer – “the one who is aware of” and his or
her consciousness dynamics. The observer is the one who is able to see what is in
sight, which enables us to introduce a third axe in our graph, leading us to a fourth
dimension path: a quantum world perspective.

In 1916, Einstein abandoned the idea of space and time as something separate
from the material content of the universe. The General Theory of Relativity becomes
a theory of observables. He wrote then:
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Fig. 11 The third axe of the graph opens a new reference order in the consciousness process and
leads to another dimension outside time-space references. This is self dimension, which defines
the uniccity of human existence outside the phenomenal world

Fig. 12 The self dimension is the dimension of probabilities, where the person experiences the
possibility of changing future actions, planning creative solutions and working out responses to
feelings, in order to consolidate them into the matter through the nervous system

“All our space-time verifications invariably amount to a determination of space-time co-
incidences. If, for example, events consisted merely in the motion of material points, then
ultimately nothing would be observable but the meetings of two or more of these points.
Moreover, the results of our measuring are nothing but verifications of such meetings of
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the material points of our measuring instruments with other material points, coincidences
between the hands of the a clock and points on the clock dial, and observed point-events
happening at the same place at the same time. The introduction of a system of reference
serves no other purpose than to facilitate the description of the totality of such coinci-
dences”. (Einstein 1916).

This idea is the main basis of our tridimensional graph, which includes the self
as an observer of the attentional phenomenon as an awareness processor (the one
who is aware of awareness) and with relative awareness capacity.

6 Conclusion

The capacity of the self to become aware is shown in the third axe. The self phe-
nomenon must be seen in a different order and it should be studied with a new
scientific approach. In order to understand this dynamics, we have been studying
the Orch Or theory of consciousness.

Theoretical physicist Sir Roger Penrose and anesthesiologist Stuart Hameroff,
[15] in there joint work the Orch Or theory of consciousness, assume that con-
sciousness emerges from the brain, and the main focus is on complex computations
that occur in synapses.

Penrose postulates that each quantum superposition (possible position of the
particle) has its own piece of spacetime curvature. According to his theory, these
different bits of spacetime curvature are separated from one another, and consti-
tute a form of blister in spacetime. Penrose further proposes a limit to the size of
this spacetime blister. This is the tiny Planck scale of (10–35 m). Above this size,
Penrose suggests that spacetime can be viewed as continuous, and that gravity starts
to exert its force on the spacetime blister. This is suggested to become unstable
above the Planck scale, and to collapse so as to choose just one of the possible loca-
tions for the particle. Penrose calls this event “objective reduction (OR)”, reduction
being another word for wave function collapse.

There is no existing evidence for Penrose’s objective reduction, but the theory is
considered to be testable, and plans are in hand to carry out a relevant experiment.

Based on this theory, the self axe reflects another system code. It is a fourth
dimension reference system.

Applying this concept to the theory developed above, the third axe nature could
be the element that brings forth the reference of consciousness evolution and the
possibility of understanding the easy problem of consciousness.

Applying the Orch OR model to our model, the awareness state could be an OR
(objective reduction) point that has it own value measured by the amount of photons
concentrated in a given area, in the specific moment, promoting a particular tuning
of the brain:

� Feedforward processing (FFS)
� Recurrent processing (RI)
� Widespread recurrent processing (WRI)
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We intend to continue this study on orthogonal graph and further develop the
concept of awareness through wave function dynamics, that is, the third axe na-
ture. From our point-of-view, that is the key to understanding the hard problem of
consciousness.
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Computational Consciousness: Building
a Self-Preserving Organism

Allan Kardec Barros

Abstract Consciousness has been a subject of crescent interest among the
neuroscience community. However, building machine models of it is quite chal-
lenging, as it involves many characteristics and properties of the human brain which
are poorly defined or are very abstract. Here I propose to use information theory (IT)
to give a mathematical framework to understand consciousness. For this reason, I
used the term “computational”. This work is grounded on some recent results on
the use of IT to understand how the cortex codes information, where redundancy
reduction plays a fundamental role. Basically, I propose a system, here called “or-
ganism”, whose strategy is to extract the maximal amount of information from the
environment in order to survive. To highlight the proposed framework, I show a
simple organism composed of a single neuron which adapts itself to the outside
dynamics by taking into account its internal state, whose perception is understood
here to be related to “feelings”.

1 Introduction

Although an old subject of psychological/philosophical discussion, consciousness
has been attracting attention of the neuroscience community in recent years. Indeed,
it has been controversial under different point of views to explain how consciousness
arises or appears within the limits of the human brain. Even its definition is contro-
versial. However, a number of worldwide known names have entered recently in the
“quest for consciousness” [Koch, 2004].

Koch and Crick [Koch, 2004] suggested the idea of neural correlates of con-
sciousness (NCC), the minimal brain mechanisms responsible for any one specific
conscious percept, thought or memory. Some physiological phenomena such as
masking, fading and attention are regarded as related to consciousness. Moreover,
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some researchers relate it to emotion. In this regard, Damasio, stated that feelings
are also perceptions [Damasio 2000 and 2004].

In “does consciousness exist”, William James [James, 1904] begins a discussion
stating that rather than an entity, the word consciousness would stand for a function.
As such, one can notice that still in the beginning of last century there was a concept
being constructed where there would not exist any longer the idea of the homuncu-
lus, a little person in the brain, the “I”, which looks out at the world and initiates the
body actions to be taken.

In this regard, what happens if we try to mimic the human consciousness in a
machine? Can it be a simple computer – a deterministic, pre-programmed one? Or
does it need to be more elaborated – in this case, which kind of elaboration would
be that one? Alexander and Dunmall [Alexander and Dunmall, 1904], for exam-
ple, proposed a number of axioms that are useful for fully developing a conscious
machine.

Here I focus on the idea that consciousness could be related to “the percep-
tion that an organism has of itself” [Damasio, 2004], aiming at self-preservation.
Additionally, in the literature where consciousness is not directly defined, one can
notice that some terms which are very much related to it appears constantly in
the discussions. For example, the words “knowledge”, “perception”, “emotion” or
“thought”.

However, it is important to remember the advances made on the studies and
modeling of how the cortex adapts to the environment. Indeed, a number of works
have been published after Barlow relating perception to information theory [Barlow,
1989]. One concept which has grown consistently in recent years is that the brain
would code information based on minimal mutual redundancy which is highly re-
lated to the idea of statistical independence [Hyvarinen, 2001]. This means that the
brain copes with information processing by ignoring or reducing the redundant in-
formation (e.g. in a Shannon sense [Shannon, 1948]).

Information coding can be understood in the following way. If we imagine that,
for example, the visual and auditory system evolved coupled to the external world
stimuli, then we can infer that their organization evolved so that they extract the
maximum amount of information from real world images or sounds.

Evidence for this reasoning are the works on the visual [Olshausen and Field,
1996] and auditory [Lewicki, 2002, Smith and Lewicki, 2006] cortices, where
statistical independence was shown to be an efficient procedure to code informa-
tion. Equivalently, by assuming that the autonomic responses evolved coupled to
systemic demands in heart rate regulation, Barros and Principe [Barros and Principe,
submitted] showed that it is possible that the autonomic interaction also exploits in-
dependence principles. Indeed, what happens if we think of the cortex as a computer
implementing a sparse coding algorithm?

I propose here that consciousness arises when new information, which are im-
portant for the organism to self-preserve itself, modify the current state of the whole
or of a part of the organism. Important information are those which a given inter-
nal cost function is based on. It is based on an information-theoretical framework,



Computational Consciousness: Building a Self-Preserving Organism 305

OUTSIDE WORLD

INTERNAL
WORLD

SYSTEM 1 SYSTEM 2

ORGANISM

Fig. 1 Diagram for the self-preserving organism. It responds to outside stimuli taking into account
the internal world. Between the outside and the internal world, there are some intermediate systems
(1 and 2), all acting on each other. Every system consists of an automaton, which basically responds
to stimuli that are already known, and a network which learns new stimuli (eq. 2). Obviously, the
organism takes action on the outside world

such as Kullback-Lieber divergence, maximal likelihood or correlation. However,
this learning only occurs when the current internal state of the organism yields so.
In other words, emotion interferes in arousal of consciousness. It is important to
stress here that I understand emotion as the perception of the internal state of the
organism [Damasio, 2004]. To highlight this idea, I propose a simple cost function
which can be easily implemented in a unicellular organism with multiple sensors.

2 Computational Consciousness

In order to avoid possible misuse of the word consciousness, which has no defi-
nition currently, I use “computational consciousness” to stress that it is related to
information-theoretic concepts and can be implemented in a computer or any other
programmable system. In general terms, the proposed system can be understood by
the diagram as shown in Fig. 1. One can notice that there is both an outside and an
inside world acting on two systems. There could be N systems, however, two are
enough to highlight the idea here. Notice that they are interconnected and therefore
act mutually on each other. Let us show then how a single system works.

enough to highlight the idea here. Notice that they are interconnected and there-
fore act mutually on each other. Let us show then how a single system works.
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3 Sparse Codes

Information in the brain is represented by the pattern of activation of a large popu-
lation of neurons. It is a multi-stage process of converting the sensory input into a
“subjectively meaningful” experience. This process is composed of “cells” or stages.
At each stage, the input information is processed, leading to an output which de-
pends on an algorithm. This is carried out in a manner which is today understood as
“neural code”.

A sensory input, for example, an image, I.x; y/, can be coded as a linear
superposition of some basis functions, '.x; y/, which can be written as I.x; y/ DP
i

ai'i .x; y/, where a are the coefficients which activate the corresponding basis

function.
Thus, each image which “enters” the retina is processed in the early visual sys-

tem is firstly coded as in (1). Results on the neuroscientific side suggests strongly
that this is achieved through an overcomplete representation, where the number of
neurons to represent an image is much larger than the dimensionality of the input
pixels.

For example, in terms of cat primary visual cortex, there is an expansion rate of
25:1 in terms of axons projecting [Field, 1994, Olshausen and Field, 1996]. This
suggests that there are few neurons active within a given time instant. This suggests
that sparsificity is an strategy used in neural systems. Indeed, Olshausen and Field
used an algorithm which enforced sparcificity among neurons and found that the
coding of natural images yielded Gabor-like filters which resembled the receptive
fields of V1 [Keffler, 1952, Olshausen and Field, 1996].

There are a number of tools to find the sparse codes. So far, all of them are based
on higher order statistics, such as kurtosis [Hyvarinen et al., 2001], information
maximization [Bell, 2003], maximum likelihood, etc. In figure 4 I show one example
of Gabor wavelet-like basis functions generated by a code strategy based on kurtosis.

3.1 About a Single System

There is extensive literature on learning. However, how can one take into account the
internal state of the system to guide learning and therefore consciousness? Usually
in any learning system, there is some cost function which should be minimized or
maximized. As an example, let us say that one system can be implemented by one
single neuron (Extending this idea to more complex systems is straightforward).

Say that there is a vector with M inputs x(t)=[x1.t/; x2(t), . . . , xM .t/]T, where
T means transpose and t stands for time. One can thus think of an information-
theoretic based function which depends on x and on a parameter vector ˆ(t)=[ˆ1(t),
ˆ2(t),. . . ,ˆM .t/]T. Let us define this function as F(ˆ, x), whose gradient is
f (ˆ, x). Thus, one can think of a change in the parameter space from the current
state t to another one t+� , ˆ.t/ and ˆ(t+�/, respectively. Let us also assume that



Computational Consciousness: Building a Self-Preserving Organism 307

there is a function which measures the current state of the internal world, §(t; s/,
where s is an internal variables vector, which in this system can be understood as
“emotion” – in the sense explained by Damasio, who relates emotion to the internal
state of the body. This state can be for example the voltage level of a given device
or the level of energy. Thus, I propose the following type of cost function,

Œnext state
 D Œcurrent state
C Œinternal state
Œgradient
; (1)

or, in mathematical notation,

ˆ.t/ D ˆ.t � �/C§.t; s/f .ˆ; x/: (2)

It is important to stress that the organism acts upon the outside world by the follow-
ing function

y.t/ D ˆ.t/Tx: (3)

3.2 An Example

I propose a simple organism which can be regarded as “conscious” in the framework
proposed here. It is composed of a single neuron which can be “feeded” by a battery,
i.e., it is sensitive to a voltage level of a battery. It is composed as well ofM two di-
mensional sensors (which mimics eyes). Thus, besides the M sensors, the organism
has an additional one, which “feeds” it (xs/. One can think of a photo-electric cell
in this case, which loads the battery. A diagram of the system is shown in Fig. 2.

The learning can be verified by observing how the parameter vector changes
according to a change in the environment, which obviously mean adaptation to
this environment. The parameter vector in the case of images can be regarded as
the receptive fields that are found in the primary visual cortex (V1) [Keffler, 1952,
Olshausen and Field, 1996].

Fig. 2 Block diagram for a
system with a single neuron.
It has M inputs plus another
one (xs) which controls the
internal state (feeding). Its
output acts upon the outside
world (by making a
movement towards food or to
escape from a predator for
example). An algorithm along
with the internal world (IW)
modifies the weights

x1

x2

xM

...

+
y

ALGO

xs

IW
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3.3 Learning Rule

In order to show that the organism can be highly simple and still computationally
conscious, I propose the following learning rule to be implemented in the system,
which is a modified version of the algorithm proposed by Barros and Cichocki
[Barros and Cichocki, 2001]. Firstly, let us define the following error function e(t)

e.t/ D y.t/ � y.t � t1/; (4)

where t1 is a previously chosen delay. Biologically speaking, one can think of a
genetically pre-defined one.

Defining the cost function to be the expectation of the square of (4), i.e., the mean
squared error, E[e(t)2] one can easily find that the weights ˆ(t) can be updated by
the following rule,

ˆ.t/ D .1 � §.t; s//ˆ.t� £/C §.t; s/EŒxxT
�1EŒy.t� t1/x
; (5)

where§(t, s) can be either one or zero, as adaptation is required by the internal state
the or not, respectively.

I have chosen this rule because one can prove that, for a given input statistics,
it yields only one single independent component [Barros and Cichocki, 2001], al-
though scaled. I.e., the mean squared error has only one single minimum. Other
learning rules such as kurtosis have many ceiling poits (maximum and minimum)
[Delfosse and Loubaton, 1995].

4 Simulation Results

In order to be as realistic as possible, I carried out some experiments where the
inputs to the 2D sensors were two 512 � 512 natural images, as shown in Fig. 3.
This was to simulate a change in the environment. The simulation was carried out
by randomly taking a total of 20.000 16 � 16 images. I obtained the parameters for
the image in Fig. 3(a), then, by changing the internal state §(t, s) to 1, the other
parameters regarding Fig. 3(b) were learnt. The outputs were delayed in space as
in eq. (4), and for both images the parameters were found for the same delay. The
results are shown in Fig. 4.

5 Discussions

Here I have proposed an artificial organism that can be regarded as “computationally
conscious”, based on how it adapts to changes in the environment by taking into ac-
count its internal state. The proposed organism is shown in Fig. 1. There are two key
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Fig. 3 Two original images used to simulate the learning of two different environments (a) and (b)

Fig. 4 Two set of parameters (equivalent to receptive fields) obtained using the proposed algo-
rithm with one single delay. (a) Obtained with Fig. 3(a); (b) Obtained with Fig. 3(b). Notice the
adaptation for each environment

features of this organism: 1) It is capable of learning and; 2) For that, it takes into
account its internal state. The learning happens by using the concept of redundancy
reduction. In this regard, it is important to stress that in this organism, counscious-
ness does not arise in a particular site, rather it is a function, just as thought by
James [James, 1904]. Thus, the neural correlates of consciousness as called by Koch
[Koch, 2004], can be found as the second term in the right side of eq. (1), standing
therefore as a function, rather than a physical entity with an anatomical location.

As an example, I have proposed a very simple (unicellular) organism which uses
a yet simpler leaning rule, based basically on the difference between pixels. By
examining the found parameters in Fig. 4, one can clearly see a change in the pa-
rameters, although I was using the very same delay in the algorithm. This means that
the algorithm could capture the changes in the environment, i.e., images. One can
clearly see that while Fig. 3(a) is composed of features which do not change abruptly
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from one pixel to another, in Fig. 4(b) the parameter vector (or receptive field)
learned the higher frequency content of Fig. 3(b). It is important to stress here that
equivalent results were obtained by using other cost functions proposed in the liter-
ature [Hyvarinen, 2001].

However, more complex organisms can be thought using this simple model, and
using different cost functions which carry out redundancy reduction strategies. In
those complex organisms, one can think of, for example, that a given system (as
shown in Fig. 1) can be active in a given time frame while other is active in another
time, in a phenomenon called winning attention. Another feature that can be as well
carried out is to use different cost functions to complex organism. One particularly
elegant way to implement that is by using the concept of the co-information lattice
suggested by Bell [Bell, 2001].

There are some other points that should be discussed in this work. The first one
regards how plausible in physiological terms is the proposed organism. Moreover,
one has to discuss the statistical grounds of it. Let us first discuss the physiology.

Physiological Plausibility

� The receptive field of a neuron is the region in the visual field in which an appro-
priate stimulus modulates the cell’s response [Kuffler, 1952]. Interestingly, they
can be modeled as 2D Gabor functions. One can see from the results that even
a very simple cost function based only on second-order statistics can unfold this
Gabor characteristics;

� Fading: Stabilizing an image to the same retinal location causes vision to fade
[Coppola and Purves, 1996]. In the framework proposed here, it can be inter-
preted as information diminution. Although not implemented in the example, it
can be easily added, as this fading property belongs to a sparse coding strategy
acting upon time.

� Masking: A given stimulus, the mask, can interfere in the processing of another,
the target. Again, I interpret it as a form of redundancy reduction coding, which
responds only to one of the stimuli, whether they are close in time, space, statis-
tics or other domain.

� Lower level internal state (i.e., sensory impulses from regions outside the brain).
The thalamus is the intermediate relay point and processing center for most of
sensory impulses, ascending to the cerebral cortex from the spinal cord, brain-
stem, cerebellum, basal ganglia, etc. The thalamus relays its output to the cerebral
cortex. Reports on lesions in the thalamic intralaminar nuclei can completely
knock out all awareness [Hunter and Jasper, 1949];

� Emotions (higher level internal state): Bilateral ablation of the amygdala has the
effect of flattening emotion. Theoreticians relate consciousness to emotion. I pro-
pose here to use the idea of Damasio, who stated that feelings are also perceptions
In this regard, Damasio, stated that feelings are also perceptions [Damasio 2000
and 2004]. Thus, by taking the previous item and this, we can say that, besides



Computational Consciousness: Building a Self-Preserving Organism 311

the visual and auditory perception, feelings, in the context of computational
consciousness, shall be interpreted as the perception of the current state of the
system.

� Winning attention: In the case of two or more concomitant stimuli, attention
conscious perception shall be of the winner one. This is again an example of
redundancy reduction that can be easily implemented by a winner-take-all type
of network.

� Although the nervous system is a single, unified communication network, it can
be divided on a gross anatomical basis into the central nervous system (brain
and spinal cord) and peripheral nervous system (cranial and spinal nerves, with
afferent and efferent nerve cells). In the future, we can think of a model which
makes use of afferent/efferent pathways to interact with the external world;

Following Barlow reasoning on perception, I believe that redundancy reduction
plays a fundamental role on the arousal of consciousness. Indeed, Barlow suggested
that a possible strategy for the brain to code information is by forcing redun-
dancy reduction [Barlow, 1989]. Indeed, Olshausen and Field [Olshausen and Field,
1996] and Lewicki [Lewicki, 2001] showed that by applying algorithms which uses
the concept of sparseness or statistical independence, the basis functions which were
found resemble the receptive fields in primary visual cortex (see Fig. 3) or that the
filters found using this strategy to sounds resembled colchlear wavelet-like filters.
Similar strategy was used to learn the parts of objects [Lee and Seung, 1999]. It
is also important to highlight that works relating complex systems to sparseness to
information coding were also carried out and might be a good indication that redun-
dancy reduction plays a fundamental role for the organism survival.

It is not difficult to think of a form to implement this organism as in a robot,
where besides its main task, it should be capable of self-preservation. Therefore, it
could survive in hostile environments. That is, it would be an automaton, in the sense
that it would take immediate actions after a stimulus. In this regard, it would act as a
zombie in the words of Koch [Koch, 2004]. For example, if a given visual or auditory
stimuli is given and the system was already trained for that particular stimuli, an arm
movement is made. This is basically the old-type robot style. However, it would be
capable of self-preserving itself by sensing how hostile the new environment is. For
example, if an aggression occurs, this fact has to be sensed and learned so that the
organism would be capable of avoiding it in the future.

6 Remarks

REMARK 1: A certain line of thought in studying consciousness is to use determin-
ist machines to mimic human beings. As determinist machines I mean those which
have all the answers or codes previously fixed, and react to the external stimuli ac-
cordingly. One example are the so-called Turing Test. Turing [turing] described the
following game. Suppose that we have a person, a machine, and an interrogator.
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The interrogator is in a room separated from the other person and the machine. The
task is: the interrogator should determine which of the other two is the person and
which is the machine. The usual way to implement such test so far is by the use of
determinist responses.

If we take the reasoning and claims of Koch, then definitely we should have some
kind of learning in order for a given machine to be conscious. Indeed, a zombie be-
havior requires fast response and, contrary to conscious events, they can be regarded
in general as automatic. We can conclude that zombies react to environmental in-
puts simply in a determinist fashion: it is a brain reflex to a given output. If we take
as correct the reasoning and speculations of Koch, then definitely we should have
some kind of learning in order for conscious to appear. Moreover, we can infer as
well that consciousness is transient. Then we have the following remark:
REMARK 2: Consciousness is transient and requires learning. It is not difficult,
therefore, to imagine a machine which fulfills the requirements of carrying out a
sparse coding strategy to deal with information entering from the external world;
that is both zombie and conscious – once at a time, of course.
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The Hippocampal System as the Cortical
Resource Manager: A Model Connecting
Psychology, Anatomy and Physiology

L. Andrew Coward

Abstract A model is described in which the hippocampal system functions as
resource manager for the neocortex. This model is developed from an architectural
concept for the brain as a whole within which the receptive fields of neocortical
columns can gradually expand but with some limited exceptions tend not to contract.
The definition process for receptive fields is constrained so that they overlap as lit-
tle as possible, and change as little as possible, but at least a minimum number of
columns detect their fields within every sensory input state. Below this minimum,
the receptive fields of some columns are expanded slightly until the minimum level
is reached. The columns in which this expansion occurs are selected by a com-
petitive process in the hippocampal system that identifies those in which only a
relatively small expansion is required, and sends signals to those columns that trig-
ger the expansion. These expansions in receptive fields are the information record
that forms the declarative memory of the input state. Episodic memory activates
a set of columns in which receptive fields expanded simultaneously at some point
in the past, and the hippocampal system is therefore the appropriate source for in-
formation guiding access to such memories. Semantic memory associates columns
that are often active (with or without expansions in receptive fields) simultaneously.
Initially, the hippocampus can guide access to such memories on the basis of ini-
tial information recording, but to avoid corruption of the information needed for
ongoing resource management, access control shifts to other parts of the neocor-
tex. The roles of the mammillary bodies, amygdala and anterior thalamic nucleus
can be understood as modulating information recording in accordance with various
behavioral priorities. During sleep, provisional physical connectivity is created that
supports receptive field expansions in the subsequent wake period, but previously
created memories are not affected. This model matches a wide range of neuropsy-
chological observation better than alternative hippocampal models. The information
mechanisms required by the model are consistent with known brain anatomy and
neuron physiology.
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1 Introduction

Since the observations of the combination of memory deficits observed in patients
after surgical removal of parts of their hippocampal system [Scoville and Milner,
1957], there has been strong interest in the role of this structure in memory.

However, these and subsequent observations demonstrated three dissociations
which have presented challenges to understanding the actual role of the hippocam-
pal system. One is that although there can be severe anterograde amnesia for both
semantic and episodic memory, retrograde amnesia is stronger for episodic memory.
The second is that speech capabilities, general intelligence, and previously acquired
skills are unaffected, despite the memory deficits. The third is that although the
ability to create new declarative (i.e. semantic and episodic) memories is strongly
affected, a significant ability to learn sensorimotor skills and to perform repetition
priming is retained.

Furthermore, lesions to diencephalic structures such as the mammillary bodies
and the anterior thalamic nuclei can generate similar combinations of deficits in
the absence of damage to the hippocampal system. Thus damage to the mammil-
lary bodies of the hypothalamus can result in anterograde memory deficits [Tanaka
et al. 1997], damage to the anterior thalamic nuclei can result in both anterograde
and retrograde amnesia [Caulo et al. 2005], but again in such cases all other cogni-
tive capabilities are unaffected. It has also been observed that the amygdala plays a
role in enhancing the memory of emotional events [Phelps 2006]. However, there is
developing evidence that these structures have these effects through their action on
the hippocampal system [Caulo et al. 2005; Dolcos et al. 2004], and should therefore
be regarded as an integral part of that system.

A wide range of functional roles has been proposed for the hippocampal system
to account for the observed combination of deficits. Many of these models propose
two component systems to account for the combination of global anterograde se-
mantic and episodic amnesia with stronger retrograde episodic amnesia. Typically
these models have a component supporting stimulus memory and a component sup-
porting episodic retrieval [e.g. Gluck et al. 2003], and argue that detailed stimulus
information is initially registered in the hippocampal system and gradually trans-
ferred to long-term storage in the neocortex. The models in general have issues in
providing an account for the full range of experimental observations [Cohen et al.
1999], and do not provide any functional reason for the roles of the mammillary
nuclei, anterior thalamic nuclei and amygdala other than speculation about possible
redundancy [e.g. Graff-Radford 1990].

An alternative concept [Coward 1990; 2000; 2005a] is that the primary role of
the hippocampal system is management of the information recording resources of
the cortex. A major part of this role is determining at each point in time where infor-
mation about current sensory inputs will be recorded in the neocortex, performing
this function by managing a competition between all cortex areas to determine the
most appropriate combination of locations. A side effect of this function is that
the hippocampal system acquires information about which cortex locations record
information at the same time, information critical for episodic memory retrieval
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and navigation. Retrieval of semantic memory, on the basis of associations between
cortex locations that are frequently active at the same time (not necessarily with in-
formation recording), can become independent of the hippocampal system. The role
of sleep includes configuration of some neocortex resources to be as appropriate as
possible for recording information in the immediate future, using past experience
(with a bias in favor of the most recent) as the best available estimate for future
experience.

As described in this paper, the resource management concept can be developed
into a detailed model that provides an intuitively simple reason for the existence
of the hippocampal system, eliminates the need for complex information transfers
back and forth between neocortex and hippocampus, and provides straightforward
reasons for the existence of the various dissociations. An integrated account can
be provided for the roles of different parts of the hippocampal system, the anterior
thalamic nuclei, the mammillary bodies and the amygdala in memory. High level
functional processes can be mapped into known or plausible neuron processes, for
example functional learning into long term potentiation (LTP). Finally, it includes
a memory related role for sleep including dream sleep that is more consistent with
experiment that the alternative memory consolidation models.

Furthermore, there are system architectural arguments [Coward 2001] indicating
that any system that must learn a complex combination of behaviours will tend to be
constrained into an architectural form with separations between some specific sub-
systems. The constraints include a separation between one subsystem that records
stimulus information, another that records response information, and a third that
manages the resources of the stimulus recording subsystem, determining where new
information will be recorded in response to a novel stimulus. The constraints require
a new stimulus to be learned instantaneously (and relatively permanently) by slight
expansions to the receptive fields of a small set of modules within the subsystem,
but responses to those stimuli are learned gradually by continuous variation of be-
havioural weights assigned to the outputs from stimuli detection modules. With the
neocortex corresponding with the stimulus recording subsystem, cortical columns
corresponding with stimuli detection modules, the thalamus and basal ganglia corre-
sponding with the response recording subsystem, and the hippocampal system with
the resource manager, the dissociations in damage following hippocampal system
damage can be understood, because although no new stimuli can be learned, the be-
havioral associations of existing stimuli are preserved and can continue to change.
Knowledge acquired by the resource manager about which columns recorded in-
formation at the same time can be used to reconstruct episodic memories, but not
memories based on frequent simultaneous presence of different stimuli (i.e. seman-
tic memories such as word meanings).

This paper presents a detailed model of hippocampal functions based on the re-
source management concept. Firstly, a range of previous models for the role of the
hippocampus are described. Then the architectural constraints on complex learning
systems (as described fully in Coward [2001]) and how they apply to the brain are
outlined. The differences between the information models for semantic, episodic,
priming and procedural memory that follow from the architectural constraints are
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described. Next, an overview of the relevant physiology of the hippocampal system
is presented. The proposed resource management model is then described, including
the roles of each structure in the hippocampal system, the roles of the participating
hypothalamic, thalamic and amygdala nuclei, and the role of sleep including REM
sleep. The way in which memory processing occurs as a sequence of detailed physi-
ological steps is then described. The resource management model is used to provide
an account for a range of experimental observations in human beings and various
animal models, and comparisons are made with various alternative models.

2 Models of Hippocampal System Function

In 1957, Scoville and Milner reported on a striking combination of memory deficits
that had followed surgical resection of the medial temporal lobes, including sub-
stantial hippocampal damage, in three patients DC, HM and MB. In each case the
patients appeared to have lost the ability to remember any events subsequent to their
surgery, and memory of events for a period of time prior to surgery was also affected.
However, general intelligence, conversation skills, perception and reasoning ability
appeared unaffected. The details of the deficit in patient HM have been extensively
investigated in the half century since than [Corkin 2002].

The deficit in HM included global anterograde amnesia for declarative type mem-
ories: an inability to learn any new events, facts or words. There also appeared to be
a retrograde deficit for memory of events. In the 1957 paper it was remarked that in
conversation with HM a couple of years after his operation, he reverted constantly
to boyhood events and appeared to have a partial retrograde deficit “inasmuch as he
did not remember the death of a favorite uncle three years previously: : :yet could
recall some trivial events that had occurred just before his admission to the hos-
pital”. Later, HM was tested more formally using Crovitz’s test, in which subjects
are asked to relate a personally experienced event incorporating each of ten nouns.
HM’s memories were only of events earlier than 11 years prior to his operation, in
striking contrast with normal controls [Sagar, Cohen, Corkin and Growden 1985].
This apparent 11 year retrograde deficit in episodic memory contrasts with his re-
tained semantic memory for word meanings learned in the same 11 year period
[Kensinger, Ullman, and Corkin, 2001].

However, HM retained a significant ability to learn sensorimotor skills [Corkin,
1968] and his repetition priming capability was normal [Milner, Corkin and Teuber,
1968].

Given the association of the hippocampus with navigation [e.g. Maguire et al.
2000], it is of interest that immediately after surgery, HM “could no longer : : : find
his way to the bathroom” and after moving to a new house a few blocks away on the
same street he could not be trusted to find his way home alone [Scoville and Milner
1957]. His ability to recall spatial location was severely impaired [Smith 1988].
However, after living in a new home (an 860 square foot bungalow) for 8 years he
was able to draw an accurate map of the location of the rooms and he retained that
capability three years after leaving that home [Corkin 2002].
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The combination of (1) global anterograde amnesia for semantic and episodic
memory, (2) the continued ability to learn simple motor skills and repetition prim-
ing, (3) retrograde amnesia for episodic memory covering limited time periods,
but not for semantic memory or complex skills learned prior to onset of amnesia
and (4) unaffected general intelligence etc. appears fairly typical of damage to the
hippocampal region. There is, however, considerable variation in detail that will
be discussed in later sections. This combination of deficits has presented a major
problem for modelling the function of this region. A wide range of models has
been proposed, but encounter difficulties in accounting for the exact combination of
deficits that are exhibited.

Tulving et al. [1996] proposed that the role of the hippocampal system is deter-
mination of the novelty of a stimulus, and encoding of current incoming information
by frontal lobe cortical areas depends on the novelty of that information. This model
does not address the apparent dissociation between semantic and episodic informa-
tion in retrograde amnesia following hippocampal system damage. As pointed out
in a review of models by Cohen et al. [1999], issues with the model include obser-
vations in some cases of greater hippocampal activity for old vs. new items; other
observations of differences in hippocampal activation when there was no difference
in novelty; and yet other observations in which systematic variation in the degree of
novelty produces no change in hippocampal activation.

The simple consolidation model [e.g. Squire and Alvarez, 1995] was developed
to explain the combination of global anterograde amnesia with retrograde amnesia
covering a limited period of time. In this model, information is initially registered
in the hippocampal system, and gradually transferred to long term storage in the
neocortex. McClelland, McNaughton and O’Reilly [1995] argued that one value
of gradual transfer is that it could reduce the interference between prior and later
learning.

This simple consolidation model was criticized by Nadel and Moscovitch [1997]
for a number of reasons, including (1) that it does not account for the differences
in retrograde amnesia between episodic memories (generally the most severe am-
nesia), personal semantic memories and semantic memories of public events and
persons (less severe) and general semantic memory (least affected), and (2) that
the retrograde amnesia period observed in some cases for autobiographic memories
implies that consolidation require the entire lifetime.

Teyler and DiScenna [1986] proposed that the role of the hippocampus is to form
an index of neocortical areas activated by each experienced event. Only the location
and temporal sequencing of activated cortical modules is encoded, there is no coding
of any neuronal transformation of the event itself in the hippocampus. Reactivation
of the indexed neocortical modules in the appropriate spatio-temporal sequence sim-
ulates the original experience. If a new event activates only a fraction of the index
of some past event, and the fraction exceeds a threshold, then the remainder of the
index for the past event is activated, and this activates all the neocortical modules ac-
tive during the event. Teyler and DiScenna suggested that the operation of the index
could be regarded as a pattern matching function: the hippocampus continually and
automatically tests each pattern of cortical activation to see if it matches previously
stored patterns.
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Nadel and Moscovitch [1997] extended the memory indexing theory to provide
an account for the dissociations between episodic and semantic memory. In their
multiple trace theory, as in the memory indexing theory, the hippocampal complex
rapidly encodes all information that is attended or consciously apprehended. The
hippocampal record acts as a pointer to neocortical neurons that represent the in-
formation, and binds them into a coherent memory trace. The memory trace for
an episode is thus the entire hippocampal-neocortical ensemble. The difference in
the multiple trace theory is that reactivation of a trace results in creation of new
traces, and for semantic information some traces can become independent of the
hippocampus. Damage to the hippocampal system will affect a memory to a degree
dependent on the proportion of the traces for that memory that are damaged. Multi-
ple traces within the hippocampus and traces outside the hippocampus will reduce
the effect of the damage. Another approach is to argue that incremental learning and
storage and retrieval of episodic memories are performed by separate subsystems of
the hippocampal system. Gluck et al. [2003] have claimed a synthesis of this type,
with incremental learning supported by representational transformations in the in-
put regions to the hippocampus (especially the entorhinal cortex), and the storage
and recall of previously processed representations supported by the CA3 and CA1
regions.

Another two component model is that of Eichenbaum et al. [1994]. These authors
argue that the hippocampal system performs two sequential functions correspond-
ing with anatomically separate structures. First, the hippocampal system can fully
represent current sensory items (without relationships between them) in a memory
buffer that can hold information for at least several minutes. Second, while these
representations are held in the buffer, the hippocampal system compares and relates
them to other memory representations, creating relational representations between
the items and linking with any previously created relations involving the items. They
propose that the temporary storage of sensory representations occurs in the entorhi-
nal, perirhinal and parahippocampal cortices, and the relational processing in the
CA fields, dentate gyrus and subiculum.

Lisman [1999] emphasized that a key characteristic of episodic memory is that
sequences are recollected, and introduced a model in which memory sequences are
recalled by a combined dentate-CA3 circuit. In this model, CA3 is a recurrent net-
work that contains heteroassociative information making it possible for one item
in a memory sequence to recall the next item. Long chains of such recalls are li-
able to become increasingly noisy and error prone. To correct such a buildup of
errors, the dentate gyrus is a second recurrent network that contains autoassociative
information making it possible for one item in a memory sequence to recall itself
with lower noise. In this model, the role of CA1 is to convert the CA3 output to a
cortical representation, and to compare CA3 predictions of the next items in a se-
quence with actual sensory input derived more directly from the neocortex. As a rat
moves through the place field of a hippocampal place cell, the cell fires with pro-
gressively earlier phase in successive cycles of theta activity [Skaggs et al. 1996].
Lisman [1999] suggested that this phase advance is the means by which memories
of successive points in time are associated. This mechanism allows association of
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events separated by less that about 100 milliseconds, and a buffering function (sup-
ported by neuron activity for many seconds after the stimulus is removed) allows
association of events with wider separations. Lisman’s model is an ambitious at-
tempt to link processes at molecular, cellular, network and behavioural levels, but as
Lisman points out, does not address how the information stored in the hippocampus
is utilized by other brain networks.

2.1 Hippocampal Subregional Information Models

As discussed in the previous section, Lisman [1999] argued that the dentate gyrus
operates as an autoassociator, CA3 as a heteroassociator, and CA1 as a com-
parator. These information functions together operate to retrieve episodic memory
sequences.

Kesner et al. [2004] extended the pattern matching paradigm introduced by
Teyler and DiScenna [1986] to attempt to understand the roles of different hip-
pocampal regions within the framework of consolidation type theories. They identi-
fied different types of information processing, including pattern separation, pattern
association, pattern completion, novelty detection, and memory (short, intermediate
and long term). Pattern separation is the mechanism for separating partially overlap-
ping patterns of activation so that one pattern can be retrieved separately from other
patterns. Pattern association links patterns that are discontiguous in space or time
[Wallenstein et al., 1998]. Pattern completion retrieves previously stored patterns on
the basis of partial inputs.

Kesner et al. [2004] review a range of experimental evidence to argue that dif-
ferent subregions within the hippocampal formation support different information
processes. In particular, the dentate gyrus acts as a competitive network to reduce
the redundancy of sensory inputs and produce sparse, orthogonal outputs. These
outputs are used by CA3 to perform spatial pattern separation. CA3 supports spatial
pattern association, spatial pattern completion, short term memory and novelty de-
tection. Outputs from CA3 are used to support temporal pattern separation in CA1.
CA1 performs temporal pattern association, temporal pattern completion and inter-
mediate term memory.

However, the way in which these information processes combine to support the
memory phenomena as described by the higher level models has not been made
fully clear.

3 Architectural Model of the Brain

As pointed out by Lisman [1999], a full theory of the hippocampus must link pro-
cesses at molecular, cellular, network and behavioural levels. A critical element
in such a theory is some concept of what information processes the hippocampus
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contributes to the rest of the brain and to the neocortex in particular. Such a concept
requires a system architecture of the brain as a whole.

A general system architectural model of the brain called the recommendation ar-
chitecture has been proposed by Coward [1990; 2001; 2005a], including theoretical
arguments that any system which must learn a complex combination of behaviors
with limited information handling resources will tend to be constrained into the
forms of this model by a number of practical considerations. These considerations
include the need to limit resources, the need to learn without interference with past
learning, the need to recover from damage and failure, the need to construct the sys-
tem itself without errors, the need for synchronicity or maintenance of associations
between the results of processing the same input state (i.e. information derived from
the environment or other sources at the same time) by different parts of the system,
and the need to use the same resources to simultaneously process input states from
different times. These practical considerations generate interacting and conflicting
pressures on system architecture, and some remarkably specific architectural re-
quirements result from the need to find an adequate compromise that satisfies these
conflicting pressures.

The general architectural form of the model is illustrated in figure 1. For a com-
plex learning system, the greater the ratio of behaviors to resources, the more tightly
the system will be confined within this architectural form [Coward 2001]. As illus-
trated in figure 1, there are a number of separations between subsystems which
perform different types of information processes, and evidence from physiological
structure, dissociations between different cognitive processes, and the deficits result-
ing from local damage has been offered [Coward 1990; 2000; 2005a] to support the
view that there is a correspondence between these subsystems and the physiological
structures of the mammal brain identified in the figure.

The model makes it possible to create a hierarchy of causal descriptions of the
same phenomenon at a number of different levels of detail, from physiological to
psychological, in such a way that descriptions on one level can be mapped into de-
scriptions on other levels. Such a description hierarchy is essential for understanding
a complex phenomenon [Coward and Sun 2007].

In the architectural form illustrated in figure 1, there is a primary separa-
tion between a modular hierarchy (called clustering) and a component hierarchy
(called competition). The difference between a module and a component is that
component inputs and outputs can only have simple behavioral meanings (i.e. rec-
ommending performance of one behavior, or against performance of anything
except one behavior). Module inputs and outputs can have complex behavioral
meanings (i.e. recommending performance of many different behaviors, generally
with different recommendation strengths) [Coward 2001; 2005a]. In the mammal
brain the cortex corresponds with clustering and the thalamus and basal ganglia
correspond with competition.

Clustering defines and detects information conditions within the information
available to the system, each module being programmed to detect a set of fairly
similar conditions which define the receptive field of the module. An output from a
module indicates the detection of a significant subset of its programmed conditions,
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Fig. 1 The architectural form into which a system will tend to be constrained if it must learn a
large number of different behaviors with limited resources is illustrated. The modular hierarchy
defines and detects conditions within the information available to the system. Many condition de-
tections flow to the component hierarchy where they are interpreted as recommendations in favor
of a wide range of behaviors. Conditions are detected on different levels of complexity, with sim-
pler conditions being generally (but not exclusively) more useful for recommending information
flow behaviors, moderate complexity conditions for recommending selections of general types of
behavior, and high complexity conditions for recommending specific (e.g. motor) behaviors. The
component hierarchy selects and implements the most strongly recommended behaviors, including
behaviors that are information releases from one part of the modular hierarchy to another. Selec-
tion of, for example, a general type of behavior is effectively a selection of one information flow
within the modular hierarchy over another. For efficiency reasons, most modular hierarchy infor-
mation flow decisions are implemented through a single subsystem within the component hierarchy
(the information flow manager), relevant selections by other parts of the component hierarchy are
funneled through the information flow manager as illustrated. Reward feedback is managed by a
separate subsystem. Such reward feedback acts upon the component hierarchy to change recom-
mendation weights but cannot change condition definitions in the modular hierarchy. Decisions on
where to record conditions in the modular hierarchy at each point in time are made by the resource
manager on the basis of inputs from the modular hierarchy. Selection of a general type of behavior
can be influenced by general circumstances via the behavior type probability manager. Such se-
lections include influencing the rate of condition recording. Special circumstances can also result
in elevation of the rate of condition recording by the recording rate manager. The human brain
structures corresponding with these subsystems are indicated [Coward 2005a and this paper]
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i.e. the detection of its receptive field. The term “feature” could perhaps be used
instead of “information condition” or “module receptive field”, but the implication
of the word feature is that the information condition detected and resultant mod-
ule output corresponds exactly with some simple cognitive feature. As discussed
below, and in detail in Coward [1990; 2001], an information condition or module
receptive field is a circumstance that is in general detected within many different
cognitive features, the indicator of the difference between two cognitive features is
the different (but partially overlapping) populations of conditions or receptive fields
detected.

The system information within which conditions are detected includes raw infor-
mation about the state of the external environment and about the internal state of the
system itself. Competition receives inputs indicating detections of various receptive
fields (i.e. module outputs) and interprets each such input as a recommendation in
favour of many different behaviours, each with an individual weight. The total rec-
ommendation weights of each behaviour is determined, and competition drives the
implementation of the behaviour with the largest current weight. Reward feedback
modifies recommendation weights in competition but does not change condition
definitions in clustering.

3.1 The Modular Hierarchy

A condition is ultimately defined by a set of raw system inputs and an associated
state specified for each input in the set, and the condition occurs if a high propor-
tion of its set of inputs is in the state specified for the condition. Conditions are
defined on different levels of complexity, where the complexity of a condition is the
number of raw inputs (including duplicates) that contribute to the condition, either
directly or via intermediate conditions. Conditions on different levels of complexity
(and the receptive fields which contain the conditions) may be more appropriate for
recommending different types of behavior [Coward 2005a].

In physiological terms, a condition is a group of inputs to a pyramidal neuron
that are integrated as a group before contributing to the potential injected into the
soma. Figure 2 illustrates this staged integration process. A condition programmed
on an arm of the dendrite is present if enough action potentials arrive at the different
synapses defining the condition within a short enough period of time to exceed the
threshold for injection of potential deeper into the dendrite. One neuron will be
programmed with many such conditions, and will produce an output if a significant
proportion of its conditions are present. The receptive field of the neuron is specified
by the group of conditions that it detects, and its output indicates the detection of
that receptive field.

Pyramidal neurons in sensory areas in the neocortex detect relatively simple re-
ceptive fields, with complexity increasing in later sensory areas. Pyramidal neurons
in association areas detect even more complex conditions that are combinations of
receptive fields detected in the areas from which they derive their inputs. Cortical
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Fig. 2 Conceptual diagram of a pyramidal neuron. There is separate integration of postsynaptic
potentials on different arms of its dendrite. If the integration product within an arm exceeds a
threshold, potential is injected further into the dendrite, and such injection from enough arms
causes the soma to produce an action potential. The lower left arm does not have enough synaptic
strengths in its condition defining inputs to inject potential. However, if its input exciting condition
recording is active, the total potential in the arm can exceed the threshold. If shortly afterwards
the neuron produces an action potential and there is also an action potential that backpropagates
into arms that have recently injected potential, the postsynaptic strengths will increase by the LTP
mechanism. This increase will tend to enable the arm to inject potential in the future without ac-
tivity from the input exciting condition recording, in other words, a condition has effectively been
recorded. Inputs exciting condition recording will in general come from the hippocampal system

columns detect receptive fields defined by the receptive fields of their constituent
pyramidal neurons. Cortical arrays detect at least a minimum number of columnar
receptive fields on one level of complexity in every sensory input state. Cortical
areas are made up of sequences of one or more arrays, with each array detecting
receptive fields on a different level of complexity but within the same input space.

An important aspect of the evolution of receptive fields is that because one recep-
tive field has many different behavioural meanings, changes to receptive fields must
be tightly controlled to minimize interference with existing such meanings. Coward
[2001; 2005a] has argued that a good first approximation is that receptive fields can
expand (by addition of conditions) but cannot change or eliminate conditions once
they have been added.
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Two important qualifiers to this approximation are that changes to receptive fields
can be reversed on very short and very long time frames with limited behavioural
risk. If a condition is added but does not occur again within a relatively short period
of time, it could be eliminated. In other words, the receptive field of a pyramidal
neuron could expand slightly, and if the expansion is detected again soon afterwards
becomes permanent, otherwise relaxing again to its prior state. If a long period of
time elapses during which a condition or group of conditions do not occur, then
again the behavioural risk of eliminating the condition may be low. An extreme
example is if there is a major change in sensory inputs which results in some inputs
no longer occurring, such as the significant changes to receptive fields observed
when the surface skin of two digits of an owl monkey are connected [Clark et al.
1988]. A rather different qualification is that in the early experience of the brain,
condition detections may not yet be associated with behaviors. If these associations
are not being created, then there can be greater freedom to change and eliminate
conditions. This greater freedom may be important to heuristically establishing an
effective set of modules in early learning of infants [Coward 2005a].

An implication of this restriction on change is that in general modular receptive
fields cannot be evolved to correspond with features or categories of sensory objects.
This is consistent with the observations of Tanaka [1993] that even in the infer-
otemporal cortex functionally associated with object recognition, pyramidal neuron
and column receptive fields correspond with ambiguous shapes and not clear visual
features.

There are a number of considerations that can be used to define the circum-
stances in which receptive field expansion can occur. The first is that a reasonable
range of recommendations is required in response to any input state in order to
achieve a high integrity behavior. Because behavioral recommendations are also
module outputs, this implies that at least a minimum number of modules (i.e. cor-
tical columns) must be producing outputs in response to every input state. If the
number of columns producing outputs to the component hierarchy is low, expan-
sion of module receptive fields by recording of additional conditions will generally
be required. An implication is that the degree of condition recording will be higher
during novel experiences. A second consideration is that the conditions within one
module must be similar, both for resource economy reasons and to ensure that the
behavioral meaning of module outputs is not excessively diluted. A third consid-
eration is that adequate discrimination must be achieved between input states with
different behavioral implications: the populations of conditions detected with such
input states must be sufficiently different to adequately guide behavior. Although
reward feedback cannot be used directly, there is a contradictory reward feedback
mechanism that can be used to drive increases in resolution [Coward 2005a]. In this
mechanism, if a similar group of columns generate outputs on a number of different
occasions, these outputs result in the same behaviour being implemented, but the
reward feedback following the behaviour is sometimes positive and sometimes neg-
ative, the implication is that the columns are not providing adequate discrimination.
In this situation, additional discrimination could be provided (for instance, by caus-
ing two columnar output pyramidals with very similar receptive fields to diverge
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by forcing change to one of them). A fourth consideration is that the overall use of
resources (i.e. neurons and connectivity) must not be excessive.

One approach to guiding change is to expand the receptive field of a module
if the module was not producing an output, provided that the current input state
was fairly similar to past input states that resulted in a module output. Another
approach is to limit expansions to modules with the greatest similarity between the
current input state and past state which caused them to produce outputs. This second
approach means that the resultant module receptive fields are more orthogonal and
therefore better able to discriminate between behaviourally different circumstances,
but requires extensive communication between modules. As discussed later, both of
these approaches are important.

There are some conceptual similarities between column arrays and components
in independent components analysis [Hyvärinen et al. 1999], in the sense that ar-
rays decompose a sequence of input states into partially statistically independent
“features” in an unsupervised manner. The critical difference is that independent
components are calculated prior to use with a preselected set of sensory inputs, and
do not change in response to actual sensory inputs. Columns constantly evolve by
addition of new conditions. This evolution means that columns are less rigorously
statistically independent, but new types of input states can be decomposed using an
existing column array.

3.2 The Pyramidal Neuron Model

The proposed leaky integrator model for a cortical pyramidal neuron is illustrated
in figure 2. In this model, action potentials arriving at synapses inject potential into
local regions (arms) of the dendrite. These postsynaptic potentials follow a rapid
increase and slower decay cycle, and add together locally within each arm. If the
total arm potential at some point in time exceeds a threshold, potential is injected
deeper into the dendrite. This potential also follows a rapid increase and slower
decay cycle, and further integration within the dendritic tree and within the soma of
the neuron determine whether the neuron will produce an output action potential.
This type of staged integration across a dendritic tree appears to be physiologically
plausible [Hausser and Mel 2003].

A condition is defined by inputs to one arm of the dendritic tree from pyramidal
neurons with simpler receptive fields (the condition defining inputs in figure 2) and
their associated synaptic weights. The receptive field of the neuron is defined by the
set of conditions programmed on its arms, and the neuron will detect its receptive
field if a significant proportion of its conditions are detected (i.e. inject potential
deeper into the dendrite) within the integration time for the soma. The rate of action
potential generation by the neuron indicates the degree of presence in the current
input state of its receptive field.

Expansion of the receptive field of a neuron can take place in two ways. One
is by increases to some of the input synaptic strengths of an existing condition,



328 L.A. Coward

the other is addition of a new condition with a somewhat different set of inputs
from existing conditions. It would be impractical to create the connectivity needed
to define a new condition at the instant the condition was required. Configuration
of provisional conditions in advance is therefore required, and condition recording
occurs by increases in some of the input synaptic strengths of the new condition.

The mechanism by which synaptic strengths are increased is the LTP mecha-
nism described by Bi and Poo [1998]. If, within the integration time for the arm,
action potentials arrive at a significant proportion of the condition defining inputs,
the total postsynaptic potential could exceed the threshold for the arm. If the arm in-
jects potential deeper into the dendrite, and if shortly afterwards the soma generates
an action potential, a backpropagating action potential that only enters arms which
have recently injected potential into the dendrite increases the weights of recently
active synapses on such arms. This mechanism will cause the receptive field of the
neuron to increase whenever the neuron produces an output.

Such an unmanaged increase in receptive fields would reduce their behavioural
value. There are several ways in which the increases can be managed more ef-
fectively. Firstly, by limits to the weights of individual synapses to ensure that
individual synapses do not dominate a condition or individual conditions dominate
a receptive field. Secondly, by requiring that an increase will be reversed unless sev-
eral increases to the same synapse occur within a short period of time, so that rarely
occurring conditions are not recorded. Thirdly, by eliminating any synapses on an
arm which are close to their initial value when most other synapses have reached
their maximum. Fourthly, by providing condition recording management inputs as
illustrated in figure 2, particularly to provisional conditions.

For the provisional condition illustrated in figure 2, the total weight of the con-
dition defining synapses is in general too small to result in injection of potential
deeper into the dendrite for further integration. However, if action potentials arrive
at a significant proportion of the provisional condition defining inputs within the
integration time and in addition arrive at the condition recording management in-
puts, the total postsynaptic potential could exceed the threshold. If the arm injects
potential deeper into the dendrite, and if shortly afterwards the soma generates an ac-
tion potential, the LTP mechanism increases the weights of recently active synapses
on the arm. This increase means that the total synaptic strengths of those synapses
would in future be enough to result in injection of potential from the arm into the
dendrite independent of the state of the management inputs. In information terms, a
new condition has been recorded on the neuron.

A fifth way to manage receptive field expansion uses inhibitory interneurons. If
activity within a column is already at a high level, general internal inhibitory con-
nectivity (derived from devices that received inputs from a wide range of pyramidal
neurons within one layer of the column and generated inhibitory outputs) would
prevent any further increase, effectively preventing recording. Such inhibitory con-
nectivity would be directed to the pyramidal somas and perhaps to individual
provisional conditions.

The critical issue of what could be an appropriate source for condition recording
management inputs is discussed in the next section.
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3.3 Columns, Arrays and Management of Receptive
Field Expansions

To understand the condition recording management process in more detail, con-
sider the operation of the simple cortical column model illustrated in figure 3. Such
columns are arranged in arrays, where the array is managed so that it detects at least
a minimum number of columnar receptive fields at one level of condition complex-
ity in all input states from a given input domain.

Receptive fields of pyramidal neurons in the top layer are defined as combina-
tions of receptive fields of columns in the array providing inputs to the column.
Receptive fields of pyramidal neurons in the middle layer are combinations of recep-
tive fields detected by pyramidal neurons in the top layer, and bottom layer receptive
fields are combinations of middle layer fields. There is therefore a gradual increase
in receptive field complexity from top to bottom, with bottom layer pyramidals pro-
viding column outputs to the next array.

This increase in receptive field complexity means that pyramidal neurons in the
top or middle layer could detect their receptive fields even if there were no such
detections in the bottom output layer. However, the input state within which the
middle layer detections occurred would have to have significant similarity to past
input states which actually generated detections in the bottom layer. Hence if the
receptive fields of some columns within an array must be expanded to reach the
minimum required level of columns generating outputs, a high degree of pyramidal
activity in the middle layer of one of the columns is a reasonable indicator that the
needed expansion in its receptive field would be small.

Flow of pyramidal neuron
receptive field detections

Pyramidal neuron

Interneuron
Top
layer
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layer
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Inputs to pyramidal
neuron branches
encouraging recording
of new conditions

Multiple outputs from pyramidal
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Fig. 3 Column structure which could manage the condition recording process. The column
records conditions in the current input state if that state is adequately similar to past input states
which generated column outputs (see text). There is a competition to determine the most appropri-
ate columns to record information in response to each input state
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To provide the condition recording management inputs discussed in the previous
section, there is therefore a requirement for a process that can identify the columns
with the greatest middle layer activity, and provide the pyramidals in those columns
with the management signals. Such condition recording management connectivity
could in principle be derived locally: excitatory connectivity from within the col-
umn, inhibitory from all peer columns. This local approach requires considerable
(all-to-all) inter-column connectivity resources. Condition recording management
that is equivalent in an information model sense could be performed with much
less connectivity resource if every column was reciprocally connected to a global
resource manager. This manager would perform a competition function to select
columns to record information and generate outputs to devices in those columns
to excite such recording. Local inhibitory connectivity would be required to limit
internal column activity. Short range inhibitory connectivity could also imple-
ment local competition between columns with similar receptive fields to improve
discrimination.

Such a global resource manager could also make use of information on which
columns had expanded their receptive fields at similar times in the past to im-
prove the selection of current columns. As discussed below, this global manage-
ment function is proposed in this paper as the primary role of the hippocampal
system.

At the start of sensory experience, there is a need to bootstrap receptive fields. If
there were no column activity at this initial point, there would be no hippocampal ac-
tivity and therefore no condition recording management inputs. Initially, therefore,
receptive fields must be defined randomly (with some genetically imposed bases)
and expand only on the basis of internal similarity until enough column activity
is generated for the management process. Provisional conditions in the very early
stages must therefore have enough condition defining input weight to lead to initial
neuron activation without condition recording management inputs.

3.4 Configuration of Provisional Conditions

Provisional conditions could be defined by random selection of their constituent
conditions. However, placing a statistical bias on the selection process can increase
the probable usefulness of provisional conditions. This bias is in favor of constituent
conditions that have often been present in the past at the same time as each other
and at a time when the target neuron has been detecting other conditions.

Such a bias is using past experience to estimate the type of conditions that are
most likely to be needed in the future. The recent past is a particularly relevant
guide. A simple way to achieve such a bias is to take the system off-line, and per-
form a rapid rerun of a sample of past activity. Provisional condition connectivity
would then be created between axons indicating the presence of possible constituent
conditions and target neurons being programmed with provisional conditions if in-
put axons and target neurons were often active at the same time. Coward [1990]
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suggested that a primary role of REM sleep was to perform this partial rerun process.
A central resource manager has a natural access to the type of information needed
to guide this rerun process.

3.5 Behavioral Specialization of Areas

For maximum resource economy, a cortical array at a given level of complexity
would support all possible types of behavior. However, if there were two important
types of behavior for which the receptive fields at the same level of complexity
that provided the best discrimination were different, the behavioral advantages of
separate parallel arrays might outweigh the resource costs. In general this would
occur for a limited range of receptive field complexities and for a limited range of
behavioral types. Columns in one array would tend to recommend only one type of
behavior, in a parallel array only a second type of behavior and so on. For example,
Coward [1990] suggested that separate arrays on some levels of complexity might
exist for major behavioral types such as aggressive, fearful, and food seeking. Given
such separation, the arrays could be optimized for their different behavior types
[Coward 2005a].

One side effect of this behavioral parallelism is that detection of general con-
ditions indicating the appropriateness of a type of behavior could be used to bias
the brain towards that behavioral type, for example low blood sugar could favor
arrays generating food seeking behaviors. Such favoring could include preferential
condition recording within the arrays targeted at the behavior type.

3.6 The Component Hierarchy

As described in Coward [2001; 2005a], the component hierarchy (thalamus and
basal ganglia) is made up of components corresponding with different behaviours
and types of behaviour. It receives indications of the presence of the conditions cur-
rently being detected by the modules in the modular hierarchy (cortical columns)
and interprets each such indication as a set of recommendations in favor of a range
of different behaviors, each recommendation having a specific weight. These rec-
ommendations are instantiated by the connection weights of column outputs into
the appropriate components.

The component hierarchy determines the behavior with the largest total weight
across all currently detected conditions using inhibitive connectivity between com-
ponents and implements that behavior.

Components in the hierarchy correspond with individual behaviours or types of
behaviours. The hierarchy must determine that one and only one behaviour (or per-
haps a consistent set of behaviours) is selected in response to each input state, and
that reward feedback is applied appropriately.
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Coward [1990, 2000] suggested that there must be a competition between
components corresponding with all behaviours, modulated so that there is one and
only one “winner” producing an output, and offered evidence that the basal ganglia
was the primary site for these processes. In this model, as illustrated in figure 4,
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Fig. 4 Basal ganglia and thalamus structures [Albin et al. 1989, Alexander et al. 1986] interpre-
tated in terms of the information role of selecting behaviours most strongly recommended by the
cortex. As illustrated in a, spiny neurons in the striatum receive excitatory inputs from the cortex.
There are two populations of spiny neurons in the striatum. One population (D1) directly inhibits
two similar structures, the globus pallidus internal segment (GPi) and the substantia nigra pars
reticula (SNr). The other population (D2) indirectly excites the same two structures via interme-
diate structures, the globus pallidus external segment (GPe) and the subthalamic nucleus (STN).
GPi and SNr generate tonic inhibitive outputs to the thalamus, the direct path reduces thalamic
inhibition, the indirect path increases it. The thalamus receives strong excitatory input from the
neocortex, and returns excitatory outputs to the same cortical areas from which the inputs were
received. The thalamus provides these outputs to the cortex only if the tonic GPi and SNr in-
hibitive outputs are reduced by striatal D1 activity. A further path goes from the substantia nigra
pars compacta (SNc) back to the striatum. SNc is closely associated with GPi and SNr. The re-
turn path has different effects on the D1 and D2 populations. These structures are interpreted in
terms of the information model in b. Two components corresponding with different behaviours are
illustrated. The observed patch and matrix structure in the striatum [Goldman-Rakic 1982] may
reflect this component structure. Each component has segments in the striatum, in GPi and SNr,
and in the thalamus. The same cortical inputs are available to both the D1 and D2 of one com-
ponent. These inputs have weights that can be interpreted as recommendations in favour of the
behaviour corresponding with the component. Outputs from D1 within a component can also be
interpreted as recommendations in favour of the component behaviour, while outputs from D2 tar-
get other components and can be interpreted as recommendations against any behaviour other than
the component behaviour. A behaviour is implemented by outputs from the thalamus that result in
release of internal cortical activity either to other cortical regions or to the cerebellum, brain stem
and spinal cord to drive motor behaviour. If many behaviours are strongly recommended, the SNc
detects a high level of activity in GPi and SNr across all components, and increases D2 activity
relative to D1 in all components until only one component has strong GPi and SNr activity. If GPi
and SNr overall activity is too low, the implication is that no behaviour is currently recommended,
and SNc increases D1 activity relative to D2 until activity in GPi and SNr supports a behaviour
implementation
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different components of the striatum correspond with different behaviours. Each
component has a D1 and D2 section. The direct pathway from a striatum compo-
nent D1 section to the GPi and SNr excite the behaviour corresponding with the
component. If the resultant degree of excitation is either too high or too low (i.e.
either multiple or no behaviour being selected), the substantia nigra pars compacta
indirect pathway modulates the D2 section of the component to increase or decrease
the general excitation in GPi and SNr until one and only one behaviour is selected.
This selection is communicated through the thalamus back to the cortex, resulting
in release of cortical outputs to drive the selected behaviour.

Reward feedback following a behavior affects the weights of recently active
connections within the components corresponding with recently implemented be-
haviors. If the reward is positive, excitatory weights in those components are
increased and inhibitory weights decreased, and vice versa if the reward is nega-
tive. The effect of a reward is therefore to modulate the probability of the same
behaviors being selected in similar circumstances in the future. As illustrated in
figure 5, information indicating that a reward is appropriate could come from
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Fig. 5 Interpretation of the nucleus accumbens and associated structures in terms of the in-
formation role of modulating recommendation weights of recently selected behaviours. The
nucleus accumbens has been associated with positive rewards [Kelley 1999] and negative rewards
[Schoenbaum 2003]. The nucleus accumbens receives strong inputs from the orbitofrontal cortex
and the basolateral amygdala [McDonald 1991; Haber et al. 1995], and from the ventral tegmental
area [Sesack and Carr 2002]. The nucleus accumbens projects strongly to the globus pallidus and
substantia nigra [Nauta et al. 1978]. In terms of the information model, the orbitofrontal cortex
provides inputs correlating with general circumstances in which rewards are appropriate (e.g. de-
tection of social signals). The amygdala provides inputs correlating with somewhat more specific
circumstances, and the ventral tegmental area provides inputs correlating with very specific cir-
cumstances (e.g. perception of pain). The nucleus accumbens integrates these inputs and provides
signals that modulate the connection weights of inputs to GPi and SNr that have recently resulted
in the selection of a behaviour
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different sources corresponding with different types of situation: general (e.g. social)
circumstances from the orbitofrontal cortex, emotional from the amygdala, and pain
from the ventral tegmental area. These sources are integrated in the nucleus accum-
bens, which then drives changes to recommendation weights in the GPi and SNr.

In this competition system model, the thalamus gates the flow of information
within the cortex, and the basal ganglia act by influencing the thalamus. Coward
[2005a] has argued that the thalamus manages internal flows of information within
the cortex, mainly on the basis of the recommendation strengths of cortical inputs
directly to the thalamus, but modulated by basal ganglia inputs. For example, the
basal ganglia could determine the general type of information flow (e.g. which cor-
tical areas send outputs to which other areas), while the thalamus would determine
the exact set of columns that provide those outputs.

Components in the basal ganglia correspond with basic motor movements and
internal cortical activation actions. However, there is also a requirement to learn and
perform effectively many complex sequences of such basic movements and actions.
Examples of sequences of motor movements include the sequences of motor move-
ments required to utter words or phrases, or to perform skilled finger manipulations
for typing or playing the piano. Examples of sequences of internal cortical activation
actions include speech generation and generation of episodic memories.

There is therefore a requirement for a subsystem which can learn to perform such
sequences. Such a subsystem makes it possible to recommend, select and reward
such behavioural sequences as a whole, making it less likely that their performance
will be inappropriately interrupted, and Coward [2005a] has proposed that the cere-
bellum performs this function in the mammal brain. If invoked, such a sequence
component biases each individual behavioral component (located in the basal gan-
glia or thalamus) in turn. The effect of biasing the first component is that the weights
of currently active cortical columns in favour of the corresponding behaviour are
favoured, and if there is a reasonable level of such weight the behaviour will tend
to be implemented. Once the first behaviour has been performed, the component
corresponding with the second behaviour is biased and so on. The behaviour se-
quence will therefore proceed only if there is enough total recommendation weight
of the appropriate type in the active column population, but there will be a tendency
to hold off from other behaviours until such a total is present. Damage to such a
subsystem will not remove the ability to perform behaviours, because the individ-
ual behavioural components are driven directly by cortical outputs. However, such
damage would result in problems with detailed coordination. This type of problem
is a typical result of damage to the cerebellum [Gilman et al. 1981].

Indirect activation behaviours will also benefit from this coordination function.
One example is the sequence of activation behaviours for activating episodic mem-
ories as described in the next section. Many such indirect activation sequences will
be needed to support different types of cognition, and as expected for this model,
the cerebellum appears to have a role in language and cognitive functions [Liener
et al. 1993].
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3.7 Memory and Indirect Activation of Information

The relatively permanent recording of information in cortex columns makes a
number of information activation mechanisms behaviorally useful. Suppose that a
set of columns is producing outputs because they are detecting conditions within
current sensory inputs. There may be other columns that are currently inactive but
which may have recommendation strengths relevant to the current circumstances.
For example, if a column is inactive but has recently been active at the same time as
many currently active columns, or has often been active in the past at the same time
as many currently active columns, or has expanded its receptive field (i.e. recorded
conditions) in the past at the same time as many currently active columns, it may
have relevant recommendation strengths.

A column may therefore have recommendation strengths in favor of activation of
other columns on the basis of temporally correlated past activity. Such a capability
makes it possible to expand the information available to guide behavior beyond that
present within current sensory inputs. As discussed in Coward [2005a; 2005b], in-
direct activation on the basis of frequent past simultaneous activity makes semantic
memory possible, activation on the basis of simultaneous past recording supports
episodic memory, and activation on the basis of recent activity supports priming.

In the case of semantic memory, hearing a particular word (e.g. “bird”) activates
a fairly consistent set of auditory columns, while seeing different instances of a cate-
gory of objects (e.g. different types of bird) activates different sets of visual columns
with a fair amount of overlap on some levels of condition complexity because of vi-
sual similarity. The auditory columns will therefore often be active at the same time
as a frequently occurring subset of the visual columns. Hearing the word “bird” will
therefore (on the basis of frequent past simultaneous activity) generate a visual ac-
tivation at some levels of condition complexity as if an “average” bird were being
seen. Conditions close to visual inputs will not be active, so there will not be a visual
hallucination.

In the case of episodic memory, during an experience there will be some de-
gree of condition recording in a range of columns that may be otherwise relatively
unrelated. The degree of condition recording will be particularly high during an ex-
perience with a significant degree of novelty. Subsequently, activation on the basis of
past temporally correlated condition recording could partially reconstruct the pattern
of column activation during the experience, resulting in an episodic recollection. As
an example, consider episodic memory of watching news of the first Bali Bomb-
ing (as discussed in Coward [2005a]). At the time of the original experience, there
would have been considerable novelty in the sensory experience, and therefore con-
siderable information recording in the columns active at the time. If later the words
“Bali” and “bombing” were heard, they would generate activity on the basis of fre-
quent past simultaneous activity of the auditory and visual columns. There might be
some overlap with the population active during the earlier experience, but probably
not enough to support verbal recall. However, if this active population were evolved
on the basis of past simultaneous condition recording, it would tend to move towards
an approximation to the population active at the time of the original experience, in
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other words an episodic recollection. Evolution on the basis of recording shortly
after the current population makes it possible to move through the experience.

Viewed from this perspective, navigation is closely related to episodic memory,
since it depends on learning what visual experiences come at the same time and
after other visual experiences, based on prior visual experience.

A resource manager function that selected the columns to record conditions at
each point in time would have a natural access to the information required to activate
columns in the future on the basis of temporally correlated condition recording, but
no such natural access to information required to activate on the basis of frequent
simultaneous past activity. Such a resource manager can therefore be expected to
play a role in creation of both episodic and semantic memories, but long term only
in access to episodic memories. For example, when a category name is first learned,
the link between the word and the visual information that defines its meaning would
be on the basis of simultaneous auditory and visual information recording. Once the
word has been used a number of times, the basis of the link will shift to frequent
past simultaneous activity of that information.

In the case of procedural memory, information is recorded in the receptive fields
of columns and in the recommendation weights of those columns into the thala-
mus and basal ganglia. Access to previously learned skills requires activation of the
relevant columns and interpretation of column outputs as recommendations in the
thalamus and basal ganglia. Because skills are learned by a process of repetition,
there may be a requirement for indirect activation on the basis of frequent past si-
multaneous activity, but not for indirect activation on the basis of past simultaneous
recording. A new simple skill in a familiar motor domain could possibly be learned
by changes to column recommendation weights alone, but learning a more complex
skill would also require changes to column receptive fields.

3.8 Resource Management Function

The brain model proposed on system theoretical grounds thus has a requirement
for a resource management function with a number of primary roles. One role is to
assign cortex condition recording resources, including additional provisional condi-
tions to devices, additional device resources to columns and additional columns to
arrays etc. A second role is to manage the configuration of the resources by ensuring
that assigned resources have connectivity to and from the appropriate targets and in-
put sources. A third role is to determine which columns will record conditions at
each point in time. This third role includes biasing condition recording towards ar-
rays generating recommendations in favor of currently selected general behavior
types and to increase the degree of condition recording in circumstances determined
to be critical.

In this resource management model, the hippocampal system receives inputs in-
dicating the degree of internal activity within each cortical column. However, there
is another source of information which could be used to improve the selection of
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the most appropriate columns. Suppose that there is some set of columns that have
often expanded their receptive fields at the same time in the past. Suppose further
that a large proportion of the set is indicating that receptive field expansion is ap-
propriate, In such a situation, expansion of the receptive fields of the other columns
in the set could be appropriate, even if their degree of internal activity is a little
smaller. An approach making use of both current activity and averaged past activity
can therefore improve recording management.

The resource manager has a natural access to information needed to perform a
number of secondary roles. One is the support of episodic memory, but not semantic
memory. A second is the detection of the degree of novelty in a situation (indicated
by the overall demand for condition recording.

4 Anatomy of the Hippocampal System

For the purposes of this paper, the hippocampal system will be defined to include
the CA fields (CA1, CA2 and CA3), the dentate gyrus, the subicular complex
(subiculum, presubiculum, and parasubiculum), and the entorhinal, perirhinal and
parahippocampal cortices. Another widely used term for this hippocampal system
is the medial temporal lobe. The CA fields plus the dentate gyrus will be labeled the
hippocampal formation. The discussion in this section will draw largely on work
with monkeys, but work on rats and rabbits will be cited in some cases. There ap-
pear to be strong anatomical similarities between hippocampal system structures in
different mammals. The CA fields contain a single layer of pyramidal cells, in con-
trast with the neocortex which contains four or five major layers of pyramidal cells.
The subiculum, located physically between the CA fields and the entorhinal cortex
and the CA fields, is a transition zone in terms of numbers of layers. The primary
cell types in the dentate gyrus are granule and mossy cells, both generally excitatory.
Inhibitory interneurons are present in all the structures.

As illustrated in figure 6, the extensive connectivity from the neocortex into the
hippocampal system is organized hierarchically [Lavenex and Amaral 2000]. Inputs
from unimodal areas are directed to the perirhinal and parahippocampal cortices.
Outputs from these cortices target the entorhinal cortex, along with outputs from a
number of other polymodal cortical areas. Outputs from the entorhinal cortex target
the hippocampal formation. There is a high degree of reciprocity in this connec-
tivity. For example, projections from the parahippocampal and perirhinal cortices
largely reciprocate the projections from the neocortex to the parahippocampal and
entorhinal cortices. There is some lower degree of connectivity (not illustrated in
figure 6) from the perirhinal and parahippocampal cortices and from some poly-
modal areas directly into CA1 [Suzuki and Amaral, 1990]. There is connectivity
from CA1 directly back to those cortices. There is also some lower degree of con-
nectivity (again, not illustrated in figure 6) from similar cortical areas directly into
the subicular complex [e.g. Naber, Witter and Lopes da Silva 1999].
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Fig. 6 Neocortical sources of afferent projections to the hippocampal system. Based on Lavenex,
Suzuki and Amaral 2004; Insausti and Amaral 2004; Brown and Aggleton 2001; Lavenex and
Amaral 2000; Suzuki and Eichenbaum 2000; and Suzuki 1996. Percentages indicate relative vol-
ume of different sources of input to the entorhinal cortex [Suzuki 1996]. Weaker connectivity from
the perirhinal and parahippocampal cortices and from some polymodal areas directly into CA1
[Suzuki and Amaral, 1990] and also into the subicular complex [e.g. Naber, Witter and Lopes da
Silva 1999] is not illustrated

The major flows of information into and out of the hippocampal formation are
illustrated in figure 7. Inputs from the wide range of cortical areas illustrated in
figure 6 enter pyramidal layer II of the entorhinal cortex. Outputs from layer II
target the dentate gyrus and the CA fields via the perforant path. There is also flow
of connectivity from layer III of the entorhinal cortex to CA1. Most of the output
from the hippocampal formation to the cortex goes from the subicular complex to
layers V and VI of the entorhinal cortex, and from there to the cortical areas that
provided input to the hippocampal system.

Information flows within the hippocampal formation and between that formation
and the entorhinal cortex, the amygdala, the thalamus, and the mammillary bodies
and surrounding supra-mammillary area of the hypothalamus are also illustrated in
figure 7. The three subcortical structures have been selected because, as discussed
earlier, damage to these structures has been associated with memory deficits in hu-
man patients.
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Fig. 7 Major connectivity within the hippocampal formation and between the hippocampal
formation and the entorhinal cortex. Also shown is the connectivity between the hippocampal
formation and subcortical structures that have a role in declarative memory as demonstrated by
the effects of damage to the structures in human patients: the amygdala, anterior thalamic nuclei,
and mammillary bodies of the hypothalamus. Cortical information reaches all of the substructures
of the hippocampal formation via the entorhinal cortex. Most return information to the neocortex
proceeds via the entorhinal cortex, although there is a small proportion directly from CA1. The
anterior thalamus receives outputs from the subicular complex and target the entorhinal cortex,
the subicular complex and CA1. The amygdala receives inputs from the subicular complex and
the entorhinal cortex and targets the same structures (different layers in the case of the entorhinal
cortex). The mammillary bodies receive inputs from the subicular complex and target the anterior
thalamus, and also target (via the supramammillary area) both CA2 and the dentate gyrus

There is strong connectivity from CA3 pyramidals to CA1 pyramidals, from CA1
to the subicular complex, and from CA1 and the subicular complex to the deep
layers of the entorhinal cortex [Lavenex and Amaral 2000].

From the deep layers of the entorhinal cortex information flows back to the wide
range of cortical areas that provided input. There is a much smaller flow of infor-
mation directly from CA1 to external cortical areas as discussed earlier.

There is very prominent internal feedback in CA3. A typical CA3 pyramidal cell
in the rat has about 3,600 excitatory inputs from the perforant path, but 12,000 ex-
citatory inputs from other CA3 pyramidals [Amaral, Ishizuka and Claiborne 1990].
It also has about 50 excitatory inputs directly from the dentate gyrus, but strong
inhibitory inputs from interneurons that are much more heavily targeted by dentate
gyrus outputs [Acsady et al. 1998].
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Outputs from layer II of the entorhinal cortex target the dentate gyrus and all
the CA fields, and outputs from the somewhat deeper entorhinal layer III target
only CA1 and the subicular complex [Insausti and Amaral 2004]. There is a pro-
nounced flow of information from the (excitatory) granule cells of the dentate gyrus
to both CA3 pyramidal neurons and inhibitory interneurons, with a typical granule
cell innervating 11–15 CA3 pyramidal cells (in the rat hippocampus) and a much
larger number of CA3 inhibitory interneurons [Acsady et al. 1998]. There is some
evidence for direct inhibitory (GABA) effects by granule cells on CA3 pyramidal
neurons [Walker et al. 2001]. Overall, it is possible to interpret the effect of a dentate
gyrus granule cell as “communicating with a handful of CA3 pyramidal cells while
silencing most others” [Mody, 2002].

CA3 pyramidal neurons extensively target CA1 pyramidals. A single CA3 pyra-
midal cell may contact CA1 cells throughout 75% of the length of the hippocampus
[Lavenex and Amaral 2000], and CA2 pyramidals target CA1 pyramidals [Tama-
maki et al. 1988]. However, CA1 does not have the extensive internal feedback
observed in CA3.

There is also very strong internal feedback within the dentate gyrus [Buckmaster
and Schwartzkroin, 1994]. Granule cells excite mossy cells in the hilar region, and
the mossy cells make excitatory connections back on to granule cells. As indicated
earlier, granule cells have two types of target within CA3 [Acsady et al., 1998].
Firstly, they make excitatory contacts on to the apical dendrites of a relatively small
number of pyramidal cells. These contacts are to specific structures known as thorny
excrescences. Secondly, they make excitatory contacts on to a wider range of CA3
interneurons, which in turn make inhibitory contacts on to CA3 pyramidals. Overall,
the net general effect of the dentate gyrus on CA3 is inhibitory [Bragin et al. 1995].
CA3 pyramidal cells have axon branches that produce excitatory feedback to the
dentate network, exciting mossy cells in the hilus, which in turn excite granule cells.
[Ishizuka et al. 1990; Muller and Misgeld, 1991; Penttonen et al. 1997].

There are therefore two excitatory recurrent circuits, one in CA3 and the other in
the dentate gyrus, with reciprocal connectivity between them [Lisman, 1999].

The amygdala provides inputs to the subicular complex and to layer III of the
entorhinal cortex. The subicular complex and layers V/VI of the entorhinal cortex
provide connectivity back to the amygdala. [Insausti and Amaral 2004].

The anterior thalamus receives inputs from the subicular complex via the fornix,
and projects back to CA1 [Wyss et al. 1979; Bayat et al. 2005], and to the subicular
complex and layer V/VI of the entorhinal cortex [Shibata 1993].

The mammillary bodies receive a strong connectivity from the subicular complex
[Allen and Hopkins, 1989], and project strongly to the anterior thalamic nuclei over
the mammillothalamic tract. The associated supramammillary area has a substantial
projection to CA2 pyramidals and dentate gyrus granule cells [Veazey, Amaral, and
Cowan, 1982].
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5 Hippocampal System Model

The primary role of the hippocampal system in the resource management model is
to select the cortical columns that will record information at each point in time. It
performs this role by (i) collecting information on the degree of internal activity in
each cortical column, (ii) processing this information to determine the relative activ-
ity of different (partially overlapping) groups of columns that have tended to record
information at similar times in the past, (iii) performing a competition between the
groups to determine the appropriate locations for recording, and (iv) generating out-
puts to pyramidal neurons in appropriate columns that drive the recording.

Various structures including the thalamus, hypothalamus and amygdala act
upon the hippocampal system to modulate the selection of the appropriate cortical
columns and the overall degree of condition recording. The amygdala increases the
degree of condition recording above the base level in strongly emotional circum-
stances. In information terms, this reflects the probability that such circumstances
may be more useful than average for guiding future behaviour, justifying extra
information recording. The hypothalamus biases information recording in favour of
cortical areas that tend to generate recommendations in favour of different general
types of behaviour (aggressive, food seeking etc.). The bias is one way in which
the probability of selection of a behaviour of the type is increased. The thalamus
receives inputs from cortical columns that are interpreted as recommendations in
favour of condition recording, with the weights depending upon reward feedback
following such recording in different past experiences, and modulates the outputs
from the hippocampus on this basis. All of these biases are implemented by chang-
ing the activity of pyramidal neurons generating condition recording management
signals at some appropriate point within the hippocampal system.

The primary hippocampal role results in the collection of information that makes
the hippocampal system useful for a number of secondary roles. One such sec-
ondary role is providing information about groups of columns that have recorded
information at the same time in the past, to permit indirect activation of columns on
this basis. This type of indirect activation is the mechanism for accessing episodic
memories.

Another secondary role is supporting navigation. For every physical location,
visual similarity means that a particular group of neocortical columns will have
recorded conditions the first time the location was visited and will tend to record
additional conditions whenever there is a novel experience while at the location.
There will therefore tend to be cells in all parts of the hippocampus that correspond
with different specific locations. These cells can contribute to solving navigation
problems.

A further secondary role of the hippocampal system could be providing an in-
dication of the novelty of an experience, on the basis of the overall demand for
condition recording.

The hippocampal system also has natural access to information about which
columns have recently recorded information, and therefore where additional re-
sources could be required. Hence it plays a role in the assignment of such resources.
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Its information about which columns have recorded information at the same time
as other columns is relevant to configuring those resources by creating appropriate
provisional conditions.

As discussed earlier, a column can expand its receptive field if conditions are
present within current cortical information that are similar enough to previously
recorded conditions to avoid excessive dilution of the behavioral meanings of col-
umn outputs. “Similar enough” means that the column has produced outputs in
the past in response to moderately similar cortical information. A significant level
of internal column activity indicates such moderate similarity. Condition record-
ing will be discouraged if there is already significant output from a column. Such
discouragement is on the basis of activity within the same column, and could be
implemented by local inhibitive connectivity.

To minimize dilution of behavioral meanings, condition recording should occur
only in enough columns to meet the minimum required total column activity (i.e.
the level at which there is an adequate range of behavioural recommendations to
support a high integrity behavioural selection). These columns should generally be
those with no outputs but high levels of internal activity. An all-to-all competition
is required to determine the identity of those columns, which in connectivity terms
is most efficiently performed by a central resource manager as discussed earlier.
However, if this simple competition is biased in favor of groups of columns that
have recorded conditions at the same time in the past, the chance of identifying a
consistent group with minimum dilution of behavioral meanings is improved.

The requirement is therefore to perform a competition between different groups
of cortical columns on the basis of current activity within the group and the degree
to which the group has tended to record conditions at the same time in the past.
Any one column could of course appear in multiple such groups. The competition
determines the identity of groups of columns to record conditions at each point in
time, and a translation back into condition recording management signals directed
to the pyramidal neurons in individual columns that appear in many of the selected
groups is then required.

Computer simulations have been performed using three layer columns, a very
simple pyramidal neuron model with binary inputs and binary outputs, and a
learning algorithm in which receptive fields expand but do not contract. These sim-
ulations demonstrate that a set of columns employing a competitive process based
on middle layer activity can self organize to discriminate between input states with
behaviourally different implications [Gedeon et al. 1999; Coward 2001; Ratnayake
et al. 2003]. Such self organized columns can be used in combination with a simple
basal ganglia model to learn high integrity behaviour selections that are resistant to
interference between prior and later learning [Coward et al. 2004].

5.1 Physiological Operations Supporting Memory Functions

This resource manager model can be understood in more detail by consideration of
the major physiological connectivity routes as illustrated in figures 6 and 7. In the
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model, as in figure 6, information on the internal activity of cortical columns (i.e.
activity of pyramidal neurons in an appropriate middle layer) is communicated to
the parahippocampal and perirhinal cortices. Conditions programmed on pyramidal
neurons within these cortices are inputs from sets of cortical columns that recorded
conditions at the same time in the past, and the receptive fields of columns in these
parahippocampal and perirhinal cortices are therefore groups of cortical columns
that have often recorded information in the past at the same time. These groups
will generally be limited to columns within one cortical area. Outputs from these
parahippocampal and perirhinal columns target the cortical columns providing their
inputs, and constitute the management inputs that excite condition recording to those
columns. These outputs are generally not activated without inputs derived from the
hippocampus via the entorhinal cortex.

Outputs from another layer of parahippocampal and perirhinal columns target
the entorhinal cortex. In the entorhinal cortex, columnar receptive fields resulting
from these parahippocampal and perirhinal inputs are groups of groups of corti-
cal columns that have recorded information at the same time in the past. These
groups of groups will generally include columns in multiple cortical areas. En-
torhinal columnar outputs from one layer target the parahippocampal and perirhinal
columns providing their inputs, and constitute the management inputs that excite
condition recording in those columns. These outputs are not activated without in-
puts derived ultimately from the hippocampal formation. Entorhinal outputs from
another layer are provided to all of the components of the hippocampal formation.

A high level of entorhinal input to the hippocampal formation thus reveals a
strong activation of cortical columns in response to the current input state without
any changes to receptive fields, indicating that the state is relatively familiar and a
low level of condition recording is appropriate. Conversely, a low level of entorhi-
nal input indicates a novel situation, requiring a high level of condition recording in
order to activate enough columns to achieve an adequate range of behavioural rec-
ommendations. Note that for a given sensory input state there could be both familiar
and novel aspects: for example individual sensory objects could be familiar but their
spatial arrangement could be novel. The activity of the entorhinal cortex would carry
all this information. A competition occurs within the hippocampal formation to de-
termine the groups of columns most appropriate for recording information, and the
hippocampal output structure (the subicular complex) begins the conversion of the
outputs of this competitive process into signals that can drive recording. This conver-
sion process continues back through the cortices associated with the hippocampus
to the sensory, association and motor cortices.

The competition process can be understood by consideration of the physiologi-
cal connectivity illustrated in figure 7. Input from the entorhinal cortex comes into
granule cells in the DG. These cells detect conditions that indicate activity of groups
of groups of groups of cortical columns. Dentate gyrus granule cells do not have
condition recording management inputs, and their receptive fields therefore develop
without the benefit of the management process. As a result, these receptive fields
will be relatively poorly focussed on groups of entorhinal cortex columns that tend
to be active at similar times.
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DG granule cells have two types of target in area CA3. Firstly, they directly
excite specific structures (thorny excrescences) on the dendrites of those CA3 pyra-
midals that have similar receptive fields to the source granule cells. These structures
define provisional conditions on the CA3 pyramidals that are combinations of en-
torhinal inputs, and the DG inputs are functionally the inputs that excite condition
recording. Secondly, they excite CA3 interneurons that in turn inhibit a wider range
of CA3 pyramidals that have different receptive fields from the source granule
cells. CA3 pyramidal neurons also have large numbers of excitatory inputs from
other CA3 pyramidals. CA3 pyramidal outputs target granule cells in the DG, and
also CA1 pyramidal neurons.

If there is strong input from the entorhinal cortex, the implication is that the in-
put situation is familiar and little information recording is required. In this situation,
granule cells will be strongly excited, generating strong CA3 interneuron activity,
which will prevent significant CA3 pyramidal activity. If entorhinal cortex input is
weak, there will be relatively weak activity by granule cells, and weak activity of
CA3 interneurons. Initial CA3 pyramidal activity is driven by inputs from the en-
torhinal cortex and indicates detection of the activity of groups of groups of groups
of cortical columns. Direct input from granule cells triggers recording of additional
conditions. Feedback from other CA3 pyramidals biases activity in favour of groups
of groups of groups that recorded information at the same time in the past. The effect
is to activate a population of CA3 pyramidals corresponding with a set of groups of
groups of groups of cortical columns that have all tended to record information at
the same time in the past. Condition recording on the CA3 pyramidals will slightly
expand their receptive fields to include groups about to record information at the
same time. As CA3 pyramidal activity increases as a result of condition recording,
feedback to DG granule cells via mossy cells increases, and the resultant increased
activity of the granule cells increases the inhibition back into CA3 and limits the
buildup of CA3 activity. The larger the input from the entorhinal cortex, the smaller
the total CA3 activity. In other words, CA3 activity will be proportional to the de-
gree of novelty in the current input state.

CA1 pyramidals receive inputs from the entorhinal cortex and detect conditions
that indicate activity of groups of groups of groups of cortical columns. The use of
condition recording management inputs derived from DG granule cells means that
CA3 pyramidal neurons will have receptive fields more sharply focussed than DG
granule cells on groups of columns that tend to have recorded information at similar
times in the past. Outputs from CA3 pyramidals target CA1 pyramidals with sim-
ilar receptive fields (i.e. that have often been active in the past at the same time),
and both directly excite those pyramidals and form their condition recording man-
agement inputs. CA1 pyramidals thus take the results of the CA3-DG competitive
process and generate stable outputs that drive receptive field expansions throughout
the cortex. Because CA1 pyramidals have condition recording management inputs
derived from CA3 pyramidals with more focussed receptive fields that DG granule
cells, the receptive fields of CA1 pyramidals will be even more sharply focussed on
groups of columns that recorded information at the same time in the past than the
CA3 pyramidals.
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Thus the staged use of management signals means that neuron receptive fields
become more and more sharply focussed on groups of columns that have tended to
record information at similar times in the past, going from the very weakly focussed
DG granule cells to the somewhat more sharply focussed CA3 pyramidals and then
to the sharply focussed CA1 pyramidals. The CA1 pyramidals are therefore the most
appropriate for driving current condition recording.

CA1 outputs will not occur without appropriate inputs from the anterior thala-
mus, and these inputs from the anterior thalamus will be triggered by inputs to the
anterior thalamus from CA3 and perhaps other hippocampal structures indicating
the completion of the competition.

The first step in this condition recording process is that CA1 outputs target the
columns in the entorhinal cortex from which they derive their inputs. The entorhi-
nal columns that occur most frequently in the inputs to the active CA1 pyramidals
therefore receive strong inputs encouraging condition recording. These strong inputs
trigger both condition recording and the generation of outputs from the entorhinal
columns. The outputs are targetted on the perirhinal and parahippocampal columns
that occur most frequently in the inputs to the active entorhinal cortex columns.
A similar process results in condition recording in, and output generation from, the
most heavily targetted perirhinal and parahippocampal columns. In turn, condition
recording and output occurs in the cortical columns that occur most frequently in
the inputs to the active perirhinal and parahippocampal columns.

This process results in columns in the parahippocampal and perirhinal cortices
expanding their receptive fields to include the new groups of cortical columns
about to record information at the same time. Columns in the entorhinal cortex add
new groups of groups of columns. Pyramidal cells in CA3 add conditions that are
groups of groups of groups of columns that record information at the same time, but
these conditions also include information on other groups of groups of groups that
recorded information at the same time in the past and are also currently appropri-
ate for such recording. CA1 pyramidals add conditions that are groups of groups of
groups of columns that record information at the same time.

DG granule cell outputs to encourage condition recording target CA3 pyramidals
with similar receptive fields, and CA3 pyramidals target CA1 pyramidals with sim-
ilar receptive fields. This targetting and receptive field similarity can be achieved to
an adequate degree of approximation by biasing the creation of the condition record-
ing connectivity in favour of connectivity between cells that are very frequently
active at the same time. A group of entorhinal inputs that forms a provisional con-
dition will be made up of inputs from neurons that have often recorded information
at the same time in the past.

The entire information recording process occurs over a period during which the
neocortical columns must be receiving a consistent set of sensory inputs (i.e. derived
from a stable sensory input defined by the attention function). Time is required for
flow of information to the hippocampus and back to the cortex, and time must be
available to achieve the several repetitions of conditions required to create a long
term LTP-supported condition recording. The implication is that memories can-
not be created for visual experiences lasting less than about 100 milliseconds. The
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memory is fully defined in information terms at the end of the few hundred millisec-
ond period. There may be chemical processes required to consolidate the memory
[Tronson and Taylor, 2007], but the information content of the memory is not sig-
nificantly changed or relocated.

Management of action potential timing is an important factor for the operation of
the hippocampus. Coward [2004; 2005a] has proposed that action potentials gener-
ated by sensory inputs derived from the focus of attention are temporally bunched
around peaks in a modulation signal corresponding with the gamma band in the
EEG. This bunching means that conditions will be detected in sensory inputs de-
rived from the attention focus but not in sensory inputs not derived from that focus
and therefore not bunched. In order for the LTP mechanism to operate effectively,
signals from the hippocampal system must arrive at neocortical columns in phase
with the modulation signal. Lisman [2001] has proposed a model in which interac-
tions between gamma and theta band oscillations can link memories of a sequence of
events, and some version of this approach is required in the resource manager model.

Inputs from the neocortex arrive at pyramidals in layer II of the entorhinal cor-
tex. Outputs to the hippocampal formation are derived primarily from the same
layer. The primary outputs from the hippocampal formation are derived from CA1
and pass through the subicular complex to pyramidals in layer V/VI of entorhinal
columns. These layer V/VI pyramidals generate the outputs to the neocortex.

The amygdala generates outputs indicating that a higher level of condition
recording is justified because of “emotional” circumstances. These outputs target
the subicular complex and layer III of the entorhinal cortex, and have the effect of
increasing the level of output to neocortical columns selected for condition record-
ing. This increase is limited to such columns within specific cortical areas recording
complex associative conditions more likely to be useful in the future that simpler
sensory conditions.

The hypothalamus acts on the hippocampus to bias the competition in favour of
certain cortical areas that tend to result in behavioural recommendations of par-
ticular types. Outputs from the hypothalamus (supramammillary area) therefore
influence the actual competition process by targetting the dentate gyrus, and in-
crease the degree of recording in the target areas by targetting CA1 pyramidals. The
role of the CA2 field is to receive inputs from the supramammillary area reflecting a
selection of a general behavioral type to receive priority. CA2 then biases the CA1
selections in favor of cortical areas that tend to generate recommendations of the se-
lected behavioral type. Feedback on the degree of current output from the subicular
complex to the mammillary bodies regulates the degree of total output. It is also
important to note that one source of information that the hypothalamus can use to
select appropriate behavioural priorities is the relative degree of activity in different
cortical areas. This information is therefore provided to the mammillary bodies over
the fornix.

The thalamus in general gates the flow of information between different corti-
cal areas. These information flows ultimately result in behaviours, and the thalamus
uses reward feedback following behaviours to modulate the probability of similar in-
formation flows in the future. The anterior thalamus therefore excites the structures
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generating condition recording outputs (CA1, the subicular complex and layer V/VI
of the entorhinal cortex) to different cortical areas. The type of behaviour currently
favoured is relevant to the selection of information flows, and there is therefore con-
nectivity from the mammillary bodies to the anterior thalamus.

An input state that is sufficiently novel at the sensory level will require informa-
tion recording in the relevant primary sensory cortex, and recording in other areas
is not an alternative (although it may well occur in addition). Hence decisions on
information recording in primary sensory areas could be made locally without ref-
erence to the central resource manager, because connectivity to support such local
decisions would not be excessive. This would account for the exclusion of the pri-
mary sensory areas from the cortical regions providing input into the hippocampal
system (figure 7).

5.2 Creation of Connectivity

At a number of points in the description of the resource manager, the existence of
appropriate connectivity has been implicitly assumed. One key requirement is for
connectivity to support provisional conditions. Recorded conditions must be similar
to other conditions already recorded on the same neuron, where “similar” means
that they share inputs with and/or occur at the same time as previously recorded
conditions. Inputs to provisional conditions could be selected randomly from the
same sources as existing conditions, but this approach risks wasting a high propor-
tion of connectivity and including irrelevant inputs that happened to be active at the
time of recording but are rarely active at the same time as the other inputs. How-
ever, information about past temporally correlated activity can be used to improve
the probability of creating useful conditions [Coward 1990; 2000].

For example, suppose that the cortex and hippocampal system were submitted
to an internally generated activation that was a weighted average of past condition
recording activity with a bias in favour of more recent activity. Then suppose that
new dendrite arms accepted inputs from groups of axons in their neighbourhood,
provided that those axons tended to be active at the same time. Such provisional
conditions would have a significantly higher probability of generating useful regu-
lar conditions. Simulations have demonstrated that this type of approach reduces the
required connectivity in cortical models using simple binary input and output neu-
rons by about 20% [Coward 2000]. Coward [1990] proposed that one role of sleep
is to support the creation of provisional connectivity, with REM sleep providing
the weighted average rerun of past activity required to identify the most appropri-
ate connectivity. In this proposal, unlike consolidation models [Squire and Alvarez,
1995], there are no changes to past memories. The effect of REM sleep is to create
connectivity that is as appropriate as possible for recording information in the future,
using a weighted average of past experience as the best available estimate for future
experience. The averaged rerun will be required both in the hippocampal system and
throughout the neocortex to support configuration of provisional conditions.
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Similarity of receptive fields of two neurons means that the two neurons will
have a high tendency to be active at the same time over an average of past experi-
ence. The rerun can therefore be used to support creation of the required appropriate
connectivity between granule cells and CA3 pyramidals, between CA3 pyramidals
and granule cells, and between CA3 pyramidals and CA1 pyramidals on the basis
of receptive field similarity. Furthermore, the creation of appropriate connectivity
between CA3 interneurons and CA3 pyramidals can be managed on the basis of
low tendency to simultaneous activity of the CA3 pyramidal and the granule cells
providing inputs to the interneuron.

Because the receptive fields of hippocampal neurons contain information on
groups of columns that have recorded information at the same time in the past, the
system is the appropriate place to drive the rerun activity both within the hippocam-
pal system and throughout the neocortex

5.3 Access to Memories: Episodic Memory

As discussed earlier, episodic memory depends upon indirect activation of neocorti-
cal columns on the basis of simultaneous past receptive field expansions. Activation
on this basis generates an overall active column population that approximates to the
one active during the experience that is being recalled. The hippocampal system pre-
serves information on such past simultaneous information recording, and it therefore
contains the information needed to drive access to episodic memories.

Pyramidal neurons in the parahippocampal, perirhinal and entorhinal cortices,
and in CA1 and CA3 all contain information on columns that recorded information
at the same time in the past, as do granule cells in the dentate gyrus. However, CA1
pyramidal cells are the primary driving force for information recording, and use of
these cells for access to episodic memories risks recording of irrelevant information.

The mechanism for accessing an episodic memory is a sequence of steps. Firstly,
an initial neocortical column population is activated by, for example, hearing trigger
words. The columns in this population have recommendation strengths in favour
of indirect activation of other columns on the basis of simultaneous past condition
recording. These recommendation strengths are instantiated by connection weights
of column outputs into components of the thalamus and basal ganglia that corre-
spond with the behaviour type. Such recommendation weights are set relatively
high at the moment that simultaneous recording occurs, and decay with time. Use of
the recommendation strengths, particularly if followed by positive reward feedback,
blocks the decay and even increases the weights.

The same columns have many other types of recommendation strengths, and the
second step is a competition within the thalamus and basal ganglia between the dif-
ferent types of behaviour. If indirect activation on the basis of past simultaneous
information recording is the selected behaviour, the third step is that outputs from
this neocortical population are released by the thalamus to drive activation of pyra-
midal neurons in the parahippocampal, perirhinal and entorhinal cortices and CA3,
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and granule cells in the dentate gyrus. All of the activated neurons in these structures
contain significant numbers of conditions made up inputs from different currently
active neocortical columns. The activated neurons therefore correspond with groups
and groups of groups of neocortical columns that recorded information at the same
time as the currently active group of columns. Fourthly, activity in CA1 does not
reach a level resulting in strong output to drive information recording because of
lack of input from the thalamus. This lack of input is the result of reward feedback
in similar past circumstances in which episodic memory has been encouraged. How-
ever, there could be a small degree of output, which would result in the ability to
remember recalling the memory. Fifthly, hippocampal system activity drives activa-
tion of neocortical columns by feedback connectivity that targets pyramidal neurons
in the columns from which the hippocampal system structures received input. This
release will again be a behaviour managed by the thalamus. However, this feedback
connectivity does not target provisional conditions, but the soma, basal dendrites or
proximal apical dendrite of target pyramidal neurons, in the output layer of the neo-
cortical columns. Sixthly, neocortical columns receiving substantial hippocampal
system input of this type produce outputs. This secondary population of neocortical
columns will tend to be made up of columns that all recorded information in the past
at the same time, seeded by the original trigger words. This activation approximates
to the activation during the past experience. Seventhly, a second cycle of indirect
activation through the hippocampal system could increase the consistency of the
population on this simultaneous recording basis, and therefore the degree to which
the population corresponds with that during the original experience.

The receptive fields of pyramidal neurons in CA3 correspond with complex
groups of groups of groups of neocortical columns from a wide range of cortical
areas. Receptive fields in the entorhinal cortex correspond with somewhat less com-
plex groups of groups, and columns in the perirhinal and parahippocampal cortices
with even less complex groups from just one or a few cortical areas. The more com-
plex the episodic memory to be accessed, the higher in the hippocampal hierarchy
will be the regions that must participate. For example, retrieving an episodic mem-
ory of a complex event but including detailed sensory imagery would be expected
to require participation of CA3.

Recall of a memory sequence requires activations on the basis of information
recording slightly after past information recording in a currently active column pop-
ulation. Management of such activations requires dynamical processes similar to
those described in Lisman [2001].

5.4 Access to Memories: Semantic Memory

As discussed earlier, semantic memory requires indirect activation of neocortical
columns on the basis of frequent past simultaneous activity, without any require-
ment for information recording. Thus the ability to access the word “Paris” from an
activation generated in response to “What is the capital of France?” is based upon
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neocortical columns activated in response to hearing the question activating columns
with recommendation strengths in favour of speaking the answer. These recom-
mendation strengths are based upon frequent past simultaneous activity. When the
statement “Paris is the capital of France is heard for the first time, there will be
condition recording, and initially access to the response would be on the basis of
simultaneous past recording. The degree of information recording will be much less
in subsequent exposures to the information. Retrieval of the response on the basis
of simultaneous past condition recording will be much less efficient that retrieval
on the basis of past simultaneous activity. However, if hippocampal system pyrami-
dal neurons were also required to store information on past simultaneous activation
without condition recording, the additional information would make identification
of the locations for new recording less effective.

Study of the deficits following local cortical damage indicates that the anterior
temporal cortex is important for semantic memory [Rogers et al. 2006], but func-
tional imaging of semantic memory tasks results in activation of a very wide range of
different cortical areas [e.g. Thompson-Schill, 2003]. The anterior temporal cortex
can therefore be interpreted as the location within which information on frequent
past simultaneous activity of different cortical columns is stored. On this model,
columns in the anterior temporal cortex will develop receptive fields corresponding
with groups of columns in other areas that are often active at the same time, with
connectivity back to the same columns that can activate those columns without con-
dition recording (i.e. targetting somas, basal dendrites or proximal apical dendrites
rather than provisional conditions in the distal apical dendrites). Release of outputs
from the anterior temporal cortex to other cortical areas will of course be gated
by the thalamus. Control of access to frequently retrieved episodic type memories
could of course be shifted to the anterior temporal cortex.

5.5 Creation of Imaginary Events

Consider the process for imagining an event that has not actually taken place, such
as a party with Albert Einstein as a guest. Trigger words such as party, guest, Albert
Einstein result in a pseudovisual activation on the basis of frequent past activity at
the same time as the auditory columns directly activated by hearing the words. The
effect is creation of a population of columns that would be activated if a party or if
Albert Einstein were seen, although as discussed earlier the column activity close to
sensory input would be weak and there would not be experience of a visual halluci-
nation. However, although this population would be fairly strong at the object level
of receptive field complexity (because parties and pictures of Albert Einstein have
been seen in the past) it will also be weak at some of the more complex receptive
field complexities level (because an event combining a party and Albert Einstein has
not been seen in the past). A strong activation at this more complex level would cor-
respond with a memory. CA1 then generates outputs resulting in condition recording
that brings the weak neocortical activation up to the minimum level.
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The process can be viewed as generation of an active cortical column population
as though the imaginary scene was being perceived, using the same resources as
would be used for recalling an actual memory, with slight expansions of receptive
fields as required. This model predicts that the cortical resources used to imagine
events are the same as those used for remembering similar events, as observed by
Addis et al. [2007]. It also predicts that, because of the loss of the ability to record
new conditions, patients with hippocampal amnesia will not be able to imagine new
experiences, as observed by Hassabis et al. [2007]. The resource manager model
predicts that area CA1 should be more active during imagination of events than
during recollection of past events.

5.6 Novelty Detection

The degree of novelty in a visual experience will be indicated by the magnitude of
input to and output from the part of the hippocampal system that manages infor-
mation flows with the higher visual cortices. Hence activity in that interface will
indicate the degree of novelty in a visual experience.

6 Evidence for Hippocampal System Model

6.1 Cognitive Deficits Following Hippocampal System Damage

Physical damage to the resource manager function as described would result in loss
of the ability to select the neocortical columns in which new information is recorded
and to drive that condition recording. Because all existing columns and their asso-
ciated recommendation strengths are preserved, there is minimal disruption to most
other cognitive capabilities. However, because the hippocampal system acquires in-
formation identifying groups of columns that recorded conditions at the same time
in the past in the course of its resource management role, and is therefore the nat-
ural source for information to guide indirect activations of cortical columns on that
basis, there will therefore some loss of episodic memory through inability to access
the information. Information to identify groups of columns on the basis of frequent
past simultaneous activity or recent simultaneous activity must be collected to sup-
port semantic memory and priming. Use of the resource manager to collect such
information would interfere with its primary role. Other cortical structures must
therefore collect such information, and damage to the resource manager will not
affect these types of memory. All existing neocortical columns and their associ-
ated recommendation weights into the thalamus and basal ganglia are unaffected by
damage to the hippocampal system. Hence all previously learned physical and cog-
nitive skills are unaffected. Recommendation weights of existing columns could
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still be changed by reward feedback. Hence if a skill could be acquired without
changes to column receptive skills, learning of such a simple skill could proceed de-
spite hippocampal damage. Even relatively complex skills might be acquired using
a population of columns with fixed receptive fields, if past experience had acci-
dentally provided even a suboptimal discrimination and enough repetition of the
tasks occurred to establish appropriate recommendation weights. The model there-
fore provides a straightforward account for the striking combination of cognitive
symptoms associated with damage to the hippocampal system.

6.2 Correspondence with Observed Physical Connectivity

As demonstrated by the description of the detailed model, the resource manager pro-
vides a functional account for all of the major connectivity paths observed within
the hippocampal system and between the hippocampal system and other brain struc-
tures. In particular, it provides functional reasons for the memory deficits observed
as a result of amygdala, hypothalamus and thalamus damage.

6.3 Differential Effects of Damage to Subregions

Each pyramidal neuron in CA3, CA1, and the associated cortices preserves infor-
mation identifying groups of cortical columns that have recorded conditions at the
same time. The number of columns in the groups decreases from CA3 and CA1 to
the entorhinal cortices and decreases further in the parahippocampal and perirhinal
cortices. This information is needed for indirect activations in support of episodic
memory. However, because outputs from CA1 drive condition recording, the use of
CA1 for such a purpose could result in inappropriate condition recording.

Consistent with this understanding, in human subjects damage to CA1 alone
generates anterograde amnesia but little if any retrograde amnesia, and no signs
of significant cognitive impairment other than this loss of memory (e.g. patients
RB [Zola-Morgan et al. 1986] and GD [Rempel-Clower et al. 1996]). When dam-
age extends to other hippocampal formation structures, retrograde amnesia be-
comes significant in addition to anterograde amnesia (e.g. patients LM and WH
[Rempel-Clower et al. 1996], patient HM [Corkin et al. 1997]).

In the resource management model, information derived from sensory experi-
ences is recorded immediately in columns in the neocortex, and subsequent damage
to the hippocampal system will not affect the information. The only effect of such
damage will be on the capability to access such information on the basis of past tem-
porally correlated information recording. If the basis for activation shifts over time
towards temporally correlated activity, access will become more and more indepen-
dent of the hippocampal system. For example, when a word is first learned, there
will be information recording in auditory columns activated in response to hearing
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the word, and in visual columns activated in response to the object or concept of
the word. The capability to understand the word depends upon the recorded infor-
mation and in the short term, actual understanding of the word exist because the
auditory columns indirectly activate the visual columns on the basis of simultane-
ous past information recording, utilizing information from the hippocampal system.
After a number of occasions on which the word has been understood in this way,
the auditory columns will acquire the ability to activate the visual columns on the
basis of frequent past simultaneous activity, supported by connectivity paths within
the neocortex and independent of the hippocampal system. To the degree to which
this has occurred, access to the information would be expected to result in the most
severe retrograde amnesia for episodic memories, less for personal semantic mem-
ories and semantic memories of public events and persons, and least for general
semantic memory. This graduation is consistent with the observed amnesias [Nadel
and Moscovitch, 1997].

An autobiographical memory is the record of complex, unique events. The link
between the information active at the time of the event will therefore be temporally
correlated information recording across a complex population of cortical columns,
and there is no reason for these columns to be frequently active at the same time.
At the other extreme, a new word is the record of a relatively simple link between
auditory columns and visual columns and the columns are active at the same time
each time the word is used. A shift to information access on the basis of frequent
past simultaneous activity is likely to be rapid. The association between the names
and faces of public individuals, and personal semantic facts represent an intermedi-
ate state. The observed graduation in retrograde amnesia with hippocampal system
damage from most severe for autobiographic to negligible for word knowledge is as
expected by the model. An exception could be if a particular memory were very fre-
quently described. In such a case, frequent repetition could result in some ability to
access the memory independent of the hippocampal system on the basis of frequent
past simultaneous activity.

Regular autobiographical memory does not become independent of the hip-
pocampal system. In the experiments of Rekkas and Todd Constable [2005], the
activation of the hippocampal formation was observed during retrieval of both re-
cent and remote autobiographical memories, and activity was greater for remote
memories. In these experiments, the research design stressed depth of recall and
encouraged visualization of details. Thus subjects were asked “Can you recall a
specific high school teacher?” or “Can you recall the school yard of your elemen-
tary school?” but it was stressed to participants that the questions were meant to
cue an actual episode, such as “The time the English teacher brought in a recording
of Hamlet and made us listen” rather than a series of facts (like the name of the
teacher). Follow-up questions like “Do you recall a time when you were playing in
a specific area of the school yard?” This design aimed to exclude facts recall and
recall of highly salient emotional events (e.g. weddings, graduations, loss of a pet)
that may be more common in autobiographic self reports.
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6.4 Hippocampal System and Navigation

In the resource management model, CA1 pyramidal neurons correspond with groups
of neocortex columns that have frequently recorded information at the same time
in the past. CA3 pyramidals also correspond with such groups, but have intercon-
nectivity with many other CA3 pyramidals corresponding with groups that have
recorded information at the same time in the past, but somewhat less frequently. The
entorhinal cortex brings together the inputs from such groups and provides inputs
indicating the activity in the groups to the hippocampal formation. The entorhinal
cortex also receives outputs from the hippocampal formation and translates them
back into outputs directed to the individual columns to drive information recording.
Hence a mapping between groups of cortical columns that have recorded informa-
tion at the same time and individual pyramidal neurons can be expected in CA1,
CA3, and the entorhinal cortex.

One situation in which recording of information at the same time can be expected
is in navigation, where simultaneous recording across a specific population of cor-
tical columns can be expected when in the same location. Pyramidal neuron “place
cells” which are active when a rat is in a specific location have been observed in
CA1 and CA3 fields [Leutgeb et al. 2004] and in the entorhinal cortex [Fyhn et al.
2004], but not in the more peripheral areas of the hippocampal system [Fyhn et al.
2004]. This distribution of place fields is as expected by the model.

Furthermore, given that the role of CA3 is to focus CA1 on an optimal group
of columns to record information at the same time, place fields developed in the
absence of CA3 would be expected to be less sharp, as observed by Brun et al.
[2002]. Changes to the environment would be expected to result in greater changes
to CA3 than CA1 place fields, as observed by Leutgeb et al. [2005].

6.5 Damage to Hypothalamus and Amygdala

In the model, the role of the hypothalamus is to influence current information record-
ing in favor of current general behavioral priorities. Loss of this function would be
expected to affect the ability to record information in the future, but to have no effect
on access to past information on the basis of temporally correlated past recording.
Consistent with this interpretation, damage strictly limited to the mammillary bodies
(bilaterally) results in anterograde amnesia but minimal retrograde amnesia [Tanaka
et al. 1997]. The thalamus influences the level of hippocampal system outputs in
general, and damage to the anterior thalamic nucleus can therefore result in both
anterograde and retrograde amnesia as observed [Graff-Radford et al. 1990].

In the resource management model, the role of the amygdala in memory is to
adjust the degree of hippocampal system driven information recording during emo-
tional events in favor of cortical areas where the increased recording is likely to be
useful in determining behavior in the future. Consistent with this role, it is found that
emotional arousal biases the memory of the event in favor of the gist and reduces
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the memory for visual details, and that bilateral damage to the amygdala eliminates
the bias [Canli et al. 2000; Adolphs et al. 2001; 2005]. Furthermore, it is the inter-
action between the amygdala and the hippocampal system that correlates with the
enhanced emotional memory [Dolcos et al., 2004].

It is also relevant that, as expected by the model, the effect of lesions to the
mammillary bodies and anterior thalamic nuclei is to depress the operation of
the hippocampal system. Thus the hippocampal system activity observed during
memory encoding and retrieval tasks in normal subjects was not observed during
attempted performance of the same tasks in a subject with such diencephalic lesions
but no damage to the hippocampal system [Caulo et al. 2005]. Similarly in the case
of emotional memory it is a correlation of activity between the amygdala and hip-
pocampus that occurs during creation of stronger memories in emotional situations
[Dolcos et al. 2004].

6.6 Role of Sleep

In the resource management model the role of sleep including REM sleep in declar-
ative memory is radically different from that proposed in the consolidation model.
In the latter model, the role is to rerun recent sensory experiences to expedite the
long-term registration of the memories of the experiences in the neocortex. The re-
run must presumably be fairly precise to achieve this function. One view is that
rerun of very recent experience could occur during slow wave sleep, and rerun of
more remote experience during REM sleep [Hoffman and McNaughton 2002].

In the resource management model, sleep including REM sleep addresses the
problem that it would not be practical to create the physical connections required to
support the recording of new information at the instant such recording was needed.
Rather, provisional connectivity is created in advance, and information is recorded
as the most appropriate subsets of this provisional connectivity. Sleep is the period
in which provisional connectivity between pyramidal neurons that could be used to
record new information in the next wake period is created. Such provisional connec-
tivity would be established between the appropriate levels of condition complexity,
but if it was otherwise completely random, a high degree of connectivity would be
required to ensure that subsets existed that corresponded with useful information.
Much of this connectivity would be wasted and could result in significant behav-
iorally confusing noise. If the connectivity can be biased in favor of connectivity
somewhat more likely to be useful, significant resource advantages would follow.
Past experience provides the only available guide to probable usefulness. Any past
experience could be relevant, but recent experience will on average be a somewhat
better guide than remote experience. The proposed role of sleep is to establish pro-
visional connectivity, but with a bias in favor of connectivity between neurons that
have often been active in the past at similar times, especially the recent past. Activat-
ing neurons in a manner that reflected past temporal correlations could impose such
a bias, and the presence of information on such correlations in the hippocampal
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system would make that structure appropriate to drive such an activation pattern.
This activation pattern would be experienced as a partial, approximate rerun of past
experience, with a bias in favor of the most recent [Coward 1990]. Simulations
indicate that such a biasing process reduces the information recording resources re-
quired to achieve a given level of performance for a relatively simple behavioral
problem by about 20% [Coward 2001].

In the resource management model, as in the case of consolidation models, there
would be a rerun of recent experience (perhaps in slow wave sleep) and more remote
experience (in REM sleep). However, there would be no need for an exact rerun of
past experience, only a reactivation that provides a reasonable approximation to the
temporal correlations between pyramidal neuron activities in the past. Elimination
of REM sleep would not prevent learning, rather it would increase the resources
required for learning by some degree.

Correlations between neuronal activity during waking and during the subse-
quent sleep period have been observed [Skaggs and McNaughton, 1996], and it
can be argued that slow wave sleep reflects activity in recent waking experience and
REM sleep more remote experience [Hoffman and McNaughton 2002]. However,
although dreams include clearly recognizable waking elements, they do not repro-
duce real-life events [Fosse et al., 2003] as required by the consolidation models.
This situation is, however, fully consistent with the resource management model.
Consolidation models also have the problem that REM sleep deprivation appears
to have relatively little effect on memory capabilities, and REM sleep can be sub-
stantially or completely suppressed (by various antidepressant drugs, or by bilateral
damage to the pons) without apparent effect [Vertes and Eastman 2000]. In the re-
source management model, deprivation of REM sleep would be expected to increase
the resources required for memory support to some degree, but would not qualita-
tively interfere with memory creation.

In the resource management model, the averaged rerun of past experience would
be required to configure appropriate provisional conditions on pyramidal neurons
in the hippocampal system and throughout the neocortex, including the prefrontal
cortex as observed by Euston et al. [2007].

7 Comparisons with Other Models

The central place occupied by the driving of neocortical receptive field expansions
in the resource manager model makes the model qualitatively different from the al-
ternative models discussed earlier, and conceptually much simpler. However, there
are some similarities between certain functions of the resource management model
and parts of other models. Indexing theory [Teyler and DiScenna 1986] suggests
that the hippocampal system maintains an index of the neocortical areas activated
by each experienced event. In the resource manager model, records of past simulta-
neous information recording by different groups of columns are maintained, but not
as an explicit index for each event. However, using the records for different groups
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of columns as described earlier can access memories of past events. Indexing theory
does not make a clear distinction between events in which there is strong record-
ing and events in which there is just simultaneous activity. Hence the support of
semantic memory outside the hippocampal system is not explained.

The multiple trace model [Nadel and Moscovitch 1997], like the resource man-
ager model, proposes that additional memory traces are created in subsequent,
similar experiences, but provides no reasons why memory traces should initially
be within the hippocampal system and subsequently in a separate structure such as
the anterior temporal cortex. The role of REM sleep is not explained in indexing
theories.

Consolidation models [Squire and Alvarez 1995] propose that memories are ini-
tially registered in the hippocampal system, and over a period of time transferred to
other neocortical structures, perhaps to avoid interference between prior and later
memories [McClelland, McNaughton and O’Reilly 1995]. Such transfers of com-
plex information constructs between different physiological structures would be
physiologically costly and implausible, and are not required by the resource man-
ager model, in which neocortical information records are immediately created in
their long term storage locations.

Two component models attempt to account for the complex combination of mem-
ory deficits following hippocampal damage by arguing that the hippocampal system
is actually two relatively independent subsystems. In the proposal of Gluck et al.
[2003], incremental learning is supported by representational transformations in the
input regions to the hippocampus (especially the entorhinal cortex), and the stor-
age and recall of previously processed representations supported by the CA3 and
CA1 regions. It is not clear how this synthesis can be compatible with the observa-
tion that cell loss strictly limited to the CA1 field within the hippocampal system
could result in the observed combination of severe anterograde amnesia and little
if any retrograde amnesia [Zola-Morgan et al. 1986]. In this specific case, even the
perforant path connectivity from the entorhinal cortex through CA1 to CA3 and
the dentate gyrus was intact. In the resource manager model, CA1 is the driving
force for information recording, but plays a minimal role in retrieval, consistent
with the Zola-Morgan et al. observations.

Eichenbaum et al. [1994] propose a two component model in which the hip-
pocampal system contributes only to declarative memories, and plays two or-
thogonal roles in such memories: the temporary maintenance of memories by the
parahippocampal region; and the processing of a particular type of relational mem-
ory representations by the hippocampus itself. In this model, sensory information
generates a representation in the neocortex that is very sensitive to replacement
by subsequent sensory inputs, and can only be maintained as long as the level of
intervening interference is low. Activation of the parahippocampal region does not
preserve the actual representation but creates a trace of the neocortical activation that
is less sensitive to subsequent processing. Activation of the hippocampal formation
processes comparisons between current and previous sensory input states. These
comparisons require changes to connectivity within cortical areas, but the nature of
these changes is not described in the model. Interactions between intermediate term
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storage in the parahippocampal region and relational processing in the hippocampus
are fed back and forth for a significant period of time, contributing to the long-term
consolidation of memories.

The Zola-Morgan et al. [1986] observations of severe anterograde amnesia for all
types of declarative memory including simple recognition memory following CA1
damage is also inconsistent with the Eichenbaum et al. [1994] two component model
in which the role of the hippocampal formation is limited to declarative memories
with a strong relational content. The suggestion that the parahippocampal region
plays a role in maintaining neocortical activations that are otherwise very sensitive
to replacement by subsequent sensory inputs does not appear to be consistent with
observations that short term memory of up to several minutes does not appear to
be affected by hippocampal damage [e.g. Scoville and Milner 1957], but the dorso-
lateral prefrontal cortex plays an important role in working memory, appearing to
direct attention to internal representations of sensory stimuli and motor plans that
are stored in more posterior regions [Curtis and D’Esposito, 2003].

Wallenstein and Eichenbaum [1998] have suggested that the primary role of the
hippocampus is supporting creation of memories associating items that are dis-
contiguous in terms of their temporal and/or spatial positioning. In the resource
manager model, the primary role is driving receptive field expansion throughout
the neocortex, which also results in support for memories of discontiguous events.
The observations that object recognition memory is also affected by hippocampal
damage [Broadbent et al. 2004] is consistent with the resource manager model but
demonstrates a hippocampal role beyond memory for discontiguous events.

In addition to the functions of encoding, retrieval and consolidation proposed
in various alternative models, some models emphasize subsidiary information pro-
cesses. For example, Kesner and Hopkins [2006] argue that pattern separation,
pattern association and pattern completion are important hippocampal functions,
where pattern separation is defined as the ability to encode and separate events in
time and space, pattern association as the ability to form arbitrary associations be-
tween events and items, and pattern completion as the ability to retrieve complete
information on the basis of partial or incomplete inputs.

In the resource manager model, the hippocampal system selects an appropri-
ate group of cortical columns to record information in response to a sensory input
state, records the identities of different subgroups of the selected group that are
(therefore) recording information at the same time, and uses these records both to
better determine appropriate groups for future experiences and to activate groups
that all recorded information at the same time in the past (i.e. to access episodic
memories).

Different aspects of the resource manager model can be interpreted as functions
like those proposed by Kesner and Hopkins [2006]. For example, because the visual
environment is relatively stable at a particular point in space, there is a group of
columns that will tend to be activated when the subject is at that point. Novel events
occurring at that point in space (including the first visit to the point) will tend to re-
sult in recording of information at the same time in a group of columns that includes
the group corresponding with the point. Hippocampal neurons have receptive fields
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corresponding with groups of neocortical columns that recorded information at the
same time in the past, and some such neurons will tend to correspond with points in
space. These neurons can be interpreted as performing pattern separation.

Because hippocampal neurons in the entorhinal cortex and hippocampal forma-
tion correspond with large, heterogeneous groups of neocortical columns, connected
only because they have recorded information at the same time in the past, these
neurons effectively perform pattern association across arbitrary associations (such
as object location and object identity). The activity of these neurons can also be
interpreted as pattern completion, because they can identify the larger group of neo-
cortical columns that recorded information in the past at the same time as all of a
smaller group.

Although different components of the resource manager model could be inter-
preted as performing the various suggested information processes, the model as a
whole has the advantages that it provides an integrated account of the hippocampal
system performing a single critical brain process (i.e. neocortical resource manage-
ment) and a secondary process which can use the information already present in the
resource manager without interfering with that information (i.e. episodic memory)
implemented by detailed connectivity paths and physiological processes consistent
with those observed in the hippocampal system.

8 Conclusions

The proposed model of the hippocampal system as resource manager for the neo-
cortex has a number of advantages over alternative models. Firstly it is conceptually
simpler, with one primary functional role accounting for all the subsystems and ob-
served behavioural functions. Secondly, it provides a straightforward account for
the specific combination of deficits observed in patients with hippocampal damage.
Thirdly, it provides an integrated account for the memory related deficits observed
with damage to mammillary bodies, anterior thalamus, and amygdala. Fourthly,
the major connectivity paths observed within the hippocampal system and between
the hippocampal system and other brain structures are as expected for the model.
Fifthly, it indicates how the LTP mechanism supports the information processes re-
quired for memory. Sixthly, it provides a role for sleep in memory that has no issues
with experiment. Seventhly, its role is consistent with theoretical constraints on the
architectures of complex learning systems.

In general, a major advantage of the model is that it makes it possible to describe
the same memory phenomenon on four different levels of detail (neuron physiology;
cortical column activity; interactions between major anatomical structures; and psy-
chology), with mapping between different levels. This mapping between different
levels of description is critical for scientific understanding [Coward and Sun 2007].
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understand the human model mental, getting to know how human cognition works,
especially about learning processes that involve complex contents and spatial-
logical reasoning. Event Related Potential – ERP - is a basic and non-invasive
method of electrophysiological investigation. It can be used to assess aspects of
human cognitive processing by changing the rhythm of the frequency bands brain
indicate that some type of processing or neuronal behavior. This paper focuses on
ERP technique to help understand cognitive pathway in subjects from different ar-
eas of knowledge when they are exposed to an external visual stimulus. In the
experiment we used 2D and 3D visual stimulus in the same picture. The signals
were captured using 10 (ten) Electroencephalogram - EEG - channel system devel-
oped for this project and interfaced in a ADC (Analogical Digital System) board
with LabVIEW system - National Instruments. That research was performed using
project of experiments technique – DOE. The signal processing were done (math
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1 Introduction

The discovery of organization patterns and how human thought work have enabled
the creation of new hypotheses about the learning process that affect the cognitive
and motor systems. Considering that the development of cognitive skills such as spa-
tial manipulation of objects, construction of logical and abstract, and full complex
knowledge depends on innate pre-requisites as well as on interaction with cultural
and geographic environment, family, etc, it is necessary to understand how innate
and cultural knowledge is acquired.

With the theoretical principle of scientists Pinker (1997) and Gardner (1999)
pointing to the possible cognitive differences between humans and also supported by
cognitive science and the empirical observation of the cognitive behavior of students
from areas of scientific and technological knowledge, and considering that students
should engage in complex cognitive and advanced processes during the course, one
can suppose they already have (a priori) or have developed a specific profile of a
professional of the area.

That is the premise that the Research Group in Biomedical Engineering from the
University of Caxias do Sul (UCS - CARVI - Brazil), along with the neurosciences
group at PGIE-UFRGS, has been developing methodology with the objective to
identify pathways of brain signals for specific cognitive activities in subjects with
different cognitive profiles.

2 Theoretical Considerations

The advances in neurosciences and investigative techniques on cerebral sign patterns
associated to cognitive demands have allowed education to discover new method-
ologies and derive theoretical postulations that can help formulate new models for
different pedagogical practices, associated to different cognitive profiles. The latest
educational processes have involved results from researchers that point to different
kinds of learners and different motivations circumscribing them. To know people’s
cognitive functioning regarding cognitive aspects related to spatial abilities will
enable significant improvement in the inter-relationship between subject and learn-
ing object. Considering how important this theme is to understand human learning
processes and to prepare better teaching processes, for areas of scientific and tech-
nological knowledge, human and social sciences, the research proposed herein is
aimed at the understanding of how mental models are formed, especially on those
matters regarding spatial abilities (Gardner 1999).

Amongst the several concepts applied to the mental model, the most adequate
one for this research refers to the formation and strengthening of the neuronal net
through the presence of more synapses associated to stimulus that modify the con-
cepts and the relationship between the subject and his environment (Merrill 2000).
The learning process is directly linked to the formation and changes to the mental
model of a subject learner according to the stimuli that he is subject to. Moreover,
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according to the literature, the majority of the subjects can easily alter, remodel
and create new mental models when the external stimulus is visual (Desimone and
Duncan 1995) (Kastner and Ungerleider 2000). The ease to recognize visual stimuli
which is a component of the spatial ability is one of the parameters which cognitive
scientists have used to classify or quantify the mental model of a subject learner.

Many researchers have shown it is possible to identify and measure different
patterns of cerebral signals, related to external visual stimulus, when subjects are
submitted to tasks of recognizing simple geometric images (circles, squares, trian-
gles) presented in virtual format of 2 and 3 dimensions accordingly (Guizhi 2006).
The measured signals can be utilized as parameters of identification amongst dif-
ferent mental models of subject learners, relating to spatial ability, for the proposed
stimulus.

Relations between cognitive phenomena and human biological mechanisms were
more deeply observed and interpreted thanks to state-of-the-art technology in the
prospection area for cerebral activity, through non-invasive methods such as quan-
titative electroencephalograms (EEGqs) (Ribeiro 2005). EEG sources are electrical
potentials generated by cortical neurons, which respond to several stimuli on the
depth of the brain. Cerebral activity is captured on the surface of the scalp by means
of electrodes. The observation of significant alterations in the cerebral signal in
healthy subjects, in relation to knowledge of a visual pattern that concern tasks
that involve visual stimulus, occur mostly in the frontal and parietal regions, when
the signal is measured between 300–600 ms after the stimuli is applied (Bledowski
2004, Luck 2005, Schumacher 2005).

By using specific software for the treatment of signals obtained from the EEG, it
has become possible to build maps of cerebral activities at certain moments, making
it easier to understand electrical potentials on the surface of the brain. Consistent
research show the correlation between certain kinds of waves with alert activities
and cerebral processing, such as Beta activity which is characterized by its low am-
plitude and which appears on the frequency band from 14 to 40 Hz (Roberts and
Bell 2000), (Luck 2000), (Guizhi 2006). With quantitative analysis of the cerebral
electric activity, which uses technological resources on the evaluation of the EEG,
it is possible to overcome the visual exam of the plotting that comprises a signifi-
cant subjective component (Fonseca 2003). The analysis of EEGs has also indicated
that, during the presentation of stimuli, specific changes take place on cerebral sig-
nals, represented by a significant increase in the synaptic activity of millions of
neurons simultaneously. Changes on electrical potentials of the membrane occur in
fractions of a second after stimulus was presented on different regions of the brain.
These potentials evoked by a stimulus take place in a synchronized way. The result
from the electrical potentials of a neuronal population is known as Event-Related
Potentials (ERP) (Luck 2005), which consists on a series of positive and negative
waves that can be identified either numerically or according to their latency. The
main ERP components are N1, P2, N2 and P3. Each component is identified by the
letter that indicates whether the wave is negative or positive and by the number that
indicates the time of the occurrence, measured in tenths of seconds (Veiga 2004).
The main focus of study on ERP has been the third positive wave, called P3 or
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P300 (Luck 2000). Component P300 usually occurs 300 ms after the presentation
of stimuli associated to visual and auditory processes, and has been a powerful tool
in the study of cognitive processes. As for measure P300, it is possible to quantify
two variables: latency, whose measure reflects the time necessary to allocate re-
sources and evoke the memory related to the stimulus, and the amplitude of signal,
which allocates resources that focus the cognitive processes of immediate memory.
Differences found in P300 measurements among the individuals, when subject to
the same processes, and which evoke cognitive demands, make it possible to infer
that there are differences between the capacity of processing and the speed rate on
the cognition cerebral processes (Veiga 2004).

3 Materials and Methodology

Theoretical assumptions that support this research (Gardner 1999) and (Pinker
1997), and those matters that have already been mentioned concerning a possi-
ble relationship between resultants from variables related to the investigation on
measures of cognitive abilities, especially and particularly, spatial abilities and the
different attention patterns given to virtual visual stimuli lead to carrying out ex-
periments supported by electroencephalography (EEG), developed by Biomedical
Engineering Research Group at University of Caxias do Sul (Carra et al. 2007), us-
ing especially the ERP (Event-Related-Potential) technique. The goal is to identify
different patterns on cerebral signals concerning attention evoked from the visual
and spatial stimulus: recognizing 2D and 3D images, when the individual is subject
to an experiment with visual stimuli that require attention. The investigation on the
attention process during the perception of different visual patterns on volunteers of
two different areas of knowledge was carried out as Design of Experiments – DOE
(Montgomery 2000).

Design of Experiments is a technique used to plan experiments, it encompasses
which data will be used, in which quantity and in which conditions it must be col-
lected for a specific experiment, basically trying to satisfy two main objectives: the
best possible results with statistical precision at the smallest expense (Montgomery
2000). This methodology is strongly based on statistical concepts, designed to op-
timize the planning, execution and analysis of an experiment (Ten Caten 2007).
The objective of the Design of Experiments for the scientific investigation in the
area of cognitive science includes helping in building a base of trusted knowledge
and in this way reducing uncertainties involving which theories, tools and method-
ologies would be more adequate for certain contexts. Ten Caten (2007) presents
some important concepts in the planning of a experiment: output variables that are
the output variables (answers) of the process which can be measured and that al-
low for quantification of characteristical behavior of a system; process parameter
that encompass all the process variables (present in the experiment) which can
be changed and which may have an influence on the output variables; control-
lable factors that are a subdivision of the process parameters, elected to be studied
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at several steps of the experiment; levels that correspond to each adjustment of the
controllable factors used on the experiment, e.g., the two types of areas of knowl-
edge or the two types of presentation of the visual stimuli; constant f actors are the
process parameters that are not contemplated in the experiment and that are kept
constant during its execution; uncontrollable f actors (noise) are the variables that
cannot be controlled by the research group, being responsible for the experimental
error, that is, an experimental fluctuation, e.g., the power source noise; interactions
occur in the study of 2 or more controllable factors, when the effect of one of the
factors depends on the adjustment established for another factor.

The Design of Experiments methodology facilitates the experimental procedures
proposed for neurosciences and allows for the testing with control over the re-
lated variables, of quantitative and qualitative character, with the production of
information that could point to conclusions, although temporary, regarding the
neuroscientific hypothesis. The following described scientific experiment planning
involve the methodology and statistical procedures of the Design of Experiments.

3.1 Experiment Project

The parameters of the Design of Experiments are hereby defined:

� Subjects: 16 (sixteen) young volunteers participated in this experiment; they were
undergraduate students from two different areas of knowledge: social sciences,
along with the students of the College of Law and students of the College of
Design. In which area of knowledge, there were eight (8) participants equally
divided between males and females. The experiment lasted four days, whereas
the number of participants was distributed accordingly per day (with double-
blind random assortment for the day’s collection). Participants had a normal sight
system. The number of participants follows the guidelines of the sampling for the
Design of Experiments (Ten Caten 2007). The study was approved by the local
ethics committee;

� Kinds of stimuli: stimuli presented consisted of two images: a ball shape, in two
or three dimensions (2D and 3D), with the same color and same area occupied on
the monitor screen, as shown in Figure 1. To obtain more statistical representa-
tiveness, the experiment contemplated five repetitions for each visual stimulation:
2D and 3D for each subject in the research. All images were projected by the Lab-
VIEW system (software and hardware belonging to National Instruments), which
is also used on the process of digital-analogical conversion the signal captured;

� Response variables: response variable to be considered is the cerebral signal
measured in the experiment that is related to the alteration in the latent cerebral
signal, after applying the visual stimuli. (for the experiment, a circular image
was used and presented in 2D e 3D dimensions respectively). The measurement
is amplitude parameter of electroencephalographic waves converted in magni-
tude in the frequency domain (analysis in the frequency domain). Differences
related to potential evoked from spatial and visual stimulus are associated to the



370 M. Spindola et al.

Fig. 1 Virtual visual stimuli

Table 1 Controllable factors Factors Level numbers Level kinds

A: volunteers 2 2 (two) Knowledge
areas

B: stimuli kinds 2 ball (2D) and ball (3D)
C: scalp points 4 FP1, FP2, P3 and P4

occurrence of different amplitudes and frequencies (magnitude levels between
the signals), considered as different forms of allocating resources;

� Controllable factors: as for the definition of controllable factors we chose to carry
out a complete factorial project with 3-controllable factors at several levels (Ten
Caten 2007). The factors identified as controllable and having priority in this
research are the subject’s areas of knowledge in two levels, the visual stimulus
presented in two levels (images 2D and 3D) and the researched scalp areas in
4 levels (we chose to evaluate only the most significant points in relation to the
evoked signal for a visual stimuli) (Buschman 2007, Sakai 2008). Table 1 resume
factors and number of levels for each one;

� Experiment project: subjects were invited to participate and agreed upon all the
procedures during the experiment. Acquisition of data in the experiment was
carried out in an acclimatized room, without audible noises, without any stimuli
that could distract the subjects. Volunteers (subjects of the research) remained
on a chair with back and head rest, in the most comfortable sitting position.
The chair was positioned at a distance of 90 cm in front of a 15” screen, used
to present the visual stimulus. Volunteers were connected to the ten lines of the
collecting system (EEG) by a cap with electrodes. Points used on the cap (FP1,
FP2, F3, F4, P3, P4, C3, C4, T3 e T4) correspond to the international 10–20
system (Jasper System), used to standardize capturing and identification of the
results, according to Figure 2.

The collected data followed the experimental blockage restriction guidelines. The
research’s subjects followed the pre-established program, considering as blockage
factor only the areas of knowledge, since in order to collect signals, it is necessary
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Fig. 2 International System 10–20

to collect them simultaneously from the different areas of the scalp, and being that
the procedure follows a protocol that requires the used of a cap with electrodes,
the use of a gel, etc, it becomes necessary to collect all the stimuli related signals
simultaneously.

During the experiment procedures, some of the external factors that could inad-
vertently influence the obtained results were kept unchanged, for example: luminos-
ity, temperature, and the sound level of the room. The collection of signals was done
by the same operator and electroencephalogram equipment, besides being done at
the same time of during the day.

4 Result Analysis

All changes on the EEG tracing were collected, but recordings related to muscular
contraction because of winking and facial, neck and forehead muscular movement
were excluded from later analysis. To avoid results arisen from anxiety processes, a
base recording of the volunteer’s neurophysiologic signals was performed during the
first five minutes before executing the task proposed by the experiment. During that
period the volunteer was asked to remain calm and relaxed and not to move abruptly.
Such orientation given to the volunteer causes a change in their electrophysiolog-
ical signals, making it possible to visualize the changes on the brain frequencies
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being displayed. This procedure is important because it assures that the system is
responding properly to the capture of brain signals and also is necessary to compare
the standard signal latency with the evoked signal. The task executed was to visual-
ize two sequences of visual stimuli, each one of them containing the same 5 images
(displayed at intervals of 100ms): 2D balls or 3D balls, with time intervals varying
between 1800 ms and 2200 ms to avoid the oddball effect which is an alteration in
the signal because of the surprise effect or wait conditioning for the same pattern of
stimulus. Sequences were drawn before executing the experiment to prevent vari-
able error effects as a result of a subject’s fatigue or indisposition at the moment of
visualizing the images.

During each test, the experiment volunteers utilized a standard electrode wired
helmet, with impedance smaller than 3k�, disposed in the international system
10–20. The auricular position was used as reference. In the captured signals, on
each measured point on the scalp, a high-pass 0.01Hz filter was used and amplifiers
with total gain of 15000 times. After processing the signals in the analogical system,
they were also acquired digitally through the LabVIEW system, with an acquisition
rate of samples/s. The digitized signals were filtered with a low-pass filter in 55Hz.

Signals recorded each time a shape was repeated were cut into sections at interest
time windows within 200ms and 450ms after image exposure. In that period of time,
the P300 event occurs and the interest frequency (BETA) is manifested, indicating
volunteer’s maximum attention to the stimulus proposed. The signals collected were
digitized and processed according to the mathematical model of Fast Fourier Trans-
form (FFT). These results indicate the amount of energy demanded for the brain
signal at the moment of the experiment.

The response variable analyzed is identified as the magnitude in the (FFT) fre-
quency domain of a time window of the signal that was collected, which corresponds
to the change of brain signal due to visual stimulation. Signal FFT confirms that, in
the interval when P300 occurs, the Beta rhythm is manifested and it is possible to
estimate that, in this rhythm, there might be an intense vigilance stage, as part of a
cognitive process.

Variance analysis on the data resulting from the variable “Maximum Magnitude
in BETA band: cognitive coefficient” with quadratic sums, respective freedom de-
grees and quadratic averages of the factors observed can be found in Table 2. Data
were statistically analyzed utilizing alpha significance level of 0.05 (5%).

Table 2 Variance Analysis

Source Sum of square DF Mean Square F value F tab. Significant?

SQA 1.23 5 0.25 13:24 2.26 Yes
SQB 0.08 1 0.08 4:36 3.89 Yes
SQC 7.17 3 2.39 128:66 2.65 Yes
SQAB 0.64 5 0.13 6:93 2.26 Yes
SQAC 0.35 15 0.02 1:27 1.72 No
SQBC 0.09 3 0.03 1:54 2.65 No
SQABC 0.18 15 0.01 0:64 1.72 No
Error 3.56 192 0.02 � – –
Total 13.30 239 – � – –
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The main effects of the factors and the interaction effect of two and three fac-
tors were analyzed. Results show that the main effects for factors “A” (volunteers),
B (kinds of visual stimuli) and C (scalp points) are significant. That means there
is significant difference between the signal patterns of the participants on several
acquisitions, regardless of the kind of 2D or 3D stimuli or the scalp point factor.
Likewise, there is significant difference to point out between the results concerning
experiments 2D and 3D regardless of the area of knowledge and the scalp point. In
the analysis of the results obtained at each scalp point, we point out that there are
significant differences in the magnitude. That condition was expected due to brain
physiology itself, since the points chosen for analysis have distinct functions in the
processing of visual stimuli (Luck 2000, Guizhi 2006).

The interaction effects were those from the interaction of two factors. Subjects
of the experiment and the kinds of stimuli .A � B/, subjects of the experiment and
scalp capture points .A � C/, kinds of stimuli and scalp capture points .B � C/ and
the triple interaction among the three control factors .A�B�C/. Significant results
in those procedures took place when subjects were compared among themselves and
the kinds of visual stimuli .A�B/, when subjects were compared among themselves
and scalp points .A � C/ and also when visual stimuli types were compared with
scalp points .B � C/. Results for these significances point to a difference in the
degree of resources allocated with a significant variation of greater magnitude of
the BETA frequency band (EEG pattern) for each subject in relation to each kind
of stimulus. Next, Figure 3a shows the graphics for two factors of the interactions
between participants and the kind of visual stimulus, participants and scalp points,
and visual stimulus and scalp points, concerning magnitude.

The graph in Figure 3a shows the difference between the magnitude average in
the Beta frequency (through FFTs), of the brain evoked signal of the participants in
the experiment that were subject to the visualization of 2D and 3D visual patterns.
The graph in Figure 3b shows a significant difference between the kind of stimulus
and scalp points. It is important to point out that the subjects of the experiment be-
long to two large areas of knowledge, here called A1 (scientific-technological area)
and A2 (social-human area). By observing the tendencies between the subjects of
the experiment relative to the first chart and knowing that the division between the
areas of knowledge is split in the following way: participants from 1 to 8 belong to
a scientific and technological knowledge area, and participants from 9 to 16 belong
to a human and social sciences area, a new statistical analysis was done group-
ing the participants by area and therefore creating a bi-level factor in each area of
knowledge. Table 3 shows variance analysis on the data resulting from the variable
“Maximum Magnitude in BETA band: cognitive coefficient” with quadratic sums,
respective freedom degrees and quadratic averages of the factors knowledge area in
two levels, visual stimulus (2D and 3D) and scalp points (FP1, FP2, P3 and P4).
Data were statistically analyzed utilizing a alpha significance level of 0.05 (5%).

The new analysis shows significant results in those procedures that took place
when knowledge area were compared between themselves and the kinds of visual
stimuli .A � B/, when knowledge areas were compared between themselves and
scalp points .A � C/ and also when the kinds of visual stimuli were compared with
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Fig. 3a Factor A (subjects) X Factor B (kind of stimulus)

Fig. 3b Factor B (kind of stimulus) X Factor C (scalp points)

scalp points .B � C/. Results for these significances point to a difference in the
degree of resources allocated with a significant variation of greater magnitude of
the BETA frequency band (EEG pattern) for each knowledge area related to each
kind of stimulus (Figure 4a) and also for each knowledge area related to points of
scalp (Figure 4b).



Cognitive Measure on Different Profiles 375

Table 3 Variance Analysis

Source Sum of square DF Mean Square F value F tab. Significant?

SQA 0.7 1:0 0.7 22:7 3.9 Yes
SQB 1.4 1:0 1.4 45:2 3.9 Yes
SQC 11.4 3:0 3.8 118:7 2.6 Yes
SQAB 1.5 1:0 1.5 47:4 3.9 Yes
SQAC 0.7 3:0 0.2 6:9 2.6 Yes
SQBC 0.3 3:0 0.1 3:2 2.6 Yes
SQABC 0.2 3:0 0.1 2:0 2.6 No
Error 20.0 624:0 0.0 –
Total 36.3 639:0 –

Fig. 4a Factor A (knowledge area) X Factor B (kind of stimulus 2D – 3D)

Fig. 4b Factor A (knowledge area) X Factor C (scalp points)

The Figure 4a presents average magnitude values with a crescent linear behav-
ior between 2D and 3D patterns to subjects of knowledge an scientific area (A1),
while subjects of area of human and social science (A2) shows average decreasing
values for the same stimuli. The FFT average of greater magnitude for the recog-
nition of 2D visual standard (control factor B1), for A1 subject is concentrated
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Fig. 4c Factor B (kind of
stimulus) X Factor C (scalp
points)

around 410 mV, whereas for subject A2, the same reference point is 440 mV. For
the 3D stimulus (B2), the FFT averages of greater magnitude in each interval are,
respectively, for subjects A1 and A2 at 600 mV and 430 mV. The reference scale
for that measure is amplified 15000 times and calibrated in relation to the original
signal of the scalp.

Figure 4b relates to each knowledge area the significant difference of magnitude
between points of scalp. Figure 4c also relates to the measure to scalp points relative
to visual stimulus 2D and 3D.

Those founds can be considered as indicators of cognitive pathways to different
subjects of different knowledge areas. Of course those kinds of experiments are to
be explored more in depth.

5 Conclusion

Quantification of brain signals is possible through proper instrumentation, such as,
for example, electroencephalography used along with digitizing systems of ana-
logical signals. LabVIEW platform enables us to carry out the conversion from
analogical into digital and to mathematically model the signals obtained.

Electroencephalography applied in the research made it possible to analyze brain
signals evoked from the experiment with graphic 2D and 3D visual stimuli and
measure those signals in different scalp points, in a non-invasive way, on different
subjects belonging to two large areas of knowledge: scientific technological and
human-social.

Concerning the issue of investigating resource demand and allocation in terms
of electrical signals for the identification of different stimuli (2D and 3D of the
same object) on the same subject and between different subjects, the results point
significantly towards a difference in cognitive effort among the subjects, above all
those pertaining to different areas of knowledge, when they are subjected to the
same visual stimulus. What is observed is that the attention process in the subjects
of the experiment, focused on the visualization of objects with different patterns,
takes place in a diverse form for that group.
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Concordance between frequency band obtained at time windows specific for the
evaluation of the ERPs for the subject group and the base determined as Beta band
(14 to 40Hz) points to the presence of frequencies that involve cognition during the
occurrence of ERPs in this experiment. This finding confirms information cited by
other authors (Luck 2000), (Guizhi 2006) about linking P200 and P300 signals with
cognition to visual stimulus.

The study carried out intends to aggregate value to scientific and technological
areas through scientific methodology applied to educational matters, with multidis-
ciplinary approach, including cognitive sciences, neuroscience and psychometrics,
as well as the development of technology for monitoring experimental activities in
this area.
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