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Foreword

With the increasing market penetration of cellular telephones, the
number of E-911 calls placed by cellular telephones has grown consid-
erably. This growth in E-911 calls led to a 1996 FCC ruling requiring
that all cellular, PCS, and SMR licensees provide location information
for the support of E-911 safety services. The provision of such location
information is to be implemented in two phases. Phase I, whose deadline
has already been passed, requires that wireless carriers relay the caller’s
telephone number along with location of the cell site and/or sector serv-
ing the call, to a designated Public Safety Answering Point (PSAP).
This information allows the PSAP to return the call if disconnected.
Phase II, to be completed by October 1, 2001, is much more stringent
and requires that the location of an E-911 caller be determined and
reported with an rms location accuracy of 125 m in 67% of the cases.

The applications of wireless location technology extend well beyond
E-911 services. Location information can be used by cellular telephone
operators themselves for more effective management of their radio re-
sources, so as to achieve greater spectral efficiencies. Resource man-
agement algorithms such as hand-offs between cell sites, channel assign-
ments, and others can all benefit from subscriber location information.
Location information obtained from vehicular based cellular telephones
can be used as an input to Intelligent Transportation Systems (ITS),
and in particular traffic management and traveler information systems.
Law enforcement agencies can also benefit from accurate location infor-
mation by discouraging the use of cellular phones for criminal related
activities.

This book provides a comprehensive treatment of the technical chal-
lenges in wireless location technologies. It is an outgrowth of a research
project at the Georgia Institute of Technology funded by GTE in the ear-
ly 1990s. We are indebted to Drs. Art Giordano and Khaled Dessouky
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of GTE Laboratories for presenting us with the original goal of estab-
lishing cellular radio as a medium of choice for ITS applications. It soon
became apparent to us that wireless location would be an essential in-
gredient of cellular-based ITS applications. Our research then focused
on time-based methods for radiolocation in IS-95 CDMA cellular sys-
tems. Later the 1996 FCC ruling brought heightened significance to
our radiolocation research. All of this work ultimately lead to Jim Caf-
fery’s Ph.D. dissertation supplemented by his subsequent work at the
University of Cincinnati.

I believe that research into the difficult problem of wireless location
will continue for some time. Location systems must be developed for
many different wireless standards, and all good location systems must
combat the effects of multipath, non-line-of-sight propagation, and mul-
tiuser or co-channel interference.

Gordon L. Stüber
Professor
Department of Electrical & Computer Engineering
Georgia Institute of Technology
Atlanta, GA, USA



Preface

Wireless technology is revolutionizing the way we communicate and
share information. The great advancements in wireless communications
have been paralleled by advances in the computer industry, and the
merging of the two promise a plethora of services for the consumer. A
natural application for cellular radio networks is that of radiolocation in
which the mobile unit is positioned based on measurement of signals at
several base stations, or by the mobile unit itself making measurements
to determine its own position. A large number of applications, which
can benefit both consumers and service providers, stand ready to take
advantage of location technology. The driving force behind the effort
being expended to develop accurate location technologies today stems
from the requirements imposed by the FCC in 1996. Wireless carriers
have until October, 2001, to deploy a location system capable of locating
a wireless 911 call to within 125 m. This remains the present target for
accuracy, while in the future higher accuracy will most likely be required.
High accuracy will also be required for some applications.

To address the issue of accurate location in CDMA cellular radio net-
works, we began research at the Georgia Institute of Technology which
led to my doctoral dissertation. The original goal of the project was to
identify and study the feasibility of using cellular networks to provide po-
sitioning information for Intelligent Vehicle/Highway Services1 (IVHS).
The FCC requirements provided further application for our research.
The research sought to identify location methods for CDMA systems
and examine their performance in realistic environments. We then be-
gan looking into the problems encountered in mobile radio systems, par-

1IVHS has been renamed to Intelligent Transportation Systems (ITS).
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ticularly the interference that arises from the propagation channel and
other user interference.

This book differs from my doctoral dissertation in a few ways. First,
a few of the chapters have been rearranged and combined. Secondly, ad-
ditional background material has been added in order to achieve a more
comprehensive work. The background material in the introduction has
been slightly lengthened and the propagation models of Chapter 3 have
been expanded to include more of a mathematical description. Models
for different scattering environments have also been included. A com-
pletely new chapter, Chapter 4, has been added to provide a thorough
overview of methods for measuring location parameters, such as angles
or times of arrival, and the algorithms that have been devised to use
those parameters to form a location estimate. While there are many
algorithms that can be found in the literature, a basic few receive the
focus of the chapter while references for more information are includ-
ed for further study by the reader. The multiple-access interference and
non-line-of-sight propagation material of my dissertation have each been
combined into two chapters with each providing analysis of the problems
and methods for mitigating them. Another completely new chapter,
Chapter 8, has been added in order to provide an overview of methods
that are available within current cellular radio systems such as IS-95
CDMA and GSM. While the focus of the book is on CDMA cellular
radio systems, much of the material, with the exceptions of Chapters 5
and 6, are applicable to other systems as well.

I hope the resulting book provides a useful introduction to the tech-
nologies and limitations of wireless location technologies in CDMA com-
munications systems. Hopefully, both students and researchers will find
the information useful, in the very least as a starting point for further
investigation.
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Chapter 1

INTRODUCTION

Over the last decade, the deployment of wireless communications
has been significant with an annual increase of cellular subscribers in
the world averaging about 40% [103]. Currently, it is estimated that
there are between between 36-46 million cellular users in the U.S. alone
[51, 168], representing over 20% of the U.S. population. In the next
few years, it is expected that a total of about 200 million wireless tele-
phones will be in use worldwide [51], and that in 10 years, the demand for
mobility will make wireless technology the primary source for voice com-
munication, with a total market penetration of 50-60% [103]. In order to
provide both an increase in capacity and better quality communications,
the wireless industry has begun to migrate from the analog cellular net-
works that were first introduced in the early 1980’s, to digital networks
such as time-division multiple access (TDMA) and code-division multi-
ple access (CDMA) in the U.S., Global System for Mobile communica-
tions (GSM) in Europe and Personal Digital Cellular (PDC) in Japan
[32, 51, 119]. CDMA is a very popular choice due to its claims of higher
system capacity, ability to mitigate multipath fading and other-user in-
terference, universal frequency reuse, low transmission power, soft hand-
off capability, message privacy and the ability to exploit voice activity
cycles [51, 94, 126, 127, 149, 175, 191]. CDMA assigns each user a
unique pseudonoise (PN) spreading code, unlike frequency-division mul-
tiple access (FDMA) where each user is assigned a different frequency
and TDMA where each user is assigned a different time slot.

As the move is made from analog to digital technology in second and
third generation cellular and PCS systems, improved functionality and a
broader spectrum of services will be made available to both system oper-
ators and consumers alike. The promise of even more enhanced services
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comes with the development of IMT-2000 (International Mobile Tele-
phone 2000), the standardization process for which should be completed
by the end of 1999 or early 2000. One of these new services, wireless
position location, has received considerable attention over the past few
years due to the Federal Communication Commission’s (FCC) 1996 re-
port and order [22]. The FCC mandate requires that all wireless service
providers, including cellular, PCS, and SMR licensees, provide location
information for Enhanced-911 (E-911) safety services, the provision for
which requires two phases of completion. Phase I, the deadline for which
passed in 1998, required that the wireless carriers relay a caller’s tele-
phone number and the location of the cell site and/or sector receiving the
call to a designated Public Safety Answering Point (PSAP). Such capa-
bilities allow the PSAP to call back if the call is disconnected. Phase II,
to be completed by October 2001, requires that wireless carriers be able
to report the location of all E-911 callers with an accuracy of 125 m
(410 ft) in 67% of the cases. A further accuracy requirement of 13 m
(40 ft) in 90% of the cases is possible for future mandates by the FCC
[22].

1. APPLICATIONS
The provision of location information for wireless E-911 calls permits

rapid response in situations where callers are disoriented, disabled, un-
able to speak, or do not know their location. In fact, a report by the
FCC indicated that over 20% of 911 calls were made by wireless users
and that one-fourth of those callers could not identify their location [22].
To compound the situation, the emergency operator receives very little
network-based information regarding the location of the wireless caller.
This is alarming considering that an increasingly large fraction of E-911
calls are placed by cell phones which is a direct result of the growing
number of cellular and PCS subscribers. In 1994, approximately 50,000
wireless E-911 calls per day were made in the U.S., a figure that increased
to 60,000 in 1996. By the year 2000, it is estimated that this figure will
grow to 130,000. A 1996 study by the State of New Jersey indicated
that wireless E-911 calls accounted for 43% of all calls to E-911 received
during wireless location trials [168]. While the E-911 requirements of
the FCC are the driving factor toward accurate location technology in
the United States, outside of the states, there is also an interest for
emergency services and for other services which represent the potential
for large revenues.

While position location using radio signals has been used by the mili-
tary for years, it is a relatively new application in civilian radio systems.
The military has expended great effort to build a highly accurate lo-
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cation system for its various branches, but civilian industry has a more
difficult time justifying the tremendous cost of developing such a system.
Consequently, with the E-911 mandate of the FCC, research has focused
on location methods which utilize the existing and future wireless sys-
tem communications components, i.e., base stations (BSs) and mobile
stations (MSs).

Besides its use for emergency management, location technology prom-
ises additional services. It will be the enabling technology for location
sensitive billing, improved fraud detection, improved traffic management
and many other services which have a large revenue potential for system
operators. It is estimated that the total annual revenue potential for all
location-based services will be over $8 billion dollars per year [178].

Location sensitive billing, fraud detection, system design, fleet man-
agement and Intelligent Transportation Systems (ITS) will benefit from
wireless location technologies. Location sensitive billing will allow sys-
tem operators to maximize profits and encourage usage behaviors by
offering different rates depending on whether the phone is used at home,
in the office, on the road, etc. [171]. This also provides wireless carriers
with the opportunity to offer rates which will bring new subscribers into
their customer base. Moreover, a service provider who may have mul-
tiple agreements with PCS, cellular, or satellite carriers, could offer its
customers the ability to choose a carrier that best suits their needs at
any given time and location [54].

Additionally, location technology can play a key role in the ongoing
battle against cellular phone fraud. Annual industry fraud ranges on the
order of $500 million, all of which is passed on to wireless customers in
the form of higher phone usage rates. Some carriers estimate that up
to 1% of their customer base experiences fraud each month. With the
use of wireless location systems, it will be easier to find and catch the
perpetrators.

A further application of location technology will be found in wire-
less system design and for radio resource management [62, 122]. With
the ability to locate wireless calls and match them with their serving
cell sites and received power levels, system planners could dramatically
improve their ability to architect cells and wireless systems. More effec-
tive resource management could be obtained through the allocation of
channels based on the knowledge of the wireless caller’s location. Simi-
larly, location information could assist in handoff procedures as the MS
moves from one cell to another. Thus, cells could be better positioned
and tuned, spectral efficiency improved and resource management made
more effective through the use of accurate location technology.
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In wireless networks, the system employs various means of tracking
the relative location of mobile terminals since the location of a MS must
be identified before a call to the MS can be established. The “location
area” of a MS in the wireless network is often maintained in databases
which are updated as the MS moves throughout the network. The use of
exact location technology reduces and possibly eliminates the need for
database management and reduces the system resources required since
the MS can be paged in the cell in which it currently resides rather than
paging several cells to identify its location.

Wireless location technology can also be used to make fleet operations
more efficient and effective [84]. Having knowledge of the vehicles’ loca-
tions allows a dispatcher to locate the nearest available vehicle, greatly
improving response times. The improvement in field service not only ap-
plies to delivery operations, but to police and emergency vehicles as well
as taxi and other service operators. Another developing technology that
will rely heavily on accurate location information of mobile terminals is
of Intelligent Transportation Systems. The strategic plan submitted by
ITS America [79] calls for functionality in several areas, the two most
important of which are listed below:

Advanced Traffic Management Systems (ATMS) use various tech-
nologies to manage traffic in the transportation network.

Advanced Traveler Information Services (ATIS) will provide informa-
tion such as traffic safety alerts, routes of travel, and real-time traffic
information directly to the traveler.

Route guidance, an ATIS service, will provide directions to travelers
based on their known (estimated) current position. This service will
inform the driver of the best route of travel based on traffic conditions,
such as traffic congestion in a particular area. Furthermore, traveler
information services will provide a “digital yellow pages” to give travelers
the ability to locate such conveniences as nearby gas stations and hotels.
References [33] and [204] provide a detailed overview of further uses of
positioning technology for future transportation systems.

The author’s previous research in wireless position location for CDMA
networks showed that research into wireless position location leads to a
diversity of research for supporting technologies. Position location not
only requires efforts in the area of algorithm development but also in
the technologies which provide estimates of location parameters such as
times of arrival (TOAs), time differences of arrival (TDOAs) and angles
of arrival (AOAs). Therefore, any research in wireless position location
will necessitate the advancement of the supporting technologies required
to produce accurate parameter estimates.
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2. HISTORY OF WIRELESS LOCATION
SYSTEMS

Interest in locating wireless radios can be traced back several decades.
Over that time span, several location technologies have been developed
and commercially deployed including Decca, Loran, Omega, the Global
Positioning System (GPS) and the Global Navigation Satellite System
(GLONASS). These technologies seek to provide location information
for world-wide navigation.

The Decca system is designed to be a low-frequency (30-300 kHz)
hyperbolic navigation system using continuous-wave comparison [131].
Phase comparisons are made between “master” and “slave” signals at
a comparison frequency obtained from frequency multiplication of the
master and slave signals. The master and slave stations are typically
placed in a “Y” configuration, with the master at the center, and typical
master-slave separations are on the order of 50-75 nautical miles (92-139
km). The phase difference measurements represent a hyperbolic line of
position (see Chapter 3) which is used to identify the location of receiver.
The Decca system is able to deliver location accuracies near 50 m with
a range around 400 km [116].

The Loran (Long Range Navigation) positioning system was original-
ly developed during World War II as an aid to the navigation of allied
aircraft and the North Atlantic convoys [39]. Following the war, it was
used by the US Coast Guard to aid marine navigation. This system was
known as Loran A. Loran A evolved to the Loran C system to provide
greater range and more precise, repeatable accuracy. Loran C is a hyper-
bolic system that uses low-frequencies (90-110 kHz) with an operating
range in excess of 1000 nautical miles (1850 km). During its opera-
tion, Loran C is composed of 30 transmitting stations in several chains
worldwide. From Loran C was developed a tactical version designed for
short-range service known as Loran D. The advantage of Loran D over
Loran C was the portability of the ground (transmitting) stations which
allowed them to be quickly deployed. The mobility was gained at sub-
stantially reduced transmission power due to smaller transmitters and
lower antenna towers. Location errors in Loran-C can run as high as
500 m.

The Omega navigation system is a long-range radio system developed
by the United States Navy which provided full-time worldwide cover-
age from eight strategically located terrestrial very-low-frequency (10.2-
13.6 kHz) transmitting stations [128]. It, too, is based on the hyperbolic
location concept. This system has been utilized primarily by maritime
and aeronautical users. The Omega system provides ranges up to several
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thousand kilometers, but with location accuracies only on the order of
1-3 km.

As these location systems illustrate, there is a trade-off between range
and accuracy, both being functions of the carrier frequency. Microwave
systems offered the highest accuracy (1m), but can only operate with-
in line-of-sight (LoS). Ultra-high frequency down to medium-frequency
systems offered high accuracy (a few tens of meters) with ranges up
to 400 km. The low-frequency systems offered greater range, but with
much reduced accuracy (50 m). The very-low-frequency systems had
the greatest range (several thousand kilometers) but with very poor ac-
curacy (kilometers). These reasons illustrate the choice of transmission
frequency used for the location systems discussed above.

Unlike the terrestrial-based location systems just mentioned, the glob-
al positioning system was conceived in the early 1970s as a highly ac-
curate satellite-based navigation system. GPS, originally developed for
military applications, is perhaps the most popular commercial location
system today with applications for most forms of transportation and
offering accurate location estimates when a LoS path exists to several
satellites. GPS includes the Standard Positioning Service (SPS) which
provides civilian users with 100 m accuracy and the Precise Positioning
Service (PPS) which provides sub-20 m accuracy to military users [36].
Differential GPS provides 2-10 m accuracy to users within 1000 km of a
fixed GPS reference receiver.

A location technology that uses signals from commercial FM radio
stations has also been developed [28]. This technique uses pilot tones
from FM stations, which are generally in in the 19 kHz range, to calculate
positions using a reference station, similar to that done in differential
GPS. Triangulation is performed to locate the MS using range estimates
obtained from phase measurements. This technology has the advantage
of wide coverage due to the high concentration of FM stations in many
countries.

As the discussion above indicates, most of these technologies require
that specialized equipment be placed in the MS, such as a GPS receiver,
in order for location to be calculated in the MS. If the position needs
to be known for ITS services or E-911, the location must be relayed by
the MS to a central site, possibly over the cellular telephone network.
An alternative is to use the wireless networks as the sole means to pro-
vide location services. The MS can be located by measuring the signals
traveling between a MS and a fixed set of BSs. This approach takes
advantage of the large pool of existing handsets with no modification
and requires no other specialized equipment in the MS. Any necessary
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modifications, such as specialized location equipment, can be placed on
the network side. We will address this issue further in Chapter 3.

As we will see in the remaining chapters, the method of radioloca-
tion, one of the many methods available for computing location esti-
mates, proves to be the most suitable for wireless networks. Unfortu-
nately, the harsh propagation conditions in wireless networks present a
formidable challenge for implementing and deploying accurate location
systems. Multipath fading produces errors in the parameters that are
measured and used for location. When there is no direct path between
the MS and a BS, a MS’s signal arrives at a BS from a path that is
longer and from a different direction than the direct or LoS path due
to reflection and/or diffraction which results in location measurement
errors. Finally, as with all cellular systems, other-user interference will
introduce error into the location measurements. In CDMA, power con-
trol schemes are used to combat the near-far effect; however, it is still a
factor for reverse link location (MS to BS) systems since the signals from
a MS must be measured at multiple BSs. For forward link location (BS
to MS), the same problem applies since the MS must measure multiple
interfering pilot signals of unequal power from nearby BSs.

3. OVERVIEW
This book explores the the performance of wireless position location

in cellular radio systems and seeks to identify solutions for the major
impairments found in such systems. A performance evaluation of con-
ventional wireless location approaches is necessary as a starting point
to determine the feasibility of meeting accuracy requirements such as
those proposed by the FCC. The propagation environment introduces,
among other things, multiple-access interference and LoS obstructions.
Multiple-access interference (MAI) results from users sharing the same
bandwidth in CDMA systems. As CDMA systems have been shown to
be interference limited [104], MAI will limit not only the accuracy to
which parameters (delays, angles, etc.) that are necessary for location
can be made, but also whether they can be made at all because of the
near-far effect. Non-line-of-sight (NLoS) propagation, perhaps, poses
the greatest deterrent to accurate location, since a direct path between
the MS and BS rarely exists in a cellular environment. In the following,
a brief description of the topics and challenges are presented.

3.1 PERFORMANCE IN CDMA SYSTEMS
To avoid adding additional equipment to the MS handset and allow

existing handsets to be located, CDMA cellular radio networks have been
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proposed as the sole means of providing wireless location services. Hence,
it is necessary to determine the accuracy that can be achieved in a typical
cellular system, and the effects that varying propagation conditions have
on performance. Previous location studies in cellular networks have
concentrated on signal strength [63, 139, 161], angle of arrival (AoA)
[144] and time of arrival (ToA) [55, 62, 65] methods. However, the
ToA radiolocation investigations in [55] and [62] assumed only multipath
propagation effects in macrocells where LoS propagation was assumed
between the MS and a BS. The work in [65] used the ToA method
with the location estimate computed at the MS and also assumed LoS
propagation.

We seek to determine the performance of time-based and direction
finding radiolocation techniques in CDMA systems using convention-
al receiver structures. The methods are evaluated for ranging (one-
dimensional) and position (two-dimensional) location in both macro-
cells and microcells. A conventional time delay estimation and tracking
method using the delay lock loop (DLL) is employed to provide the
ToA estimates to the location algorithm. The effect of the number of
BSs used for location and the varying propagation channel conditions
are investigated. Furthermore, techniques are developed to improve the
location accuracy.

3.2 EFFECTS OF MULTIPLE-ACCESS
INTERFERENCE

In CDMA cellular radio systems, users share the same frequency band
and are separated using different spreading codes. Due to the lack of
code orthogonality, interference arises amongst the users. This has im-
portant implications for location systems that use conventional tracking
techniques, such as the DLL, to provide time delay estimates for location
algorithms. Since several BSs are required to form a location estimate,
the signal from the MS must be detected and the time delays tracked
at several BSs. While power control is designed to mitigate the near-far
effect within a MS’s own cell, it is still a problem at other BSs since
the MS is not power-controlled to those BSs. The inability to detect or
track the time delays with high accuracy at several BSs directly affects
the accuracy to which a location estimate can be made. Consequent-
ly, the performance of the non-coherent DLL (NC-DLL) is rigorously
analyzed to determine the affects of MAI.

Only one previous analysis of the DLL in MAI has been given in
the literature [70]. This work is founded on the assumption that the
MAI can be accurately approximated as Gaussian noise. However, the
Gaussian assumption is not always accurate for short spreading codes,
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when there are few interferers, or when the signal-to-noise ratio (SNR) is
high [200]. Also, it is not valid when a single user dominates the multiple
access interference [98]. In contrast to [70], the analysis presented in this
book uses a simple, but accurate, approximation for the aperiodic cross-
correlation function (ACF) between two spreading sequences in order to
simplify the computation of higher order moments that are involved in
the analysis.

As the analysis indicates, the interference from other users has a dras-
tic effect on the accuracy to which time delay estimates can be made.
Not only is the tracking performance reduced, but it becomes difficult for
nearby BSs, other than the serving BS, to detect the desired user’s signal
even with perfect power control. To overcome the near-far effect, mul-
tiuser detectors and parameter estimators have been proposed. Near-far
resistant estimators for constant or slowly varying channel parameters
have been developed based on signal subspace techniques [8, 174]. These
have been extended to the case of fading channels, but again with con-
stant or slowly varying time delays [173]. In addition, joint multiuser
detectors and parameter estimators have been developed [78, 133]. For
estimating time-varying delays, an extension of the subspace techniques
has been proposed [81], while time delay trackers based on the DLL with
MAI cancellation have also been developed [89, 205].

As an extension to these developments, this book develops a multius-
er parameter estimator for joint estimation and tracking of time-varying
amplitudes and delays. The estimation problem is approached from a
system identification point of view where a nonlinear adaptive filter is
used to approximate the output of the channel. A nonlinear extension of
the standard linear Kalman filter (KF) [83] is used that avoids lineariza-
tion and has less complexity than the extended Kalman filter (EKF).

3.3 EFFECT OF NLOS PROPAGATION
One of the major sources of error for time-based radiolocation in cel-

lular networks is NLoS propagation [16, 154, 197]. The algorithms that
have been developed for location are always based on the assumption
that a direct, or LoS, path exists between the MS and each BS that is
used for location. Unfortunately, a LoS path rarely exists between a MS
and its serving BS, let alone nearby surrounding BSs in macrocells. In
microcells, because of the smaller size of the cells, it is usually assumed
that a LoS path exists to the serving BS, but not to the other BSs.
Consequently, the surrounding BSs will receive the desired signal from
reflections and/or diffractions, not from a direct path. The measured
time delays, then, will reflect a distance that is greater than the true
distance between the MS and BS. The extra propagation distance is in-
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troduced into the location algorithms as a positive bias that is added
to the true value. To quantify the effect of NLoS propagation, several
location algorithms are analyzed and compared when their time delay
measurements are corrupted by the measurement bias.

The measurement bias introduced by NLoS propagation causes the
location algorithms to form a location estimate that can be far from the
true location, depending on the size of the bias. Since the NLoS bias is
present for at least one BS involved in the location process, it must re-
moved or accounted for in order to obtain accurate location estimates in
cellular systems. One method has been proposed that can adjust a series
of range estimates, taken over a period of time, to approximately their
true LoS values [197]. This method implicitly subtracts the NLoS bias
from its measurements, but unfortunately, it assumes that the statistics
of the NLoS bias and the measurement noise are known.

This book describes and evaluates those techniques which attempt to
reduce the effect of the bias and produce location estimates nearer the
true location. The method just described operates by reconstructing the
LoS measurements from the NLoS corrupted measurements. Another
method to be presented weights the contribution of the NLoS corrupted
measurements to reduce their influence on the location estimate.

4. OUTLINE
This book is organized as follows. Chapter 2 develops the signal and

channel models that are used throughout the remaining chapters. The
channel models incorporate fading, shadowing and path loss. Scattering
models for different environments are also presented. The signal model
is based on CDMA signaling in multipath fading and multiple-user in-
terference. A brief review of different location methods (dead-reckoning,
proximity detection and radiolocation) is presented in Chapter 3. The
major channel impairments that limit radiolocation accuracy are also
discussed. Chapter 4 presents various methods of obtaining measure-
ments of the location parameters, such as angles or times of arrival,
for the different forms of radiolocation. Several algorithms that use
these location parameters to estimate the location of an MS are derived
and discussed. In Chapter 5, the performance of a time-based wireless
location system in CDMA cellular networks is evaluated. The effects
of the propagation environment, number of BS used for location, and
NLoS propagation are also investigated. Chapter 6 presents an analyt-
ical study of the effect of MAI on the performance of the non-coherent
delay lock loop. Methods to mitigate the effects of MAI are discussed
and evaluated. The effect of NLoS propagation on location accuracy is
studied in Chapter 7 with the analyses of several location algorithms
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with biased measurements. Two techniques for mitigating its effect are
presented. Chapter 8 provides an overview of the capability for wireless
location that is provided in current and future cellular and PCS commu-
nications systems. Finally, Chapter 9 summarizes the results from each
of the previous chapters and addresses several topics for future research.
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Chapter 2

SYSTEM AND CHANNEL MODELS

This chapter provides background information that will be used in
later chapters of the book. Models for the mobile radio propagation
channel and for CDMA communications signaling are presented with
emphasis on the underlying mathematical models.

1. CHANNEL PROPAGATION MODEL

The mobile radio channel places fundamental limitations on the per-
formance of wireless communications systems and will play an important
role in location systems that are based on cellular radio communications.
The transmission path between the MS and BS can vary from simple LoS
to one that is severely restricted by buildings, hills, or foliage. The chan-
nel characteristics are also dependent on the deployment used (macro-
cells, microcells, or indoor picocells). In macrocells, the BS antennas are
elevated well above the terrain and away from scatterers while the MS
is surrounded by local scatterers [47]. Hence, a direct LoS path between
the MS and it serving BS is unlikely. In microcells, a LoS path is often
assumed to exist to its serving BS [1, 57]. In both deployment schemes,
it is unlikely that a LoS path will exist to BSs other than the MS’s serv-
ing BS. Generally, the mobile radio propagation channel is characterized
by three nearly independent phenomena: multipath fading, shadowing
and path loss [169, 121, 175]. A brief description of each of these phe-
nomena follows along with a presentation of their mathematical models.
Scattering models are also discussed.
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1.1 MULTIPATH FADING
Multipath fading, also called fast fading, is the rapid fluctuation of the

complex envelope of the received signal caused by reception of multiple
copies of a transmitted signal, each with different amplitude, phase and
delay. Fig. 2.1 illustrates the concept of multipath propagation. The
reflected signals arriving at the MS or BS will add constructively or
destructively resulting in fades as deep as 30 dB when the MS moves
only a fraction of a wavelength [121]. Spread spectrum systems provide
some immunity to multipath fading since paths that are separated by a
chip period are essentially uncorrelated [67, 94, 127].

In macrocells, non-isotropic scattering is assumed since the MS is
surrounded by local scatterers and the signals arrive from many differ-
ent angles with no dominant component [47, 80, 175]. As a result, the
amplitude distribution of multipath fading is described by a Rayleigh
distribution [13, 121, 156]. In microcells, the amplitude distribution is
often described by a Rician distribution due to the presence of a strong
LoS or specular path between the MS and BS [14, 57]. A consequence
of the LoS path is decreased fading depth [169]. An important param-
eter for Rician distributions is the Rice factor which is the ratio of the
power in the LoS or specular component to the power in the scattered
components. When the Rice factor is zero, the distribution is Rayleigh,
and as the factor becomes large, the distribution approaches a Gaussian.
Values for the Rice factor have been found experimentally to range from
5 to 30 dB [14, 56, 169].
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The development of the system model in Section 2 of this chapter
will assume a wideband channel model with M taps. For numerical
convenience, the tap delays can be chosen as integer multiples of some
delay i.e., for some integer The multipath coefficients of
the channel, can be generated using Jakes’ fading simulator [80],
which provides taps with the appropriate distributions (i.e, Rayleigh or
Rician) and near the correct tap autocorrelations, although the taps are
somewhat correlated. Jakes’ simulator, originally developed for Rayleigh
fading channels, is extended here for Rician fading channels as shown
in Fig. 2.2. The original simulator is modified to make use of Aulin’s
Rician fading model [3] where the phase and quadrature components of
the LoS signal are given by

where This value of arises since the simulator has been
modified for unit power in the scatter component.

The statistical properties of Jakes’ simulator have been derived in
[123]. Jakes’ model has also been extended to incorporate the angular
spread due to a disk of scatterers on an antenna array [45].
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1.2 SHADOWING
Shadowing, also referred to as slow fading or shadow fading, mani-

fests itself as a slow variation in the the mean envelope over a distance
corresponding to tens of wavelengths. It is caused by variations in the
local topography such as buildings, foliage, and hilly terrain. Experi-
mental observations have confirmed that the shadows are log-normally
distributed in both macrocells and microcells [93, 117, 121, 138].

For macrocells, the standard deviation of the shadows typically ranges
from 5-8 dB for urban areas and 8-12 dB for suburban areas [138] show-
ing a dependence on the degree of urbanization. For microcells, the
standard deviation has been reported to be between 4-13 dB [9, 107]. It
has also been reported that the standard deviations are slightly larger
at higher frequencies [110, 113] and are fairly invariant to changes in BS
height [113]. Only a few studies have investigated the spatial correlation
of shadows [59, 107], and a model has been suggested where shadowing
is modeled as a Gaussian white noise process that is filtered by a first
order low-pass filter [59]. This simple Markovian model attempts to de-
scribe variations in the local mean envelope (or squared envelope) level
due to shadow variations and to account for the spatial correlation of
the shadows. With this model,

where is the local mean envelope (or square-envelope) level (in
dB) that is experienced at location is a parameter that controls the
spatial decorrelation of the shadowing, and is a zero-mean discrete-
time Gaussian random process with autocorrelation
The autocorrelation of is given by

where is called the shadow standard deviation. If we assume that the
local mean is sampled every seconds, then the autocorrelation can be
expressed as

where determines the correlation between two points separated by a
spatial distance D and is the velocity of the MS. This model can be
used for both macrocells and microcells.

1.3 PATH LOSS
Path loss predicts how the signal power decays with distance from

a BS. An inverse fourth-law power loss with distance is often used to
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characterize path loss in macrocells [80, 121]. Hata [63] developed a
useful model for path loss in macrocells based on the experimental results
of Okumura [117]. The model expresses the path loss as a function of BS
height, MS height, carrier frequency and the type of environment (urban,
suburban or rural). With Hata’s model, the path loss is expressed as (in
dB)

where

and

for a medium/small city, a large city with and a large
city with respectively. Also, is the
carrier frequency, is the BS height, is
the MS height and is the distance between the MS and
BS.

Another well known model was developed by Lee [96]. However, Lee’s
model is generally used to predict path loss over flat terrain, so caution
must be taken when using it to model hilly terrain.

In microcells, the path loss behavior is different. For outdoor micro-
cells, two models have resulted from the European COST231 study [31]:
the COST231-Hata and COST231-Walfish-Ikegami models. For urban
street microcells, several authors have found that the path loss follows
a two-slope characteristic [61, 12, 56, 38]. Using this model, the signal
power attenuates by an inverse square law with distance from the BS up
to distance called the breakpoint. After the breakpoint, the signal power
attenuates with an inverse fourth power law. Mathematically, the area
mean is given by [61]
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where A is a constant, is the radio path length, is the breakpoint, and
and determine the slopes before and after the break point. The

breakpoint has been reported to range between 150 and 300 m [61, 198].
Street microcells may also exhibit NLoS propagation when a MS

rounds a street corner, a phenomenon known as the the corner effect.
When this happens, the signal power can drop 20-30 dB over relatively
short distances [143, 182]. To account for this effect, LoS propagation is
assumed to the MS until it rounds the corner. The NLoS propagation
after rounding a street corner is modeled by assuming LoS propagation
from an imaginary transmitter that is located at the street corner having
a transmit power equal to the received power at the street corner from
the serving BS. The area mean (in dBm) is given by

where is the distance between the serving BS and the corner.

1.4 SPATIAL SCATTERING MODELS
A scattering model will be useful in Chapter 5 for simulation of angles

of arrival and times of arrival in NLoS propagation environments. The
amount of scattering that is experienced at the MS and BS depends on
the deployment used. In macrocells, the BS is placed high above lo-
cal scatterers and receives signals over a narrow azimuthal spread. The
MS is surrounded by local scatterers and thus receives signals over a
very broad angular spread. One of the first models to describe this phe-
nomenon consisted of a MS surrounded by a uniform ring of scatterers
[47, 80], as illustrated in Fig. 2.3(a). A similar model in which discrete
local scatterers were evenly spaced on a ring about the mobile was dis-
cussed in [91]. Recently, other models have been proposed to describe
the location of the scatterers in the ring about the MS, while keeping the
same basic approach. In [100], the ring of scatterers was replaced with a
Gaussian distribution of the scatterers about the MS and a probability
distribution function (pdf ) for the AOAs was derived. A uniform disk of
scatterers about the MS was considered in [45].

In microcells, the BSs may be placed below roof top level at lamp
post height in order to confine the signal to small area [61, 175]. Conse-
quently, the BSs will be surrounded by local scatterers just like the MS
as shown in Fig. 2.3(b). Typically, ray tracing techniques are used in
microcells to simulate the propagation channel. However, one model for
this scattering environment has been developed that uses an elliptical
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scattering model which encompasses local scatterers around the MS and
BS [97].

2. SIGNALING SYSTEM MODEL
Throughout the rest of this book, a multiple-access CDMA commu-

nications system with K users is considered as shown in Fig. 2.4. In the
following, a brief development of the communications signaling model
for the multiuser CDMA channel is given.
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The signal represents the user’s binary data sequence which
is comprised of unit amplitude pulses of duration seconds,

where is the data bit of the user and
for and otherwise. The data signals are assumed
to be independent between users. Each data signal is modulated by the
user’s PN spreading code, followed by carrier modulation. The
spreading code consists of a periodic binary sequence of unit amplitude
pulses of duration seconds:

where it is assumed that the user’s spreading sequence has period
and The user transmits the signal

where is the carrier frequency, is the phase offset for the user,
and the continuous date waveform, has been replaced by the
data bit of the user, where Each user’s signal
is transmitted over the channel which is modeled by a M-tap delay line

where it is assumed that the channels are different for each user. The
coefficients, are the tap weights and are the delays of the
multipaths associated with the user’s channel.

The bandpass received signal is the sum of the users’ delayed signals
and is given by

where the is the received phase of the carrier,
and is additive white Gaussian noise given by
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where and are zero-mean, independent Gaussian random pro-
cess of variance Both and have the same power spectral
density as

Before the received signal is sampled and passed to the digital receiver,
it is band-limited to a minimum of After down-conversion, this
is done by an ideal rectangular low-pass filter having impulse response

The result of the convolution of the down-converted and
is

where

is the low-pass filtered spreading code of the user and the function
is defined to be

We assume that the received signal is sampled at times the chip rate,
giving a period between samples of Therefore, the received
baseband signal sampled at becomes:

where incorporates the channel amplitude,
the transmitted power, and the received phase, of the

user, and The noise term, is assumed
to have zero mean and a variance of

It will be convenient in later chapters to write the scalar sampled
received signal, in matrix form for a single tap channel (M = 1) as
follows:
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where

and



Chapter 3

LOCATION METHODS AND
IMPAIRMENTS

In this chapter, several methods for determining the location of a MS
are presented. The methods range from accumulative travel estimators
to proximity detectors to range and angle estimators. Each of these has
advantages and disadvantages in their possible application of providing
location services in cellular and PCS networks. In the final part of the
chapter, impairments to location accuracy are discussed in detail along
with possible solutions. Approaches for mitigating these impairments
are the subjects of the later chapters.

1. LOCATION METHODS
Position location has been an active field of study over the last few

decades. Originally, location methods were sought for the purpose of
monitoring vehicles from law enforcement agencies, taxi fleet operations,
emergency medical services, cargo fleets and public mass transit [122,
141]. The driving force behind the research was the desire to improve the
field service of these operations. The most recent applications of location
technology have been in mobile cellular radio for purposes of cellular
system design, channel assignment, handoffs, determining cell service
area, fraud deterrence, E-911 and traffic monitoring and management
[22, 55, 62, 63, 118, 159, 161, 193, 196].

Simply put, location systems entail the acquisition of information
about the location of a MS (or fleet of MSs) operating in an area and
the processing of that information to form location estimates. They are
usually distance or direction estimators, or both. Overall, the location
systems that have been proposed can generally be placed in three cat-
egories: dead-reckoning, proximity systems and radiolocation. In the
remainder of this section, we will provide an overview of these methods.
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1.1 DEAD-RECKONING
Dead-reckoning is a primitive location technique that is based on the

concept of computing the direction and distance of travel from a known
starting position [141]. The system relies on accurate measurement of
the MS’s acceleration, velocity, and direction of travel. Several compo-
nents can be used for the implementation of a dead-reckoning positioning
system. These can include transmission, wheel and inertial sensors as
well as magnetic compasses. Transmission sensors measure the angular
position of the transmission shaft in order to formulate an estimate of
the distance traveled and/or velocity of the MS. Similarly, wheel sen-
sors can make use of existing sensors from an anti-lock breaking system
(ABS) or differential odometry to provide estimates of distance traveled
and heading change information [204]. Inertial sensors, such as gyro-
scopes and accelerometers, provide methods of measuring the position
and velocity of the MS. Finally, magnetic compasses provide an inex-
pensive means of determining vehicle heading.

The sensors discussed above can be used to measure the direction the
MS is traveling, and the distance traveled, Given a known starting
position1, the update for the location at time is given
by the simple relation

where is the displacement vector. The quanti-
ties and are the magnitude and the direction of the displacement
vector between times and The location update process for
dead-reckoning is illustrated in Fig. 3.1.

Dead-reckoning technology has been used with maps on CD-ROM to
give direction to travelers [84]. Many factors including road conditions,
weather conditions (such as strong side winds or slick roads), imprecise
measurement equipment and even changes in tire pressure lead to po-
sition errors. Unfortunately in a dead-reckoning location system, the
updated position depends on the previous estimates. Hence, errors tend
to accumulate with distance. This problem may be alleviated by peri-
odically updating the position of the vehicle by some other method and
again using dead-reckoning until the next update [141]. Dead-reckoning
has also been used in conjunction with map-matching methods to im-
prove the accuracy of the location system [33].

1In the remainder of the book, lower-case bold variables will indicate vectors while upper-
case bold letters will denote matrices. All non-bold characters will denote scalar values. The
notation denotes the transpose of a vector or matrix.
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1.2 PROXIMITY SYSTEMS
Proximity location systems, also known as signpost or beacon sys-

tems, are perhaps the conceptually simplest location systems. Location
estimates are obtained through the principle of fixed reference steering.
The vehicle’s location is determined from its proximity to fixed detection
devices, which can be anything from magnetic sensors to conventional
radio transmitters and receivers [135, 141] (see Fig. 3.2). This method
is very attractive for fixed route operations such as those performed by
delivery vehicles or even for small cities. However, for larger areas, a
prohibitively large infrastructure of devices is required. Proximity de-
tection offers the capability of either self- or remote-positioning. With
self-positioning, the beacon from the signposts must contain informa-
tion regarding the position of the beacon. Likewise, identification of
vehicles by the network for remote positioning requires that information
be embedded into the beacon signals emanating from the signposts.

It is interesting to note that a cellular radio system could be used as a
proximity location system. A very coarse estimate of the location of the
MS could be obtained from its nearness to a BS or by the sector of the
cell the MS is in (Fig. 3.3). Thus, the BS antennas would replace the
specialized detectors shown in Fig. 3.2 providing a wide area of coverage
for proximity detection. Of course, the usefulness of this approach as a
location service and its general accuracy depends on the size of the cells.
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1.3 RADIOLOCATION
Radiolocation systems attempt to locate a MS by measuring the radio

signals traveling between the MS and a set of fixed stations (FSs). With
the commercial location technologies discussed previously (i.e., Loran,
GPS), radiolocation is used in which the MS formulates its own position
from signals received from the FSs. This form of location is often referred
to as self-positioning. In these systems, a special receiver is placed in the
MS which calculates the MS’s position. Alternatively, the position of the
MS could be calculated at a remote location based on signals received
at the FSs. This form of radiolocation is known as remote-positioning
and requires a transmitter for the MS.

In a cellular or PCS environment, the BSs serve the role of the
FSs and the MSs are equipped with transmitting/receiving equipment.
Radiolocation can be implemented on the forward link or reverse link.
With forward link location, the MS uses signals transmitted by several
BSs to calculate its own position (self-positioning). This is the approach
used in GPS where satellites are used instead of terrestrial BSs. With
reverse link location, several BSs measure the signals transmitted by the
MS and relay them to a central site for processing (remote-positioning).
For location in cellular networks, the second approach has the advantage
of not requiring any modifications or specialized equipment in the MS
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handset, thus accommodating the large pool of handsets already in use
in existing cellular networks.

There are three fundamental types of radiolocation systems: those
based on signal strength, angle of arrival (AoA), or time (ToA or TDoA)
measurements [41, 42, 47, 62, 63, 118, 144, 161]. The signal measure-
ments are first used to determine the length or direction of the radio
paths to/from a MS from/to multiple BSs, and then known geomet-
ric relationships are used to determine the location [141]. In order to
achieve high accuracy in location estimates, it is necessary that line-of-
sight (LoS) paths exist between the MS and the BSs that are utilized in
the location process.

In general, locating a MS in two-dimensions requires a minimum of
three BSs in order to resolve ambiguities arising from multiple crossings
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of the lines of position. As we will see in the following sections, the
lines of position are the curves that describe the possible location of the
MS with respect to a single BS for each of the signal strength, AoA,
and ToA methods. The curves are defined with respect to two BSs for
TDoA. Each of the lines of position can be described mathematically
with respect to the relative geometry of the BS and MS.

1.3.1 SIGNAL STRENGTH
Radiolocation using signal strength is a well known location method

that uses a known mathematical model describing signal path loss with
distance [63, 118, 161]. A path loss function characterizes the attenu-
ation that a signal experiences as it travels over a distance away from
a transmitter to a receiver. It is this path loss that helps define the
cell sizes typical of cellular and PCS communications systems. Since a
measurement of signal strength provides a distance, or range, estimate
between the MS and BS, the MS must lie on a circle centered at the BS.
By using multiple BSs, the location of the MS can be determined. This
concept is illustrated in Fig. 3.4 where the range estimates and
are determined from signal strength measurements.

For signal strength based location systems, the primary source of er-
ror is multipath fading and shadowing. Variations in the signal strength
can be as great as 30-40 dB over distances on the order of a half wave-
length. Signal strength averaging can help, but low mobility MSs may
not be able to average out the effects of multipath fading and there will
still be the variability due to shadow fading. Ott [118] showed with a
path loss exponent of 3.5, a range estimate can be as much as 69% too
large or 41% too small for an 8 dB shadow fade, which can be signifi-
cant especially at large ranges, as illustrated in Fig. 3.5. A fuzzy logic
algorithm was introduced in [70] to improve the accuracy. The errors
due to shadow fading can also be combated by using pre-measured sig-
nal strength contours that are centered at the BSs [42, 159]. However,
this approach assumes a constant physical topography (since shadows
will change with the tree foliage, construction/destruction of structures,
etc.) and requires that contours be mapped out for each BS.

In CDMA cellular systems, the MSs are power controlled to combat
the near-far effect2 [69, 95, 126]. TDMA cellular systems use power con-
trol to conserve battery power in the MSs. Therefore, for signal strength

2The near-far effect is a term used to describe the phenomenon that occurs when signals from
some users are much stronger than other users' signals. As a result of the power imbalance,
the stronger users’ signals tend to mask out the signals of the weaker users making it difficult
to detect and demodulate them.
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based location systems using reverse link signaling, it is necessary that
the transmit power of the MSs be known and controlled with reason-
able accuracy. In the presence of fast power control design, such as that
proposed for IMT-2000, this may be a difficult task.

1.3.2 ANGLE OF ARRIVAL
AoA location methods, also known as direction finding, estimate the

MS location by first measuring the arrival angles of a signal from a MS at
several BSs through the use of directive antennas or antenna arrays [118,
139, 144]. Simple geometric relationships are then used to determine
the location. The approach for the AoA location method is illustrated
in Fig. 3.6. As the figure indicates, the AoA method can provide a
location estimate with only two BSs since straight lines, defining the
lines of position, are used for positioning.

The performance of an AoA location system is limited by the accura-
cy to which AoA estimates can be made. This is a characteristic of the
hardware and estimation algorithm used. When such a location system
is employed in a wireless network, performance becomes highly depen-



dent upon the propagation environment since scattering near and around
the MS and BS will effect the measured AoA [118]. The scatterers cause
multiple signals to appear at the BS from the MS (and vice versa) which
introduces error into the AoA estimates. In the absence of a LoS signal
component, the antenna array will lock-on to a reflected signal that may
not be coming from the direction of the MS. Even if a LoS component
is present, multipath will still interfere with the angle measurement.
The accuracy of the AoA method diminishes with increasing distance
between the MS and BS due to the scattering environment and funda-
mental limitations of the devices used to measure the arrival angles. For
instance, consider a scenario in which a measured AoA is in error by 3°
at a certain BS. A MS that is located 200 m away from the BS will be
10 m away from the line of position, while a MS located 1000 m away
will be 52 m from the line of position. This leads to larger error for the
further MS since the location estimate is determined by the intersection
of the lines of position.

In mobile radio environments with large cells (i.e., macrocells),
scattering objects are primarily within a small distance of the MS. The
scattering objects take the form of buildings, trees, and other objects
that surround the MS. In contrast, the BSs are usually elevated well
above the local terrain and thus are not surrounded by local scatterers
[80, 121]. As a consequence, the signals arrive within a relatively nar-
row angular spread at the BSs. Jakes [80] and Gans [47] have modeled
scattering in macrocells by assuming a ring of scatterers about the MS,
with the BS situated well outside the ring.

In environments with smaller cells (i.e., microcells), the BS antennas
may be placed below roof top level at lamp post height in order to confine
the signal to a small area [61, 175]. As a result, the BSs will often be
surrounded by local scatterers such that the signals arrive at the BSs
with a large angular spread.

The scattering environment for macrocells and microcells is depicted
in Fig. 2.3. For macrocells, the measured AoA will be in the general
direction of the MS since it only receives signals over a narrow azimuth.
For microcells, the measured AoA may be quite different from the true
direction to the MS. Thus, while the AoA approach is useful for macro-
cells, it may be impractical for microcells unless provisions are made to
guarantee LoS propagation.

1.3.3 TIME-BASED METHODS
The final class of radiolocation techniques are those based on esti-

mating the ToAs of a signal transmitted by the MS and received at
multiple BSs or the TDoAs of a signal received at multiple pairs of BSs
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[118, 141, 181]. In the ToA approach, the distance between a MS and BS
is measured by finding the one way propagation time of a signal travel-
ing between them. Geometrically, this provides a circle, centered at the
BS, on which the MS must lie, as was the case for the signal strength
location method shown in Fig. 3.4. By using at least three3 BSs to re-
solve ambiguities arising from multiple crossings of the lines of position,
the MS’s position is given by the intersection of circles. In the TDoA
approach, time differences of arrival are used. Since the hyperbola is
a curve of constant time difference of arrival for two BSs, the lines of
position are given by hyperbolas with foci at the BSs on which the MS
must lie. The location of the MS is at the intersection of the hyperbolas
shown in Fig. 3.7. The branches4 of the hyperbolas chosen for the lines
of position is determined from the sign of the TDoA measurement. If
the sign is negative, we choose the hyperbola branch furthest from the
BS with respect to which the TDoA measurement was made. If it is
positive, the branch nearest the reference BS is chosen.

3Three BSs are required for location in two dimensions using the time-based methods.
4The reader may be familiar with hyperbola curves coming in pairs. The term branch used
here corresponds to one of those hyperbola curve pairs.
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The time-based radiolocation methods seem to have the greatest po-
tential for providing high accuracy location estimates. Unlike the AoA
methods, the accuracy of time-based methods does not degrade with in-
creasing MS-BS distances, and it is not necessary to place large antenna
arrays at the cell sites. Moreover, it is generally considered easier to
obtain accurate time measurements as opposed to accurate angle mea-
surements. The essential ingredient for the time-based approaches are
high resolution timing measurements. However, it should be noted that
LoS propagation conditions are still necessary to achieve high accuracy
for the time-based methods.

Several methods have been proposed as means of forming time esti-
mates in wireless systems. These include phase ranging, pulse ranging
and spread spectrum techniques.

Phase Measurement. In a phase ranging system, a low frequency
tone is transmitted, and once received, applied to a phase detector
from which the time of arrival is obtained [39, 181]. Once again,
at least three BSs are required for a position fix. This system re-
quires that the phase detectors be synchronized. Ambiguities arising
from the unknown integer multiples of phase cycles can be resolved
using frequency differencing or time of arrival information [41]. Lo-
cation systems based on phase differencing (TDoA) are also a pos-
sibility (e.g., Decca, Omega). Significant error arises in phase rang-
ing systems due to multipath propagation of the transmitted signal
[37, 41, 141]. As a result, the composite signal will have a phase error
relative to the direct signal which translates into a location error.

Pulse Transmission. A pulse ranging system uses the transmission
of a single pulse whose arrival time is measured at several receivers
[41, 62, 181]. This technique can help reduce multipath effects
since the first pulse to arrive can be considered to arrive via the
most direct path. Unfortunately, the narrow pulses needed for high
accuracy implies a large bandwidth. Time differences can also be
formed using pulse transmission so that a TDoA location system can
be implemented. A commercial application of a pulse location system
is Loran [39, 135].

Spread Spectrum Techniques. With spread spectrum signaling,
the ToAs or TDoAs can be determined through the use of correlation
techniques. Due to the nature of the spread spectrum signals, the
effects of multipath can be reduced. This is a result of the periodic
autocorrelation function of the spreading sequences which is typically
small for delays greater than a chip period [67, 207]. Applications of
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spread spectrum to ranging have previously been investigated (e.g.,
[16, 17, 55]) and is the principle behind GPS [36].

2. ADVANTAGES/DISADVANTAGES OF
LOCATION METHODS

Each of the methods described in the previous section have their ad-
vantages and disadvantages. Dead-reckoning does not require a large
infrastructure of devices to locate a MS. Rather, it relies on special-
ized equipment for self-positioning of a MS. This is a disadvantage in
wireless communication systems because additional equipment must be
purchased by the wireless subscriber and a method must be developed
whereby the calculated location information can be communicated to the
network. This would most certainly require modification to the handset
in the MS. Location by proximity detection enables coarse positioning,
but suffers the disadvantage of large infrastructure costs to outfit an
area with sensors. As mentioned above, sectors of cells may be used for
proximity detection; however, the accuracy that is required of E-911 and
other services cannot be met using such a method unless other devices
are added to the area to improve location accuracy. This again adds
costs for both the planning of the system (placement of sensors for cov-
erage, etc.) and the deployment of the sensors. Thus, dead-reckoning
and proximity detection do not provide viable means of position location
in wireless communication systems.

Radiolocation, on the other hand, finds a natural fit in wireless com-
munication systems since it is based on radio signaling. Since the E-911
requirements cover existing as well as future MS handsets, methods of
location are necessary which require no modification to the handsets.
Consequently, remote-positioning is the method of choice. In this way,
the pre-existing infrastructure of transmitters and receivers can be used
for location. Since cellular and PCS systems are wireless, self-positioning
is also a possibility. However, self-positioning requires that the MS hand-
set have “built-in” location technology. For future generation cellular
and PCS systems, location services can be built directly into emerging
and future standards.

In the next section and in the later chapters of the book, only the
impairments to accurate location that are experienced by radiolocation
methods are discussed due to the propagation channel.

3. SOURCES OF LOCATION ERROR
Error can be introduced to the location process in a variety of ways.

Obviously, the equipment that is used to measure location parameters
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such as AoAs, ToAs and TDoAs will place limitations on the accuracy
that can be achieved by a location system. Separate from the location
equipment is the surrounding environment which also plays a key role in
the achieved location accuracy. The analyses and impairments discussed
throughout this book assume that the equipment used to measure loca-
tion parameters is ideal, i.e., no errors arise due to the operation of the
equipment. Thus, antenna array or correlator measurements introduce
no error into the system themselves. The only error that is considered is
from the propagation medium over which signals must pass before they
are measured by the BS equipment (assuming reverse link location).
In this regard, sources of location error in wireless communication sys-
tems include multipath propagation and non-line-of-sight propagation
[16, 118, 154]. For CDMA, interference from other users also contributes
to the error because of the near-far effect [16]. Steps must be taken to
mitigate these impairments to improve the location accuracy. In the fol-
lowing, we discuss the effect that each of these impairments has on the
ability to accurately locate a MS in a CDMA cellular or PCS environ-
ment. Although the effects of theses impairments are discussed for all
radiolocation systems, particular emphasis is placed on the time-based
methods, as these will be the focus of the later chapters.

3.1 MULTIPATH PROPAGATION
Multipath propagation is described by the reception of multiple sig-

nals at a MS or BS. These signals can combine constructively (larger
signal) or destructively (smaller signal) and result in the phenomenon
known as fading. The multiple signals that are received make it difficult
to accurately determine the signal strength, AoAs, ToAs or TDoAs in
wireless systems. As mentioned in Section 1.3, the high variability of
the received signal strength in mobile radio systems makes it difficult to
use path loss models for location. Although it is possible to estimate
the multiple AoAs of multipath at an antenna array using appropriate
processing techniques, the AoA corresponding to the true AoA must be
determined.

For time-based location systems, multipath propagation causes er-
rors in the timing estimates even when there is a LoS path between the
MS and BS. Conventional propagation delay and differential time delay
estimators, which are usually based on correlation techniques, can be
used for CDMA location and are influenced by the presence of multi-
path, especially when the reflected rays arrive within a chip period of
the first arriving ray. When the first ray arrives with less power than
later arriving rays, conventional delay estimators will detect a delay in
the vicinity of these later arriving rays. Several authors have studied the
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effects of multipath on conventional code acquisition [72, 162] and code
tracking techniques [151]. The multipath component is seen to bias the
tracking of the DLL. Several methods have been developed to mitigate
the effects of multipath on delay estimation, including a high resolu-
tion frequency estimator [87] and a least-mean-squares (LMS) technique
[160]. Super-resolution techniques such as the MUSIC, Root-MUSIC and
the TLS-ESPRIT algorithm have been utilized to detect multipath com-
ponents that conventional detectors are unable to detect [35, 120, 145].
Delay estimators based on the EKF [46, 76, 77] as well as the convention-
al DLL [152, 177, 185] have also been developed for multipath corrupted
signals.

3.2 NLOS PROPAGATION
Non-line-of-sight (NLoS) propagation describes the scenario where the

direct, or LoS, path between the MS and BS is blocked by some structure
(e.g., buildings, mountains). With NLoS propagation, the signal arriving
at the BS from the MS is reflected or diffracted and takes a path that
is longer than the direct path, as illustrated in Fig. 3.8. Note that the
NLoS problem is not only an impairment in CDMA systems, but equally
affects all types of cellular systems (TDMA, FDMA). For signal strength
location systems, several propagation models exist for both macrocells



Location Methods and Impairments 37

and microcells [134, 175]. For AoA location systems, large errors can be
incurred especially in microcells where local scatterers surround the BS.
According to Fig. 3.8, if the reflected path is measured for AoA location,
the line of position from that BS will lie far from the true position of
the MS.

For time-based location systems, the NLoS path can be much longer
than the LoS path resulting in ToA or TDoA measurements that are
in error by the extra path length. If the reflected paths received at
two BSs from an MS are of the same length, then the TDoA mea-
surements will not be affected. The typical ranging error introduced
by NLoS propagation has been measured in the GSM system which
indicates that NLoS error can average between 500-700 meters [154].
NLoS propagation will bias the ToA or TDoA measurements even when
high resolution timing techniques are employed and even if there is no
multipath interference. Therefore, it is important to find methods to
mitigate the NLoS error. One such method is to distinguish LoS and
NLoS BSs by measuring the standard deviation of the ToA measure-
ments taken over a period of time as the MS moves about the cell [197].
The standard deviation of the range measurements is much higher for
NLoS propagation than LoS propagation [154]. With knowledge of the
range error statistics, the range measurements made over a period of time
and corrupted by NLoS error can be adjusted to values near their correct
LoS values. A second approach is to use an algorithmic technique which
attempts to reduce the contribution of NLoS corrupted measurements
to the final location estimate [16]. This approach, however, requires a
means of determining which BSs are NLoS as discussed in Chapter 5.
These two methods will be discussed in further detail in Chapter 7.

3.3 MULTIPLE-ACCESS INTERFERENCE
All cellular systems suffer from co-channel interference. In cellular

CDMA, users share the same frequency band with different spreading
codes. Hence, their reverse link transmissions interfere with one another
resulting in the near-far effect, making it difficult to recover the weaker
users [102, 126, 190]. With forward link based location, the interference
arises from other BSs.

Power control schemes, which attempt to ensure that each user’s signal
is received with equal power at the BS [69, 95] can be used to combat
the near-far effect. For location in a CDMA cellular system, the near-far
effect remains a factor even when power control schemes are used since
the interference will affect the ability of a conventional receiver at other
BSs to estimate the ToA or TDoA information. For example, consider
reverse link location in the macrocell deployment shown in Fig. 3.9,
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where the target MS whose location is desired is being served by
To determine its location, and are used. If power control
is used, then the signals from all MSs served by (those shown in
cell 0) will arrive at with approximately the same power. The same
is true for the MSs being served by and (not shown). To
derive the location estimate, and must detect the signal being
transmitted by the target MS and derive ToA or TDoA information
from it. However, the signal from the target MS may experience severe
MAI from MSs being served by and since the target MS is not
power controlled by those BSs. This is particularly the case when the
target MS is close to its serving BS. The closer the MS is to its serving
BS the smaller its transmit power must be compared to MSs further out
from the BS. Since the target MS will be transmitting smaller power,
it will be more difficult to detect its signal at the other BSs due to the
other user interference at those BSs. This phenomenon has been referred
to as the problem of “hearability” [135], For future generation wireless
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systems, it may be possible to perform forward link location, where the
MS calculates its own position (or at least the location parameters) by
listening to the pilot channels of nearby BSs. In IS-95, the MS listens
to the pilot channels to aid in the handoff process, so the foundation is
present for further development.

As the next chapter will discuss, the time-based methods typical-
ly use correlation techniques to derive the ToA and TDoA estimates
for use in a location algorithm. In spread spectrum systems, such as
CDMA, the conventional means of obtaining ToA estimates is through
coarse or fine propagation delay acquisition while TDoA estimates are
obtained through cross-correlation techniques. It has been shown that
MAI greatly affects the coarse code acquisition of spread spectrum sig-
nals [29, 104]. Likewise, the effects of MAI on code tracking techniques,
such as the conventional DLL, have been shown to be quite drastic [15].
This has important implications for location systems that use conven-
tional techniques to provide ToA or TDoA estimates. However, it may
be possible, for instance in E-911 situations, for the MS to power up to
maximum level and, therefore, mitigate the near-far effect. A further
possibility is to take advantage of soft handoffs. A soft handoff occurs
when a MS is in the region between two or more cells, and communi-
cates with the other BSs to achieve a macrodiversity gain [191]. The soft
handoff allows a smoother handoff with less chance for a dropped call.
However, for soft handoffs to be useful for a time based location sys-
tem, at least three BSs must be involved in the soft handoff, an unlikely
situation [51].

As a consequence of the research into near-far resistant CDMA mul-
tiuser detection, several authors have investigated near-far resistant de-
lay estimators. With the interference problem that was just discussed,
these provide the means of forming accurate ToA estimates for location
in the presence of MAI. Many of the near-far resistant delay estimators
are based on subspace techniques such as MUSIC [8, 81, 174]. Other
estimators have been produced in conjunction with multiuser detectors
[78, 133] and interference cancellation techniques [89, 205]. Further de-
tails of these methods will be discussed in Chapter 6.

4. SUMMARY
This chapter has reviewed several techniques for locating MSs. The

method of radiolocation fits nicely in with the radio framework of wire-
less communications networks. Several impairments to accurate radiolo-
cation that arise in mobile radio channels were discussed. These impair-
ments consisted of multipath propagation, multiple-access interference
and NLoS propagation. Each of these must be accounted for in order
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to achieve accurate location in wireless systems. The latter two will be
addressed in more detail in later chapters. We did not cover sources of
error that arise from hardware limitations.



Chapter 4

ALGORITHMS FOR RADIOLOCATION

The ability to locate a MS is dependent on the acquisition of accurate
information that can be used for positioning. Location parameters, such
as AoAs, ToAs and TDoAs, must first be measured accurately before an
algorithm can be utilized to calculate an estimate of the MS’s position.
Hence, we see that the process of calculating the location estimate can
be viewed as consisting of two parts. The first part provides estimates
of location parameters and the second part is the algorithm that uses
the parameters to determine the MS’s position. In this chapter, various
methods for estimating the location parameters are discussed along with
the algorithms that use those parameters for location.

1. ESTIMATION OF LOCATION
PARAMETERS

Location parameters are determined from the measurement of certain
signal characteristics. The measurements are provided by the hardware
and/or software of the receiver and is thus subject to error. In the
sections that follow, the only sources of error that are considered come
from the propagation channel, not from the hardware.

1.1 SIGNAL STRENGTH ESTIMATION
Before the empirical models describing path loss attenuation with

distance between the MS and BS can be employed, an estimate of the
received power at the BS must be made. Once the estimate is obtained,
the path loss model can be used to compute the range to the MS, assum-
ing its transmit power is known. A mobile radio envelope is composed of
fast (multipath) fading superimposed on a slow (shadow) faded signal.
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The local mean power of the signal can be obtained by averaging out the
fading. Two approaches, one analog and the other discrete, are available
for computing the local mean power, both of which require proper choice
of window length for averaging [4, 92]. The received signal strength at
some position can be described by the multiplicative model [92]

where is the squared envelope, is either Rayleigh or Rician
depending on whether a specular, or LoS, path exists, and is a
log-normal random variable describing the shadow fading. If the local
mean is constant, then Assuming ergodicity, an integral
spatial average of can be used to estimate the local mean

where the second equality follows from the assumption that the mean is
constant over the interval If 2L is too large, the estimated
local mean will not describe the log-normal shadowing. If it is too short,
the estimate will still contain multipath fading information.

More practical signal strength estimators use samples of the signal
strength rather than analog averaging. Consider the sampled signal

where D is the spatial sampling period and is an integer. Then the
sample average

can be used as an estimate of the local mean power for samples.
The accuracy of the estimates from both approaches can be obtained

by determining the variance of (4.3) and (4.5). These values have been
derived for both Rayleigh [92] and Rician [4] fading environments.

The ranges obtained using the above methods are still too rough for
accurate location estimation. To improve the accuracy, a fuzzy logic
technique was developed that further manipulates the raw range data
in order to achieve an acceptable level of accuracy [161]. The approach
makes use of membership functions to provide a measure of the relia-
bility of the estimated range. Simulations showed that accuracy could
be greatly improved, although not the degree required by the wireless
E-911 regulations.
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1.2 ANGLE OF ARRIVAL ESTIMATORS
Several methods have been developed for estimation of the AoAs at

a receiver [52]. Although the remaining chapters of this book focus on
the use of time-based location methods for wireless location, techniques
for AoA estimation will be briefly reviewed for the interested reader.

The AoAs are typically estimated through the use of antenna arrays
at the BSs. An antenna array is composed of a number of antenna
elements whose signals are often combined to produce a beam in a desired
direction. In mobile radio systems, the antenna arrays are typically
located only at the BSs, since it is difficult to place an array in a MS
handset. Thus, AoA estimation is generally used for remote-positioning.

Consider the antenna array shown in Fig. 4.1 in which samples from
Q source signals are sampled at G antenna array elements. A single
snapshot of the signals received by the array can be expressed compactly
as

where is the G × Q matrix of steering
vectors defined by

and is the Q × 1 vector of source signals given by
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The notation and which will appear later, denote the transpose
and the conjugate transpose of a matrix, respectively. For total snap-
shots, the sampled signals at the G antenna elements can be expressed
as

where and are
matrices, and is a matrix.

The goal is to estimate the AoAs, from the snapshots
in the array, V. Methods to accomplish this task are briefly discussed
below.

1.2.1 MAXIMUM LIKELIHOOD (ML) ESTIMATORS
One of the first methods to be investigated for AoA estimation was the

ML technique. The development shown here follows that of [208]. A few
assumptions are necessary before the development of the ML estimator
can begin. First, the number of signals is assumed to be known and
is smaller than the number of sensors, i.e., Q < G. Second, the set of
steering vectors is linearly independent. Third, the noise is assumed to
be a stationary and ergodic complex-valued Gaussian process with zero
mean and variance matrix where is an unknown scalar, and I
is the identity matrix. Finally, the noise samples are assumed to be
statistically independent.

With these assumptions, the log-likelihood function, derived from the
joint density function of the received sampled signals V, is given by [208]

where any constant terms have been ignored. The ML estimator is com-
puted by maximizing the log-likelihood function of (4.10) with respect
to the unknown parameters. Because the logarithm is a monotonic func-
tion, the maximization problem can be replaced by an equivalent mini-
mization problem:

which happens to be the least squares (LS) criterion for the estimation
problem. Holding   fixed and minimizing with respect to S yields the
well known LS solution
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Substituting (4.12) into (4.11) gives the following minimization problem:

where is the project operator onto the space spanned by the
columns of

Thus, the ML estimate of the AoA vector is obtained by maximizing
the log-likelihood function

where is the sample covariance matrix

Maximization of the log-likelihood function in (4.16) is a nonlinear,
multidimensional maximization problem, and as such is computationally
expensive. Consequently, other methods have been developed to reduce
the complexity. One such technique, the Alternating Projection method,
uses an iterative technique to transform the multidimensional, nonlin-
ear problem to a sequence of simpler one-dimensional problems [208].
Details of other ML methods can be found in [52].

Due to the complexity of the ML approach to AoA estimation, sev-
eral suboptimal approaches have been developed. A few of these are
discussed next.

1.2.2 MINIMUM VARIANCE METHOD

The minimum variance approach seeks to minimize the average power
of the beamformer output while a distortionless response is maintained
along the direction of a target signal of interest [64]. Hence, it is also
known as the Minimum Variance Distortionless Response (MVDR) es-
timator. As shown in Fig. 4.1, the output of the antenna array at some
time instant is given by
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where is the G × 1 weight vector of the beamformer. The output
power of the beamformer is given by

where the second equality follows from substituting (4.18) into (4.19a)
and defining as the autocorrelation of the array
inputs.

The minimum variance method is based on the following minimization
problem:

where is the angle of interest. To solve this constrained minimiza-
tion problem, the method of Lagrange multipliers is used to form the
MVDR solution for the weight vectors, Using these weight vectors,
the MVDR spatial spectrum [64]

provides the output power as a function of the angle of arrival, the peaks
of which indicate the estimated AoAs.

1.2.3 SUBSPACE TECHNIQUES
In subspace AoA estimation methods, the signals measured at each el-

ement of a G-element array are seen as defining a G-dimensional
space. When there are more array elements than signals present (Q <
G), the signal component of is confined to (at most) a Q-dimensional
subspace, referred to as the signal subspace. Schmidt [148] used this
geometric interpretation to develop the MUSIC (MUtiple SIgnal Clas-
sification) algorithm, the geometric concepts of which form the basis for
a broader class of subspace-based algorithms [125]. The MUSIC algo-
rithm is based on exploiting the eigenstructure of the input covariance
matrix. In terms of the input data model in (4.6), the input covariance
matrix is expressed as
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where is the signal correlation matrix and is a
rank Q matrix (assuming none of the signals are coherent). An eigen-
decomposition of provides its eigenvalues and eigenvec-
tors Since is composed of a rank Q matrix plus a scaled
identity, then the G – Q smaller eigenvalues are repeated and are equal
to Assuming that the eigenvalues are ordered in decreasing mag-
nitude, If we define and

it is easy to see that the span of the columns of
span the signal subspace [125]. Its orthogonal complement, is

referred to as the noise subspace.
In practice, the ideal covariance matrix is rarely available and

must be approximated based from the average of snapshots. The
noise subspace is then obtained by selecting the eigenvectors correspond-
ing to the G – Q smallest eigenvalues of the estimated covariance matrix.
By noting that the steering vectors corresponding to the signal compo-
nents are orthogonal to the noise subspace vectors, the AoAs can be
estimated by locating the peaks of a MUSIC spatial spectrum given by
[52]

The orthogonality between and minimizes the denominator
and causes the peaks in the MUSIC spectrum.

Variants of the MUSIC algorithm have been developed to improve its
resolution and decrease its computational complexity including Root-
MUSIC [6] and Cyclic MUSIC [146]. Improved subspace-based AoA
estimation techniques include the ESPRIT algorithm [124] and its vari-
ants, and a minimum-norm approach [88]. Further details of subspace
based estimation techniques can be found in [52] and [125].

1.2.4 CONVENTIONAL METHODS
A very simple approach for estimating the AoAs at an antenna array

is to search for the angles which maximize the output power of the
classical beamformer of Fig. 4.1. As in the minimum variance estimator,
the output power is defined by in (4.19b). For a signal arriving with
an angle at the array, it can be shown that the power is maximized
when the weights of the array, equal the steering vector associated
with the angle Consequently, the estimated AoAs are given
by the peaks of the power function, Unfortunately, this technique
has poor resolution as compared to other AoA estimation algorithms.

Another method discussed in [144] uses multibeam antennas to esti-
mate the AoAs. Given the antenna patterns of a three-beam antenna,
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signal strength measurements at the antenna are matched against the
three antenna patterns to provide an estimate of the AoA of an incoming
signal. However, the accuracy of this method in a multipath environ-
ment remains unclear.

1.2.5 DISCUSSION OF AOA ESTIMATORS

In general, the ML method provides superior performance to the other
AoA estimation techniques and can perform well when the input signals
are correlated. However, the complexity of the ML estimator make it less
popular than the subspace techniques which can provide good resolution
of closely spaced AoAs. However, the subspace methods fail when the
input signals to the antenna array are correlated, as in a multipath
fading environment. This problem arises because the basis of the MUSIC
algorithm requires that the signals be uncorrelated so that the source
covariance is full rank. A technique known as spatial smoothing
can be used to improve the performance of MUSIC in correlated signal
environments. The interested reader is referred to [150].

1.3 TOA AND TDOA ESTIMATORS
The time based methods rely on accurate estimates of the ToAs or

TDoAs from the signals received at several BSs or at the MS. Several
approaches have been developed for estimation of these parameters from
the received signals, a few of which are discussed below.

1.3.1 TOA ESTIMATION

Since we are concerned with location in CDMA networks, we first ex-
amine methods of estimating propagation delays using spread spectrum
signaling. Delay estimation in spread spectrum systems usually consists
of two parts: code acquisition and code tracking [67, 155, 207]. Code
acquisition refers to the initial synchronization of the received spreading
code and the receiver’s local spreading code. Code tracking attempts to
maintain synchronization after initial acquisition. Both of these methods
can be used for the location. In fact, previous location studies in CDMA
systems have used code acquisition to obtain ToA estimates [17, 55, 65].
Additionally, the performance of ToA location using estimates from code
tracking loops has been studied in [16].

In the following, methods of code acquisition and tracking are dis-
cussed that are designed to operate in additive white Gaussian noise
(AWGN) and multipath channels. Discussion of techniques for acquisi-
tion and tracking in multiple-access channels is reserved for Chapter 6.
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Conventional code acquisition. The process of code acquisition
typically determines the time delay estimate to within a “chip” time
through the use of a sliding correlator, matched filter, or sequential ac-
quisition circuit [67, 155, 207]. These methods seek to solve the maxi-
mization problem

by searching over the possible unknown code phases, or “cells”, where
L is the length of the code sequence over which the search is performed.

The sliding correlator shown in Fig. 4.2 is a simple method of perform-
ing initial code acquisition. It operates by performing a full or partial
correlation between the incoming code with the local code at the receiv-
er. If a received code is not detected, the local code used in the correlator
is advanced by a fixed amount, usually one-half chip, and correlation is
repeated. If the received code is detected, the received signal is hand-
ed over to the code tracking unit, discussed below. The circuit shown
in Fig. 4.2 is often referred to as a single dwell-time acquisition system
which suffers from its long acquisition time. A generalization of this sys-
tem produces the double dwell-time system [67], or multiple dwell-time
systems [207]. The double dwell time system has two correlators, one to
search code phases quickly and the other to provide a further indication
of whether the correct code phase has been found.

An efficient method of initial synchronization is to use a matched
filter on the received signal. A digital implementation of a matched
filter is illustrated in Fig. 4.3. Unlike the sliding correlator, the matched
filter can be sampled times per chip allowing it to provide sub-chip
resolution at the expense of faster sampling hardware only. To achieve
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better than one-half chip resolution for the sliding correlator requires
additional acquisition time to search additional cells [17].

The two code acquisition schemes above are known as serial search
schemes in which the unknown code phase of the incoming signal is
searched for in a serial manner. To improve acquisition times, parallel
search schemes examine multiple code phases at once [26, 140].

Initial code synchronization can also be obtained by estimating the
received spreading code [192]. Methods using this approach use maximal
length spreading codes that can be generated using shift registers. One
form of the shift register implementation always contains symbols of the
code sequence [207]. Thus, if symbols of the spreading sequence can be
estimated from the received waveform, these symbols can be loaded into
the shift register generator to synchronize the system. This technique is
referred to as rapid acquisition by sequential estimation (RASE) [192].

Fourier-based code acquisition. An algorithm in [86] uses phase
spectrum data to exploit the periodicity between the phase spectra of
the received sequence and the local reference. The discrete Fourier trans-
forms (DFTs) of the received and local sequences differ by a complex-
exponential factor related to the code offset between those sequences.
Thus, the phase difference between the signals is

where and are the DFTs of the local and received signals, is
the code offset, and is the length of the DFT. With phase wrapping,

is a sawtooth waveform. The slope of the waveform then provides
an estimate of the delay, given but is noisy due to the noise
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in the received signal. An alternative is to take the DFT of and
determine the fundamental frequency of the sawtooth waveform. The
fundamental frequency of the resulting DFT will indicate the magnitude
of The sign of the imaginary part of the DFT will indicate the sign
of

Subspace-based code acquisition. Subspace techniques have been
developed for code acquisition in multipath fading channels since the
conventional methods perform poorly in such environments. The su-
per resolution offered by these algorithms provides a means of resolving
closely spaced multipath components which are unable to be resolved
using conventional correlation techniques. As in the case of AoA esti-
mation, MUSIC has been used for time delay estimation in multipath
faded channels [120]. Consider the received signal given in (2.21) with-
out data modulation and with a single user (K = 1) that
is passed through a filter matched to the user’s spreading code,
yielding the output

where is the autocorrelation function of the spreading sequence
and is the cross-correlation of the spreading code and the noise.
Taking samples of the matched filter output every seconds, we
obtain

where

with representing the column of
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and The covariance matrix can
be shown to be [120]

where and Using the MUSIC algo-
rithm and assuming that B is full rank (i.e., channel attenuations are
uncorrelated), the delays can be estimated from

where the are the noise subspace eigenvectors and the maxima are
found at

An alternative to this time domain approach is to take the DFT of
(4.29) and operate in the frequency domain [120]. This reduces the prob-
lem to the identification of complex sinusoids. The Tufts-Kumerasan
method [88], Root-MUSIC [35], and the total least squares version of
ESPRIT (TLS-ESPRIT) [145] have all been used to estimate the time
delays in this frequency domain approach.

Conventional code tracking. Code tracking circuits take over the
synchronization process after initial acquisition has been achieved. They
attempt to maintain a fine alignment between the incoming and local
codes using feedback loops. Code tracking is accomplished using phase-
lock techniques very similar to those used for generation of coherent
carrier references. Two popular forms of code trackers are the delay
lock loop (DLL) and the tau-dither loop (TDL) [163, 165]. The non-
coherent DLL, shown in Fig. 4.4, uses correlation operations between
the received signal and two different phases (early and late) of the local
code generator. It operates by correlating the received signal with the
early and late spreading codes and
respectively, where is an estimate of the delay between the local and
incoming codes. The code phase error signal is obtained by squaring
and differencing the correlator outputs. Since the data modulated signal
and carrier phase shift are unknown, in general, squaring the correlator
outputs tends to remove their effects. The loop is closed by lowpass-
filtering with and the output is used to drive the voltage
controlled clock (VCC) and correct the code phase error of the local
code generator. The parameter is called the early-late
discriminator offset. The output of the VCC provides the channel time
delay estimate, The DLL is often referred to as the full-time early-late
tracking loop.
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The DLL uses two independent channels (early and late) to perform
the two correlations. An alternative is to use a single channel that is
time shared and this forms the basis of the tau-dither early-late tracking
loop [207]. It has the advantage of being more simple electronically than
the DLL.

The tracking loops based on correlation techniques, such as those just
discussed, are designed to operate in AWGN channels and thus do not
operate well in multipath fading channels [151]. Consequently, modified
code tracking loops have been developed that give improved performance
in multipath channels. These techniques include a multipath estimating
DLL (MEDLL) [185], a RAKE-DLL [152], and a 2-mode DLL [177].

Kalman filtering for code tracking. Besides making modifications
to conventional code tracking loops, methods have been developed based
on extended Kalman filtering (EKF) to provide robust code tracking in
multipath channels [46, 76, 77]. The EKF [5] is used because estimation
of propagation delays is highly nonlinear. The EKF-based methods are
based on direct application of the EKF to the received signal given in
(2.24). Unfortunately, the EKF may be too complex for some appli-
cations. Also, modeling errors as well as errors in the estimate of the
number of resolvable paths can cause divergence in the algorithm [76].

A modification to the this approach was presented in [73] which assists
the EKF by providing channel attenuation measurements from a RAKE
receiver with maximal ratio combining. The EKF takes the outputs
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from early and late correlators (as in the DLL) and provides an estimate
of the propagation delay.

1.3.2 TDOA ESTIMATION

An obvious method of forming TDoA estimates for a signal received
at two BSs is to difference two ToA estimates made at those BSs. This
approach would require that the BS receivers be synchronized to some
common time reference if the time of transmission was unknown. Howev-
er, more direct methods of TDoA estimation have been developed. The
general model for TDoA estimation assumes the two signals received at
the BSs have the form

where is the delay of the signal arriving at the second BS relative to
the first BS. The goal is to estimate In the following, a few of the
many techniques that can be found in the literature are discussed.

Correlation methods. The conventional methods for computing
these time estimates use cross-correlation techniques such as generalized
cross-correlation (GCC) for TDoA estimation which finds the argument
that maximizes the cross-correlation between signals received at a pair of
BSs [85, 49, 50]. The cross-correlation function of the signals in (4.34a)
and (4.34b) is given by

The TDoA estimate is the value that maximizes This ap-
proach requires that the analog signals and be digitized and
transmitted to a common site for processing.

Improvement in the accuracy of the delay estimate, can be ob-
tained by filtering the two received signals prior to cross-correlation.
To understand why filtering can improve the performance, consider the
cross-power spectral density function, which is related to the
cross-correlation function in (4.35) by

If the signals and are filtered to produce and re-
spectively, prior to cross-correlation, then the cross-power spectral den-
sity becomes
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where is the filter used for Thus, we can express
the generalized cross-correlation as

Proper choice of the product helps to minimize the effect
of noise and interference. Details of various choices of the filters can be
found in [21, 60, 85, 142].

Other methods such as Cyclic Cross-Correlation (CYC-COR), Spec-
tral Coherence Alignment (SPECCOA), and Band-Limited Spectral Cor-
relation Ratio (BL-SPECCOR) use cross-correlation methods that ex-
ploit the cyclostationarity of signals [48].

Other TDoA estimators. An extensive body of literature exists
which addresses methods of high resolution TDoA estimation, far more
than are able to be listed here. A few of these include estimators based
on phase data [129], least squares [24, 105], least mean squares [111],
and maximum likelihood [194]. A good source of further information is
provided in [20] and [75].

2. RADIOLOCATION ALGORITHMS
Two approaches can be taken for solving for the location of a

MS given measurements of signal strength, AoAs, ToAs or TDoAs. The
straightforward approach is to use a geometric interpretation of the mea-
surements and compute the intersections of the lines of position. This
works if there are not measurement errors and the system is not overde-
termined (more measurements available than there are unknowns). If
errors are present, then the lines of position will not intersect at a single
point, with the exception of the AoA method since two straight lines are
used for location in two dimensions. Consequently, statistical approach-
es have been developed for these cases. In the following, geometric and
statistical solutions to the location problem are developed. To simplify
the mathematics, only location in two dimensions is considered. Exten-
sion to higher dimensions is straightforward and many of the references
cited include results for three dimensions.

2.1 GEOMETRIC APPROACHES
Recall that the lines of position for ranging (signal strength and ToA)

are circles, for TDoA they are hyperbolas, and for AoA they are straight
lines. For ranging, we will only refer to the ToA method, although the
results are the same for signal strength location systems.
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Given a ToA measured at BS the equation for a circular line of
position is given by

where

is the measured range between the MS and BS, is the position of
BS, is the position of the source (MS) and is the speed of light.
Since distance and time are directly related by the speed of light, the
equations can be developed based on either time or distance. By using
at least three BSs to resolve ambiguities, the MS’s position is given by
the intersection of circles.

The approach presented here for calculating the intersection of the
circles is shown in Fig. 4.5. Each pair of circles can intersect in at most
two points which can be used to define a straight line. The intersection
of two of these lines provides the location of the MS. Thus, the lines
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define new lines of position. Squaring and differencing the equations in
(4.39) for and solving for the of gives

where is the measured range from the MS to the BS given in
(4.40). Following the same procedure for yields

Equating these two linear equations and solving for then gives

where

Thus, given the positions of the BSs and the range measurements,
an estimate of the MS’s location can be obtained using (4.43) and

(4.44). Also, note that this method can be used when there are mea-
surement errors and the circles don’t all intersect at a single point. The
dilemma is which pair of lines to use.

In the TDoA approach, the measured time difference of arrival be-
tween BS and with respect to BS is modeled by the hyperbolic
equation

which has its foci at the two BSs. For location in two dimensions, three
BSs are required which produces two TDoA pairs1. Consider TDoA

1 In general, BSs provide possible choices of BSs to form TDoAs. However,
only of the TDoAs are non-redundant, i.e., are independent. For instance, in two
dimensions, we can have and but the last is a linear combination of the other
two. Thus, there are only two independent TDoAs.
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measurements made with respect to the first BS, and for two-
dimensional location. Rearranging equation (4.47) and squaring yields

where and, without loss of generality, we have assumed
Solving for for and equating the results, it can be shown
that [40]

where

The term is not a measured TDoA but rather inserted for
for notational convenience, as noted in the previous footnote. Substitut-
ing back into (4.49) and solving for yields the quadratic

where

and

which can then be used to compute by equation (4.50). The solution
to (4.53) yields two solutions for leading to an ambiguity. The two
solutions arise from the fact that there are two branches to the hyperbo-
la. By using the squaring operations above, information regarding which
branch the MS lies on has been lost. The ambiguity can be resolved by
noting sign of one of the TDoAs, for instance If then
the MS lies closer to BS 1 than BS 2. By plugging both solutions into
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the defined in (4.47) and noting the sign, the correct solution can
be found. Unfortunately, a consequence of this approach is that there
is frequently two or more possible solutions and there is no way to dis-
tinguish them without more information [202]. For TDoA location in
three dimensions, an extension of the approach used above was devel-
oped in [40] using four BSs. For the overdetermined case, in which there
are more equations than unknowns, a method was developed in [66] for
direct computation of a location estimate.

A further geometric interpretation of TDoA location was presented in
[147]. Instead of the the range differences between two BSs providing a
hyperbola on which the MS must lie, the new interpretation views the
differences in range to three BSs as a straight line which is the major
axis of a general conic, a focus of which is the location of the MS. The
three BSs are on the conic whereas the foci of the conic are on the conic
axis. Consequently, given four BSs, two general conies can be formed
each of which have a foci at the position of the MS. The intersection of
the conic axes for the two conics provide an estimate of the location of
the MS in two dimensions. If only three BSs are available and the conic
is an ellipse, the location of the MS can be determined by computing the
foci and using the sign of a measured TDoA to choose the appropriate
foci. If the conic is a hyperbola, an ambiguity occurs which must be
resolved using additional information.

For AoA location, the true arrival angles at BS can be modeled by

where it is assumed that each AoA is measured with respect to a common
baseline, for instance the Since a line can be defined by a point
and an angle, the line of position for BS is

Equating the lines of position for the two BSs, and solving for
yields

which can be inserted back into (4.60) for or to form the
estimate of

2.2 STATISTICAL APPROACHES
The geometric approaches can be used when there are errors in the

ToA, TDoA or AoA estimates since the solution is obtained by direct
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substitution of the measured quantities. A better solution to the prob-
lem of location in the presence of measurement errors is to use a sta-
tistical approach. Such an approach is also useful for when the system
is overdetermined. In this case, when the lines of position are straight
lines, there may be multiple intersection points of those lines due to
measurement errors. For lines of position that are not straight, again
there will be multiple points of intersection, even when the system is
not overdetermined. Consequently, statistical solutions provide a better
means of estimating location.

2.2.1 PROBLEM FORMULATION
In general, the vector of noisy measurements, from a set of

BSs can be modeled by

where is the measurement noise vector generally assumed to have
zero mean and covariance matrix is the vector of parameters
to be estimated and is generally equal to The size of the vectors

and are for ToA and AoA, and for TDoA.
The system measurement model depends on the location method
used:

where

The terms and are the ToAs, TDoAs and AoAs defined in
equations (4.39), (4.47) and (4.59), respectively. The TDoAs are refer-
enced to the first BS. Although it is not explicitly shown, and
are nonlinear functions of

If the time of transmission is needed to form the ToA estimates
and it is not known, it can be incorporated into as a parameter to
be estimated along with and The unknown parameter vector can
then be modified to while the system measurement model
becomes
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where is the column vector of ones. In this case, is
indicative of a time-stamp of the signal’s arrival and doesn’t represent
the measured range to the MS, which is actually

2.2.2 LOCATION SOLUTIONS

A common approach for determining an estimate from a noisy set
of measurements is the method of LS estimation. The weighted least
squares (WLS) solution is formed as the vector that minimizes a cost
function

LS methods can achieve the ML estimate when the measurement noise
vector is Gaussian with and equal variances [167], i.e.,

If the variance are unequal, then WLS gives the ML estimate
with with Even when the noise cannot be assumed to be
Gaussian, this is a reasonable approach for finding an estimator for
For the analysis that follows, we will assume that W = I.

As equation (4.63) indicates, is a nonlinear function of the
unknown parameter vector so that the LS problem is a nonlinear one.
One straightforward approach is to iteratively search for the minimum of
the function using a gradient descent method [16]. With this approach,
an initial guess is made of the MS location and successive estimates are
updated according to

where the matrix is the step size, is the estimate
at iteration and denotes the gradient vector with respect
to the vector Because the system of equations is nonlinear, the error
surface is multimodal. Consequently, the algorithm could converge to
one of the local minima and not the global minimum.

In order to mold the problem into a linear LS problem, the nonlinear
function can be linearized using a Taylor series expansion about
some reference point so that [43, 180, 181]

where H is the Jacobian matrix of Then, the LS solution can be
formed as

This approach can be performed iteratively, with each successive es-
timate being closer to the final estimate [43, 181]. The Taylor series
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approach introduces error when the linearized function does not
accurately approximate the nonlinear function. A key drawback to this
LS approach is that a guess, must be made of the MS’s initial posi-
tion.

For TDoA, several other algorithms have been developed that exploit
the hyperbolic equations. One LS-based location algorithm, called the
spherical interpolation (SI) method, was developed in [158]. By mapping
the spatial origin to the first BS and through some simple algebraic
manipulation, an error expression can be obtained (with ),

where are the errors, are the
TDoA measurements as defined in (4.63),

The error vector is the all zero vector if there are no measurement errors.
LS minimization of this error is, of course, nonlinear so an alternative is
chosen. Note that (4.72) is linear in given and it is also linear in

given Consequently, a two step LS solution is developed which
first provides the linear LS solution of given which is substituted
back into (4.72) to form the linear LS solution of given The result
of the method is the LS estimate

where is the LS solution for A variation on this algorithm is
called the spherical intersection (SX) method which inserts the linear
LS estimate of given into [157]. The result is a
quadratic equation in the positive root of which is used to compute
the location estimate.

Another LS approach that has been developed for TDoA to avoid
linearization transforms the TDoA measurements into “pseudomeasure-
ments” which are known functions of the actual TDoA measurements.
The pseudomeasurements are given by [44]

where
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and

We refer to the elements of the vector as the “pseudomeasurements”
since they represent a transformation, through the function in equation
(4.77), of the actual TDoAs, The term is nonlinear in the
unknown vector and can be removed by using a projection matrix
that has in its null space. A suggested projection is

where Z is a circular shift matrix [44]. Projecting (4.75)
with P, the following linear equation results:

which leads to the linear LS solution for the location of the MS given by

For location in dimensions, this method requires It was
shown in [44] that this result is equivalent to that given in (4.74) for the
SI method. A more general form for this LS solution was developed in
[136]. Another two-stage LS minimization method was developed in [25]
that is optimal for small TDoA estimation errors.

2.3 COMMENTS ON LOCATION
ALGORITHMS

The algorithms presented in the previous section vary in their degree
of accuracy and complexity. It has been found that the Taylor series
expansion algorithms perform accurately when iterated which increas-
es computational complexity. The SI, SX, “pseudomeasurement” and
geometric algorithms generally do not perform as well as the Taylor se-
ries algorithm. The algorithm in [25] offers a more accurate closed form
solution when the TDoA estimation errors are small. The general accu-
racy of TDoA source location has been treated in [27, 90, 106, 166]. For
the algorithms described above, accuracy analyses are derived in their
corresponding references.

To track the location of a moving MS, frequent iteration of the algo-
rithms is necessary with new ToA, TDoA or AoA measurements required
for each. More appropriate methods for tracking are based on recursive
least squares (RLS) and Kalman filtering [180] which can often be ap-
plied to the measurement models employed in the estimation algorithms
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discussed above. Chapter 7 discusses the use of these methods in more
detail.

Finally, it is important to note that each of the algorithms above
assumes a direct, or LoS, path exists between the MS and each BS that
is used for location. When this is not the case, significant error can
be introduced into the location estimate. Consideration of the effect of
NLoS propagation is addressed in Chapter 7.

3. MEASURES OF LOCATION ACCURACY
To evaluate the performance of a location method, several benchmarks

have been proposed. A common measure of accuracy is the comparison
of the mean-squared-error (MSE) or the rms error of the location esti-
mate with the Cramér-Rao lower bound (CRLB) [186]. The concepts
of circular error probability (CEP) [180] and geometric dilution of pre-
cision (GDOP) [108] have also been used as accuracy measures. These
are briefly discussed below.

3.1 CRAMÉR-RAO LOWER BOUND
For location in D dimensions (D = 2 or 3), the MSE of the position

estimate is given by

where denotes expectation. The root-mean-square (rms) error is
simply The calculated MSE is often compared to the theoretical
minimum MSE given by the CRLB which sets a lower bound on the
variance of any unbiased estimator. The CRLB is the inverse of the
information matrix J defined as [186]

where is the vector of TDoA, ToA or AoA measurements and
is the probability density function of conditioned on the parameter
vector Assuming Gaussian measurement noise, is Gaussian
with mean and covariance matrix Q, and the CRLB reduces to
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3.2 CIRCULAR ERROR PROBABILITY
A simple measure of accuracy is the CEP which is defined as the

radius of the circle that has its center at the mean and contains half the
realizations of a random vector. The CEP is a measure of the uncertainty
in the location estimator relative to its mean If the location
estimator is unbiased, the CEP is a measure of the estimator uncertainty
relative to the true transmitter position. If the magnitude of the bias
vector is bounded by B, then with a probability of one-half, a particular
estimate is within a distance of B+CEP from the true position. The
concept of the CEP measure is illustrated in Fig. 4.6.

Because the CEP is difficult to derive an exact expression for, an
approximation that is accurate to within 10% is often used. The ap-
proximation for CEP is given as [180]

where is the mean location estimate and is the variance

of the estimated coordinate.
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3.3 GEOMETRIC DILUTION OF PRECISION
The GDOP provides a measure of the effect of the geometric config-

uration of the BSs on the location estimate. It is defined as the ratio of
the rms position error to the rms ranging error [108, 180]. Hence, for an
unbiased estimator, the GDOP is given by

where denotes the fundamental ranging error for ToA and TDo A
systems. For AoA, is the average variance of the distance between
each BS and a reference point near the true position of the MS.

The GDOP is an indicator of the extent to which the fundamental
ranging error is magnified by the geometric relation between the MS
and BSs. Furthermore, comparing (4.84) and (4.85), we find that the
CEP and GDOP are related by

The GDOP serves as a useful criterion for selecting the set of BSs from
a large set to produce the minimum location error. In addition, it may
aid cell site planning for cellular networks which plan to provide location
services to their users.

4. SUMMARY
This chapter has provided a brief introduction to radiolocation tech-

niques for wireless systems. Several methods were discussed which pro-
vide the location parameters for the signal strength, AoA and time-based
location methods. A multitude of AoA methods exist in the literature.
Conventional methods for ToA and TDoA estimation rely on correla-
tion techniques. Both geometric and statistical location algorithms were
developed and discussed. The statistical methods are more appropriate
for cases when there are considerable measurement errors of the location
parameters or when the system is overdetermined. The method of LS
appears to be the most popular form of TDoA estimator. Finally, a few
measures of the location accuracy of a system were presented including
the CRLB, CEP and GDOP.



Chapter 5

PERFORMANCE OF LOCATION
IN CDMA SYSTEMS

The regulations set forth by the FCC for the location accuracy of
E-911 calls are applicable to both existing and future MS handsets. Due
to the large number of existing handsets in use, it is desirable for a
wireless location system to function without requiring modifications to
those handsets. Consequently, radiolocation using reverse link signaling
has been the primary consideration for implementing a location system
in present cellular systems. Most often, a reverse link location system
is separate from the wireless network in that it is “overlayed” on top
of the network. This allows the necessary complexity to be contained
in the location system without overly burdening the cellular network.
The overlay approach is necessary for current AMPS and IS-54 systems
although current CDMA and GSM systems provide system messages
that can be used for location1.

A distinguishing characteristic of wireless location in a cellular system
is the presence of a harsh propagation environment. Signal variability,
which can be tens of decibels over distances as small as a wavelength,
and the absence of a direct propagation path between the MS and BS
both compound the problem of radiolocation. On the other hand, the
more information that is gathered regarding the location of the MS, the
more accurate the location estimate is expected to be. Hence, the use
of more than the minimum number of BSs for location may improve

1The current revision of IS-95, the standard for CDMA systems in North America, pro-
vides the ability to locate MSs using forward link signaling by using information from pilot
measurement messages to form TDoA pairs. Unfortunately, the accuracy of those TDoA
measurements is limited to a chip period (equivalent to approximately 240 m) which drasti-
cally limits the accuracy of a location system based on those TDoAs. A similar capability is
found in GSM systems. See Chapter 8 for more details.
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location accuracy. The influence of these factors on the performance
of radiolocation systems that use reverse link signaling to estimate the
ToAs and AoAs is quantified in this chapter where only the location of
a single user is considered. The effects of other users are considered in
a later chapter. The estimation of the ToA parameters are derived from
the conventional method of the NC-DLL.

1. RADIOLOCATION SYSTEM
1.1  ANGLE OF ARRIVAL

For AoA systems, we consider the error due to multipath propagation
but do not consider angle estimation errors due to algorithm assump-
tions or hardware issues. Multipath propagation, in the form of scat-
tering near and around the MS and BS, will affect the measured AoA
as discussed in Chapter 3. Jakes [80] and Gans [47] have modeled the
macrocellular propagation environment as a ring of scatterers about the
MS, with the BS well outside the ring. Fig. 5.1 illustrates the geometry,
where the primary scatterers are assumed to be on a ring of radius
about the MS. The distance between the BS and MS, is assumed to



Performance of Location in CDMA Systems 69

be much greater than We assume that the MS uses an omnidirec-
tional antenna, so that the probability distribution function (pdf) of the
transmitted rays is given by

The distribution of the AoA at the BS, is given by

Prom the geometry of Fig. 5.1, we find that [47]

Therefore, is given by

where

is the maximum angle deviation at the BS for a given distance be-
tween MS and BS and scattering ring radius. Note that for a
small angle approximation can be invoked, with the result that

and
The model provides the AoA distribution for signals arriving

at a BS. The model assumed goes one step further by assuming that
the measured AoA at a BS also has the distribution Since the
measured angles are not equal to the true angles to the MS, the lines of
position from the BSs will not intersect at the same point. This problem
is resolved by deriving the location estimate from the centroid of the set
of points defined by the intersecting lines of position. With three BSs,
for example, the lines of position intersect at three points, and

where is the vector containing the coordinates of the
points and denotes the transpose of The location estimate is
obtained by averaging the coordinates of the points of intersection, i.e.,
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It is possible to use other scattering models, such as those in Chap-
ter 2, and use the AoA distribution derived in the associated references.
However, the model used here was chosen for its mathematical simplici-
ty. The primary difference will be in how the pdf peaks around the true
AoA.

1.2 TIME OF ARRIVAL
Because of the focus on CDMA cellular radio systems in this book,

methods for determining the times of arrival from the spread spectrum
signal are of interest. As discussed in Chapter 4, the two methods for
determining time delays in spread spectrum communications systems
are code acquisition with a sliding correlator or matched filter, and code
tracking with a DLL or TDL [207]. Since the DLL finely tracks the time
delay, it is better suited for a location system. The DLL is an essential
part of time estimation used for GPS, and provides reasonable accuracy
over the satellite-earth propagation channel. Here, the DLL-based lo-
cation system is investigated for its performance in cellular propagation
environments.

The operation of the noncoherent DLL, shown in Fig. 4.4, for code
tracking in spread spectrum systems is discussed in Chapter 4. It pro-
duces an estimate of the delay, at the output of the VCC. With
synchronized BSs, will provide a useful parameter for the location
algorithm of the next section.

2. TIME-BASED LOCATION ALGORITHMS
As discussed in Chapter 4, two approaches are generally used to cal-

culate the location of a MS from ToA or TDoA estimates. One approach
uses a geometric interpretation to calculate the intersection of circles or
hyperbolas, depending on whether ToA or TDoA is used. This approach
becomes difficult if the hyperbolas or circles do not intersect at a point
due to time measurement errors. A second approach calculates the po-
sition using a LS solution [43, 62, 181], which is a more statistically
justifiable approach.

The algorithm to be developed will be based on the ToA method
with ToA estimates provided by the DLL. The time of transmission will
be included in the estimation process, as in Chapter 4. The algorithm
assumes that the MS, located at transmits its sequence at time
The BS receivers located at coordinates receive the
sequence at times The relative geometry of the MS and
BSs is shown in Fig. 5.2. From Chapter 4, let be the vector
of unknowns to be estimated and consider the following function which
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relates the unknown location and time of transmission to the position of
each BS:

where is a vector containing the dis-
tance between the BS and the MS defined in (4.40) and

for The operator denotes
the norm of the vector Also, is the speed of light and 1 represents
the column vector of ones.

The functions, are formed for each BS receiver,
and the differences could be made zero with the proper choice
of and However, the measured values of the arrival times are
generally in error due to multipath and other impairments, and NLoS
propagation introduces errors into the range estimates that are derived
from the arrival times.

2.0.1 UNCONSTRAINED NL-LS ALGORITHM
Since the geometric approach to finding the location of the MS fails

when there are errors in the measured ToAs, statistical methods are
used which, in general, are based on the method of least squares (LS).
The LS methods produce the estimate that minimizes the
quadratic cost function
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where is the vector of ToA measurements from the
BSs. The matrix W is a diagonal matrix of weights
that can be chosen to influence the contribution of the measurement
from the BS on the location estimate. This will prove to be a useful
method for mitigating NLoS propagation errors.

The method developed here searches directly for the minimum of
resulting in a nonlinear least squares (NL-LS) problem. One

straightforward method is to iteratively search for the minimum of the
function using a gradient descent method, where successive location es-
timates are updated according to the recursion in (4.69), which is repro-
duced here for convenience:

where the matrix is the step size, is the estimate at time and
denotes the gradient vector with respect to the vector

Therefore,

Since the difference is small (microseconds) compared to and
(meters), the scalar step size should be small enough to allow

to converge to a solution. Consequently, is chosen to be the diagonal
matrix

where The recursion in (5.7) continues until is
smaller than some prescribed tolerance.

One drawback of the steepest descent method is its slow convergence.
Since is a nonlinear function of linearization using a Taylor
series expansion has been used to facilitate a unique global minimum
of [181, 43, 180]. The minimum of (5.6) is formed by linearizing

with a Taylor series expansion about and keeping only the
first order terms, i.e.,

where Substituting (5.10) into (5.6) and
solving
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for the vector is updated by

The gradient in (5.11) is with respect to the vector The new estimate
is substituted back into (5.10) and the process is reiterated until

is less than some prescribed tolerance.
When the MS is either close to the BSs or near the perimeter of

the area defined by the polygon with the BSs as its vertices, then the
linear approximation approach has convergence problems [62, 181]. For
microcells, the MS is always within a short distance of the serving BS,
so this method is not appropriate. The convergence problem arises from
the approximation of with the linear terms of the Taylor series
expansion. Other objective functions can be formed replacing, for
example, the quadratic cost function with an absolute value function.
However, these methods usually do not perform as well as minimizing
the sum of squares [62].

2.0.2 CONSTRAINED NL-LS ALGORITHM
It may be possible to improve the time-based location algorithm due

to the fact that the range error is always positive [115]. This is because
the ToA estimates are always greater than the true ToA values due to
multipath propagation and other impairments. Also, the range estimates
derived from the ToA estimates are greater than the true ranges due to
NLoS propagation. Therefore, the true location of the MS must lie inside
the circles of radius about the BSs,
since the MS cannot lie farther from a BS than its corresponding range
estimate (Fig. 5.3). Mathematically, this implies

Since the unconstrained NL-LS algorithm does not take this restriction
into account, a constrained NL-LS approach can be used to force the
estimate at each iteration to satisfy equation (5.13). However, the LS
solution is complicated by the nonlinear functionals as well as the
nonlinear inequality constraints of (5.13). Note that (5.13) implies that

We recognize from (5.6) that the left side of the inequality in (5.14) is
simply the component of Hence, the restrictions

are formed, where the area within the constraint boundaries
is known as the feasible region.
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There are many approaches to forming numerical solutions for NL-LS
problems with nonlinear inequality constraints of the form
[11]. One simple, yet effective, method uses penalty functions to modify
the objective function and form a solution using an unconstrained
approach. The penalty functions provide a large penalty to the objective
function when one or more of the constraints are violated. The objective
function in (5.6) is modified to include the penalty functions as
follows [11]:

where P is positive for minimization and denotes the inverse
of the diagonal matrix with elements from the vector As any con-
straint is approached during the search, the penalty term forces
toward infinity, thus forming a natural optimum within the feasible re-
gion. This approach requires that the initial guess be placed within the
feasible region. A method for doing this is described in [11].

The search procedure can be viewed as the optimization of a sequence
of surfaces which tend toward the true value of the objective function.
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Initially, an unconstrained search method is used to provide an artificial
optimum with a large value of The next stage is initialized
with the previous estimate and uses a smaller to provide
a better approximation to the true optimum. In this way, the solution
approaches the constraints more closely, if the optimum happens to lie
close to one of the constraints. The penalty constraints become smaller
at each stage, forming a monotonic-decreasing sequence
and the sequence of artificial optima tends toward the true
optimum. The search continues until several iterations fail to produce a
change in the objective function. This formulation essentially replaces a
constrained optimization by a sequence of unconstrained optimizations.

The unconstrained and constrained NL-LS algorithms just described
will be used in the following sections to calculate a MS’s location from
the measured arrival times. If the MS is located at then the location
error is

where is the estimate of the MS’s location.

3. PROPAGATION MODELS
The three stage model for the radio propagation environment (includ-

ing multipath fading, shadowing, and path loss) described in Chapter 2
is used with parameters described below.

The cell deployment for the macrocell simulations is shown in Fig. 5.4
where a BS and its 6 nearest neighbor BSs are separated by 6000 m. The
wideband channel model uses 6 taps (M = 6) where the first tap delay,

is determined from the MS-BS geometry of Fig. 5.1 by calculating
the distance traveled by a signal transmitted from the MS in a random
direction according to and reflected from the ring of scatterers to
the BS. The remaining delays are chosen according to the 6-tap reduced
typical urban delay profile defined in COST 207 [30] (see Table 5.1).
The model deviates slightly from the COST 207 model by assuming a
classical Doppler spectrum for all taps, i.e., in the simulations the taps
gains are all generated by using Jakes’multipath fading,Jakes’ fading
simulator method [80] with 8 oscillators. The shadowing model in (2.3)
assumes a shadow decorrelation of 0.1 at a distance of 30 m. Finally,
Hata’s model for a medium or small city is used with a carrier frequency
of MHz, BS antenna heights of 100 m, and a MS antenna height
of 2.5 m.

For microcells, the wideband channel model is also used with M = 4.
Due to the site-specific nature of the microcellular propagation environ-
ment, techniques such as ray tracing have been developed. In this study,
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ray tracing concepts are used to calculate the propagation delays for the
wideband channel model. A Manhattan street microcell BS deployment
is assumed as shown in Fig. 5.5. When the MS is LoS with a BS, a
4-path model is used, consisting of a direct path, a road reflected path,
and two wall reflected paths. The taps of the wideband channel model
are generated using Jakes’ method, appropriately modified for Rician
fading. When the MS is NLoS with a BS, i.e., around the corner, a
different approach is taken to determine the propagation delays. Since
the literature provides no results that describe the power delay profile
for a MS that is around a corner from a BS, a simplistic model is chosen.
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A 4-path NLoS propagation model is used that includes two paths that
arrive from diffractions at the building corners in the street intersection
and two remaining paths whose delays are generated by adding random
delays to the first two paths. All paths are assumed to be Rayleigh fad-
ed. The model chosen here is inconsequential, because the extra time
delay for NLoS BSs introduces a large amount of error into the loca-
tion algorithm. Hence, accurate modeling of multipath propagation on
NLoS streets is not necessary; only a means of introducing the excess
propagation delay around the street corner is needed for our purposes.

The two-slope path loss model in (2.12) is used for the microcells with
the breakpoint at and slopes before and after the break point
of 2 and 4 respectively. The distance to the corner
from each BS, as shown in Fig. 5.5, is approximately The
shadowing parameters are assumed to be the same as in the macrocell
deployment.

4. SIMULATIONS
The location techniques described earlier in the chapter were simu-

lated in the macrocellular and microcellular environments described in
Chapter 2 to determine their performance. The spreading code used
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was an of length 127 and chip rate In
the DLL, an all-pass filter was used for the loop filter (i.e.,
For the VCC, the output time delay estimate and input waveform are
related by

where is the gain of the VCC, is the chip period, is the
output of the loop filter, and the VCC is assumed to begin operating at
time A simple accumulator models the operation of the VCC in
the computer simulations with the constant Note that
there is a limitation in the accuracy that can be achieved when simulat-
ing the DLL on a computer. As a result, we limit the resolution of the
DLL to 1/120 of a chip to limit the simulation time. Consequently, the
ranging resolution is limited to approximately 2 m which causes all range
estimates to be in error even in the absence of propagation impairments.
However, with such a fine resolution, propagation impairments will be
the predominant source of location error.

4.1 RANGE ESTIMATION
Ranging measures the 1-D distance between a MS and a BS. Only the

time-based method is employed for ranging since AoA ranging does not
make sense. For macrocells, our ranging results assume that the first
path to arrive from the COST 207 model is a LoS path. Consequently,
the ranging results for macrocells are very optimistic by disregarding the
extra propagation caused by NLoS propagation when a direct path does
not exist. For microcells, the Manhattan street microcell deployment in
Fig. 5.5 is assumed.

4.1.1 EFFECT OF STANDARD DEVIATION OF
SHADOWING,

Fig. 5.6 shows the effect of the shadow standard deviation on the mean
and standard deviation of the range estimation error with an early-late
discriminator offset and a chip-energy-to-noise ratio,

The mean ranging error increases by approximately 10 m as
increases from 4 to 12 dB. The standard deviation of the ranging error
also increases due to the increased variability of the shadowing process.

4.1.2 EFFECT OF
Fig. 5.7 shows the effect of on the ranging error with

and The increase in ranging error for decreasing is
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expected in any system. The effect is not as pronounced in the micro-
cellular environment due to the smaller delay spreads.

4.1.3 EFFECT OF
The effect of multipath on the tracking ability of the DLL can be

explained by observing the distortion that multipath causes on the cor-
relation function of the spreading code, which has a triangular shape for
a rectangular chip shaping pulse. Fig. 5.8 shows an example of a distort-
ed loop S-curve for the case of two multipath components, the second
having half the power of the first and delayed by Observe that the
tracking error introduced by multipath propagation is reduced by using
smaller However, the minimum size of is limited by hardware con-
siderations (such as the clock rate) and the precorrelation bandwidth in
the DLL. Band limiting tends to round the autocorrelation peak which
limits the discrimination between the early and late correlation when
using small [183].

Simulation results for various are presented in Table 5.2 with
and The results show that the ranging error mean

and standard deviation can be significantly reduced by using a smaller
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4.2 TWO-DIMENSIONAL LOCATION
Two-dimensional location estimates the MS location by using several

BSs. Here, we focus on the accuracy of the location estimates as a
function of the number of BSs used. This is an important consideration,
since using more BSs means more processing and an increased load on
the network. Assuming a transmit power of 1 dBW (the maximum for
Class III IS-95 MSs), a noise power of -100 dBm was added to each
BS receiver for the time-based method. The macrocell and microcell
deployment scenarios are as follows.

4.2.1 MACROCELLS

We assume a distance of 6000 m between BSs, i.e., the cell radius
is 3000 m as shown in Fig. 5.4. Assuming known BS positions, the
MS is randomly placed among the BSs and the nearest BSs are used
for the location process. For macrocells, ToA and AoA approaches are
compared when using 2, 3, 4, or 5 BSs in the location process as a
function of the scattering radius about the MS.

The simulations examined both the unconstrained and constrained
location algorithms of Section II-C which almost always converged with

for each BS. The mean and standard deviation of the location
error for the ToA method using the unconstrained NL-LS algorithm are
shown in Fig. 5.9. For a given scattering radius, the mean and stan-
dard deviation decreases when more BSs are used. As expected, a larger
scattering radius increases the location error due to NLoS propagation.
Recall that LoS propagation is necessary for accurate ranging and loca-
tion estimates.

The mean and standard deviation of the location error for the ToA
method with the constrained NL-LS algorithm are shown in Fig. 5.10.
Unlike the unconstrained NL-LS case, the performance is not improved
significantly when more BSs are used. Table 5.3 compares the perfor-
mance of the unconstrained and constrained NL-LS methods, where both
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algorithms are initialized with the same location estimate. The mean
location error is reduced up to 30% by using the constrained NL-LS
algorithm. The constrained NL-LS with three BSs performs nearly as
well as the unconstrained NL-LS with five BSs. This implies that the
constrained NL-LS algorithm can result in less network loading.

Results for the AoAradiolocation,AoA method are shown in Fig. 5.11.
Once again, a larger number of BSs decreases the mean and standard de-
viation of the location error. However, diminishing returns are obtained
by increasing the number of BSs. For and the
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unconstrained ToA method outperforms the AoA method for the same
number of BSs. For larger scattering radii, the AoA method steadily im-
proves and performs slightly better than the unconstrained ToA method
at a radius of for the same number of BSs. In all cases, the
constrained ToA method performs the best.

4.2.2 MICROCELLS
As the MS rounds the corner from BS0 to BS1 in Fig. 5.5, its location

is estimated using a combination of BSs. For this particular deployment,
we assume LoS propagation between the MS and two BSs (four at an
intersection) and NLoS propagation to the other two BSs. Only the ToA
method is used since the AoA method is unreliable due to the relatively
large AoA spreads in microcells. The number of BSs used to derive the
location estimate ranges from two to four. With 2-BS location, BS0 and
BS2 are used until the MS rounds the corner after which BS1 and BS3
are used. With 3-BS location, BS0, BS1 and BS2 are used until the MS
rounds the corner after which BSO, BS1 and BS3 are used.



84 WIRELESS LOCATION IN CDMA CELLULAR RADIO SYSTEMS

Figs. 5.12 and 5.13 plot the results for the microcell deployment in
Fig. 5.5, and indicate that the location accuracy is improved with more
BSs for the unconstrained and constrained NL-LS algorithms, respec-
tively. Both figures show the effect of the NL-LS weighting factors,
on the location performance. The LoS BSs weights are whereas
the NLoS BS weights were varied from 0.2 to 1.0. Fig. 5.12 shows that
a smaller can significantly reduce the mean and standard deviation
of the location error with the unconstrained NL-LS algorithm, especial-
ly for 3-BS location. For the constrained NL-LS algorithm, there is no
significant improvement for as shown in Fig. 5.13. It is interest-
ing to note that 4-BS location is much better than 3-BS location, even
though an additional NLoS BS is used. This is because the two NLoS
BSs tend to “cancel” one another’s effects as a result of the symmetry
of the BS layout.

Two-BS location was also considered, using the two LoS BSs with
for both BS. The mean location error was 6.9 m with a standard

deviation of 2.0 m for both the unconstrained and constrained NL-LS
algorithms. Although 3 BSs are required for 2-D location, the constraint
that the MS must lie on a line between the two LoS BSs provides the
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additional information needed for 2-BS location. This topographical
constraint provides more accurate location information than the addi-
tional information from a NLoS ToA measurement and, therefore, 2-BS
location performs better than 3- or 4-BS location. Note that the feasi-
bility of this approach depends on the BS topography.

5. SUMMARY
This chapter has looked at a computer simulation of ToA and AoA lo-

cation systems in realistic macrocellular and microcellular environments.
The results of the simulation are dependent on the propagation models
and parameters chosen as well as the scattering model that was chosen
for macrocells. The implementation of an effective cellular radiolocation
system requires a method for identifying the set of BSs to be used for
deriving the location estimate. One guiding parameter for the choice of
BSs is the production of a good GDOP. Another guiding parameter is
to choose as many LoS BSs as possible to limit the influence of NLoS
propagation effects. This is especially important for microcells, since the
use of NLoS BSs can introduce large errors in the location estimates, as
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it does in macrocells. It may be possible to use the link quality measure-
ments that are used for handoff initiation to determine the appropriate
set of BSs. To provide the performance gain by using weighting to miti-
gate the NLoS problem, it is necessary to determine which BSs are NLoS
with the MS. However, this is still an open area of investigation.



Chapter 6

TOA ESTIMATION IN MULTIPLE-
ACCESS INTERFERENCE

The performance results of the previous chapter only assumed a single
user in the system. When other users are considered, the multiple-access
interference will interfere with the tracking ability of conventional time
delay trackers, such as the NC-DLL. If the conventional NC-DLL is used
to provide ToA estimates for location, the accuracy of the computed
location estimates will be directly affected. Consequently, methods must
be developed to mitigate the effects of MAI on code acquisition and
tracking.

In this chapter, the effects of MAI on conventional code acquisition
and tracking are discussed. The performance of the conventional NC-
DLL is derived analytically. Following the analysis, we review methods
of providing improved ToA estimates for CDMA systems and suggest a
new method based on nonlinear filtering.

1. EFFECTS OF MULTIPLE-ACCESS
INTERFERENCE

Conventional code acquisition based on correlation methods has been
previously investigated in the literature. Madhow and Pursley [104]
pointed out that the matched filter acquisition performance in the pres-
ence of MAI may impose a limit on the capacity of a CDMA system
which is more stringent than one coming from bit error specifications.
The acquisition capacity, defined to be the maximum number of simul-
taneous transmissions supported by the spread spectrum scheme while
maintaining acceptable performance, was found to be of the order of

where L is the matched filter length. The effects of noise,
data modulation and periodicity of the spreading sequences were not
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analyzed in [104], which also assumed perfect phase recovery. Conse-
quently, Corazza and Esposti [29] generalized the analysis to include
these effects in which an acquisition verification procedure was devised
to improve performance. Finally, an analysis in [114] showed that the
burden of obtaining good performance, relative to the single user case,
rests on the choice of spreading code.

The conventional NC-DLL has been extensively used as a code track-
ing device in spread spectrum communications systems. Non-coherent
loops are important because they are relatively insensitive to data mod-
ulation and do not presume reliable carrier tracking prior to PN code
acquisition as do coherent loops [10]. The majority of performance anal-
yses of the conventional NC-DLL have been for additive white Gaussian
noise (AWGN) channels [67, 130], involving both linear and nonlinear
approaches. The linear approach is applicable when there is a high
SNR, while the nonlinear technique is required for a low SNR [130]. The
nonlinear approach uses the renewal process theory developed by Meyr
[112]. To improve the performance in AWGN, a few variations of the
conventional NC-DLL have been developed [195, 203].

The performance of the conventional NC-DLL is severely degraded in
the presence of Doppler shift [10, 176] and multipath fading [99, 151,
184]. Several new code tracking loops have been developed to combat
multipath fading and these include the multipath estimating delay lock
loop (MEDLL) [185], a “2-mode” DLL [177], and a RAKE DLL [152].

Very little work has been done to examine the effects of MAI on
the performance of code tracking using the conventional DLL. Exact
analysis of MAI effects is difficult particularly for non-coherent loops
since it requires knowledge of the statistics of cross-correlation functions
of PN sequences. Recently, Hong et al [70] simplified the analysis for the
NC-DLL in an asynchronous DS-CDMA system by assuming that the
MAI can be approximated as Gaussian noise. However, the Gaussian
approximation is not always accurate for short PN codes, when there are
few interferers, or when the SNR is high [200]. Also, the approximation
is not valid when a single user dominates the multiple-access interference
[98].

This section presents a performance analysis of the conventional NC-
DLL in the presence of MAI without assuming that the MAI can be
approximated as a Gaussian random process. Instead, a simple, but
accurate, approximation is used for the discrete normalized aperiodic
cross-correlation function (ACF) between two PN sequences in order
to simplify the computation of higher order moments in the analysis
that follows. The criteria used as the measures of performance are the
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mean-time-to-lose-lock (MTLL) and the root-mean-square (rms) track-
ing error.

1.1 NON-COHERENT DELAY LOCK LOOPS
We consider the multiple-access system model shown in Fig. 2.4 with

K users that is described by equations (2.14) to (2.19). In addition,
only a single tap (M = 1) is used in the wideband propagation model
since we are only interested in analyzing the effects of MAI. The effects
of multipath fading (no MAI) on the performance of the NC-DLL has
been comprehensively studied in [151]. The form of the low pass filter,

will not be specified in order to keep the results of the analysis
general. The NC-DLL shown in Fig. 4.4 and described in Chapter 4 is
considered.

1.1.1 LOOP DIFFERENTIAL EQUATION
Without loss of generality, we will assume that the signal we desire

to track belongs to user 1. Neglecting the code self-noise, the output of
the bandpass filter from Fig. 4.4 can be expressed as

where represents the equivalent lowpass filter in operator form
with The noise terms at the output of the filter are given by

where for The noise
terms are defined in (2.19).

Assume that the operation of the VCC is defined by equation (5.17)
where is the output of the loop filter
and denotes convolution. is the loop filter in operator form.
With this definition, the loop bandwidth is very small, allowing only the
component of the error at the carrier frequency (or equivalently, the
DC component at baseband) through. As a result, the only component
of interest in is the product of the cosine and the DC component
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of for Hence, the
output of the bandpass arm filters can be expressed as

where

is the continuous periodic cross-correlation function between two PN
sequences of period is the filtered data signal,

is the normalized tracking error and is
the normalized delay of the user relative to the first and is uniformly
distributed on [0, N). As in [151], the autocorrelation function,

is approximated as

Maximal length sequences have a two-valued autocorre-
lation function with values of 1 and –1/N. Gold codes, which are popu-
lar for CDMA applications, have a four-valued autocorrelation function
with values of 1, – 1 / N , and where

In any case, equation (6.5) is a good approximation for
the autocorrelation functions of the PN code families of interest.

After squaring and summing the correlator outputs, the error signal
which is the input to the loop filter can be expressed as

where
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where is the loop S-curve and the are
the equivalent noise terms. The filtering operation causes to
fluctuate around its mean value,

where is the power spectral density (psd) of the data sequence and
is the magnitude of the equivalent lowpass transfer function for

each of the arm filters. The modulation self-noise is considered negligible
[130]. Accounting for the above gives the error signal

The dynamic behavior of the loop is described, in operator form, by the
following differential equation which is obtained by combining (5.17) and
(6.15):

1.1.2 CROSS-CORRELATION APPROXIMATION

Later in the analysis, it will be important to express in its
discrete form. By letting with and
can be expressed as



92 WIRELESS LOCATION IN CDMA CELLULAR RADIO SYSTEMS

where is the discrete periodic cross-correlation function

For the random variable uniform on [0, N), the random variables
and are independent and uniformly distributed on [0,1) and on the set
{0 ,…, N – 1}, respectively. Additionally, can be expressed in
terms of the discrete normalized ACF, by

where [207]

The computation of the multiple access interference terms in (6.10)-
(6.13) involves K – 1 cross-correlation functions which can be computa-
tionally expensive if N is large, and is also dependent on the spreading
codes chosen for the users. An alternative approach is to treat the
as random variables using a linear model for the discrete pdf of the av-
erage ACF for a set of PN sequences of length N [23]. Following [23],
the pdf of the normalized ACF can be approximated by a symmetrical
triangle function about the origin as:

where is an integer and and denotes
the largest integer less than The following moments of the random
variable will be required in the analysis that follows:

1.2 PERFORMANCE ANALYSIS
From the above discussion, the effect of the multiple access inter-

ference is to add noise terms to the system. Since the S-curve is not
affected through this formulation, both linear and nonlinear analyses
will be employed.
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1.2.1 LINEAR ANALYSIS

Linear theory is applicable when there is a high loop SNR so that the
error will be small most of the time causing the DLL to operate in
the linear region of Consequently, the S-curve can be replaced
by its linear equivalent in the vicinity of We note that for high
SNR, the MTLL will be quite large so that the tracking error is the
only important performance criteria to examine. Assuming a flat power
spectral density for within the loop bandwidth,
the tracking error variance is given by [130]

where is the slope of the S-curve at the
origin and

where is the nominal closed-loop bandwidth defined as

The term is [130]

where is the autocorrelation function
of the total noise, in (6.8), which is derived in Appendix A.

1.2.2 NONLINEAR ANALYSIS
In the nonlinear theory, the high SNR assumption is removed by using

the stochastic differential equation (6.16) to find the stationary pdf of the
tracking error. For a first-order tracking loop with Meyr [112]
has shown that the stationary pdf of the tracking error, satisfies the
Fokker-Plank equation

where is the probability that the lock detector will trigger for
re-acquisition while the error is still in the permissible range

is the initial PN code phase error pdf, and is the MTLL. The
necessary boundary conditions for (6.28) are
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Additionally, the terms and are defined as follows [112]:

The MTLL and rms tracking error can be obtained from the pdf of the
tracking error, as follows [130]:

where is defined by [112]

and

where and

where is called the potential function and is the initial cumu-
lative distribution function, cdf, of the tracking error.

1.3 EFFECTS OF MULTIPLE ACCESS
INTERFERENCE

This section presents the results of an analysis of the effects of MAI
on the performance of the NC-DLL. We define as the bit SNR (i.e.,
the SNR in the data bandwidth) and as the loop SNR for
These parameters are given by
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where is the bit duration, and is the received power of the first
user. The parameter is defined as the ratio which from (6.38)
and (6.39) gives

1.3.1 EQUATIONS FOR APF APPROXIMATION

From the derivation of in Appendix A along with the def-
initions above, the functions and of equations (6.29) and
(6.30), respectively, can be expressed as
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where is the derivative of with respect to given
by

and the constants, are defined by

where the autocorrelation functions are defined by
and The functions

and are defined in Appendix A and we have considered the
Doppler shift to be negligible.

For the linear analysis, we do not provide the results explicitly. How-
ever, we note that is of the same form as since

Hence, each term can be replaced by
since the autocorrelation function is symmetric about the origin.

1.3.2 EQUATIONS FOR GAUSSIAN
APPROXIMATION

Results for approximating the MAI as Gaussian noise were derived in
[70]. Following the approach in that paper and making a few corrections,
the function can be shown to be, for general
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The function can be formed using equations (6.48) and (6.30).
The results for the linear analysis will not be given for the Gaussian
approximation.

1.4 NUMERICAL RESULTS
We consider a system employing NRZ binary data modulation and

ideal bandpass arm filters with a one-sided bandwidth of Us-
ing these assumptions, it can be shown that
and The constants and are difficult to evaluate,
so numerical integration was employed. They were found to be approx-
imately and Finally, we assume
that the pdf of the initial code phase error is and that

so that the probability of triggering re-acquisition increases as increas-
es. Also, note that boundary absorption occurs at
All of the results assume that the signals of all users are received with
equal strength (i.e., perfect power control) unless specifically noted.

The effect of the number of interfering users in a system on the MTLL
and rms tracking error of the conventional NC-DLL are shown in Figs. 6.1
and 6.2 for different bit SNRs, and a PN code sequence length of
N = 127, and The black and white symbols cor-
respond to the results given by the ACF and Gaussian approximations,
respectively, as will be the case for the remaining figures. The figure
shows that as the number of interferers is increased, the MTLL is dras-
tically reduced for both the ACF and Gaussian approximations. For
small (less than 0 dB), the curves are relatively flat indicating that
the thermal noise, and not MAI, is dominating the interference. In these
situations, the ACF and Gaussian approximations provide the same re-
sults, indicating that the Gaussian approximation is accurate for small
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For larger (greater than 5 dB), the curves decrease with increasing
K, indicating that MAI is dominating performance. Also, for
the Gaussian approximation greatly overestimates the the performance
of the NC-DLL. The figures also show the effect of a single interferer
having power 10 dB above the desired user In this case,
the performance is very poor, even though Again, the Gaus-
sian approximation greatly overestimates the performance. The effect
of the Gaussian approximation for the MAI on the analysis is to simply
increase the level of the Gaussian noise at the receiver, as the curves
indicate. Fig. 6.2 also provides both the linear and nonlinear analyses
for the rms tracking error for the ACF approximation only. The linear
analysis proves to be very accurate for high (5 dB and greater).

In Figs. 6.3 and 6.4, a two user system is considered to examine the
effect of the near-far ratio, on the performance of the NC-
DLL. The figures show the MTLL and rms tracking error as a function of

for different with N = 127, and As expected,
the performance suffers in a near-far environment. When is small,
the performance remains relatively the same regardless of the near-far
ratio, again indicating that the system is dominated by thermal noise. In
addition, increasing provides no improvement in performance for large
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values of the near-far ratio. The figure also indicates that the Gaussian
approximation is accurate for low SNRs, but greatly overestimates the
performance for high SNRs. Linear and nonlinear analyses are shown for
the ACF approximation in Fig. 6.4. The accuracy of the linear results
is found to greatly diminish as the near-far ratio is increased. Likewise,
the linear results are less accurate for low SNRs.

The effect of the PN code sequence length on the MTLL and rms
tracking error is shown in Figs. 6.5 and 6.6 for different numbers of
users in the system and and For large
values of N, the normalized cross-correlation between two users’ codes is
reduced. Consequently, the performance of the NC-DLL improves as N
increases. In fact, the performance of a K user system approaches that
of a single user system (K = 1) for N large enough. Also, notice that
the accuracy of the Gaussian approximation improves with increasing N.
While the accuracy of the Gaussian approximation is poor for sequence
lengths less than 1000, it is very accurate for lengths greater than 1000
for all the values of K shown. The linear results of Fig. 6.6 for the
ACF approximation also prove to be accurate for larger values of N
(N > 100).
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The results in Figs. 6.5 and 6.6 do not provide an accurate indication
of the effect of system load, which we define as the number of users for a
given code length, on the performance of the NC-DLL. The code lengths
shown in the figure can support more users than shown. For instance,
with Gold codes of length N, it is possible to allow N + 2 users. The effect
of the system load is shown in Figs. 6.7 and 6.8 for different
code lengths with and As shown in the
figure, the performance decreases as the load is increased. Furthermore,
the performance of the shorter codes decreases much more quickly than
the longer codes as load is increased. Again, this can be attributed to
the reduced normalized cross-correlation between users’ code sequences.
The results from the Gaussian approximation show little difference as
N is increased.

2. MITIGATION OF MULTIPLE-ACCESS
INTERFERENCE

As shown in the previous section, the conventional receiver, which
is based on correlation techniques for data detection and parameter es-
timation (if necessary), fails in a near-far environment. It is the non-
orthogonality of the PN codes of the different users which gives rise to
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the interference. Even with perfect power control, the performance is de-
graded. Better performance may be possible if the receiver incorporates
information about the users’ waveforms. This observation has led to the
development of near-far resistant detectors and parameter estimators.

Due to the complexity of the optimal receiver developed by Verdú
[188, 189], researchers have looked for receivers that provide near-optimal
performance, but with much less complexity. These include linear mul-
tiuser detectors [34, 101, 187, 199] and subtractive interference cancellers
[68, 201]. Many of the proposed detectors assume perfect knowledge of
the channel amplitudes, the propagation delays, and/or the carrier phas-
es which, in practice, need to be estimated. Inaccurate estimates will
degrade performance of the multiuser detectors, although the detectors
will still perform better than their conventional counterparts [172, 206].

The need for accurate parameter estimates in the presence of MAI
have spawned the development of joint multiuser detectors/parameter
estimators [78, 133]. In addition, near-far resistant parameter estima-
tors for constant or slowly varying channel amplitudes and delays have
been developed based on signal subspace techniques [8, 174]. These
have been extended to the case of multipath channels with constant
channel taps and delays in [7]. An extension to time-varying channel
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amplitudes with constant or slowly varying time-delays was developed
in [173]. An method that extended the subspace methods to estima-
tion of time-varying delays was given in [81]. The development of code
acquisition using interference cancellation was presented in [153], while
code tracking of time-varying delays based on the DLL combined with
MAI cancellation have also been developed [89, 205]. From the results
of Chapter 5 and the results of the previous section, we find that near-
far resistant parameter estimators are applicable not only for CDMA
detection, but can also be useful for time-based radiolocation in CDMA
cellular networks.

In the following section, we extend the development of multiuser pa-
rameter estimators for joint estimation and tracking of time-varying am-
plitudes and time delays. We approach the problem from a system iden-
tification point of view where an adaptive filter is used to approximate
the output of the channel. Due to the nonlinear nature of time delay
estimation, a nonlinear filtering approach to estimation was used. The
unscented filter (UF) by Julier et al [82, 83] is employed which is an
extension of the standard Kalman filter (KF) to nonlinear systems and
does not approximate the nonlinear estimation problem with a linear
one as does the extended Kalman filter (EKF). Thus, there is no need to
calculate Jacobian matrices. The complexity of the algorithm is greatly
reduced from that of the standard EKF, making it applicable to estima-
tion of closely sampled waveforms.

2.1 DEVELOPMENT OF THE ESTIMATOR
We consider a CDMA system with K users as illustrated in Fig. 2.4.

The channel model considered here does not incorporate multiple taps
of the wideband channel model as presented in Chapter 2. Rather, only
a single tap channel model (M = 1) is considered. However, the results
of this chapter can easily be extended to the multiple tap channel model
as done in [76] for a single-user system.

2.1.1 PROBLEM FORMULATION
Given the samples of the received signal from equation (2.24), we

wish to obtain minimum variance estimates of the unknown parameters
and for which are given by
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where denotes the set of received samples
Let the unknown parameters be represented by the 2K × 1 vector

where and and we have dropped the
time dependence for notational convenience. The channel amplitudes
and propagation delays of the K users are assumed to obey a Gauss-
Markov dynamic channel model, i.e.,

where and are the K × K state transition matrices for the ampli-
tudes and delays, respectively. The noise vectors, and are K × 1
mutually independent Gaussian random vectors with zero mean and

where and are the K × K covariance matrices
of the process noises and respectively, and is the Kronecker
delta function which is unity when and is zero otherwise. We note
that the form of in (6.53) corresponds to a Rayleigh uncorrelated
scattering model for the channel [76].

Using equations (6.52) through (6.54) we can write the state model
as

where

is the 2K × 2K state transition matrix and is
the 2K × 1 process noise vector with zero mean and covariance matrix

The scalar measurement model follows from the sampled received signal
of (2.24) by
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where, from (2.24) with M = 1, the measurement
and

Hence, our goal is to find the 2K × 1 joint estimator

with estimated error covariance

A well-known means of forming the minimum variance estimate is the
Kalman Filter (KF) [2], which is given in Appendix B. When the
state and measurement models are linear in the unknown parameters,
the traditional Kalman filter provides the minimum variance estimator.
However, the application of the KF to nonlinear systems can be difficult.
The most common approach is to use the EKF which simply linearizes
all nonlinear models so that the traditional KF can be applied. The EKF
is based on the assumption that the models are locally linear, and if they
are not, the filter can diverge. Additionally, the linearization process re-
quires the derivation of Jacobian matrices. In the next section, we will
explore a nonlinear filtering alternative to the traditional EKF, known
as the unscented filter, which overcomes these two main difficulties.

2.1.2 THE UNSCENTED FILTER

The optimal nonlinear filter requires that a complete description of the
conditional probability density be maintained and propagat-
ed in time. Unfortunately, the exact description of the density requires a
potentially unbounded number of parameters, such as moments. A good
approximation to this approach, but with greatly decreased complexity,
is the UF developed by Julier and Uhlmann [83]. The UF yields perfor-
mance equivalent to the KF for linear systems, and generalizes nicely to
nonlinear systems without the linearization steps required by the EKF.
The UF update equations follow from the standard KF which is given in
Appendix B. However, the computations of the means and covariances
are changed to allow their proper transformation through the nonlinear
equations, as we now describe.

The fundamental component of the filter is the unscented transforma-
tion which provides a method for calculating the statistics of a random
variable which undergoes a nonlinear transformation [82]. The transfor-
mation uses a set of appropriately weighted points to parameterize the
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mean and covariance information while permitting the direct propaga-
tion of that information through a set of nonlinear equations. The set
of points (called sigma points) are chosen such that their sample mean
and sample covariance are and respectively. For an

state space, a set of points is necessary and sufficient to
form a discrete distribution which is symmetric and has the same mean
and covariance as a given state estimate [132]. The UF update equations
for our problem are briefly described below.

The set of 4K sigma points, is computed from the 2K × 2K
matrix by taking its columns from The
choice of the parameter will be discussed at the end of this section.
The translated sigma points are then formed from

where is the column of This provides us with points
which completely describe the mean, and covariance, The
translated points are transformed using the state transition matrix:

The predicted mean and the predicted error covariance are
then found by

where and for By
passing the translated sigma points through the nonlinear observation
function

from which we are able to form the predicted estimate
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From (B.9), we see that the form of the innovation covariance is given
by

With the formation of the cross-covariance matrix of and which
can be found by

the Kalman gain matrix, can be found according to (B.8).
Finally, the parameter estimate and the the error covariance matrix are
updated according to (B.6) and (B.7), after which the process repeats.

The term provides an extra degree of freedom to fine tune the higher
order moments of the approximation, and hence, can be used to reduce
the overall prediction errors. When is assumed to be Gaussian, a
useful choice for this quantity is where is the dimension of
the state space, which minimizes the mean squared error up to fourth-
order [83]. Also, can be chosen to reflect other probability distributions
as well. However, if as it is in our case for the predicted
covariance may be non-positive semidefinite. In this case, it is possible to
use a modified form of the algorithm by computing the mean as before,
but setting for the predicted covariances [82].

2.2 CRAMÉR-RAO BOUND
The CRLB provides a lower bound for the covariance matrix of the

estimation error for any unbiased estimator [5]. Suppose that is an
unbiased estimator of a vector of deterministic unknown parameters
hence, According to the CRLB, the estimator’s covariance
satisfies

where J is the 2K × 2K Fisher information matrix given by
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and is the likelihood function of the received data vector with
respect to

We define a L × 1 vector of received samples as
Using (2.25), we can write

where

Since is a vector of independent Gaussian random variables, we find
that the likelihood function of given can be expressed as

from which the log-likelihood function directly follows:

where C is some constant. From Appendix C, we find that the Fisher
information matrix, J, can be written as a 2 × 2 block matrix:

where the K × K matrices of each block are given by

The K × K matrix where denotes the diagonal
matrix composed of the elements from the vector and is the
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vector of derivatives defined by

where

and Consequently, from (6.83)–(6.85), the CRLBs
for the estimator of the amplitudes and delays is given by (C.13) and
(C.14) in Appendix C:

The CRLB of the amplitudes and delays for each user is given by the
appropriate diagonal element of each CRLB formula. It is desirable that
the performance of the developed estimator/tracker approach or meet
the CRLB. Whether the algorithm based on the UF approach meets the
CRLB will be shown in the results of the next section.

2.3 SIMULATION RESULTS
We now examine the performance of the UF for making parameter

estimates for a multiuser detector. We simulate a two-user scenario
where the users’ PN spreading codes are chosen from the set of Gold
codes of length 31 and generated by the polynomials and

The SNR (signal-to-thermal noise ratio) at the receiver
of the weaker user was 10 dB. For the state model, the augmented state
transition matrix of equation (6.60) was chosen to be
Also, the process noise covariance matrix was Unless
otherwise noted, the SNR for the weaker user is set at 10 dB and the
oversampling factor is One aspect about using Kalman filters or
the unscented filter is that they require proper initialization. Depending
on the problem, the initial guesses may need to be close to the correct
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value for convergence. However, many multiuser parameter estimators
are found in the literature, such as those discussed at the beginning of
this section. These methods can usually provide a delay estimate near
the true delay and good channel amplitude estimates. For the simulation
results, we assume such an initial estimator is used to start the tracking
algorithm fairly close to the true values. Furthermore, we note that the
data bits, are not included in the estimation process, but are
assumed unknown a priori. In the simulations, we assume that the data
bits are available from decision-directed adaptation, where the symbols

are replaced by the decisions  (Fig. 6.9).
Figs. 6.10 and 6.11 show the estimation error for constant amplitudes

and time delays for perfectly power-controlled (equal power) users. It
is seen that both users are able to accurately converge to the correct
amplitudes and delays. The results for the same set of assumptions,
but with a near-far ratio of 20 dB are shown in Figs. 6.12 and 6.13.
Again, the estimator is able to accurately converge to the correct values
of the parameters. The ability of the estimator to track time-varying
parameters is shown in Fig. 6.14 where the time-delays linearly decrease
(increase) for the weaker (stronger) user. The near-far ratio was 20 dB.
Although the amount of change of the time delays for each user does not
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appear to be significant in the figure, we note that the users’ time delays
change by and over 100 samples, with Assuming the
propagation speed is the speed of light in a vacuum and
that then each user has moved distances of 150,000 m and
200,000 m over a time span of 50 msec. Such great changes of distance
in such a short time span are not likely to occur in practical situations.
However, the estimator was able to converge and track the parameters
in such a harsh scenario.

The tracker for a two-user system was also simulated for a fading
channel where the amplitudes are time-varying, but the delays remain
constant. A simple channel model was assumed for each user with a
single tap (flat fading). The bit rate was assumed to be
with N = 31. The fading tap for each user was implemented by Jakes’
fading simulator with 8 oscillators [80], and normalized so that the av-
erage amplitude was unity. The average received SNR for each user
was set to 5 dB. The tracking performance of the multiuser tracker is
shown in Fig. 6.15 for each user with a Doppler frequency of 50 Hz
for User 1 and 100 Hz for User 2. The figure shows the magnitude of
each user’s complex channel amplitudes. As the figure indicates, the
estimator/tracker is able to accurately track the time-varying ampli-
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tudes of each user, even for fast fading rates of 100 Hz (Doppler). We do
note, however, that the variance of the estimator does appear to increase
slightly as the fade rate increases. Also, although the average near-far
ratio is 0 dB, the instantaneous ratio varies drastically due to the fading
of the channel since there is no power control. As shown in Fig. 6.16,
the instantaneous near-far ratio, with respect to the second user, varies
at any time from -20 dB to +20 dB. In spite of the varying powers, the
tracker is still able to provide excellent performance.

To further quantify the performance of the estimator, the mean-
squared-error (MSE) from simulation of the estimator is compared to
that predicted by the CRLB. The CRLB was evaluated for a two user
system where user-1 was the desired user. In near-far situations, the
first user is the weaker user. For comparison with the CRLB results,
an ensemble average squared error was computed for the estimates as
follows:
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where and denote the MSE of the amplitude and
delay, respectively, of the desired user (user-1) at iteration of the esti-
mator, is the number of ensemble samples used to form the MSE and

and are the estimates of the amplitude and delay at time
of the member in the ensemble. Note that the CRLB is dependent

on the realizations of and Thus, the CRLB that is plotted
in the remaining figures is averaged over several simulation runs.

The performance of the estimator compared to the CRLB is first e-
valuated versus the SNR of user-1. The number of ensemble samples
was chosen to be The MSE terms defined in (6.90) and (6.91)
were computed for the parameter estimates formed after 70 iterations
of the filter. Figs. 6.17 and 6.18 show the MSE of the estimates of the
amplitudes and time delays, respectively, against the SNR of the first
user. Also shown is the CRLB for the first user. Curves are shown for
near-far ratios of 0 dB and 20 dB. We find that the computed MSE is
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greater than the CRLB indicating that the estimator is not efficient1.
The figures indicate that there is a slight increase in the MSE as the
near-far ratio is increased. We would expect a truly near-far resistant
estimator to be unaffected by the near-far ratio. In addition, although
the CRLB decreases quickly to zero as the SNR is increased, the MSE
of the estimator for both the amplitude and time delays decreases much
slower and seems to exhibit a MSE floor. The floor results from the
interference of the other user which dominates when the noise power is
low. Since the estimator is not fully near-far resistant, the MSE floor is
produced. It is evident that the increased power of the second user is
treated as increased noise compared to the case of equal power users. If
the MSE for the stronger user were shown, we would find a decrease in
MSE from the equal power case.

Finally, we compare the performance of the estimator as a function
of the number of samples used for the estimates. Figs. 6.19 and 6.20
show the change of the MSE with time for the amplitudes and delays of
the weaker user, respectively. Again, the number of ensemble samples

1An efficient estimator is one that satisfies the CRLB with equality [5].
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used to form the MSE estimates was 300. The SNR of the weaker user
is 5 dB. As expected, the MSE is reduced as the number of samples is
increased. However, the MSE for the estimator will approach the steady
state for the MSE, while the CRLB continues to zero. Also, as the filter
is allowed to track the channel amplitudes and delays, the MSE for the
near-far scenario begins to approach the MSE for the
equal power scenario. Thus, the figures indicate that allowing the filter
to operate for a long enough period of time results in an MSE that is
independent of the powers of the users.

3. SUMMARY
This chapter has evaluated the effect that MAI has on conventional

methods of time delay estimation. The analysis showed that MAI has a
drastic affect on the performance of the conventional NC-DLL. If these
methods are used to provide ToA estimates for location, the accuracy
of the location method will suffer also. A few estimators were reviewed
which sought to accurately estimate and/or track the delay in MAI. A
method for tracking time-varying delays and channel amplitudes was
developed and simulated to show good performance in MAI.
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Chapter 7

ANALYSIS AND MITIGATION OF NLOS
EFFECTS

NLoS propagation has been identified as one of the primary fac-
tors that limit the accuracy of the time-based location systems [16, 18,
19, 154, 197]. The typical error introduced by NLoS propagation has
been measured in the GSM system which indicates that the NLoS error
can average between 500-700 meters [154], These results also apply to
CDMA and other cellular systems as well since they are dependent on the
physical environment, not the system deployed. For time-based systems,
NLoS propagation introduces a bias to the ToA and TDoA measure-
ments which the location algorithms are not designed to handle. Con-
sequently, the location estimates produced by NLoS corrupted measure-
ments will be in error from the true position of the MS.

All of the radiolocation techniques discussed in Chapter 3 require
that a LoS path exist between the MS and BSs in order to obtain high
accuracy. However, in cellular networks, it is unlikely that LoS path
exists between a MS and its serving BS, especially in macrocells, not
withstanding the surrounding BSs that are needed for location. Conse-
quently, the measured ToAs (or TDoAs) reflect propagation distances
that are greater than the actual distances between the MS and each BS,
as was illustrated in Fig. 3.8.

Several authors have presented algorithms for computing location es-
timates from noisy TDoA or ToA measurements based on linear and
nonlinear LS methods as reviewed in Chapter 4. For accurate loca-
tion estimates, these algorithms usually assume that a direct path exists
between the transmitter and receiver. The LS methods are used to cal-
culate the position of a MS from a single measurement at several BSs.
Multiple measurements can be included by increasing the length of the
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measurement vector. In order to track the position, iterative procedures
such as recursive least squares (RLS) or EKF can be employed.

In this chapter, the effect of the bias that is introduced into the time-
based location algorithms by NLoS propagation is analyzed. Two of
the more popular algorithms in the literature, LS with Taylor series
linearization (ToA and TDoA) and the pseudomeasurement algorithm
(TDoA only), are studied in the analysis. In Section 1, the bias that
results in the location estimate due to NLoS propagation is mathemati-
cally derived for each algorithm. In Section 2, methods to mitigate the
NLoS problem are examined.

1. ANALYSIS OF NLOS EFFECTS
NLoS propagation corrupts the ToA and TDoA measurements that

are made at the BSs. Determining the extent to which accuracy is affect-
ed is necessary in order to understand whether these location methods
can be employed “as is” in wireless radio systems. If they are robust,
then little needs to be changed. However, if the errors are significant,
then new approaches need to be developed to mitigate the NLoS effects.

1.1 TIME-BASED RADIOLOCATION
METHODS

A brief review of the LS algorithms based on linearization and pseu-
domeasurements is necessary before beginning the analysis. Below, we
provide more details of the two algorithms than were given in Chapter 4.

1.1.1 TOA AND TDOA EQUATIONS
The ToA location method considered in this chapter is based on the

estimation of the time of transmission, as well as the location of the
MS, For TDoA, the time of transmission need not be known, so only

is estimated. The generic parameter vector will be used to denote
the unknown quantities for both location schemes in order to present
general results. However, it should be kept in mind that
for ToA and for TDoA.

Recall from Chapter 4 that the arrival time of a signal is modeled by

where (7.1) differs from (4.39) by the inclusion of the unknown time of
transmission. The TDoAs are modeled by
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where is the distance between the MS and BS and, without
loss of generality, we have referenced the TDoAs to the first BS.

1.1.2 LOCATION ESTIMATION ALGORITHMS
The methods to be examined use the LS technique to form the location

estimate from a single set of noisy measurements from BSs [43, 44,
158, 180]. Recall from equation (4.62) that the vector of noisy
measurements, in general form, can be expressed as

where is the vector of measurements, either ToA or TDoA. Note
that is dependent on the unknown parameter vector although it
is not shown explicitly above. The function depends on whether
the location algorithm uses ToA or TDoA measurements. For ToA

according to (4.67), and for TDoA

according to (4.63). The equations for and are given in
(4.64) and (4.65), respectively, and are repeated here for the reader’s
convenience:

where the dependence of and on has been removed to simplify
the notation.

The weighted least squares (WLS) estimate is then formed by min-
imizing the quadratic cost function defined along the lines of equa-
tion (5.6):

The weight matrix W can be chosen to achieve the ML estimate with
In the analysis that follows, we will assume that W = I

for simplicity. We will discuss using the weight matrix to combat NLoS
error in Section 2.

We note that is a nonlinear vector function in the unknown
In Chapter 5, a nonlinear LS method to solve for the unknown quantity
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was applied. A gradient search minimization technique was used to
find the minimum of Another approach that was mentioned in
Chapter 4 linearizes about a reference point [43, 180], We will
examine the this linearization approach for ToA and TDoA because it
is a popular algorithm and because of its simplicity which makes the
following analysis of NLoS bias effects more tractable.

In Chapter 4, it was shown that using a Taylor series expansion of
about some and keeping only the first two terms, the LS esti-

mator can be shown to be equal to [180]

where is the Jacobian matrix of  evaluated at with
for ToA and for TDoA. The Jacobian matrix can be shown

to be

for ToA, and for TDoA

If we cannot be confident in the linear approximation by Taylor series
expansion, an iterative approach can be used [43] for however, we will
assume that is close enough to that the approximation is accurate.

In order to avoid errors with linearization in the location algorithm
as applied to TDoA, alternative algorithms have been developed [44,
136]. As discussed in Chapter 4, these algorithms estimate the location
through the use of pseudomeasurements, which are actually known func-
tions of the TDoA measurements. The pseudomeasurements are formed
by squaring the TDoA measurements and algebraically manipulating the
equations to arrive at the result in (4.79) which is repeated here:

where the vector and the matrix are defined in equations (4.77)
and (4.76), respectively. The vector contains the pseudomea-
surements.
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Following the procedure in Chapter 4, the LS solution obtained from
the pseudomeasurement algorithm is

where is a projection matrix with in its
null space and Z is a circular shift matrix.

It is interesting to note that the methods presented above are appro-
priate when a single measurement is available at each BS. More mea-
surements could be incorporated by increasing the length of the vector
D for ToA and the vector or for TDoA and making the necessary
algorithmic adjustments. When it is desired to track the position of a
moving MS, frequent iterations of the algorithm are necessary. More
appropriate methods for tracking are based on iterative algorithms such
as the RLS algorithm or Kalman filtering. Due to some fundamental
similarities between the RLS and the Kalman filtering algorithms, we
will limit this brief discussion to the linear KF and the EKF.

Application of the Kalman filtering algorithms is a simple extension
to the above derivations. To apply the Kalman filtering algorithms, we
must first specify the state and measurement models. The state model
can assume the form

where is a zero-mean Gaussian noise process with covariance
The measurement models have already been given in (7.1) for ToA

and in (7.2) or (7.11) for TDoA depending on which algorithm is used.
With these models, straightforward application of the standard EKF or
linear KF are all that is required. The analysis that follows will not
address KF or RLS implementations for location tracking. The details
of the KF filter equations are summarized in Appendix B.

1.2 EFFECT OF NLOS ERROR
1.2.1 DERIVATIONS

The error from NLoS propagation manifests itself as a bias on the ToA
and TDoA measurements. Hence, the measurement model presented in
equation (7.3) must be altered according to the following:

where the bias term has been added and the appropriate replacements
are made for and for ToA and TDoA. It has been suggested
that the TDoA method provides some inherent protection from NLoS
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bias. This is because of the differencing that is used. A better under-
standing is obtained if we view TDoAs as simply the differences of ToAs.
If the BS and the reference BS experience bias of similar magnitude,
differencing will nearly eliminate the bias seen by the TDoA algorithm.

To compute the effect of the NLoS error on the first algorithm, we use
the standard definition of the estimator bias given by
[167]. Applying this definition to the estimator of equation (7.8), we get

where we have used The first three terms in the brackets
are the error introduced by linearization which we will assume to be
negligible so that the bias is given by

Thus, if the measurement bias is small, the resulting location estimate
bias will also be small. Note also that the bias is dependent on the choice
of the point around which the Jacobian matrix is formed, through
the quantity

The computation of the bias introduced by NLoS error into the pseu-
domeasurement algorithm, based on TDoA, is more complicated since
the measured TDoAs, which are corrupted by the bias, are squared to
form the pseudomeasurements, In the following, the bias caused by
the zero-mean measurement noise, is assumed to be negligible com-
pared to the NLoS bias, This is a reasonable assumption as the bias
associated with the BS, was shown in [154] to be much greater
than the measurement noise,

Let the measured TDoA be represented as where is the
true value. The location estimate when is used instead of is given
by where is the error. Likewise, the biased range
estimate is denoted by Thus, we seek to compute the
bias since we are ignoring random measurement
noise, so that is assumed constant. Inserting into equation (7.11),
we have
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where denotes the component by component product of the vectors
and Since we see that

Projecting the matrix equation above with the projection P gives

Thus, to determine the bias we must determine An
expression for was derived in [158] where it was shown that

where Using the measured
values of and we can show that

With this result, we can compute the bias, from equation
(7.19) which gives

which requires substitution of from (7.21).

1.2.2 DISCUSSION AND COMPARISON
In order to see quantitatively the effect of the bias introduced by NLoS

propagation, we consider a BS layout according to Fig. 7.1, where we
have shown five BSs and the position of the MS. It has been shown exper-
imentally that the NLoS error on range estimates is randomly distributed
with support on the interval [0 m, 1300 m] with a mean of approximately
500 m in GSM systems [154]. We would expect that this would be the
case in other systems (e.g., CDMA and TDMA) as well since the NLoS
error is a function of the environment, and not of the system implemen-
tation, as the standard measurement noise would be. Table 7.1 shows an
example comparison of Taylor series algorithms for both ToA and TDoA
(labeled and the pseudomeasurement algorithm (labeled for
different numbers of BSs and NLoS error vectors. The results for the LS
algorithm based on Taylor series expansion only used a single iteration.
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The TDoAs, for simplicity, are computed from the differences of mea-
sured ToAs relative to the first BS. A NLoS error vector, is added to
each To A; thus, the NLoS error vector for the TDoA algorithms can be
formed by differencing the elements in The system measurement noise
is assumed to be zero in order for the location error to be completely
determined by the NLoS bias. The NLoS error vectors for
are:

For each the MS was located at and
for ToA. For the Taylor series algorithms, the initial guess, for the
location was taken as the center of the BSs used for location and

The table shows that the Taylor series based algorithm
experiences much less of a bias than the pseudomeasurement algorithm.
This is because of the squaring of TDoA measurements that is done to
form the pseudomeasurements. Also, the TDoA-based location biases
appear to be worse than those produced by the ToA algorithm.

To further illustrate the effect of the NLoS bias on location estimation
error, Figs. 7.2 and 7.3 plot the cumulative distribution functions (cdf’s)
for 10000 simulated location and bias vector scenarios for both the Taylor
series and the pseudomeasurement algorithms. The location of the
MS was randomly placed among the BSs in Fig. 7.1. The 3, 4, or 5
BSs nearest to the MS were used for the location process. Since no
measurement noise is considered, the location error is simply given by
the location estimate bias. The NLoS bias for each BS was chosen to
be randomly distributed according to a clipped Gaussian distribution
with support on [0 m, 1300 m] and a mean and standard deviation of
500 m and 436 m, respectively, as indicated by the measurements in
[154]. Fig. 7.2 shows that the ToA and TDoA algorithms based on the
Taylor series approximation perform nearly the same for 3 BSs; however,
for more than 3 BSs, the ToA algorithm performs slightly better than the
TDoA algorithm, on average, in the presence of NLoS propagation error.
The mean location error, as indicated by the curves, ranges from 250 m
for ToA with 5 BSs to 400 m for ToA with 3 BSs. Thus, more information
through the use of more BSs, even though their measurements may be
greatly in error, improves the performance. The FCC requirements of
125 m accuracy are only met between 12% to 19% of the time depending
on the number of BSs used.

Fig. 7.3 indicates that the pseudomeasurement algorithm performs
much worse with NLoS corrupted measurements than the Taylor series
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algorithm. The mean error for 4 BSs is 1200 m and for 5 BSs is 900 m.
The FCC requirements are only met in 3% to 4% of the cases. Again,
the larger errors result from the squaring operation that is used to form
the pseudomeasurements.

Finally, we note that these results are for the geometry of the BSs
and MS as specified above since the estimation bias is dependent on the
geometry of the scenario according to the GDOP. When these algorithms
are put in iterative form by using the KF and/or EKF, the mathematical
analysis proves to be very difficult. However, we would expect those
estimators to converge to near the same estimates, and thus experience
approximately the same bias.
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2. NLOS MITIGATION TECHNIQUES
As the results of the previous section indicate, the error introduced by

NLoS propagation causes a large bias in the location estimates. This im-
pairment manifests itself in any communications system which does not
maintain LoS propagation between the transmitter (MS) and receivers
(BSs). In order to provide more accurate location estimates, measures
must be taken to reduce or remove the effect of the bias.

Very little research can be found in the literature that addresses the
problem of NLoS propagation. In this section, we discuss two methods
to mitigate the error caused by NLoS propagation. The first, LoS re-
construction is based on the work of Wylie and Holztmann [197] which
adjusts the corrupted measurements based on a time-series of range esti-
mates. The second approach, NLoS measurement weighting, extends the
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weighting method introduced in Chapter 5 to a recursive least squares
(RLS) formulation.

2.1 LOS RECONSTRUCTION
The concept of reconstructing LoS range measurements from NLoS

corrupted measurements was introduced in [197]. The range measure-
ments, obtained from the transponding of a signal by the MS back to a
BS, are modeled in a similar manner to equation (7.14) where is
defined in (4.63) for ToA, and not (4.67) as the analysis of the previous
section assumed. The range measurements are made at times At
each BS, the range measurements are smoothed by modeling the range
estimate at time by an polynomial

where the coefficients are solved for by the LS method. Hence,
the smoothed measurements are represented as

which can be used to estimate the standard deviation of the range
estimates by

Since the standard deviation of the range measurements is much higher
for NLoS than LoS propagation as shown by measurements in [154],

can be used to determine if a BS is LoS or NLoS. From the data
in [154], for LoS measurements is on the order of 150 m while it is
approximately 409 m for NLoS-corrupted measurements. Thus, a simple
hypothesis test can be used to determine the LoS and NLoS BSs based
on these a priori statistics. To ensure that the correct decision has been
made, a residual rank test was developed [197].

From knowledge of the a priori range error distribution at the BSs,
such as that in [154], the LoS range estimates for NLoS BSs can be
reconstructed. Assume that the standard measurement noise at BS
has support on and that the bias seen by BS has support
on Location reconstruction is accomplished by first smoothing
the time history of range measurements and comparing the smoothed
measurements with the actual measurements. Since NLoS propagation
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introduces a large positive bias into the range estimates, the
curves of the smoothed and measured ranges will be shifted up by an
amount equal to the bias as compared to the true LoS ranges. The
maximum deviation of the measured ranges below the smoothed ranges
gives an estimate of at time Consequently, by shifting
the smoothed range measurements down so that it passes through this
point of maximum deviation and then shifting it back up by our a priori
knowledge of  the resulting smoothed curve is an estimate of the LoS
ranges.

For this application to be applicable, the a priori statistics of range
measurement errors, particularly the value of need to be known.
This is dependent on the measurement hardware and methods used to
estimate the ToAs. This approach depends on the prospect of having one
of the raw range measurements based on a LoS signal. For the maximum
deviation of the raw measurements below the smoothed measurements to
be an estimate of the bias from NLoS propagation must be
zero at time If there are no times where this occurs, the adjustment
will be to a set of ranges based on the smallest bias incurred.

2.2 NLOS MEASUREMENT WEIGHTING

An alternative method to mitigate NLoS bias effects is to examine the
effect that the weights of the ToA location algorithm in Chapter 5 have
on performance. It was shown in that chapter that the weights can be
chosen to minimize the error. The performance improvement that can
be obtained by proper weighting of the NLoS corrupted measurements
is illustrated in Fig. 7.4, where a three BS macrocell scenario has been
assumed. The horizontal lines correspond to the case when all BSs (both
LoS and NLoS) are equally weighted in the algorithm. The remaining
two curves correspond to the case when the LoS BS is given unity weight,
while the NLoS BS weights are varied from 0.1 to 0.9. It is seen that the
performance is improved over equal weighting of the LoS and NLoS BSs.
For small weights, the improvement is significant when at least one BS
is LoS. If none of the BSs are LoS with the MS, then the performance
is very poor regardless of the weights used. The figure indicates that
improved location results are only possible when at least one of the
BSs is LoS with the MS. In the following, the algorithm developed in
Chapter 5 is extended to a location tracking algorithm based on the RLS
method.
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2.2.1 RECURSIVE WEIGHTING ALGORITHM

In this section, we develop the iterative extension of the NLoS weight-
ing technique introduced in Chapter 5. Such a technique will allow the
detection of NLoS BSs as the MS moves about a cell and provide a
means of mitigating the effects of the NLoS biases on the location es-
timate. The development that follows only considers the problem of
ToA location, although it can be easily generalized to the other location
methods.

As in Section 1.1.2, we write the noisy ToA measurements in
vector form according to equation (7.3), which is repeated here for con-
venience,
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where is defined in equation (7.4). We define the error between
the model and the measured ToAs at some measurement time by

From this, we form the weighted cost function at time with

where and are the elements of
and respectively, is an element of the weighting matrix W,

and is a “forgetting” factor which allows weighting of the time history
of measurements. Throughout the rest of this chapter, the dependence
of the error and measurement model on the parameter vector will be
dropped for notational convenience.

The cost function in equation (7.28) can be written in two forms. The
first form groups terms as follows:

where we have the following definitions,

whereas the second form is written as

where is defined in equation (7.27) and we define

where is a diagonal matrix of weights. The
differences in the two forms depends on the grouping of the terms of the
summations. In the following, the location estimator that is developed
is based on the second of the forms above in equations (7.31) and (7.32).
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From the these definitions and the results of the derivation in Ap-
pendix D given in equations (D.13), (D.14) and (D.15), the generalized
WRLS (GWRLS) algorithm is given by the following:

where, analogous to the KF, is the gain matrix, is the
error covariance matrix and is the Jacobian of C defined in e-
quation (7.9). We see that the GWRLS algorithm differs from the s-
tandard WRLS algorithm only by the presence of the term in
equation (D.13).

2.2.2 WEIGHT ADJUSTMENT METHOD
The usefulness of the GWRLS algorithm is its ability to weight the

error vector in order to minimize the impact the NLoS BSs have on the
final location estimate. We consider a MS in motion such that the NLoS
bias statistics over the duration of travel is accurately approximated
by the measured statistics calculated by Silventoinen and Rantalainen
[154]. In [154], it was determined that the standard deviation of the ToA
measurements are much higher for a NLoS BS than for a LoS BS. The
distribution of the bias for a NLoS BS had support on the interval [0 m,
1300 m] with a mean of approximately 500 m and a standard deviation
of approximately 436 m. For a LoS BS, the mean ToA measurement
error was zero with a standard deviation of 150 m. However, for these
statistics to be useful, a MS must not be stationary, as they are the
average statistics for the cell.

By monitoring the standard deviation of the ToA measurement vec-
tor, it is possible to determine which BSs are NLoS. The weighting
matrix W can then be modified to reduce the effect the NLoS BSs have
on the final location estimate. A simple hypothesis test may be em-
ployed such that a BS is declared to be LoS if the standard deviation of
its ToA measurements is less than 300 m, while it is declared NLoS if
the standard deviation of its ToA measurements is greater than 300 m.
Monitoring the standard deviation of the ToA measurements also allows
for adaptation of the weights to account for BSs changing between NLoS
and LoS. A windowing method can be used for monitoring purposes.
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2.2.3 PERFORMANCE SIMULATIONS
To examine the performance of the GWRLS algorithm, we simulated

several location scenarios. Only macrocells were considered using the
deployment of Fig. 7.1. The weights of the NLoS BSs, once determined,
were chosen to be 0.001, while keeping the weights for the LoS BSs at 1.0.
The distribution of the biases for each BS were chosen according to the
distributions discussed in the previous section. The standard deviation
of the ToA measurements were monitored by calculating the standard
deviation over a the previous 100 measurements. Hence, a window of
length 100 was used.

The ToA errors caused by the NLoS bias at each BS was modeled
according to the distribution discussed in the previous section. For a
three BS scenario having only a single BS with a LoS path to the MS,
the results are plotted in Fig. 7.5. The figure shows that the algorithm
is capable of correctly estimating the position of the MS, even if the
convergence is a little slow. Fig. 7.6 shows the results for a scenario where
two BSs are LoS with the MS. Obviously, more accurate information
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regarding the position of the MS is available in this case so that the
convergence is much quicker. A further example of the performance of
the algorithm is its ability to adapt to changes in BSs that have LoS.
Fig. 7.7 shows the results for a scenario in which a BS changes from
LoS to NLoS while another BS changes from NLoS to LoS abruptly at
the 2000th iteration. While it takes a small amount of time in order for
the filter to determine the change from the standard deviation of the
ToA measurements, the algorithm quickly converges back near the true
position of the MS.

3. SUMMARY
In this chapter, we have examined the effect that NLoS propagation

has on two popular location algorithms: LS using a Taylor series ex-
pansion (for ToA and TDoA) and the pseudomeasurements algorithm
(TDoA only). Expressions for the location estimation bias that results
were derived and simulations showed that the results are quite drastic.
Two methods to mitigate the effect of NLoS propagation were presented.
One attempts to reconstruct the LoS measurements from the NLoS cor-
rupted measurements while the other uses algorithm weights to reduce
the contribution of the NLoS measurements to the final location solu-
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tion. Both approaches have their advantages and disadvantages. It is
clear the further work needs to be done in this area to produce accurate
location estimators for cellular radio systems.
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Chapter 8

PROVISIONS FOR LOCATION IN
WIRELESS STANDARDS

In this chapter, we will briefly discuss some of the capabilities that
are available for providing location in present cellular networks.

The location requirements set forth by the FCC must be met not only
by the new digital cellular systems, but the older analog system as well.
With several different wireless systems on the market (AMPS, IS-54/136
TDMA, GSM, IS-95 CDMA), different methods may be necessary to
implement location services in each of those systems. The signal strength
method is often not implemented for cellular systems because of the
large variability of received signal strength resulting from shadowing
and multipath fading (see Chapter 3). AoA requires the placement of
antenna arrays at the BSs which may be extremely costly. The AoA
measurements can be obtained from array signal processing and is not
dependent on the type of cellular system deployed. Unlike AoA, the ToA
and TDoA methods require that timing information be obtained from
the signals transmitted by a MS which may be implemented in different
ways for each cellular system. These two methods may also require strict
synchronization of the BSs. The remainder of this chapter discusses
implementation strategies for the ToA and TDoA location methods in
current and future generation cellular systems.

The most straightforward approach for obtaining timing information
for ToA or TDoA location is the use of signal correlation methods.
Specifically, maximizing cross-correlations between the signals received
at pairs of BSs will provide an estimate of the TDoAs for each pair of
BSs. In the following sections, we will provide a general overview of
the methods by which location systems can be implemented in current
cellular and PCS systems.
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1. AMPS

The MS handsets in the North American analog communication sys-
tems, AMPS, have no capability to provide estimates of location param-
eters for positioning. Consequently, the system must rely on location
using reverse link signaling. The methods that are applicable in this
case are exactly the methods that have been discussed in previous chap-
ters. The two reverse channels used by AMPS are very different in
structure and in the advantages they offer for location. One method by
Trueposition™ of the Associated Group, Inc., uses the reverse control
channel for a TDoA location system [170]. This approach is useful since
the analog cellular telephones transmit on the reverse control channel
even when not engaged in a voice conversation. Unfortunately,the re-
verse control channel cannot be used to locate a cellular phone that
is engaged in a conversation. The call setup messages are sent on the
control channel, but handoff messages are sent on the voice channel to
conserve radio resources. Consequently, the TDoA system must include
the use of the reverse voice channel as a secondary means of location.

2. CDMA

For CDMA, different methods can be used for the reverse link and
forward link. On the reverse link, the timing information for ToA or
TDoA can be obtained using the techniques discussed in Chapter 3.
Since the BSs in IS-95 are synchronized to a GPS time reference, the
time of detection of the signal from the MS can serve as a time-stamp for
the time of arrival. Similarly, segments of the detected signal can be sent
to a central processing office for cross-correlation in order to determine
the set of TDoAs for the BSs, or they can be formed by differencing
the ToAs. The signals for the ToA/TDoA measurements can come from
the reverse traffic channel or the access channel. The reverse traffic
channel could be used for E-911 calls, for example, since a voice call
must be initially made. For other location applications, the location
may be desired when the MS is not actively transmitting. In these cases,
the MS could be prompted to transmit messages on the access channel
in response to commands from its serving BS on the paging channels.
Unfortunately, it may be not impossible to detect the MS transmissions
at other BSs due to the near-far effect, or simply because the other BSs
cannot “hear” them. In this case, it may be possible to have the MS
power up to its maximum power for a short time. However, the use
of the power up function must be limited to emergencies (such as E-
911) in order to avoid excessive interference to other users. Studies have
indicated that if the number of power up events are managed properly,
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the impact on the CDMA system is not catastrophic [53]. Also, if the
number of power up events within the same cell occurs frequently, then
a simple interference canceler at the BS can mitigate the interference
effect.

An alternative for location in CDMA is to utilize pilot monitoring in
the MS on the forward link. To assist in the handoff process, the MS
monitors the strongest pilots from the surrounding BSs. The serving BS
can send a pilot measurement request order (PMRO) causing the BS
to respond with a message which includes the magnitudes of the pilots
in the candidate set as well as the code phase of each pilot relative to
its serving BS [179]. Hence, it is possible to construct TDoA estimates
from these system messages. The accuracy of the TDoA estimates is
dependent on the resolution of the code phase and the synchronization
of the BSs. Fortunately, for IS-95, the BSs are synchronized to a GPS
time reference. However, the code phase resolution is limited to a chip
time, which implies a TDoAresolution (in distance) of approximately
244m.

Finally, the soft handoff, during which the MS communicates with
nearby BSs during a handoff, can be used for location in CDMA systems
as long as at least three BSs are in a soft handoff with the MS. However,
this approach does not provide the coverage necessary to comply with
the FCC requirements since it would only be available when a MS is
near a cell boundary.

3. TDMA
The TDMA based systems also provide timing information in their

system messages that can be used for ToA or TDoA location. The time
alignment parameter in IS-54/136 and timing advance in GSM (both
abbreviated TA) are used by each of those networks to ensure that the
transmissions of MSs arrive at their serving BSs in the appropriate time
slots. Each BS sends the MSs a TA value which is the amount the MS
must advance or retard the timing of its transmissions. Additionally, the
TA serves as a measure of the propagation time between the MS and
BS. The use of TAs can be applied by using forced handovers. When
the location of the MS is needed, the network will force the MS to make
a handover attempt from its serving BS to one of its neighboring BSs.
Once the handoff request is rejected and the MS informs its serving BS of
the rejection, a handoff to another BS can be attempted. This process
can be continued until a sufficient number of TA measurements have
been collected for location.

A primary consideration, then, is the accuracy of the TA. For IS-54,
the timing of MS transmissions are advanced or retarded in units of
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where is the bit duration. Hence, the TAs are accurate to
or 1543 m. For GSM, the TA measurements are reported in units

of bits, with This gives a TA resolution of or 554 m,
in GSM.

An alternative for GSM is to use the observed time difference (OTD)
measurements which are made at the MS without forcing additional
handoffs. The OTDs are used to facilitate handoffs by estimating the
amount the timing of the MS would have to be advanced or retarded
if it were to be handed over to another BS. With a synchronized net-
work, the OTDs could be used to implement a TDoA location system.
Unfortunately, the GSM standard does not require that the network be
synchronized. Thus, some method of BS synchronism or knowledge of
the timing offsets between the BS is necessary. Additionally, the OTD
measurements are made to the same accuracy as the TA measurements,
554 m.

4. SUMMARY
Both CDMA and TDMA-based cellular radio systems offer the possi-

bility of MS location built into the system. However, the resolution that
can be achieved based on system messages such as the PMRO, TA or
OTD are not adequate for the FCC requirements. Because of the high
chip rate and the nice correlation properties of the spreading code se-
quences used in CDMA systems, they currently provide greater potential
than the other systems for accurate location estimates. It is apparent
that the resolution of the timing parameters in the system messages
needs to be improved in order to provide more accurate estimates of lo-
cation. Improving the accuracy of the PMRO and OTD measurements
requires modification of the MS handset since those parameters are mea-
sured in the MS. When using TAs for ToA location, improvements only
need to be made at the BSs. For more information, interested readers
are referred to [154] and several articles in [74].



Chapter 9

CONCLUSIONS & FUTURE DIRECTIONS

The purpose of this book was to provide an overview of applications
and technologies for wireless location in cellular networks, particular-
ly CDMA systems. Using the method of radiolocation, the perfor-
mance of wireless location in CDMA cellular radio systems was evaluated
and possible solutions to the major impairments of those systems were
presented. Performance simulations were completed which showed the
effect of the number of BSs used for location and the propagation con-
ditions on the location system. Multipath propagation, MAI and NLoS
propagation were identified as the major sources of error. The effect
of MAI on location systems using conventional methods for ToA esti-
mation was analyzed and multiuser parameter estimator/trackers were
discussed as possible solutions. The trackers are designed to perform
well in multipath fading and near-far environments. Also, the effect of
the measurement bias introduced by NLoS propagation was analyzed for
two well-known location algorithms. To mitigate the effect of the bias,
two approaches were discussed: one based on LoS reconstruction and the
other based on reducing the influence of NLoS corrupted measurements
to produce more accurate location estimates.

1. SUMMARY OF BOOK

In the following, detailed summaries are provided for the material pre-
sented in this book followed by a discussion of future work possibilities.



1.1 PERFORMANCE OF LOCATION IN
CDMA SYSTEMS

Subscriber location in CDMA cellular networks was investigated for
both macrocellular and microcellular deployments. For range estima-
tion, it was seen that location error and standard deviation increases
with increasing shadow standard deviation and decreasing Un-
der conditions of moderate delay spread, the tracking performance of the
DLL can be improved by using a smaller early-late discriminator offset,

For 2-D location, the location error is reduced by increasing the
number of BSs used in the location process. For macrocells, the uncon-
strained NL-LS ToA method outperforms the AoA method for a small
scattering radius, while the the AoA method performs slightly better
for a large scattering radius. In all cases, the constrained NL-LS ToA
method performed best.

It should be noted that the AoA-based location results depend on the
method chosen for generating the AoAs, namely, reflection from a ring
of scatterers about the MS. A different method for generating the AoA
distribution, may produce different results. For microcells, the
AoA method may be inappropriate so only the ToA method was used.
Again, using more BSs decreases the error and using small weights for
the NLoS BSs provides good error reduction.

The ToA method relies on a NL-LS solution. This was obtained here
by using the steepest descent method, chosen for its simplicity. Better
methods for locating the minimum of a least squares surface could be
employed, such as the Levenberg-Marquardt method, to improve the
convergence time and possibly the accuracy of the location estimates.

1.2 EFFECTS OF MULTIPLE-ACCESS
INTERFERENCE ON WIRELESS
LOCATION

The effects of multiple-access interference on the performance of the
NC-DLL were examined. The criteria evaluated were the MTLL and
the rms tracking error through the use of both linear and nonlinear
(renewal theory) approaches. As expected, increasing the number of
interferers drastically reduces the MTLL and increases the rms tracking
error. When a single user is received with significantly more power
than the desired user (near-far effect), even in a two-user scenario, the
effects are worse than when there are many users with equal received
strength, showing the importance of good power control algorithms. The
results also show that the use of long PN code sequence lengths provides
the same performance as when there are no interferers present due to
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reduction in the magnitude of the normalized cross-correlation between
two users’ sequences. Consequently, for a fixed number of users, longer
codes may be utilized to improve the tracking performance of the NC-
DLL. The performance gain obtained from longer spreading codes is also
apparent when considering the load of the system.

The results presented in this book are based on the accurate approxi-
mation of the ACF. We have assumed that this is accurate for the family
of PN sequences that are of interest (i.e., Gold sequences,
etc.). It should be noted that more accurate results may be obtained
by use of known cross-correlation properties of families of PN sequences.
For instance, the periodic cross-correlation functions for a family of Gold
codes takes on only three values with known probability [164]. This in-
formation could be used to tailor the analysis for Gold codes, but would
not be applicable for other families of codes. The analysis in this book
is intended to be generally applicable to all families of PN codes.

The results from the ACF approximation were compared to those
obtained from the Gaussian approximation for the MAI. It was shown
that the Gaussian approximation was not accurate for high SNRs, short
spreading codes, when there are a few interferers, or when a single user
dominates the interference. These results also confirm other studies in
the literature.

To mitigate the problem of MAI, solutions based on multiple-user
parameter estimators and trackers were discussed. These estimators
provide the ability to accurately estimate and/or track parameters, such
as time delays, accurately in MAI. We presented a parameter estimator
based on the UF that is capable of estimating and tracking time-varying
channel amplitudes and time delays in MAI. From former performance
evaluations [82, 83], the UF was expected to have superior performance
to the standard EKF. The nonlinear UF avoids the pitfalls of using the
EKF since it does not approximate the nonlinear problem with a linear
one. It also avoids the calculation of Jacobians, which are required for
the EKF. The UF-based estimator was shown to have the ability to con-
verge to the users’ true amplitudes and time delays for equal powered
users and a near-far ratio of 20 dB. It also was capable of tracking time
varying delays in a near-far environment. For multipath fading channels,
the estimator was able to accurately track the time-varying channel mag-
nitudes which were Rayleigh faded with different fade rates. Although
the users in the fading channel simulations experienced extremes in the
instantaneous near-far ratio, accurate tracking was still maintained.

Finally, the MSE of the amplitude and delay estimates were compared
to the CRLB. The lack of dependence of the CRLB for each user on
parameters of the other users indicates that may be possible to find an
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estimator that is near-far resistant. The MSE from the simulations is
much higher than the CRLB, with the near-far situations having slightly
higher MSE then when users are perfectly power-controlled. The MSE
is seen to decrease as the SNR is increased and as the number of samples
that are used for convergence is increased. The results also indicate that
as the number of samples is increased, the MSE for near-far situations
begins to approach that of the power-controlled situation.

1.3 EFFECTS OF NON-LINE-OF-SIGHT
PROPAGATION ON WIRELESS
LOCATION

The effect of the error introduced by NLoS propagation was investi-
gated for different location algorithms. The location estimate bias was
derived for ToA and TDoA location estimators based on a Taylor series
approximation to the measurement model. The bias was also derived for
the pseudomeasurement algorithm. Location tracking algorithms, such
as the EKF and RLS are not analyzed due to the difficult nature of
such a task. However, it is noted that these algorithms should converge
to near the same result as the estimation algorithms. The NLoS error
is shown to introduce a bias that leads to large errors in the location
estimates.

Two approaches for mitigating the NLoS problem were discussed.
The first was based on reconstructing the LoS range measurements in a
ToA location system by using a priori knowledge of measurement error
statistics. The second approach evaluated mitigating the NLoS bias
that corrupts the ToA measurements by using algorithmic weights. As
the results of Chapter 5 indicated, it was possible to reduce the effect
of the NLoS bias by weighting the contribution of the NLoS BSs to
the overall location estimate. The technique was based on generalized
WRLS filtering which was able to locate the position of the MS within
the requirements set forth by the FCC. The method was also capable of
accounting for changing NLoS BSs. Accurate location estimates could
only be obtained if at least one BS (most likely the serving BS) was
LoS with the MS. Also, the technique is only applicable to a moving
MS in order to make use of the statistics of range errors that have been
measured for a cell.

2. SUGGESTIONS FOR FUTURE RESEARCH

Several areas of further research are possible. These mainly address
methods to mitigate the major impairments to accurate location. The
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analyses and solutions to the major impairments presented in this book
are only a starting point.

2.1 MULTIPATH MITIGATION
TECHNIQUES

Methods for improving the accuracy of the ToA measurements in a
multipath fading environment have not been addressed in this book in
order to give more attention to MAI and NLoS propagation impair-
ments. Multipath propagation introduces errors in the ToA measure-
ments. Several approaches can be investigated including frequency do-
main, super-resolution, and other techniques that can identify closely
spaced multipaths.

2.2 MAI MITIGATION TECHNIQUES
Although MAI affects all forms of wireless communications systems,

it is particularly a problem for CDMA systems since all users share the
same bandwidth and are only separated by the use of PN spreading
codes. Multiuser detectors and parameter estimators have been studied
by many investigators to allow acceptable performance in multiple user
systems. Most methods are too complex for practical implementation so
alternative methods are necessary to produce near-optimal performance
with a minimum amount of complexity. For the radiolocation problem,
parameter estimators, as opposed to detectors only, that are near-far
resistant are the main concern.

2.3 NLOS MITIGATION TECHNIQUES
The area that requires the most amount of attention is the problem of

NLoS propagation. The biased measurements that are produced in such
an environment are not unique to CDMA systems. All wireless com-
munications systems face the NLoS problem, unless they are specifically
designed to maintain LoS between the transmitter and receiver(s) such
as GPS. Unless the NLoS bias is accounted for in some way, the location
estimates will be far from the true location, regardless of the accuracy
to which ToA estimates can be made in multipath fading channels and
MAI.

A possible approach is to estimate the bias along with the location
of the MS in order to remove its effect on the measurements. With this
method, the number of unknowns is increased by the length of the bias
vector, which is equal to the number of BSs used for location. Unfor-
tunately, both the state augmentation approach, where the bias vec-
tor is included in the parameter vector to be estimated, and the adap-
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tive Kalman filtering1 approach, which uses multiple KFs each designed
around a particular value of the bias vector, suffer from a lack of ob-
servability of the unknown parameters. Consequently, other approaches
must be developed, perhaps improving the observability of the unknowns
by adding additional measurements or information to the system.

2.4 FORWARD LINK LOCATION
The investigations in this book have focused on reverse link radiolo-

cation where the radio signals are received and processed at the BSs.
An alternative is to apply the same location approaches on the forward
link such that the ToAs (or TDoAs) are measured at the MS. In IS-95
CDMA, it is possible to use the MS’s measurements of nearby BSs’ pilot
signals to form a location estimate [137]. The pilot measurements are
made by the MS to assist in the handoff process. The serving BS can
send a pilot measurement request order (PMRO) causing the BS to re-
spond with a message which includes the magnitudes of the pilots in the
candidate set of BSs as well as the code phase of each BS pilot relative to
its serving BS [179]. Hence, it is possible to construct TDoA estimates
from these system messages. The accuracy of the TDoA estimates is
dependent on the resolution of the code phase and the synchronization
of the BSs. Fortunately, for IS-95, the BSs are synchronized to a GPS
time reference. However, the code phase resolution is limited to a chip
time, which implies a TDoA resolution of approximately 244 m.

Unfortunately, the location estimates obtained with this approach are
not very accurate since the resolution of the pilot measurements is limit-
ed to one chip duration. As the CDMA standard evolves, requirements
for improved resolution of the pilot measurements could be institut-
ed, thus improving the accuracy of the location estimates. For future
generation wireless systems, such as International Mobile Telecommu-
nications 2000 (IMT-2000) and Universal Mobile Telecommunications
System (UMTS), the opportunity presently exists to have the necessary
location functionality specified in the emerging standards. For instance,
accurate pilot signal measurements can be required in the standard mak-
ing forward link location based in the MS possible, without the need of
an overlay system.

1 Adaptive Kalman filtering is also referred to as the multiple-model approach in the literature
[2, 5, 109].



Appendix A
Derivation of

In this appendix, the autocorrelation function, of the total
noise, in equation (6.8) is derived. The total noise process
consists of five components

where the individual components are given in equations (6.9)-(6.13). It
is easy to show that the noise processes are pairwise uncorrelated
and, therefore,

where Proceeding with
each term of (A.2) individually, the first and second terms can be ex-
pressed as [130]

where

Evaluating at gives of equation (6.14).
The derivations of the autocorrelation functions

are more complicated due to the presence of the cross-correlation terms
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in the noise expressions, which we treat as random variables as
discussed in Chapter 6. In forming the autocorrelation functions of these
noise processes, terms of the form need to be evaluated.
Taking and with and
and can be expressed as a random variable in terms of the ACFs

and respectively. For this analysis, we need to examine
two cases: and

Case 1:
Assuming that the cross-correlation between two users’ PN sequences is
independent of the cross-correlation of another two users' PN sequences,
we have

Case 2:
From the noise process definitions through we see that

and will be of the form First, we will consider the case

where which implies that and
Using the definitions above, the expected value of the cross-correlation
product can be shown to be, for

where Next, we consider the case where
namely and such that
Without loss of generality, assume that and

Using and as defined above, only three cases
are possible for and For
the first case, implies that In the second case,

implies that For the final case,
implies that For these cases and using the assumption
that for an integer, we have for

The assumption that the random variable is uncorrelated from
non-zero shifts of itself can be validated by examining its autocorrelation
function. Figs. A.1 and A.2 show a typical autocorrelation function and
an average autocorrelation function of the ACF, respectively, for the
family of Gold codes formed from the preferred pair of of
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length 127 generated by the polynomials and
The average autocorrelation function is formed by averaging over all

correlation functions in the family of codes formed by the preferred pair
above. We see the autocorrelation is small for offsets other than zero;
hence, the assumption is valid. We note that depends
on the values of the random variables and To find their effect
on this quantity, we need to average over their discrete distributions.
Hence, for we need to determine the probabilities for

and These quantities are expressed as:
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where we have used the fact that is uniformly distributed on [0, N).
Following a similar procedure, we have

and

Since and are discrete random variables, then the autocorrelation
functions are given by
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Using the above analysis, the autocorrelation functions for
and can be shown to be:

where

The functions and are defined as follows:
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Appendix B
Kalman Filter Equations

In this appendix, the equations for the EKF algorithm are given. They
are useful for the development of the multiuser parameter estimator in
Chapter 6 and the NLoS mitigation technique of Chapter 7.

Given the state and measurement models for and

respectively, where is the state transition matrix, is the process
noise, is the measurement noise, and is the nonlinear mea-
surement function of the unknown parameter vector the standard
EKF provides an iterative algorithm for computing an estimate of the
unknown parameter vector The process and measurement noise
noise terms are assumed to be independent AWGN process such that

where for and otherwise. The linear update equations
for the state and error covariance are

where is the Kalman gain given by
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and is the innovation where
is the predicted observation. The covariance of the innovation can be
shown to be

The quantity is the predicted cross-covariance matrix be-
tween and

For the EKF, a Taylor series expansion of the nonlinear function,
about the predicted estimate, is truncated to first

order resulting in the presence of the Jacobian, H, in the filter update
equations. In this formulation, the predicted observation is given by

with covariance

The cross-covariance matrix is found to be

Finally, the error covariance in evolves in time according to

Hence, we see that the estimates produced by the EKF are made on the
assumption that the error in truncating the Taylor series expansion to
first order is small.



Appendix C
Derivation of the Cramér-Rao Bound

This appendix develops the Cramér-Rao bound for the signal model
used in Chapter 6. The derivation of the Cramér-Rao bound is based
on computing the gradient of the log-likelihood function with respect to
the unknown parameter vector, as follows:

where is a L × 1 vector of received signal samples and C is a constant.
The gradient is defined to be

For each individual term, of the vector the derivative of with
respect to is given by

where from equation (2.25). Likewise, the
derivative of with respect to is given by
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From the definition in (6.77) and using (C.2), the Fisher information
matrix is found to be

where the K × K matrices of the four blocks are given by

Using these definitions, we can identify the element of each of these
matrices as follows:

where denotes the derivative of the filtered spread-
ing code with respect to the delay
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By defining and as in (6.86), it is easy to show
that

The CRLB for the parameters and are found from the inverse of
the Fischer information matrix which is given by

where CRLB and CRLB are the Cramér-Rao bounds for the chan-
nel amplitudes and delays, respectively. The matrix T is of no interest
to us since it does not influence the CRLBs in which we are interested.
From (C.5) and using the standard result for the inverse of a partitioned
matrix [71], the desired CRLBs are given by
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Appendix D
Derivation of the GWRLS Algorithm

In this appendix, we develop the GWRLS algorithm used in Chap-
ter 7. To facilitate development of the algorithm, we write (7.31) in
matrix form as

where

and

where and are defined in equations (7.27) and (7.32), respec-
tively. Also,

where we note that implicitly depends on through the mea-
surements Hence, the cost function in equation (D.1), using all
information up to time can be expressed as
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From this formulation, we can immediately express the LS estimate of

Since we are interested in a recursive estimator, we partition the vectors
and matrices as follows:

By defining the term in brackets in equation (D.8) as we can write

Using the Sherman-Morrison-Woodbury matrix inversion formula [58],
we can express as

from which we define

Thus,

Applying the result for to the estimate in equation (D.8) and
using the partitioned vectors above, the estimate of at time can
be expressed as
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