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Preface

Dear Readers,

Since the ground-breaking, Nobel-prize crowned work of Heeger, MacDiarmid,
and Shirakawa on molecularly doped polymers and polymers with an alternating
bonding structure at the end of the 1970s, the academic and industrial research on
hydrocarbon-based semiconducting materials and devices has made encouraging
progress.

The strengths of semiconducting polymers are currently mainly unfolding in
cheap and easily assembled thin film transistors, light emitting diodes, and organic
solar cells. The use of so-called “plastic chips” ranges from lightweight, portable
devices over large-area applications to gadgets demanding a degree of mechanical
flexibility, which would overstress conventional devices based on inorganic, perfect
crystals. The field of organic electronics has evolved quite dynamically during the
last few years; thus consumer electronics based on molecular semiconductors has
gained sufficient market attractiveness to be launched by the major manufacturers
in the recent past.

Nonetheless, the numerous challenges related to organic device physics and the
physics of ordered and disordered molecular solids are still the subjects of a contin-
uing lively debate.

The future of organic microelectronics will unavoidably lead to new device-
physical insights and hence to novel compounds and device architectures of en-
hanced complexity. Thus, the early evolution of predictive models and precise,
computationally effective simulation tools for computer-aided analysis and design
of promising device prototypes will be of crucial importance.

With regard to novel developments and challenges, the organizers of the SIS-
PAD 2007 conference decided to organize an “Organic Electronics” Companion
Workshop. World leading experts have been invited to Vienna to present their cur-
rent work on this fascinating and important field of research. Subsequent to the
workshop, all participants, together with those scientists who which were regret-
tably unable to join the conference, have been invited to contribute a chapter to the
present volume of the book series “Advances in Polymer Science.”
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This foreword closes with a sketchy summary of each chapter. Here the chapter
summaries have been arranged in the same order in which they appear in the book.

In the opening chapter, Evguenia Emelianova and Heinz Baessler analyze the
dissociation of optically generated excitons into pairs of free carriers in the case of
pure, blended and doped polymers. The effects of Gaussian disorder, temperature,
and electric field on the photocarrier yield are investigated. As the presented analyti-
cal examination shows, energetic disorder enhances exciton dissociation. Moreover,
the temperature dependence of the yield is weakened and loses the activated shape
it exhibits in the case of moderate fields and zero disorder.

Priya Jadhav, Benjie Limketkai and Marc Baldo dedicated Chapter 2 to recapit-
ulate experimental results, effective temperature models, and the percolation theory
treatment with special emphasis on the compound AlQs. The authors discuss the
applicability of percolation theory to the calculation of low-field carrier mobilities
and debate the strengths and limitations of effective temperature models when being
applied to a wider range of electric field strengths, lattice temperatures and carrier
concentrations.

In Chap. 3, Sergei Baranovski presents various important theoretical concepts
relevant to the transport theory of organic glasses, molecularly doped polymers and
conjugated polymers.

Originally developed for amorphous inorganic semiconductors characterized by
an exponential density of states, the author discusses the extension of these concepts
to Gaussian densities of states under special consideration of state- and carrier-
concentrations, electric fields, and temperatures.

In Chap. 4, Debarshi Basu and Ananth Dodabalapur drift velocity and drift mo-
bility measurements in organic field effect transistors. A method is introduced which
is based on the time-of-flight of an electron swarm injected into the channel by a
voltage pulse. The method also grants an improved understanding of the injection
process, the basic working mechanism of an organic transistor, and the nature of
trap distributions.

In an organic thin film transistor, the relevant interfaces occur between the gate
dielectric and the semiconductor and between the semiconductor and the source and
drain contacts. In Chap. 5, Gilles Horowitz investigates the specific problems and
sophisticated requirements arising in connection with these interfaces and describes
how to characterize them and their effects on the device performance.

Low-cost polymer films are typically realized by solution-based technology. The
resulting hole mobilities, however, lie below that of vapor deposited layers. Conse-
quently, the performance of solution-based organic field effect transistors is limited.
In Chap. 6, Susanne Scheinert and Gernot Paasch address the problems of low-cost
sub-micrometer devices and present experimental results, contact problem simula-
tions, and simulations of short-channel effects, which lead to short-channel design
rules.

Birendra Singh and Serdar Sariciftci devoted Chap. 7 to the microelectronic ap-
plicability of the promising DNA-based bio-polymer DNA-CTMA. The authors
present their work concerning the processing steps leading to feasible DNA-
CTMA films and study the various characteristics of this compound. Properties
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like transparency, a large bandgap, or a tunable electrical resistance, to name just a
few, make this polymer very interesting for the enhancement of numerous types of
organic devices.

Christian Melzer and Heinz von Seggern discuss different ways to realize com-
plementary organic CMOS inverters and present their basic design rules in Chap. 8.
The authors illustrate several realizations of CMOS-like inverters and demonstrate
an inverter based on two identical almost unipolar n- and p-type organic field effect
transistors.

In Chap. 9 Alessandro Troisi blocks out disorder effects by focusing on the
charge transport in crystalline organic media. In this way, the interplay between
a compound’s electrical characteristics and the chemical structure of the soft lattice
“dressing” of the effective masses and energies by local distortions can be examined
from a microscopic point of view by the means of computational chemistry.

In Chap. 10, Ling Li and Hans Kosina present compact models which they have
recently derived. The addressed topics range from carrier-concentration dependent
mobilities over analytical models describing the doping and trapping characteristics
to a current injection model based on multiple trapping theory.

It was a great pleasure for us to cooperate with such outstanding scientists. We
want to express our gratitude to all workshop-lecturers, book contributors, peer re-
viewers and last but not least to Dr. Hertel, Mrs. Samide and Mrs. Kreusel from
Springer Verlag for facilitating and coaching the publication in the renowned book
series “Advances in Polymer Science”.

Vienna, Summer 2009 Gregor Meller
Tibor Grasser
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Steady-State Photoconduction in Amorphous
Organic Solids

H. Bissler and E.V. Emelianova

Abstract By applying various experimental techniques, e.g., transient absorption
in a strong electric field and delayed field collection of charge carriers, it has been
proven that in neat conjugated polymers singlet excitations can dissociate into pairs
of free charge carriers in a strong electric field. Random walk theory has been de-
veloped to treat this process analytically. At variance of conventional 3D Onsager
theory it is assumed that an exciton with finite lifetime can first transfer endother-
mically an electron to an adjacent site, thereby generating a charge transfer state
whose energy is above the energy of that of the initial exciton. In a second step the
latter can fully dissociate in accordance with Onsager’s concept Brownian motion.
The results indicate that, depending on the energy required for the first jump, the
first jump contributes significantly to the field dependence of the dissociation yield.
Disorder weakens the temperature dependence of the yield dramatically and pre-
cludes extracting information on the exciton binding energy from it. The chapter
will also address the problem of photogeneration in donor—acceptor blends used in
organic photovoltaic cells and emphasize the crucial role of geminate recombination
of the electron—hole pair at the internal interface.

Keywords Conjugated polymer - Electron—hole pair - Exciton - Hopping transport -
Photogeneration
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Charge transfer

Density of states

Electron—hole pair

Field effect transistor

Highest occupied molecular orbital
Laddertype poly-phenylene

Lowest unoccupied molecular orbital
Poly(2-methoxy, 5-(3’,7" dimethyl-octyloxy))-
p-phenylene vinylene

Poly(2-methoxy-5-(3/, 7’-dimethyloctyloxy)-
phenylene vinylene

Organic light emitting diode

(6,6)-Phenyl Cg; butyric acid methyl ester
Poly-phenylenevinylene

Photovoltaic cell

Superyellow

Conjugated polymers are fashionable objects of current device-oriented solid state
research. The advances in exploiting their opto-electronic properties for developing
organic light emitting diodes (OLEDs), organic field effect transistors (FETs), and
organic photovoltaic cells (PVs) are, indeed, impressive [1-5]. It is the fruit of sci-
entific imagination and in-depth understanding of the properties of the materials.

However, the foundation for this development was laid down by both the earlier
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work on molecular crystals [6] and the advances in the field of electrophotography
[7]. In fact, the latter emerged as one of the key technologies of the twentieth cen-
tury. It is based upon photoconductivity in a semiconductor acting as a photonic
sensor. Early on it has been recognized that photoreceptors of commercial use must
be inexpensive and large scale noncrystalline layers. Improvement of the growing
technology has been complemented by advances regarding the conceptual under-
standing of the opto-electronic properties of semiconductors of the chalcogenide
family (As;S3,AsySes) [8]. One step forward towards a mature technology was the
recognition that one can profitably use aromatic molecules embedded in an inert
flexible polymeric binder matrix as a photoreceptor. Meanwhile, most of the pho-
tocopies and laser printers use these type of receptors but few users will recognize
that once they push the printout button they start an experiment of transient photo-
conductivity in a polymeric photoreceptor. To date this is still the only large scale
application of opto-electronic properties of polymers but there is strong hope that
organic LEDs, FETSs, and PVs are about to meet competition from existing technol-
ogy based upon inorganic materials.

This chapter focuses on the principles of photoconduction in random, polymeric
semiconductors, and notably on optical generation of charge carriers. It is not the in-
tention to present an overview of the current work in this area but rather to highlight
elementary processes, their involvement in modern devices, and to address recent
developments and achievements.

2 Comparison Between Optical and Electrical Properties
of Molecular Crystals and Random Organic Solids

The opto-electronic properties of organic and inorganic semiconductors differ in
several qualitative as well as quantitative aspects. The underlying reasons are as
follows. (1) In an inorganic semiconductor, strong bonding among the atoms leads
to the formation of several eV wide valence and conduction bands. Transitions be-
tween them control their optical absorption. Strong coupling also implies mobilities
of charge carriers of the order of 10°cm?Vs~! or even larger and, concomitantly,
carrier mean free paths much larger than interatomic spacings. (2) In organic semi-
conductors strong chemical bonding is confined to a molecular level only while
intermolecular coupling is controlled by weak van der Waals forces. As a conse-
quence, the molecular building blocks retain their identity, valence and conduction
bands are typically only several 0.1 eV wide [9], charge carrier mobilites are on
the order of 1cm?Vs™!, and their mean free paths are comparable to intermolec-
ular spacings. (3) In inorganic semiconductors the dielectric constant is typically
€ > 10. It implies binding energies of Wannier-like excitons of the order of 10 meV.
Excitonic effects become noticeable at low temperatures only, while at room temper-
ature optically generated charge carriers are essentially free. The fact that in organic
solids the dielectric constant is typically between 3 and 4 combined with the weak-
ness of intermolecular coupling has a profound effect on their spectroscopy. In a
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system with € = 3 the coulombic radius, i.e., the separation of an electron-hole
with a coulombic binding energy comparable to k7" at room temperature, is 20 nm.
In view of the extremely low oscillator strength for transitions between valence
and conductions bands, absorption of a photon usually generates electron—holes
confined to individual molecules, i.e., Frenkel excitons of singlet or triplet char-
acter depending on their spin. To dissociate them into free charged entities requires
overcoming an exciton binding energy of the order of 1eV [10]. Recall that the
coulombic binding energy of an electron-hole (e—h) pair separated by 0.6nm in a
system with € = 3 is 0.6 eV. Absorption and luminescence spectra resemble those of
the molecular building blocks modified by crystal field effects. (4) Electron—electron
correlations are a signature of the strength of electronic coupling. In inorganic semi-
conductors these are unimportant whereas in organic systems they play a major role
revealed by, for instance, the magnitude of the splitting between singlet and triplet
states [11].

Abandoning the translational symmetry of a crystalline semiconductor gener-
ates localized states within the bandgap. In amorphous inorganic systems there is
a demarcation energy, the so-called mobility edge separating delocalized and lo-
calized states. The localized states usually feature an exponential dependence on
energy above/below the valence/conduction bands [12]. In random organic solids,
on the other hand, the already narrow valence and conduction bands of the under-
lying molecular crystal are split into a distribution of localized states. This has a
profound effect on the transport of both charge carriers and neutral excitations, i.e.,
excitons. Since this phenomenon is of key importance it will be elaborated on in
greater detail below.

Adopting Lyons classic approach [6] the energy of the valence band of a molec-
ular crystal, i.e., the ionization energy, is determined by the ionization energy of
the parent molecule in the gas phase diminished by the predominantly electronic
polarization energy of a charge inside the crystal. The essential parameter is the
molecular polarizability which is an anisotropic quantity. This implies that the po-
larization energy of a charge, be it a hole or an electron, depends on the microscopic
structure of its surroundings [13]. In a random structure it results in a distribution
of polarization energies. Since the interaction energy depends on a large number of
variables, each varying randomly, central limit theorem [14] applies and predicts a
Gaussian shaped density of states (DOS) distribution. It controls charge transport in
arandom organic solid such as a molecular glass or a molecularly doped polymer in
which the charge carrying moieties are molecules embedded within an inert random
polymer matrix that is responsible for the mechanical properties of the material. If
polar, however, it can have an effect on the DOS of the transport molecules [15].

Since there is no principle difference between an ion and an optically excited yet
neutral molecule embedded within a polarizable medium, the “disorder” concept
applies to optical transition to molecular chromophores as well. In fact, the obser-
vation of inhomogeneously broadened absorption and photoluminescence spectra is
a direct and simple experimental probe of the DOS distribution [14]. For this reason
time resolved photoluminescence is a useful analogous tool for checking the validity
of concepts for analyzing charge transport in random organics.
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It is obvious that the above concept, which is based upon the polarization energy
as the essential quantity that determines the DOS distribution of a random organic
solid, can only be a zero order approach. It ignores, for instance, any inhomo-
geneities on a mesoscopic scale such as local phase separation and site correlation
effects. In the case of conjugated polymers one has to consider an extra source
of level broadening beyond random polarization effects of the environment of a
charged or optically excited polymer chain. It relates to the dependence of the en-
ergies of excited states as a function of chain length. It is an accepted notion that
the “length” of a chromophore in a conjugated polymer is not identical with the
actual chain length but is rather the length of a more or less unperturbed segment
of the chain confined by topological chain distortions. In qualitative accordance
with the classic particle in the box model, energy levels and excitation energies
decrease as a chain gets longer although quantitative understanding of this phe-
nomenon has to go beyond the simple particle in the box formalism [16]. It is clear
that the so-called effective conjugation length is a statistical quantity and must con-
tribute to inhomogeneous state broadening. Mapping the low energy tail of relevant
charged or excitonic states by a Gaussian envelope function is only a convenient
practice.

Another possible source for broadening the DOS of charge transporting states in
random organic systems is accidental or deliberate doping by charged moieties, for
instance electrochemical introduced coulombic centers whose coulombic potentials
are superimposed onto the rough energy landscape arising from random polariz-
abilities [17]. An early simulation study [18] indicated that the presence of extra
stationary charges gives rise to deep states in the DOS that feature an exponential
distribution which is reminiscent of what has been observed in amorphous chalco-
genides. It is a signature of random potential fluctuations that affect charge transport.

3 The Onsager Concept for Charge Photogeneration

As mentioned in Sect. 2, the energy of a singlet exciton in a molecular crystal is
insufficient to generate a pair of free charges. Its dissociation requires an addi-
tional energy of approximately 1 eV. Nevertheless, there is usually photoconduction
observed near the excitonic S| < Sg absorption threshold. It can originate from
the dissociation of singlet (or triplet) excitons near an electrode or at a dopant
molecule acting as a charge (usually electron) acceptor. Intrinsic photoconduction
starts >1eV above the absorption edge. It is caused by autoionization [19] of a
higher excited Franck Condon state by which the initially hot electron is transferred
to a neutral molecule in the neighborhood, thus generating a transient coulombically
bound geminate e—h pair. The latter can either escape from the mutual coulombic
potential via a field and temperature activated diffusive process or recombine gem-
inately and form a fluorescent or a nonradiative singlet state. This process can be
modeled in terms of Onsager’s classic theory formulated in 1938 [20]. It assumes
that (1) the e—h pair with initial pair distance ry is generated by a photon assisted
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S

Fig. 1 Various pathways of photoionization in an organic solid. (a) A higher excited molecular
Franck—Condon state in a neat solid can autoionize in course of a thermalization process. It gen-
erates an electron-hole pair with separation distance ry > a, a is the lattice constant. It can either
dissociate completely executing a temperature and a electric field assisted diffusive random walk
or decay geminately to the ground state via the first excited singlet state (S ). (Onsager 1938 case).
(b) In a donor/acceptor system an excited donor transfers an electron to the acceptor state thus
creating a charge transfer (CT) state that is the lowest excited state of the system. The electron can
either dissociate like in case (a), or recombine with the ionized donor. The process of the dissocia-
tion has a higher probability since the CT state lifetime is longer. (c) If in a neat system the energy
difference between the CT state and the S; state is finite but sufficiently small to allow for thermal
activation to the CT state, S; can make several attempts to dissociate during its lifetime. (d) This
is similar to case (c¢) except for a inhomogeneous broadening of the energy levels in a random
system. On average the disorder assists the dissociation since lower energy sites are available for
dissociation

process, (2) its escape from the coulombic potential can be described by a field and
temperature assisted Brownian motion, and (3) once the e—h pair recombines it will
do so instantaneously (infinite sink approximation) (see Fig. 1a). The classic exper-
imental work by Braun et al. [21] on anthracene crystals confirms the applicability
of Onsager’s theory.

Braun [22] extended Onsager’s theory to the case that the dissociating e—h pair
is the lowest excited state of the system, such as the charge transfer (CT) state in a
binary molecular solid, for instance a charge transfer crystal composed by donor—
acceptor moieties or a molecular solid doped with either donors or acceptors. The
essential new element in Braun’s theory is the notion that the e~/ pair has a finite
lifetime, determined by its nonradiative decay. This implies that an initially optically
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excited pair has many chances for ultimate dissociation before it dies (Fig. 1b). The
dissociation yield @ is given by

B kq (F,T)
P =l (F.T) W

where kg is the inverse fluorescence lifetime T, kq (F,T') is the rate constant for pair
escape formulated by Onsager [22], and F is the external electric field. At low elec-
tric fields and, concomitantly, kq < 1 /7, @ increases in proportion to the pair lifetime
while in the high field limit Onsager’s and Braun’s approaches converge. It is im-
portant to realize that in both cases the effects of temperature and electric fields on
the diffusive escape process superimpose and yield

kq(F,T) = ‘”;%exp <i—f) (1+b+b*/34+b°/18+.....), ()
where b = &3 F /8neegk’>T?, AE = ¢ /4meeqa, U is the spatially averaged sum of hole
and electron mobilities, e the elementary charge, € the spatially averaged dielectric
constant, & the permittivity of vacuum, and a the e—h pair separation.

In practice, the temperature dependence implied by Eq. (2) is seldom verified,
because very often the yield is measured as a function of electric field yet not over a
sufficiently large temperature range. Once applicability of the Onsager approach is
tacitly accepted, a measured field dependence of the yield can be used to extract the
value of the initial e~ pair separation g and, concomitantly, the coulombic binding
energy of the pair. It is important to keep in mind, though, that the Onsager formal-
ism is premised upon to notion that the initial number of e—h pairs is independent
of both electric field and temperature. Any temperature and field activated step to
generate the e—h pair is disregarded. Such an effect would, for instance, be the en-
dothermic dissociation of the “cold” S; state in a molecular crystal/solid into an
intermediate geminate e—h pair (Fig. 1¢). Figure 1d illustrates how disorder effects
the dissociation of a singlet exciton via hopping among tail states of the DOS. In
Sect. 6 this process will receive particular attention.

4 Experimental Probes of Photogeneration in Neat
Conjugated Polymers

Dissociation of an excited singlet state in conjugated polymers is a process of
particular interest because the semiconductor model postulated that the primary op-
tically excited species is a well separated electron—hole state already. This would
imply that the exciton binding energy is of the order k7" only [23]. However, it
was observed that the action spectrum of photoconduction in systems like poly-
phenylenevinylene (PPV) and the laddertype poly-phenylene (LPPP) is flat within
S; < Sp transition and increases steeply until the excess energy, relative to the
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relaxed S; energy, reaches about 1eV [24, 25]. This suggests that conjugated poly-
mers behave very similar to molecular solids, such as an anthracene crystal, rather
than inorganic semiconductors. However, this experimental observation neither dis-
closes the origin of the photocurrent generated within the spectral range of the
S1 < Sy transition nor proves or disproves the applicability of the Onsager model.
The essential question to be solved is whether or not photogeneration of charges
within the spectral range of the S; < Sy transition starts from relaxed singlet exci-
tons or not.

A unique experiment that offers an answer to the above question is based upon
the technique of delayed field collection of optically generated charge carriers [26]
combined with field dependent fluorescence quenching. It is able to prove or dis-
prove the existence of metastable precursor states for generating a pair of charges
and, concomitantly, to identify the rate limiting step in the carrier kinetics. With a
short laser pulse one excites an intermediate coulombically bound e—# pair at vari-
able electric field. After some time delay a second, collecting field is applied that is
strong enough to dissociate any intermediate precursor e—h pair with unit efficiency.
Simultaneously the fluorescence is recorded. The latter experiment is a measure of
the number of optical excitations that are lost for fluorescence as a function of an
electric field during excitation.

Experiments that were done on films of MeLPPP show that upon applying an
electric field the fluorescence is significantly reduced bearing a super-linear field de-
pendence (Fig. 2). At F =2 x 10°Vcem ™!, and dependent on photon energy, between
20% and 50% of fluorescent singlet excitations are quenched. A simultaneous mea-
surement of time delayed photogenerated charge carriers as a function of the electric
field applied during excitation, i.e., prior to the application of a collecting field pulse
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of IMVem ™! with a delay time of 100 ns, bears out a remarkably similar functional
dependence (Fig. 3). A comparison between Figs. 2 and 3 indicates that both fluo-
rescence quenching and carrier generation must have the same origin. Obviously,
in the course of a field assisted process one generates an intermediate metastable
state, e.g., a coulombically bound e—/ pair that either dissociates into a pair of free
carriers or recombines nonradiatively. Following the work by Graupner et al. [27],
Gulbinas et al. [28] went one step further and monitored the growth of interme-
diate e—h pairs by field dependent transient absorption on a time scale from 1 to
150 ps employing a double modulation technique. The energy of the incident pho-
tons were either 3.1eV or 4.6eV. At 3.1eV the signal confirms that the number of
e—h pairs evolves smoothly within the entire time domain and complements the de-
cay of the reservoir of S| excitations. However, upon 4.6 eV excitation the e—h pair
signal shows an instantaneous rise followed by a gradual rise [29]. These experi-
ments lead to the following conclusions: (1) at F < 5 x 10°Vem ™! vibrationally
relaxed singlet excitons can dissociate during their entire lifetime into metastable
e—h pair in the course of a field assisted process obeying dispersive kinetics; (2) at
lower electric fields there is residual photogeneration, most likely caused by sensiti-
zation by impurities; (3) at higher photon energies or by double quantum excitations
higher Franck Condon states can autoionize and yield e—h pairs requiring less or no
assistance by a electric field; (4) the lifetime of the intermediate e~/ pair prior to
complete dissociation is ~100ns or even longer; and (5) its subsequent dissociation
requires escape from their mutual coulombic field that competes with nonradiative
recombination.

The above conclusions are supported by several independent studies [30-33]. In
summary, they prove that conjugated polymers behave fundamentally no differently
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from classic molecular solids but there are important quantitative differences. One of
them is the inapplicability of the classic Onsager approach to treat photogeneration
of charge carriers. The reason is that the exciton binding energy is the sum of two
energy terms that pertain to the initial step to generate a coulombically bound e-h
pair from a neutral S; exciton and its subsequent complete dissociation. It is obvious
that casting the entire field and temperature dependence of the photogeneration yield
into to second step only is erroneous even when data fits might look acceptable. An
important message from these results relates to the magnitude to the exciton binding
energy. The binding energy is 0.4-0.8eV [33], i.e., roughly 0.5eV smaller than
in molecular crystals of the acene-type, and permit field assisted dissociation of a
vibrationally relaxed singlet exciton. The conceptual reason for this difference is the
fact that in classic molecular crystals the lowest excited state is an intramolecular
Frenkel exciton while in conjugated polymers it is a less tightly bound e—h pair
in between Frenkel and Wannier-type with intra pair distance of about 1 nm [34].
Therefore, its expansion into an intermolecular CT state requires less work against
the coulombic potential.

A complementary probe of photogeneration in conjugated polymers is THz prob-
ing of charge carriers generated by ultra-short light pulses. It permits the study of
transient photoconductivity with sub-picosecond temporal resolution in real time.
In principle, one measures the pump-induced modulation of the electric field of
the transmitted essential single-cycle electromagnetic pulses of about 1 ps FWHM.
Since (1) the electric field of the probing radiation is 1kVcm ™! only and (2) probing
is on a picosecond time scale, this technique is suitable for monitoring instantaneous
photogeneration under essentially field-free condition, not affected by retardation
effects such as bimolecular exciton annihilation or energy transfer to accidental im-
purities that may act as sensitizers. In the course of such studies. The Delft group
[35] excited MEH-PPV both in solution and film by 150-fs pulses of 3-eV photons
and monitored the complex conductivity up to a delay time of 10 ps between pump
and probe pulses. It turned out that in the polymer film up to 1% of the absorbed
photons create charges. Most of them recombine geminately after 2 ps but some of
them (10%) persist on a time scale of 5 ps or longer and contribute to real conduc-
tivity. In solution the efficiency of photogeneration is smaller and the conductivity
decays to zero within 1-2 ps. The authors conclude that photogeneration involves
ejection of an electron or hole from the initially hot exciton (with excess energy of
0.6eV) to a neighboring chain. This process is feasible in films but not solution.
The experiments moreover prove that charge carriers involved in photoconductiv-
ity are only those that result from initial interchain transfer, because the remaining
intra-chain pairs recombine geminately and rather quickly. An important message
derived from related work on regio-random polythiophene [36] is that morphology
has a significant impact on the efficiency of charge carrier generation and their gem-
inate recombination. In general, the results substantiate the notion that in conjugated
polymers single photon photogeneration is an inefficient process because it requires
an excited electron to work against the coulombic potential in order to escape from
its sibling.
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5 Photogeneration in Doped and Blended Conjugated Polymers

The only way to raise the yield of photoionization in conjugated polymers and other
organic systems substantially is doping by electron acceptors or donors. The key
requirement for generating an e—h pair at a donor—acceptor pair is that its energy
be lower than the energy of the lowest excited singlet state of either the donor or
acceptor. Otherwise energy transfer would populate the lowest singlet state that can
decay radiatively. This is the prerequisite for efficient electroluminescence in light
emitting diodes. Conceptually, this is straightforward. However, predicting which
system is suitable for a LED or a photovoltaic device is not at all straightforward.
The ambiguity is related to the lack of precise knowledge of the energy levels of the
e—h pair. This energy is the difference between the energy of a radical cation of the
donor, i.e., its ionization energy or, equivalently, the energy of the highest occupied
molecular orbital (HOMO), and that of a radical anion as set by the electron affinity
or, equivalently, the energy of the lowest unoccupied molecular orbital (LUMO),
albeit diminished by the coulombic binding of the pair.

In practice, one often assumes that the energy of pair is solely determined by the
oxidation and reduction potentials of both compounds as measures of the HOMO
and LUMO levels and ignores the coulombic binding pair of the pair. Even worse,
often only one of the potentials of the components is available via cyclic voltamme-
try and the missing potential is inferred from the optical S| <— So 0-0 transition. This
ignores the coulombic binding energy of the singlet state that is usually >0.5eV.
On the other hand, even if both potentials were known from cyclic voltammetry,
a systematic error is encountered because these data refer to charge transfer from
an electrode into molecule/polymer usually in a polar solvent. However, in a polar
solvent the solvation energy of the anion/cation is higher than in a solid, mostly ap-
olar dielectric. Fortunately, the above ambiguity becomes irrelevant if the dopant is
highly electronegative, such as Cgp, because its LUMO is at least 1 eV below those
of common donors such as PPV or polyfluorenes. In this case, charge transfer is
undoubtedly favored over energy transfer.

A prototypical donor—acceptor system is a PPV-type donor blended with
Ceo or a derivative of it, such as (6,6)-phenyl C¢; butyric acid methyl ester
(PCBM). Transient absorption measurements on a thin film of a poly(2-methoxy,
5-(3/,7' dimethyl-octyloxy))-p-phenylene vinylene (MDMO-PPV):PCBM compos-
ite demonstrates occurrence of charge transfer. Bleaching of the donor absorption
and the simultaneous onset of the absorption of the PCBM radical anion occurs with
a time constant of 45 fs [37]. This is equivalent to a charge exchange interaction
energy of 0.1eV, comparable to the strength of electron transfer in a molecular
crystal [9]. It implies that every absorbed photon is converted to a pair of donor
radical cation and acceptor radical anion which is a prerequisite for using the system
as an active layer in an efficient PV. In fact, a power efficiency of several percent
(6.5%) has already been realized with such systems [38]. This proves that the ma-
jority of photo-induced charges are indeed collected by the built-in electric field and
migrate towards the electrodes without major loss by nongeminate recombination.
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On the other hand, this raises a fundamental question as to why the initially gener-
ated e—h pair escapes from its mutual coulombic potential so easily while in a single
component system coulombic effects cut down the yield to below 1073.

In order to answer this question, Mihailetchi et al. [39] measured photogenera-
tion in a blend of poly(2-methoxy-5-(3, 7'-dimethyloctyloxy)-phenylene vinylene
(OC1C10-PPV) and PCBM as function of applied voltage and temperature. Presum-
ing that the essential intermediate is an optically generated coulombically bound e—h
pair located at an internal donor—acceptor hetero-junction that can either dissociate
completely or recombine geminately, they analyzed their data in terms of Braun’s
model [22]. Based upon a broad distribution of e—/ pair distances centered at 1.3 nm
and invoking a value of 1us for the e—h pair lifetime they were able to rationalize
their experimental results that include a measured 60% carrier yield at a built-in field
of 7.5 x 10*Vem ™! at room temperature. However, an open question appears to be
their choice of a pair lifetime of 1s. Recent experiments on a blend of a polyfluo-
renecopolymer and PCBM reveal a broad distribution of lifetimes albeit centered at
a value as short as 1 ns [40].

Complementary experiments on photogeneration in doped and blended sys-
tems were performed by Im et al. [41]. The donors were a copolymer of phenyl-
substituted PPV (SY, superyellow) and a alkyl-substituted hexa-benzo-coronene and
the acceptors were perylenediimide and tri-nitro-fluorenone. The photocurrent was
measured as a function of the external electric field within a broad range of ac-
ceptor concentration. It turned out that for concentration ranging between 0.1% (by
weight) and a few percent the yield of charge carriers increases only marginally. The
reason is that as little as 0.05% of inadvertant impurities of the donor materials is
enough the quench 50% of initial optical excitations due to charge transfer. Only a
minor fraction of them (<0.1%) dissociate into free charge carriers. However, a dra-
matic increase by two orders of magnitude is observed beyond 10% doping (Fig. 4).
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A clue for understanding this effect is provided by the field dependence of the yield.
Figure 5 shows, that the yield increases with electric field with tendency towards
saturation. Importantly, onset of saturation, which is a measure of how strongly
the geminate e—h pairs are bound, shifts towards lower fields at increasing accep-
tor concentration, indicating that the pairs become more loosely bound. Recently, a
model by Arkhipov et al. [42] has been advanced that rests on the establishment of
an internal, mesoscopic interface between donors and acceptors in the blend. Their
difference of electronegativities gives rise to the formation of a dipole layer that ex-
ists already prior to optical excitation. This dipolar field counteracts the coulombic
field of the e—h pair and introduces a screening effect. Obviously, the topology of
the interface plays a crucial [43]. The present results substantiate the notion that the
rate limiting step in optical charge generation in an organic PV-cell is the dissoci-
ation of the geminately bound e—% pair rather than nongeminate recombination in
the bulk.

6 Analytic Treatment of Exciton Dissociation

Below, a conceptual framework to rationalize photogeneration in systems such as
conjugated polymers is developed with particular emphasis on their randomness.
Because of structural disorder all relevant energy levels, notably the energy of the
e—h pair state, are associated with inhomogeneous broadening usually featuring
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Gaussian-type of distribution functions [14]. This is not only relevant when an
e—h pair is generated from the parent singlet state but also for its subsequent es-
cape from mutual coulombical potential. From hopping theory [44] it is known that
transport occurs close to the so-called transport energy within the DOS distribution
that depend on temperature. It is a ubiquitous feature, borne out by both temperature
dependent experiments and Monte Carlo simulation studies, that the temperature
dependence of the charge carrier mobility deviates from Arrhenius’ law [45]. An-
other example is charge injection from a metal electrode to a conjugated polymer
[46, 47]. In the following this concept will be extended to bulk systems. The goal
is to obtain an analytic solution for describing the dependence of the exciton dis-
sociation yield as a function of temperature, electric field, and width of the DOS
distribution.

In conjugated polymers the primary excitations are singlet excitons with a mean
electron—hole separation of about 1 nm. Subsequent transfer of an electron to an
adjacent, previously unexcited polymer segment, i.e., formation of a CT state, re-
quires additional energy. Otherwise the photoluminescence spectrum would feature
a broad, red-shifted band with a lifetime longer than the usual fluorescence decay
time, typically 100...800ps, contrary to experimental observation. Such electron
transfer can, however, be initiated by a strong electric field that can overcompensate
the required charge transfer energy. This is evidenced by experiments described
in Sect.4 and by the observation of a temporal fluorescence spike after switching
off the stimulating field applied during optical excitation. It indicates that a strong
electric field is required to stabilize metastable, nonfluorescent e—h pairs [48]. On
the other hand, the activation energy of steady state photoconduction is notoriously
low, typically less than 0.1eV, although the photocarrier yield bears out a strong
field dependence. This appears to be in contradiction with the notion that the exci-
ton binding energy is comparable to that conventional molecular solids, i.e., on the
order of 1eV.

6.1 Theory

Dissociation of an exciton into a pair of coulombically unbound charge carriers in a
conjugated polymer will be treated analytically under premise of (1) that the energy
of the nearest neighbor CT state exceeds that of the exciton and (2) that the carrier
transport occurs in energetically and positionally disordered systems. We describe
it as a two step process in which the first step is charge transfer from the excited
singlet state S; to the CT state and the subsequent event is escape of the e—h pair
forming the CT state from their mutual coulombic potential well. We also take into
account that the S state has a finite lifetime. The model system is a cubic array of
hopping sites with lattice spacing a. An optical excitation of a site, i.e., a molecule
or a subunit of a conjugated polymer chain, raises an electron from the HOMO to
the LUMO. Complete dissociation of the initial excitation, supposed to be a singlet
state, requires supply of the exciton binding energy Ey,. It is the sum of the energy
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to transfer the electron to a neighboring site and the coulombic binding energy of
the resulting CT state, E.oy), or more generally, the coulombically bound e—h pair.
Subsequently either the electron or the hole of the CT state executes a random walk

within a potential:
2

U(r):Ebf

e
—eFr cos 1, 3
dmeeyr
where r is the distance between carriers in geminate pair, F' the external field,
e the elementary charge, € the dielectric constant, & the dielectric permittivity,
and ¢ is an angle between directions of the electric field and the charge transfer.

Then
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is the energy needed so that the exciton can transfer an electron to a CT state with
nearest neighbor distance a. If Ect >0 formation of the CT state is an upward
jump in energy. Since the hopping system is an energetically as well as position-
ally random array of sites, Ect is a random quantity, tractable in terms of random
walk theory. It was shown [49, 50] that in disordered hopping systems the energy of
the target site populated by upward jumps does not depend upon the initial energy
of the carrier. In order to continue its motion a charge carrier has to be excited to
a hopping site from which transfer to a site away from the origin site can compete
with a return to the origin. The energy at which this condition is met is the so-called
transport energy [44] whose equivalent is the mobility edge in amorphous inorganic
semiconductors. If the first carrier jump is an upward jump one can assume that
thermal quasi-equilibrium is already established after the first jump, implying that
there is no further carrier relaxation within the tail of the DOS.

Let us consider a charge carrier, e.g., electron, being transferred to CT state from
excited singlet state across of distance r. If the CT state dissociates into free carriers,
the electron contributes to the photocurrent unless it returns back to the singlet state.
The dissociation probability of CT state is determined by interplay between drift and
diffusion within the potential well that is formed by a superposition of an external
electric field and the Coulomb field of the geminate e—h pair. It can be described
in terms of the known 3D Onsager escape probability. On premise of the Miller-
Abrahams formalism [51], the rate of this electron transfer from a discrete bulk
excited singlet state with energy E into a disorder affected CT state with energy E’
is given by

v (E,E',r) = vgexp(—2yr)Bol (E,E")
, 1 : E'<E
Bol (E,E') = exp (—Ek;TE/> : E'>E’ )

where vy is the attempt-to-jump frequency, y the inverse localization radius,
T the temperature, and k the Boltzmann constant. Taking into account the



16 H. Bissler and E.V. Emelianova

disorder-effected energy distribution of CT states g (E), the averaged rate of an
electron jump from excited singlet state to CT state is

v(r, ) = voexp(—2yr) / dE'Bol(E")g [U(r,0,F) —E']. (6)

—oo

For simplicity we consider a Gaussian distribution of hopping sites and assume the
same width of CT states and coulombically unbound transport sites. It should be
emphasized that the averaging over energy in Eq. (6) is automatically taken care of.
It implies that the rate of the first electron transfer event does not depend upon the
energy of its target site but is governed by the disorder of the system and the value
of Eb.

After being transferred to the CT state electron has a probability to escape from
the potential well (3) or return back to the excited molecule. The probability for
electron to escape from the potential well (3), i.e., the dissociation of the CT state
into free carriers, will be described in terms of the framework of 3D Onsager model
[20, 52].

A Bm+n
rn,,F)=exp(—A—B) _—
P ) p( r;)mz() m! (m+n)!

=¢? /AmeggkTr, B = (eFr/2kT)(1+ cos®). @)

In accordance with the model it is assumed that the rate of geminate recombination
of the CT state to the first excited singlet state follows Eq. (5) under the constraint
that £’ > E. This implies that the CT state is always above the singlet exciton state.
In single component molecular systems this condition is usually fulfilled as evi-
denced by the observations that (1) the fluorescence spectra are mirror-symmetric
with absorption and (2) fluorescence quenching requires a high electric field [53].
Obviously, the present theory is limited to cases in which Ey > Ecqyl-

By combining Eqgs. (6) and (7) the rate of two step process, i.e., the formation of
the CT state and its subsequent full dissociation is

Vesc(’@ﬂ):V(raﬁ)p(r707F)' ®)

Integrating Eq. (8) over the dissociation volume yields a total frequency of an exci-
ton dissociation into free carriers:

Vo = / v (1, 9) p(r, ®,F)dV. ©)

Since the result of the integration depends mainly upon the energy disorder of the
hopping system and the value of the energy E} and it only weakly depends upon
the direction of the first jump or upon the angle ¥, one can ignore the angular
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dependence and assume ¥ = 0. Applying the Que [54] formalism to calculate a
total frequency of exciton dissociation one arrives at

< Am Bm+n
Viot = 47r/r2drv(r) exp(—A—B) z 2 =
" n=0m=0 " m+n

kT & . [ 4megeF i/2 2 e3F o
An— i\ —— | Ii| = drr ! 10
Vo neFiz;l( e ) "\ kT \ 4repe / rrw(r), (10
a

where w (r) = Vese (1,9 = 0) /vp. It is worth mentioning that Ve (1, = 0) /v can
be considered as a distribution function for the distance of the first jump for an
electron from the exciton state to the CT state, considering that the lower limit in
the integration is the intermolecular distance a.

Different from the Braun [22] extension to Onsager’s theory in which the CT
state is considered to have a finite lifetime and Onsager 1934 theory [55] in which
the dissociating state is an infinitely lived ion pair, the present treatment is premised
upon the notion that the dissociating state is an exciton state with finite lifetime. As a
representative value we consider the intrinsic lifetime of a singlet state of an average
conjugated polymer, that is about 0.5 ns. Depending on the energy gap between the
CT state and the singlet state, the latter can make several attempts to reach the CT
state. The probability for an exciton to dissociate into free carriers is

Viot
= 11
1/T+ Viot (D

Employing a Gaussian function for the energy distribution of CT states,

2
g(E) = LeXp <E—) (12)

2no 20?

where M is the total density of CT-states and G is a disorder parameter, one can
use Eq.(12) to calculate field- and temperature dependencies of photogeneration
quantum yield.

6.2 Results

Figure 6 shows the field dependence of the dissociation yield @ of an optically gen-
erated exciton parametric in the exciton binding energy E},. The input parameters are
the lattice parameter in a cubic lattice a = 1 nm, the minimum electron—hole sepa-
ration in the CT state rg is assumed to be identical with a, the dielectric constant
€ =35, T =300K, and 7 = 0.5ns is the exciton lifetime which is a represen-
tative value for singlet excitons in conjugated polymers [56]. The prefactor rate,
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Fig. 6 Calculated yield @ of dissociation of an exciton in a discrete hopping system (a), c = 0 and
in a hopping system in which the hopping sites feature a Gaussian shaped DOS distribution with
variance ¢ = 0.1eV (b) as a function of electric field. The parameter is the exciton binding energy
Ey. The minimum jump distance is ryp = 1 nm, the dielectric constant is € = 3.5, the prefactor
hopping rate is voexp (—2yrg) = 1025, the exciton lifetime 7 is taken to be 0.5ns and the
temperature is 300 K. The choice of rg and € implies a maximum coulombic binding energy of the
electron—hole pair forming a CT state of 0.4 eV

voexp (—2yro), is taken to be 10'?s~!. This estimate is derived from the mobil-
ity of charge carriers extrapolated to T — co—about 0.1cm?V~!s~!—which is the
mobility in a hopping system in the absence of disorder making use of Einstein’s
relation between diffusivity and mobility and assuming isotropic diffusion with a
diffusion coefficient D = (1/6)a’vyexp(—2yry). The choice of & and ro imply a
coulombic binding energy of the CT state of 0.4 eV. A value of Ey, = 0.4eV would,
therefore, imply that exciton and CT state are isoenergetic. From Fig. 6a it is obvi-
ous that the yield decreases as Ej, increases as it should when additional activation
energy is needed to populate the intermediate CT state. A relevant question to ask is
whether or not this field dependence is unique, i.e., could one fit an experimentally
determined photocarrier yield in terms of the classic 3D version of Onsager’s theory
disregarding the present theory for field dependent endothermic exciton dissocia-
tion. To do this one can compare the @(F) plots in Fig. 6a with optimal 3D Onsager
plots using rp as a fit parameter. Figure 7 shows that one more or less could fit the
calculated @(F) dependence within the lower field range yet not in the higher field.
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A key result of the current study, evidence by comparing Fig. 6a and 6b, is the
recognition that disorder assists exciton dissociation. This is illustrated by Fig. 8 in
which the field dependence of the yield is plotted parametric in ¢ for two values
of Ey. Figure9 shows the dissociation yield as a function of E}, at variable dis-
order, quantified in terms of the variance ¢ of the DOS distribution. In Fig.9 the
slope d(In®)/JE, for ¢ = 0 and moderate field F = 10° Vem ™! is —1/kT in ac-
cordance with the expected Arrhenius behavior. Another noteworthy result is the
temperature dependence of the yield. While Fig. 10a confirms that for moderate
fields the yield bears out simply activated behavior, Fig. 10b,c demonstrates that in
the presence of disorder the T-dependence is much weaker and deviates significantly
from Arrhenius’ law. This difference is even more striking when the electric field is
increased to F = 10°Vcem™! (Fig. 11). In this case the apparent activation energy
for a system with an exciton binding energy Ey, = 0.5eV, determined at 300K, is
only about 0.04 eV.

The exciton binding energy is the sum of the energy needed to expand the ex-
citon to a CT state (Ect) and the coulombic binding energy .oy of the CT state.
Since the CT state in a conjugated polymer is experimentally an ill-defined quan-
tity, we explored the effect of varying the E,, while keeping Ey, as well as the
electronic coupling parameter, 2ya, fixed. Figure 12 demonstrates that on decreas-
ing Ecoy from 0.4eV to 0.25 eV, equivalent to increasing rog from 1.0 to 1.6 nm, in
a system with £y, = 0.7eV and o = 0.1¢V, the yield increases and the temperature
dependence becomes weaker. This demonstrates that the share of the coulombic
binding energy to the total exciton binding energy has, indeed, an effect on the
@(F,T) dependence.
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6.3 Discussion

The present study solves this puzzle regarding the temperature dependence of the
photocarrier yield. It indicates that the apparent activation energy, determined from
the slope of an Arrhenius plot at a given temperature, can be as small as 10% of the
expected value of the exciton binding energy, i.e., d(Inu) /d(1/T) does not reflect
the exciton binding energy. This phenomenon is a signature of hopping transport in
a Gaussian DOS. Under normal conditions the transport energy is below the center
of a Gaussian DOS. Most important, it shifts towards energies at lower temperatures
[44]. Therefore the activation energy needed to transfer an electron from the exciton
to LUMO of the CT state decreases as the temperature decreases. This implies that
the temperature dependence of the dissociation yield becomes progressively lower.
A related phenomenon was observed when studying dissociation of a coulombically
bound e—% pair by Monte Carlo simulation [57]. In that case an electron was gen-
erated at a given distance from its sibling countercharge at an energetically random
site. In this case the T-dependence of the Onsager-like escape from the coulombic
potential deviates from Arrhenius’ because the moving carrier has only to be excited
to the transport energy rather than to the center of the DOS. Although the result is
equivalent, the situation in the current case is conceptually different because here
all the disorder is cast into the first jump of the electron from the exciton state to
the CT state while subsequent diffusive motion is treated in term of Onsager’s 1938
theory.

Strong field dependence of the yield and a simultaneously weak temperature
dependence of exciton dissociation is at variance of Onsager’s classic description of
photogeneration predicting that limp_... @(F) = limy_.. @(T) = @y, Py being the
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primary yield of the precursor e—h pairs. Comparing Fig. 6a and 6b demonstrates,
however, that this is a generic signature of an energetically random system. This
is in accordance with experiment. Photogeneration in conjugated polymers usually
bears out a steep field dependence and a notoriously weak temperature dependence.
Although the present theory does provide a qualitative explanation of experimen-
tal results, quantitative data fits are inevitably ambiguous because there are three
adjustable parameters, i.e., the exciton binding energy, the disorder potential, and
the minimum distance for exciton to CT state jump. However, there are also con-
ceptual problems. The current theory is based upon the assumption that the real
world system can be represented by a cubic array of point sites among which charge
carriers can hop. In conjugated polymers there is anisotropy regarding electronic
coupling, i.e., within the w-bonded backbone electronic coupling is strong but weak
between the chains. Therefore the initial steep in photogeneration will be an on-
chain charge transfer step to a CT state involving two neighboring chain segments
that are for a short time stabilized by on-chain disorder. Further dissociation re-
quires off-chain hopping. Modeling the transition from the exciton to the CT-state
in terms of parameters inferred from charge transport studies that probe inter-site
hopping processes can, therefore, be a serious oversimplification. The treatment
also neglects the anisotropy of the dielectric permittivity and underestimates the
effect of the disorder involving the first jump. When comparing theory with the
experimental side one should also consider that at high electric fields the bottom
states of the intermediately generated e—h pairs can be below the singlet exciton
energy [48] and geminate recombination is impeded. Since this effect is disregarded
in the theory the experimentally measured yields at high electric field will bear out
a weaker field dependence.

Apart from these conceptual problems one has to consider that in a photoconduc-
tion experiment there is always an extrinsic contribution to photogeneration such as
sensitization due to inadvertent impurities and exciton dissociation at an electrode.
The former usually dominates at low to moderate electric fields. It originates from
charge transfer from bulk excitons towards mostly acceptor-type of impurities such
as oxidation products and can be rationalized in terms of Arkhipov et al.’s theory
[58]. It is worth mentioning, though, that at high electric fields, photogeneration is,
in fact, intrinsic as evidenced by the concomitant decrease of fluorescence [26].

Having these cautionary remarks in mind we analyze previous data on the
field dependence of photocarrier generation in a film of the ladder-type methyl-
substituted polyphenylene (MeLPPP) [59] within a field range between 0.1 and
3MVcem™! (Fig. 13). To compare theory and experiment the parameters 7o = 1 nm,
e=4,T =298K,2yro =7, 0 =0.15eV, tvyexp (—2yry) = 1 or 2 and correspon-
dently either 0.65 or 0.8 eV for E}, have been used. The value of Tvyexp (—2yro),
which is the number of attempts an exciton makes towards dissociation, is by a
factor of 4 (or 2) less that what one would expect upon on the basis of fluores-
cence lifetime and hopping rate in a hopping system in the absence of disorder. The
latter can be inferred from the infinite temperature intercept of the hole mobility
(3 x 1073em?V~1s7! [60]) employing the theoretical p/D-ratio between mobility
and diffusion combined with the assumption of isotropic diffusion (4 x 10'%s71).
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The fluorescence lifetime of a MeLPPP chain in a glassy matrix is 300ps (Yu.
Romanovskii, private comm.) whereas the estimated lifetime in the film is 100us
(F. Laquai, private comm.). The crucial quantity introduced in data fitting turns out
to be the disorder parameter. Well structured absorption and fluorescence spectra in-
dicate that MeLPPP is weakly disordered. From hole transport o = 0.05eV has been
inferred [61]. On the other hand the unusually weak temperature dependence of the
photocarrier yield provides strong evidence that 6 must be significantly larger than
0.05eV. The probable solution to this puzzle is that a coulombically bound e/ pair
located at different chains encounters a larger spread of site energies than a single
carrier migrating within an entirely empty DOS. The fact that the photocarrier yield
at moderate field exceeds the theoretical value is readily accounted for by extrinsic
effects such as sensitization by impurities/dopants [59].

7 Conclusions

Random walk theory is able to rationalize the experimental observation that (1) in
conjugated polymers or related disordered organic solids intrinsic photogeneration
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starts at the absorption edge indicating that relaxed singlet excitons can, indeed, dis-
sociate and (2) it features a strong field dependence with a concomitant abnormally
weak temperature dependence. It explains why the infinite temperature intercept of
@(T) in an Arrhenius plot is significantly less than the asymptotic carrier yield in
the FF — oo limit and cannot be taken as a measure of the exciton binding energy. It
is premised upon the notion that the energy gap between the CT state and the singlet
state is supplied by electric field and temperature but is diminished by disorder ef-
fects. Upon exciting the sample above the S| < Sg 00 threshold, the excess energy
stored in a vibrationally hot Franck Condon state can further assist dissociation.
Then autoionization takes over.

Another timely problem relates to the improvement of the efficiency of organic
PVs made of donor—acceptor blends. Meanwhile it is becoming clear that the cru-
cial step is the dissociation of the e—h pair that has been generated optically at an
internal donor—acceptor interface. The challenge is to find a way to overcompensate
its mutual coulombic potential so that geminate recombination is suppressed. This
is the subject of current experimental and theoretical work.
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Effective Temperature Models for the Electric
Field Dependence of Charge Carrier Mobility
in Tris(8-hydroxyquinoline) Aluminum

P.J. Jadhav, B.N. Limketkai, and M.A. Baldo

Abstract The development of accurate and predictive models of charge carrier
mobility is a crucial milestone on the path to the rational design of organic semicon-
ductor devices. In this chapter we review effective temperature models that combine
both the temperature and electric field dependence of the charge carrier mobility into
a single parameter — the effective temperature. Although effective temperature mod-
els were originally developed for use in disordered inorganic semiconductors, here
we compare various models to data from the archetype small molecular weight or-
ganic semiconductor tris(8-hydroxyquinoline) aluminum (AlQ3). We conclude that
it may prove impossible to develop a universal effective temperature model that
is valid for all electric fields and temperatures. But several effective temperature
models are observed to work well within the typical operational environments of
electronic devices. Thus, the effective temperature concept promises to be a practi-
cal and useful tool for the development of organic semiconductor technology.
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1 Introduction

Organic semiconductor-based devices such as organic light emitting devices
(OLEDs) are attracting increasing commercial interest. Unlike most conventional
semiconductors, however, the molecules in an organic semiconductor are held
together by weak van der Waal’s forces. Consequently, organic semiconductors
possess narrower electronic bands than most conventional covalently-bonded semi-
conductors. The result is localization of charge carriers [1], especially in the disor-
dered amorphous organic semiconductors typical of applications such as OLEDs.

Localized charge carriers in organic semiconductors move by electric field or
temperature-induced charge hopping. There are proven microscopic models for
charge hopping between sites under low electric fields [2—4]. But charge transport in
thin films of organic semiconductors is complicated by energetic and spatial disor-
der. For example, the conductivity of a thin film is observed to depend on the charge
carrier density as well as the electric field and temperature [5—-10]. The absence of an
analytical model that explains all these dependencies has complicated the rational
design of organic semiconductor devices.

The modeling of charge carrier transport in organic semiconductors has been
dominated by quasi-empirical models such as the various Poole Frenkel descrip-
tions for the electric field dependence of mobility [9, 11]. But empirical relations
complicate the construction of predictive device models because many parameters
are of obscure physical origin and difficult to extrapolate between materials. This
chapter reviews an alternative approach: effective temperature models. These mod-
ify the distribution of charge carriers, increasing their temperature to represent the
effect of an applied electric field. We present comparisons to organic semiconductor
data that demonstrate the utility of the effective temperature approach for device en-
gineers. It correctly models device behavior near room temperature, and the physical
origin and limits of the approach are clear.

Much of the theory discussed here was originally proposed many years ago for
application to disordered conventional semiconductors such as amorphous Si [12—
15]. We review effective temperature models that build on the success of percolation
theory in understanding the charge density and temperature dependence of charge
transport. Percolation theory at low electric field is reviewed in Sect. 2. To summa-
rize: percolation theory in the absence of an electric field predicts that mobility is
strongly dependent on the charge carrier density [10]. Given the presence of just
a few charge carriers, the current flow is retarded by sparsely distributed low en-
ergy sites also known as traps. The mobility of carriers increases dramatically as
these deep sites are filled. Because the majority of hops out of a trap are to sites
with higher energy, the mobility is also strongly temperature dependent. Given an
exponential density of states (DOS), the theory predicts y ~ n"0/T where u is the
mobility, n the charge carrier density, T the temperature, and T the characteristic
trap temperature [10]. Interestingly, this solution is almost identical to the success-
ful but controversial trapped charge limited (TCL) model for charge transport in
organic semiconductors [5, 16, 17], although percolation theory correctly models
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the localized nature of organic semiconductors whereas the TCL models consider
an unphysical band edge above an exponential distribution of traps.

Percolation models in the absence of an electric field have previously proven suc-
cessful in organic thin film transistors where the lateral electric field in the channel
can comfortably be neglected due to the large dimensions of the channel [10]. The
electric field, however, is typically much larger in thin vertical organic devices such
as OLEDs or organic photovoltaics (OPVs). Large electric fields lead to a nonequi-
librium distribution of charge carriers that can prove difficult to model. In response,
the effective temperature model notes that the effect of electric field on mobility
in hopping transport is similar to that of temperature [15, 18, 19]. Increasing the
temperature raises the population of charge carriers to higher energies, where the
DOS is broader, and hence the mobility improves. Increasing the field has a similar
effect — the carriers gain energy by hopping in the direction of the field. So the mo-
bility can be seen as dependent on some quantity Tes(F,T), which is a function of
electric field and temperature. We define Toi(F, T') as the effective temperature. The
form of the function 7o (F, T') is the subject of Sect. 3 of this chapter.

In Sect.4 we compare the various effective temperature theories to current—
voltage and mobility data for organic semiconductors. We focus particularly on
analysis of the current—voltage characteristics of the archetype small molecular
weight electron transport material tris(8-hydroxyquinoline) aluminum (AlQj3) [20].
There is extensive data available on the charge transport characteristics of AlQy
[5, 21-23], providing a convenient system to test various approaches to modeling
charge transport in disordered organic semiconductors. Finally, in Sect. 5, we con-
clude by discussing the limits of the effective temperature approach.

2 Percolation Models of Mobility at Low Electric Fields

Percolation models of charge conduction were originally applied to charge trans-
port in inorganic amorphous semiconductors [12]. More recently the percolation
formalism has also been applied to organic materials [10, 24]. Here, we review
the percolation approach. It begins by noting that charge transport in organic semi-
conductors occurs via electric field or thermally-activated hops between localized
states. The hopping motion of charge carriers can be described by the kinetic master
equation [25]

—ag,(t) =Y [RaaPa(t) (1 = Pa(t)) — RaaPa (1) (1 — Pa(1))], (1)
a#d

where Py(t) is the occupational probability of site d at time ¢ and Ry, is the transition
rate from the donor site d to acceptor site a.

Next, we assume that polaronic effects are negligible compared to energetic dis-
order. The activation energy AE for hopping is then dependent only on the site
energy differences and not on the molecular conformation energies required to form
activated complexes prior to charge transfer. Under this assumption, the hopping rate
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Ry, from a site with energy Ej to a site with energy E, at a distance rg, apart can be
described by the Miller—Abrahams rate model for phonon-assisted tunneling [2]:

(2)
V06Xp(72a}"da), EafEd < 07

Ry, — {vo exp(—2arga)exp ((Ea — Eq)/ kT), E,—Eq>0,
e

where vy is the attempt to hop frequency dependent on the phonon DOS and inter-
molecular overlap. Miller Abrahams is perhaps the simplest solution that satisfies
the detailed balance requirement in Eq. (1) at equilibrium.

Under the condition that the system is close to equilibrium (i.e., the difference
between donor and acceptor quasi Fermi levels g — 1y < 2kT), the master equation
with Miller—Abrahams transition rates can be linearized to obtain a conductance
[26]:
qvo exp[—20atrga]exp [~ |Ea — Ea| /2kT |

Gaa =y oo [(Ea— tta) /2kT | cosh [(Eq— a) /26T ]

3)

Here, 14 and p, are the quasi-electrochemical potentials that deviate from the equi-
librium electrochemical potential as y — gFr, where u is the chemical potential, F
is the applied field, and r is the position of the sites.

Equation (3), or a simplified version thereof, can be used to model every possible
hop between localized sites in the organic semiconductor as a distinct conductance.
Each conductance is characterized by the respective site energies, the intermolec-
ular spacing and the quasi Fermi energies. Unfortunately, the energy distribution
of the sites (also known as the DOS) is usually unknown because, until recently, it
has not been easy to measure. It is commonly presumed to be a Gaussian distribu-
tion [11] with a tail of states that extends into the energy gap between the lowest
unoccupied molecular orbital (LUMO) and the highest occupied molecular orbital
(HOMO). Recent Kelvin probe measurements of the archetype organic semicon-
ductors N, N’-diphenyl-N, N’-bis(1-naphthyl)-1, 1’-biphenyl-4,4’-diamine (0.-NPD)
[27], and copper phthalocyanine (CuPC) [28], however, have observed an exponen-
tial DOS. In this chapter, we tentatively assume that exponential tails are a universal
characteristic of organic semiconductors. Further measurements of other archetype
organic semiconductors may confirm this assumption. Disorder in the intermolecu-
lar spacing is usually neglected since it is expected to yield a charge carrier mobility
that decreases with electric field, in contrast with experimental results [11, 29].

Assuming we know the distribution of site energies, and if we neglect the spa-
tial disorder, the remaining problem is to solve the conductance network. In an
organic semiconductor the conductances corresponding to each possible hop are
expected to vary by many orders of magnitude. Percolation theory seeks to sim-
plify the determination of the macroscopic conductance in this disordered system
[12, 30]. Conceptually, the film is broken into numerous conducting clusters defined
relative to a reference conductance G. For a given reference conductance G, all con-
ductive pathways between sites with Gg, < G are removed from the network, which
leaves a collection of spatially disconnected clusters of high conductivity, G4, > G.
As the reference conductance G is decreased, the size of these isolated clusters in-
creases. The critical percolation conductance is defined as the maximum reference
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conductance G = G, at the point when percolation first occurs, meaning the first for-
mation of a continuous, infinite cluster (cluster that spans the whole system). This
infinite cluster will be composed of clusters that are all connected by critical con-
ductive links with conductance G.. Since the conductances comprising the infinite
cluster are expected to vary by many orders of magnitude, it is assumed that the
conductivity of the cluster is that of the most resistive link. The total conductance of
the system is then equal to G.. To determine the threshold for percolation, the aver-
age number of bonds per site is calculated. A bond is defined as a link between two
sites which have a conductance G4, > G. As the reference conductance G decreases,
the average number of bonds per site B increases. A large average number of bonds
per site indicates a large average size of a cluster (collection of sites with G4, > G).
Therefore, it is assumed that once the average number of bonds per site B reaches
some critical bond number B, the average cluster sizes will be large enough such
that they all touch and form a continuous pathway that spans the whole disordered
system (form an infinite cluster). The critical bond number is usually determined
using numerical simulations. It has been estimated to be B, ~ 2.8 in an amorphous
three-dimensional system [31].

To apply percolation theory, Eq. (3) is simplified by noting that bonds at the crit-
ical conductance involve site energies that are high above the quasi-electrochemical
potential (Eq— tg > kT'). The conductance in Eq. (3) for small applied electric
fields can then be approximated in the zero-field limit as [26]

_ |Ea— Ea|+ |Eq — Ha| + |Ea — Ha
2kT

Vi
Gia ~ % exp[—20rga] exp

“

Next, the conductance between sites can be written as G = Gpexp [—s;j] with
Go =qw /kT and [10]

|Ea — Ea| + |Eq — Ha| + |Ea — 1
2kT '

Sda = 20trgy + &)
The critical conductance is written G, = Goexp [—sc]. The conductivity of the
disordered system is therefore ¢ = oy exp[—sc], where s is the critical exponent of
the critical conductance when percolation first occurs (when B = B, ).
The average number of bonds B is equal to the density of bonds, N, divided by
the density of sites that form bonds, N, in the material. At the percolation threshold,
when B = B, the density of bonds is given by

Ny = / Pra, / dEq / dEug (Eq) ¢ (E) 6 (¢ — Saa), ©)

where r;; is integrated in three dimensions over the entire material, g (E) is the DOS
in the material, and 0 is the Heaviside unit step function. The density of sites that
form bonds at the percolation threshold (B = Bc) is given by

Ny = /dEg (E) O (sc — Sda)- (7)
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Determination of the conductance at the percolation threshold rests on the eval-
uation of step function. Setting sq, = sc in Eq. (5) yields either (1) a maximum
hop distance, rmax = sc/20, obtained when E, = Eg = U, = lUq, or (2) a maximum
energy, Emax = U + 5ckT in the limit of rg, — 0. The maximum energy is crucial.
Because the hops typically take place in the tail of the DOS, the maximum num-
ber of density of sites in the percolation cluster occurs at Ep,x. Consequently, it
characterizes the system and sets the integration limits in Egs. (6) and (7).

Assuming an exponential DOS with characteristic temperature 7y, Vissenberg
and Matters [10] obtained

Ny o\’ Ep+ sckT
B, = — ~ 7Ny | —— - e 8
c no<a>em{ T ] (3

where they assumed Er < kTj and sckT > kTy Solving for the critical conductance

yields
Ty/T

3
T T;
2 (20, ’ )
B. \2aT
where n is the charge carrier density. Again, we stress that this result is largely a
recapitulation of previous studies. Indeed, Vissenberg and Matters remarked that
their result in Eq. (8) is in agreement with previous results up to a numerical factor

[10]. Perhaps surprisingly, given their contrasting physical foundations, Eq. (9) is
also identical to the TCL model up to a numerical factor [5, 16].

0 = 0pe =0y

3 Effective Temperature Models

The result of the previous section is only valid close to equilibrium. The electric field
is limited such that the difference between donor and acceptor quasi Fermi levels
Ug — Uy << 2kT. Close to equilibrium we can assume that the electron distribution
is characterized by the lattice temperature, and we can also linearize the hopping
conductivity expression of Eq. (3).

Although the low electric field percolation model is useful in organic field effect
transistors, it is not suitable for OLEDs or OPVs due to the much larger electric
fields in these devices. Under an applied electric field, charge carriers hop from
sites deep in the DOS to higher energy levels where the DOS is broader (see Fig. 1).
The effect of the electric field is to create a population of “hot” carriers above the
Fermi level [18]. The aim of the effective temperature concept is to model the elec-
tric field by a nonequilibrium distribution of electrons characterized by an effective
temperature Zggf.

We expect T to be a function of the temperature 7' and electric field . The sim-
plest cases are F = 0 and T = 0. The former is trivial: Tosf = T, and the expression
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Fig. 1 Electron hopping Donor
within the energetic tail of a
distribution of localized sites
under an electric field . Due
to the potential gradient,
electrons from lower energy
states can hop into states
further from the Fermi energy
where the density of states is
broader, and hence gaining
energy with respect to the
local Fermi level

Acceptor

Energy

Density of states Density of states

for mobility should reduce to the proven low field percolation model. At T = 0, how-
ever, Tof = Ty where Tr = qF /20k, q is the electronic charge, F is the magnitude of
the electric field, ¢ is the inverse of the decay length of the localized wave functions
and k is the Boltzmann constant. Marianer et al. [18] have a simple approach to this
result. When an electric field is applied at 7 = OK, an electron can increase its local
energy E by AE = gFr by hopping against the field over a distance r. The hopping
mechanism at 7 = 0 is tunneling, and so the hopping rate into the acceptor state is

v =vpexp(—2ar) = voexp (—2aAE /qF ), AE >0. (10)

Marianer et al. [18] assume that “The energy relaxation rate does not depend
exponentially on the energy difference.” Consequently, we assume that relaxation
from the hot state is independent of energy:

v=yvy, AE<O. (11)

To obtain the carrier distribution, we can label the relaxed state as the donor
and the hot state as the acceptor. For steady state current flow between donor and
acceptor states, the population of the donor and acceptor states should be invariant
in time. Substituting Eqs. (10) and (11) into Eq. (1) is consistent with a Fermi—Dirac
distribution with T = Ty = gF /20tk.

Alternatively, we may obtain kTr = gF /20 by demanding self consistency within
a percolation cluster at 7 = 0. At T = 0, the percolation limit is given by Eq. (1)
assuming no backward hops [24]:

F(Ec)exp[—20rda] = exp[—sc], (12)

where E. is the maximum donor energy and we have neglected filled acceptor sites
in the tail of the distribution.

We are concerned with the carrier distribution f(E.) at energies approaching
the maximum possible donor energy Emax. From Eq. (12), f(Emax) = exp[—sc].
Because there is no thermal excitation at 7 = 0, carriers at Ey,,x must be excited
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by the electric field. Thus, sites at Epax must participate in bonds of length rgq, > 0.
It follows that, for short hops, the maximum acceptor energy cannot be less than
Emax. The maximum acceptor energy is obtained by hops parallel to the electric
field. Thus, for carriers with energy close to Eyax, the percolation limit is

E. = Enax — qraat. (13)

For T = 0, Egs. (12) and (13) yield an occupation function f(E.) of the form
Aexp|—E./kTg], where kTy = qF /2, identical to the result of Marianer et al. [18].

The remaining issue is the determination of the effective temperature for arbitrary
electric fields and ambient temperatures. There are two models as follows.

(1) The linear model

The gain in potential energy for any hop within the percolation cluster is partly
due to thermal energy and partly due to the electric energy. The potential energy
gained from thermal energy is maximized for short range hops. But the poten-
tial energy gained from the electric field is maximized for long range hops. Under
the linear effective temperature model, the maximum potential energy gained from
temperature-induced hops is added to the maximum potential energy gained from
electric field-induced hops, i.e.,

Tur = Te+T. (14)

To our knowledge, there is no rigorous justification for Eq. (14). Rather, the lin-
ear model implicitly treats the electric field in the form of 7 as a perturbation to
the lattice temperature, 7. The above analysis of hot carriers at T = 0K is used to
determine the form of the perturbation 7r. Given Tef = T + T, the expression for
conductivity obtained for an exponential DOS is [24]

To/Tetr
3
:G_O R ro 167cq nTo/Tetr (15)

q | Bc (200)* (2T — Ty)? (2Toie + T )

(2) Non linear models

Several authors have proposed an effective temperature of the form
ar=T"+(BTy)", (16)

where n ~ 2 and 8 ~ 1.4. Marianer et al. [18] and Baranovskii et al. [15] both
ran Monte Carlo simulations considering electrons hopping through an exponential
DOS. The resulting electron distribution is a Fermi distribution characterized by
an effective temperature given by T. = T" + (BT)". Baranovskii et al. [15] found
n=2and B = (1.38+£0.06) consistent with the earlier findings of Marianer et al.
[18], who fit their distribution to n =2 and 8 = 1.34.
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Arkhipov et al. [19] derived the effective temperature for an algebraic DOS. Their
result was obtained from the low field model of Eq. (5):

E—qgrF—u

Se =20r+ T

a7)

Similar to the percolation approach, they required that the number of sites, N, in
Eq. (7) exceeded one (but note [8]). The DOS was taken to be

E— Y
g(E)go( Eo“) ;o E>p, 1<y <ee. (18)

The effective temperature was determined to be

4= (@A) = SN+ RN+ Byt
T (T,F) =T e ,
19)
where f = Tp/T. At weak fields where f < 1, and, where ¥ > 0, T. reduces to
Tt = 2 p
(T, F) =T 1+1+yf . (20)

At strong fields T¢f is simply proportional to 7g:

Tt (T, F) = Tr. 1)

34y 1/1+y
)

The T derived by Arkhipov et al. [19], though different in precise form to the
results of Marianer et al. [18] and Baranovskii et al. [15], is similar to Eq. (16) when
B =1and 0 < y < 1. The various theories discussed in this section are depicted as
aplot of T vs T at an effective temperature of 300K in Fig. 2.

4 Comparison to Experiment

The effective temperature theories are tested against current—voltage and mobility
measurements conducted by Briitting et al. and Limketkai et al. using the archetyp-
ical small molecule tris (8-hydroxyquinoline) aluminum (AlQ3) over a wide range
of electric fields and temperatures [22, 23]. The device used for the measurements
is a 300 nm thick AlQj film with calcium cathode and aluminum anode. AlQj is an
electron transporter, and electrons are injected from the calcium cathode. Calcium
has a low work function and so interface effects are minimized. This is important
because no injection effects are taken into account in the theory. Figure 3 shows the
current—voltage data for the device. The circles represent data, and the solid lines
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represent the current calculated using the conductivity expression in Eq. (15) [24].
The parameters used to fit the data to theory are given in Table 1. The parameters
have been calculated for an offset voltage of 2V [24]. As can be seen from the
figure, the theory accurately fits the data over a temperature range of 100-320K.

Mobility data for AlQj taken through transient electroluminescence (EL) mea-
surements [23] has also been fitted to the theory [24]. Though the transient mobility
measurement may not be exactly comparable to the predictions from the steady
state theory, it is useful to compare the trends. The mobility for our theory is ob-
tained from the conductance in Eq. (15) using 4 = 6/gn. The charge density is
not experimentally defined in transient measurements, and consequently a best fit
constant value of 2 x 10'8cm™ is used.
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Figure 4 shows the fit as a log of mobility plotted against the square root of
the electric field. Plotting against \/F should yield a straight line according to the
Poole-Frenkel phenomenological model for mobility [9, 11]:

L= Hoexp {9] exp {B (i - L) \/f] : (22)

kT kT kT

where © is a temperature-independent activation barrier, and Ly, B and T are
constants. It is evident that neither the data nor the theory exhibit Poole—Frenkel
dependencies over a wide range of electric fields.

Next, to show the equivalence of temperature and electric field, we examine the
current—voltage data as a plot of voltage vs temperature at constant conductance
in Fig. 5a. The mostly straight lines are consistent with the Tef = T + Tf form of
effective temperature within the temperature limits of the theory: from 100 to 300 K,
and over an electric field range: of 10°~10°Vcem™! over a conductivity range of
seven orders of magnitude. At very low fields there is a deviation from the straight
line. This is attributed to variation of the charge carrier density, n, with current. It
is evident in Eq. (15) that the conductance is strongly dependent on n. The linear
effective temperature theory also matches the data in this regime.

Figure 5b shows the voltage—temperature plot for AIQ; devices of 700 A thick-
ness with different cathodes at a constant conductivity of 0.1Sm™! [22, 23]. The
different cathodes alter the current—voltage characteristics, either by varying the
density of free charge within the AlQ; or by varying the injection barrier. As
the work function of the cathode increases, the plots seem to show a constant voltage
shift to higher voltages but again the linear form of T is still observable.

Figure 6 shows a voltage—temperature plot for an AlQ; device of thickness 700 A
with a MgAg cathode [22]. The temperature range is wider for this data and a clear
deviation from the linear is observed at low temperature. Some uncertainty is in-
troduced by the possibility of an injection barrier at the MgAg/AlQ; interface;
however, good agreement at low temperatures is evident for an effective temper-
ature given by T, = T" + (BTy)" withn =1.41 and f = 1.24.

€
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Fig. 5 a Voltage vs temperature as a function of conductivity for the Al/AlQ;/Ca data (AlQ;
thickness 300 nm) collected by Briitting et al. [23]. The circles are data and the lines are a theo-
retical fit. The plots are linear over a wide range of conductivity except at very low fields. This
fits the linear dependence of effective temperature on field and temperature. b The same plot for
70nm AlIQs devices with Ca, LiF and MgAg cathodes at a constant conductivity of 0.1Sm™!,
The Ca plot is not data but a calculation for a 70 nm thick device using a linear extrapolation
from thickness dependence studies for AlQs3 in [23] and the current—voltage characteristics of the
300 nm thick AlQs device in a. The different cathodes seem to add a constant voltage shift but
the linear effective temperature dependence on field and temperature still exists. At temperatures
lower than 100 K, the data veers to lower voltage values than predicted by theory
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Fig. 6 Voltage vs temperature as a function of conductivity for a 700 A thick AlQ; device with a
MgAg cathode. The lines are fits to theory and the circles are data from [19]. The fit parameters
used here are ones deduced from the Briitting et al. data [23], except for 7y = 500K, and Vofrser =
1 V. The theoretical fit represents an effective temperature dependence given by Tl = T" + (BTr)"
where n = 1.41 and B = 1.24. The dashed line shows the linear effective temperature dependence

The T} = T" + (BTr)" form is further explored through the Briitting et al. data
[23] for a 3,000 A thick AlQ; device with Ca cathode. The transient mobility data
(Fig.4) are transformed under the various effective temperature models discussed
in Sect. 3. Figure 7 shows a plot of the transient mobility data for various electric
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Fig. 7 The transient mobility data of Fig.4 under various effective temperature transformations.
The first four are given by T/ = T" + (BTy)" where:an=1,=1;bn=15B=11;cn=2,
B = 1.3; d Transformation under the model derived by Arkhipov et al. [19]; from Eq. (19) with
v=0.7

fields and temperatures vs the effective temperature. Specifically, Fig. 7a—c shows
Te';f =T"+ (BTr)" withn =1, 1.5 and 2 and optimal 8 values [32]. The 3 has been
optimized to fit each transformation, except for n = 1, where it is taken as § = 1.
If the mobility is a function of the effective temperature, then all the data (for all
temperatures and fields) should collapse onto a single function. Figure 7d shows the
transformation under the expression in Eq. (19) derived by Arkhipov et al. [19] with

an optimized value of y = 0.7.

5 Discussion

Comparisons with data demonstrate that the effective temperature model shows
promise: both the steady state current—voltage data and the mobility data exhibit uni-
versal behavior parameterized by an effective temperature. Data are observed to fit
the effective temperature model over a wide range of temperatures, carrier densities,
and electric fields. Figure 6 confirms that the T/f; = 7" + (B T¢)" model with n~ 1.5
provides the best fit over the widest range of temperatures, albeit with the addition of
the empirical parameter n [32]. But for engineering purposes, where performance
near room temperature is most important, the linear model provides the best fit;
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compare Fig.7a, b. It is observed to work well when 7 is a small perturbation
(Tr < T). The linear effective temperature model fails at lower temperatures when
the electric field temperature, Tr, approaches the lattice temperature, 7.

Despite the success of the effective temperature models in describing charge
transport in AlQj3, each model possesses an uncertain physical foundation. The lin-
ear theory essentially treats the electric field as a perturbation and is experimentally
observed to be valid only above T ~ 100 K. Despite the apparent failure of the model
at low temperatures, the form of 7 is determined using arguments at 7 = OK.
Its success at room temperature may then be due to the implicit combination of a
fit parameter and o, the orbital decay constant. Since quantum chemical calcula-
tions can be used to determine ¢, further studies should be able to resolve this. The
T = T"+ (BTr)" models are closest to universal but they are fundamentally em-
pirical. Numerical studies have also suggested that even T/}, = T" 4 (BT¢)" models
cannot be truly universal because 3 apparently varies when the effective temper-
ature is used to simulate transient or steady state currents [33]. Lastly, the theory
of Arkhipov et al. [19] applies only to algebraic densities of states, and provides a
relatively poor fit to the data. The later theory is notable, however, for suggesting
that the form of the effective temperature may depend on the DOS.

The linear model has also been criticized by Cleve et al. [33] as possessing in-
correct asymptotic behavior at low electric fields. They require that

d do dT
op Sy, (23)
dr F—0 dTCff dF F—0

Their concern was dT.s /dF # 0 in the linear effective temperature model. Phys-
ically, we expect that a successful model of conductance should smoothly evolve
from electric field-independence at F = 0 to increasing electric field-dependent
nonlinearity at F > 0. Plots of the charge carrier mobility using the linear effective
temperature model in Fig. 4 are consistent with the expected behavior. Moreover, we
note that the effective temperature depends on the magnitude of the electric field.
Hence, as required by symmetry arguments,

T (6/2) — Teir (—6F/2)
oF

=0, 6F>0. 24)

In any case, comparisons with data show no evidence of failure of the linear
model at low electric fields. In fact, the linear model arguably fits the low electric
field data better than the T/}, = T" + (B7x)" models.

6 Conclusion

It has been established that percolation theory can successfully explain the mo-
bility in organic semiconductors at low electric fields. Organic semiconductor
devices, however, often operate at larger electric fields. The electric field distorts the
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distribution of carriers within the organic semiconductor, leading to a substantial
change in the charge carrier mobility. Effective temperature models seek to describe
such complex hot carrier phenomena with a single effective temperature dependent
on the electric field and the lattice temperature. It remains unclear whether a truly
universal effective temperature theory is possible [33]. Nevertheless, comparisons
to data from the archetype small molecular weight electron transport material AlQ5
yield three important conclusions. First, the most accurate effective temperature

model over a wide range of temperatures is the empirical relation Ty = T" + (B Tg)"

with n ~ 1.5 [32]. Second, the simple linear model is arguably superior to the
empirical models near room temperature. It also replaces constants of unclear physi-
cal origin with parameters that may potentially be obtained using quantum chemical
simulations. Third the linear effective temperature model is simply understood as a
first order perturbation in the carrier distribution, i.e., it is expected to be valid for
Tr < T, which typically corresponds to the operating conditions of most organic
devices. Thus, for organic semiconductor engineers concerned with the rational de-
sign of OLEDs and OPVs, the linear model of effective temperature may provide the
most practical description of the electric field dependence of charge carrier mobility.
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Description of Charge Transport in Disordered
Organic Materials

S.D. Baranovskii, O. Rubel, F. Jansson, and R. Osterbacka

Abstract In this chapter we present some useful concepts developed to describe
theoretically electrical conduction in disordered organic materials such as molecu-
larly doped and conjugated polymers and organic glasses. In such systems electrical
conduction is due to incoherent hopping of charge carriers between localised states.
We focus on the dependences of the conductivity and the carrier drift mobility on the
concentration of localised states, concentration of carriers, temperature and electric
field.

Keywords Disordered organic semiconductors - Hopping transport
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1 Introduction

1.1 General Remarks

In this chapter we present basic ideas for description of charge carrier transport in
disordered organic materials. So far electrophotographic image recording has been
the main technique that exploited the electrical conducting properties of organic
solids on a broad industrial scale [1]. The main efforts of researchers are presently
focused on the development of organic materials for applications in light-emitting
diodes (LEDs), in field-effect transistors as well as in photovoltaics. Materials used
for these purposes are mostly random organic, notably conjugated, and/or molecu-
larly doped polymers with semiconductor properties [1, 2]. Therefore we restrict our
description in this chapter to considering electrical conduction in these organic semi-
conducting materials. In such materials charge transport is provided by a sequence
of incoherent tunnelling transitions (hopping) of electrons or holes via localised
states, randomly distributed in space and energy [1-7]. It is this transport mode
which is described in our chapter.

Basic ideas for theoretical description of hopping transport were developed in
the late 1960s and early 1970s. In particular it was recognised very early that an
essential ingredient of a successful theory for hopping transport in disordered ma-
terials is that it takes into account that hopping is not determined by the rate of
‘average’ hops, but rather by the rate of those hops that are ‘most difficult but still
relevant’: hopping conduction is in fact a percolation problem. The appropriate the-
oretical description of the hopping transport mode based on the mathematical theory
of percolation was proposed independently by Ambegaokar et al. [8], Pollak [9], and
Shklovskii and Efros [10]. The result was the comprehensive theory of the variable-
range-hopping (VRH). Most of the theoretical treatments performed in the 1990s
in order to describe hopping transport in disordered organic materials were based
on the averaging of hopping rates (see, for instance, [11-14]). This procedure has
been analysed and qualified as erroneous in numerous studies [15-19] and we are
not going to repeat this analysis in our chapter, although the ensemble averaging of
hopping rates is still often used when dealing with disordered organic systems (see,
for instance, [20, 21]).

We would just like to remark here that a rather unlucky situation has been estab-
lished with respect to the term ‘averaging of hopping rates’ in the field of organic
semiconductors. It is recognised that the ensemble averaging of hopping rates leads
to erroneous results, in particular, that it washes out the exponential dependence of
hopping rates on distances between localised states and that it also gives a wrong
temperature dependence for the hopping conductivity [22]. It is worth noting, how-
ever, that the procedure called the averaging of hopping rates in [23-26] is not the
procedure noted in [22] and previously in [11-14]. In [23-26], the average hopping
rate is simply redefined via the following chain of arguments. On one hand, the
well-known general expression for the DC conductivity is used in the form [27]
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ovc =e [ de i(e) ie), (1)

where e is the elementary charge, 7i(€)de is the concentration of electrons in the
states with energies between € and € + de and i (€) is the mobility of these elec-
trons. On the other hand, one uses the general expression for the DC conductivity in
the form opc = el n, where n is the total concentration of the charge carriers:

n:/dsﬁ(s), ()

and 7i(€) = g(€) f(e) is the product of the density of states (DOS) g(€) and the
Fermi function f(¢&), dependent on the position of the Fermi level eg. The quantity
U obtained as U = opc/en is claimed to be proportional to the average hopping
rate. This definition is, however, not the same as the averaged hopping rates used in
[11-14].

In the late 1960s and early 1970s the main effort of theoreticians was directed at
describing hopping transport in doped crystalline semiconductors where localised
states for charge carriers (electrons and holes) are created by donors and accep-
tors. These systems provide a really valuable test field for theoretical description
of hopping transport, since the electronic structure of individual localised states in
doped semiconductors is well known. For shallow impurities these states are simple
hydrogen-like electron states with renormalised Bohr radius. Due to the screening of
the core Coulomb potential of the impurity atom by the semiconductor matrix, the
wavefunction of the valence electron or hole on shallow donors and acceptors has a
much larger spatial extension than that in a hydrogen atom. Nevertheless the struc-
ture of the electron state is very similar to that in a hydrogen atom. This well-known
electron structure of localised states allows one to develop theoretical description of
hopping transport in full detail. Such detailed description of the theory can be found,
for instance, in the monograph by Shklovskii and Efros [15]. Among other results it
was shown that the shape of the DOS, i.e. the energy distribution of localised states
available for hopping charge carriers, is essential for conducting properties of the
material under study.

The latter message became particularly important when the attention of the
scientific community in the 1970s turned to studying inorganic amorphous semicon-
ductors, such as amorphous silicon (a-Si), amorphous germanium (a-Ge), and their
alloys. These materials are usually prepared as thin films by deposition of atomic or
molecular species. Particularly, hydrogenated amorphous silicon (a-Si:H), has been
attracting much attention, since incorporation of hydrogen essentially improves the
conducting properties favourable for device applications of amorphous semicon-
ductors. The density of localised states in the band-tails of inorganic amorphous
semiconductors is believed to have a purely exponential energy dependence (see,
for instance, [18] and references therein):

2(e) = gexp (g) : 3)
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where energy € is counted from the mobility edge, N is the total concentration of
localised states in the band-tail, and & determines the energy scale of the tail. We
consider in our chapter electrons as charge carriers. The results for holes can be
obtained in an analogous way.

Theoretical description of hopping transport in a system with exponential DOS
has been suggested in the 1970s and 1980s for all possible transport regimes —
equilibrium transport [28], non-equilibrium transient transport [29], and for non-
equilibrium steady-state transport [30]. These were essentially the VRH theories, in
which the interplay between spatial (localisation length) and energetic factors (DOS
function) plays the decisive role. The result of this interplay is in providing a partic-
ular energy level within the DOS that dominates all hopping transport phenomena
[28-30].

In organic amorphous materials the DOS is not exponential as in their inorganic
counterparts, but it is rather described by the Gaussian distribution [1-7]:

N g2
g(e)= mﬁxp <7‘2) ) 4

where o is the energy scale of the distribution and the energy € is measured relative
to the centre of the DOS. The origin of the energetic disorder is the fluctuation in
the lattice polarisation energies and the distribution of segment length in the p- or
s-bonded main-chain polymer [5]. The Gaussian shape of the DOS was assumed on
the basis of the Gaussian profile of the excitonic absorption band and by recognition
that the polarisation energy is determined by a large number of internal coordinates,
each varying randomly by small amounts [5].

Another argument in favour of the Gaussian DOS is provided by experimental
data on the temperature dependence of the carrier drift mobility and conductivity.
The temperature dependence of the drift mobility obtained in time-of-flight experi-
ments in random organic solids usually has the form

\°
H“exp{ (T) } )
where Tj is a parameter [1-7]. This temperature dependence has been reproduced
in Monte Carlo computer simulations of the charge carrier hopping transport in a
set of localised states with Gaussian energy distribution [31] strongly supporting
the validity of Eq. (4). For exponential DOS described by Eq. (3) the temperature
dependence of the mobility follows the Arrhenius law [28-30].

It has become a tradition in the field of organic materials to claim that the Gaus-
sian shape of the energy distribution of localised states prevents analytical solution
of the hopping transport problem [4—7, 32]. In this chapter we show that such a
solution can be easily obtained within the standard set of ideas developed long
ago for description of the VRH in inorganic disordered materials with exponential
DOS. Furthermore, we will see below that the description of VRH in a system with
Gaussian DOS is much easier than in a system with exponential DOS. The reason
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for this is rather transparent. For materials with the exponential DOS described by
Eq. (3), kinetic coefficients such as the drift mobility and diffusivity of charge car-
riers are not well defined. Indeed, if some small amount of electrons are inserted
into a system with exponential DOS at such temperatures that kT < &y, where k is
the Boltzmann constant, electrons would continuously relax in energy, diving en-
ergetically deeper and deeper in course of time. In such a case their mobility is
continuously decreasing with time. Therefore the result of a mobility measurement,
for instance in a time-of-flight experiment, would depend on the length of the sample
and on the applied electric field, since these parameters determine how long carriers
move across the sample. In other words, there is no universal mobility for a partic-
ular material with an exponential DOS. This transport mode is known as dispersive
transport. The diving of electrons in energy stops when they arrive into the vicinity
of the Fermi level eg. Therefore the value of the measured mobility would depend
on the concentration of electrons that determines the position of &g, and hence it is
not an intrinsic characteristic for a given material.

In systems with Gaussian DOS the situation with the energy relaxation of elec-
trons is much simpler. Even in a very diluted system, in which electrons behave
independently from each other, there exists some limiting energy < &. > for the
energy relaxation of electrons. After arriving in the vicinity of this limiting energy,
electrons would not relax to deeper states anymore. If this energy < &. > lies above
the Fermi level, one can easily calculate the mobility of electrons, which would
be a well-defined quantity independent of the sample size and on the applied field
(at low fields in long enough samples) characterising the material itself. As will be
shown below, in this regime the temperature dependence of the mobility should be
described by Eq. (5). If the concentration of electrons is high, so that the Fermi level
is situated above < &, >, mobility becomes dependent on the concentration of elec-
trons in the system. Furthermore, in the latter regime the temperature dependence
of the carrier mobility due to hopping in the Gaussian DOS takes the Arrhenius

form [18]
A
#“exp{—ﬁ}’ (6)

where A is the activation energy. Usually the latter dependence in organic materials
is observed by measurements of the electrical conductivity in systems with a signif-
icant concentration of charge carriers, for instance in field-effect transistors [33]. It
is often claimed that the temperature dependence (Eq. 5) evidences a Gaussian DOS
(Eq.4), while the Arrhenius law (Eq. 6) favours purely exponential DOS (Eq. 3). We
will show below that both temperature dependences described by Egs. (5) and (6) are
predicted theoretically in the frame of the same transport model with the same Gaus-
sian DOS, depending on the total concentration of charge carriers in the system. At
low carrier densities the dependence described by Eq. (5) is predicted, while at high
carrier densities the dependence described by Eq. (6) should be valid [34, 35].

In the following we consider in parallel the description of the VRH transport in
a system with the exponential DOS and that in a system with the Gaussian DOS.
We will show that the well-known concepts successfully applied for decades to de-
scribe the VRH electrical conduction in the inorganic disordered materials such as
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doped crystalline semiconductors and amorphous semiconductors with the exponen-
tial DOS are well able to account for the broad variety of experimental observations
in disordered organic materials with Gaussian DOS.

1.2 The Model for Charge Carrier Transport in Random Organic
Semiconductors

The general model for charge carrier transport in random organic solids could be
formulated as follows [1-7]. It is assumed that charge carriers move via incoher-
ent hopping transitions between localised states randomly distributed in space with
some concentration N. All states are presumed to be localised. The energy distribu-
tion of the localised states is described by Eq. (4). The energy scale o of the DOS in
most random organic materials is of the order of ~0.1eV [1, 2]. In the initial model,
no correlations between spatial positions of localised states and their energies were
included [1, 2]. For the sake of simplicity we will assume below that this assumption
is valid unless the contrary is specified.

A tunnelling transition rate of a charge carrier from a localised state i to a lo-
calised state j lower in energy, depends on the spatial separation 7;; between sites
i and j as v (r;) = voexp(—2r;/ o), where a is the localisation length which we
assume equal for all sites. This length determines the exponential decay of the
carrier wavefunction in the localised states. The decay length on single sites has
been evaluated in numerous studies of the concentration-dependent drift mobility.
For example, for trinitrofluorenone in PVK the estimates oc ~ 1.1 x 10~%cm and
o ~ 1.8 x 1078 cm were obtained for holes and electrons, respectively [36]. For dis-
persions of N-isopropylcarbazole in polycarbonate the estimate o ~ 0.62 x 10~3cm
for holes has been obtained [37]. The pre-exponential factor vy depends on the elec-
tron interaction mechanism that causes the transition. Usually it is assumed that
carrier transitions contributing to charge transport in disordered materials are caused
by interactions with phonons. Often the coefficient vy is simply assumed to be of the
order of the phonon frequency ~10'3s~!, although a more rigorous consideration
is in fact necessary to determine Vy. Such a consideration should take into account
the particular structure of the electron localised states and also the details of the
interaction mechanism [38, 39].

When a charge carrier performs a transition upward in energy from a localised
state i to a localised state j, the transition rate depends on the energy difference be-
tween the states. This difference should be compensated, for example, by absorption
of a phonon with the corresponding energy [40]. Generally, the transition rate from
the occupied site i to an empty site j can be expressed as

2rjj E—&+|E—¢&
v (rij,€i,€}) = Voexp (—7”) exp (‘jTLJU : M
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If the system is in thermal equilibrium, the contribution of a pair of sites to the
conductivity can be calculated by taking into account the occupation probabilities of
sites with different energies determined by the Fermi statistics. Taking into account
these occupation probabilities one should write the number of electrons making the
transition between sites i and j per unit time in the form [40]

2rjj E—&|t+|€—¢€r|t+|&—€
F(rij,si,sj)=r0exp(—§>exp<—" [+l — el +le F|>. ()

2kT

The problem of theoretical description of the hopping conduction can be then
formulated as follows. One has to calculate the conductivity which is provided by
transition events with the rates described by Eqgs. (7) or (8) in the manifold of lo-
calised states with the DOS described by Eq. (4).

2 General Concepts for Description of Charge Carrier
Transport in Random Organic Materials

2.1 Percolation Approach

One of the most powerful theoretical tools to account for charge carrier transport in
disordered systems is provided by the percolation theory as described in numerous
monographs (see, for instance, [15, 18]). According to the percolation theory, one
has to connect sites with fastest transition rates in order to fulfil the condition that the
average number Z of connected bonds per site is equal to the so-called percolation
threshold Bc. In the three-dimensional case this threshold is [15, 41, 42]:

Z=Bc=274+0.1. )

This method has been successfully applied to the theoretical description of hopping
transport in doped crystalline semiconductors [15] and also in disordered materials
with exponential DOS [43]. A treatment of charge transport in disordered systems
with a Gaussian DOS in the framework of the percolation theory can be found in
[34, 35, 44]. However, this theory is not easy for calculations. Therefore it is de-
sirable to have a more transparent theoretical description of transport phenomena
in disordered systems with a Gaussian DOS. In the next section we present such
an approach based on the well-approved concept of the transport energy (TE). This
concept was successfully applied earlier to describe transport phenomena in inor-
ganic disordered systems with exponential DOS [28-30]. We show below how this
concept works in both cases for exponential and for Gaussian DOS functions.
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2.2 The Concept of the Transport Energy

The crucial role of a particular energy level in the hopping transport of electrons
via localised band-tail states with the DOS described by Eq. (3) was first recognised
by Griinewald and Thomas [28] in their numerical analysis of equilibrium VRH
conductivity. This problem was later considered by Shapiro and Adler [45], who
came to the same conclusion as Griinewald and Thomas, namely, that the vicin-
ity of some particular energy level dominates the hopping transport of electrons in
the band-tails. In addition, they achieved an analytical formula for this level and
showed that its position does not depend on the Fermi energy. Independently, a
rather different problem of non-equilibrium energy relaxation of electrons by hop-
ping through the band-tail with the DOS described by Eq.(3) was solved at the
same time by Monroe [29]. He showed that an electron, starting from the mobility
edge, most likely makes a series of hops downward in energy. This character of the
relaxation process changes drastically at some particular energy &, which Monroe
called TE. The hopping process near and below TE resembles a multiple-trapping
type of relaxation with the TE playing the role of the mobility edge. In the multiple-
trapping relaxation process [46] only electron transitions between delocalised states
above the mobility edge and the localised band-tail states are allowed, while hop-
ping transitions between the localised tail states are neglected. Hence, every second
transition brings electron to the mobility edge. The TE of Monroe [29] plays the
role of this edge for the hopping relaxation. It coincides exactly with the energy
level discovered by Griinewald and Thomas [28] and by Shapiro and Adler [45]
for equilibrium hopping transport. Shklovskii et al. [30] have shown that the same
energy level & also determines the recombination and transport of electrons in the
non-equilibrium steady-state under continuous photogeneration in a system with the
DOS described by Eq. (3). We see, therefore, that the TE, in both equilibrium and
non-equilibrium, controls both transient and steady-state transport phenomena. The
question then arises as to why this energy level is so universal that hopping of elec-
trons in its vicinity dominates all transport phenomena. Below, we give a derivation
of the TE based on consideration of a single hopping event of an electron localised
deep in the band-tail. It is the TE that maximises the hopping rate as a final electron
energy in the hop, independently of its initial energy [47]. All derivations below are
carried out for the case kT < &,0.

Consider an electron in a state with energy ;. According to Eq. (7), the typical
rate of a downward hop of such an electron to a localised state somewhat deeper in

energy is
2r (&
v (&) = Voexp { %] , (10)

where

. -1/3
4
re)= |5 [de| (i
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The typical rate of an upward hop of such an electron to a localised state with
energy & > & is

2r(e) O

Vi (&, &) = Voexp { p kT] , (12)
where 8 = €, — &; > 0. This expression is not exact. The typical nearest-neighbour
distance, r (&) is based on all states deeper than &,. For the exponential or Gaussian
DOS this is equivalent to considering a slice of energy with the width of the order
& or o, respectively. This works for a DOS that varies slowly compared with k7T,
but not in general. It is also assumed for simplicity that the localisation length o
does not depend on energy. The latter assumption can be easily released on the
cost of a somewhat more complicated form of the equations. We will analyse the
hopping rates at a given temperature 7', and try to find the energy &, which provides
the fastest typical hopping rate for the electron placed initially at energy &;. The
corresponding energy &, is determined by the condition

dvy (&, &)

=0. 1
de, 0 13)

It is easy to show [47, 48] that the final energy &, determined by Eq. (13) does
not depend on the initial energy & and hence it is universal for given parameters
No?, and & /kT (for exponential DOS) and o /kT for Gaussian DOS.

In the case of exponential DOS one obtains

& = —3epln o0 (4”/23]3;/3N1/3a, (14)
while in the case of Gaussian DOS the TE is determined by the equation
&=0X (No’,kT /o), (15)
where X (N a3,kT / G) is the solution of the equation [48]
x2 X/y2 v —1/3
exp <7) / dr exp (ftz) = [9 (27r)1/2Na3} kT/oc.  (16)

It has been shown [48] that at low temperatures, kT < &, 0, the maximum
determined by Eq. (13) is sharp and therefore the introduction of the TE for both
exponential and Gaussian DOS functions makes sense.

Unfortunately it is claimed sometimes that there is no TE in the variable-range
sense for a Gaussian DOS [49]. Equations (15) and (16) clearly show that this en-
ergy does exist. Furthermore, the equation for the TE in a Gaussian DOS literally
coinciding with Eq. (16) was later discussed by Arkhipov et al. [50], who claimed
that the concept of TE is applicable to practically all realistic DOS distributions.
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However, it has been shown in [48] that, for example, in a system with the DOS in
the form g (€) «< exp (7 \/8/_80) the maximum determined by Eq. (13) is so broad
and the position of & is so deep in the tail of the DOS that introduction of the TE
makes no sense. The DOS g (&) o< exp (f \/8/_80> is well known for the mixed crys-

tals with compositional disorder [51]. Furthermore, sometimes the TE approach is
applied to a system with a constant, energy-independent DOS [52]. We do not think
that such a procedure is meaningful. If the energy dependence of the DOS is weak,
the transport path in the equilibrium conditions corresponds to the vicinity of the
Fermi level. Concomitantly, the temperature dependence of the conductivity obeys

the classical Mott formula: opc (') o< exp {— (To/T) 1/4} [15, 27]. Below we show

how one can use the concept of the TE in order to describe the energy relaxation of
electrons and to calculate the transport coefficients.

2.3 Energy Relaxation of Electrons in an Exponential DOS:
Dispersive Transport

Consider an electron in some shallow state with the energy close to the mobility
edge. Let the temperature be low, so that the TE (&) lies well below the mobility
edge, which we consider here as a reference energy €c = 0. The problem is to find
the energy & (), which corresponds to the maximum of the energy distribution
of electrons as a function of the time ¢. At early times, as long as & (t) > & the
relaxation is governed by Egs. (10) and (11). The depth &4 (¢) of an electron in the
band-tail is determined by the condition

vilea ()] =1, a7)

This leads to the double logarithmic dependence &g () o< —&yIn [In (vpt )] 4 C with
constant C dependent on &, N, and «. Indeed, Eqgs. (10) and (17) prescribe the
logarithmic form for the time dependence of the hopping distance r (¢) and Egs. (3)
and (11) lead to another logarithmic dependence &g [r (¢)]. At time

3
e vilexp (k—“;’) (18)

the typical electron energy &4 (1) approaches the TE & and the style of the relax-
ation process changes. At ¢t > fc, every second hop brings electron into states in the
vicinity of the TE from where it falls downward in energy to the nearest in space lo-
calised state. For such a relaxation process the typical electron energy is determined
by the condition [29]

vilea(r), &l =1, (19)
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where v; [&4 (1), &] is the typical rate of electron hops upward from the demarcation
energy towards the TE [29]. This condition leads to the typical energy position of
the relaxing electron at time ¢ determined as

3¢y (4m/3)' PN B
2T e

ea(t) = —3gn [ ] —kT'In(vpt), (20)

where ¢ is the basis of the natural logarithm. This is a very important result, showing
that in a system with purely exponential energy dependence of the DOS, described
by Eq. (3), the typical energy of a set of independently relaxing electrons would con-
tinuously dive deeper and deeper into the mobility gap. Of course, Eq. (20) is valid
for long enough times, so that the demarcation energy &4 (¢) lies below the mobility
edge, i.e. & (t) < 0. This continuous decrease of the charge carrier energy leads to
the time dependence of the carrier mobility. The longer is the time, which electrons
spend carrying the current, the smaller is their mobility. The latter is determined by
the activation of electrons from the demarcation energy &4 (¢) decreasing with time
in accord with Eq. (20) to the time-independent TE &. This is the essence of the so-
called dispersive transport in which the mobility of charge carriers depends on the
sample length and on the applied electric field, since these two parameters determine
the time scale at which electrical current is measured. In such situation the measured
or calculated carrier mobility cannot be well defined as a characteristic quantity for
a material. In the next section we will see that the situation with energy relaxation of
electrons in a Gaussian DOS is much simpler than that for the exponential DOS and
that the carrier mobility for a Gaussian DOS can be defined unambiguously. Before
showing this, we would like to emphasise once more that one should be cautious
with application of theoretical methods traditional for crystalline materials to the
description of charge transport phenomena in disordered systems. For example, in
some theoretical studies based on the Fokker—Planck equation, it has been claimed
that the maximum of the energy distribution of electrons coincides with the TE &
and hence it is independent of time (see, for example [53]). Such statements are in
contradiction to the above result with the maximum of the distribution at energy
&4 (t) given by Eq.(20). One should realise that the Fokker—Planck approach pre-
sumes a diffusive style of charge carrier energy relaxation. Hence, it is invalid for
description of the energy relaxation in the exponential or Gaussian DOS, in which
electron can jump over the full energy range of the DOS (from a very deep energy
state towards the TE) in a single hopping event [48].

2.4 Energy Relaxation of Electrons in a Gaussian DOS:
Transition from Dispersive to Non-Dispersive Transport

One of the most remarkable results for energy relaxation of charge carriers in a
Gaussian DOS is the existence of the so-called equilibration energy < €. > [4-7].
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This situation is in contrast to the case of the exponential DOS, where in the empty
system at low temperatures the charge carrier always relaxes downward in energy
and the carrier mobility slows down in the course of the energy relaxation, as dis-
cussed in the previous section. In the Gaussian DOS the charge carrier on average
relaxes from high-energy states downward in energy only until it arrives at the equi-
libration energy < &. >, even in an empty system without any interaction between
the relaxing carriers [4—7]. In computer simulations [5—7], non-interacting carriers
were initially distributed uniformly over the localised states, and their further re-
laxation via hopping processes with the rates described by Eq. (7) was traced. The
temporal evolution of a packet of non-interacting carriers relaxing within a Gaussian
DOS is shown in Fig. 1.

Initially the energy distribution of carriers coincides with that of the DOS. In the
course of time the carrier energy distribution moves downward until its maximum
< £(t) > arrives at the energy < €. >= lim, ... < £ (t) >= —02/kT [5-7]. This
result can be obtained analytically [54]:

[=.eg(e)exp (~€/kT)de  o?

<o >= "0 .
J g(@)exp (—g/kT)de KT

2

The time required to reach this equilibrium distribution (called the relaxation
time) T, is of key importance for the analysis of experimental results [55]. Indeed
at time scales shorter than T, charge carriers initially randomly distributed over

el KT

: (€co) /KT

-1

g (t/t)

Fig. 1 Temporal evolution of the distribution of carrier energies in a Gaussian DOS
(0/kT =2.0). < &. > denotes the theoretical equilibrium energy determined by Eq. (21) (re-
produced with permission from [5]. Copyright 1993, Wiley-VCH)
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localised states perform a downward energy relaxation during which transport co-
efficients, such as the carrier drift mobility, essentially depend on time, and charge
transport is dispersive, as described above. At time scales longer than 7., the energy
distribution of charge carriers stabilises around the equilibration energy < €. >,
even in a very dilute system with non-interacting carriers. In such a regime, trans-
port coefficients are time-independent. In other words, at t ~ T, dispersive transport
is succeeded by the non-dispersive (Gaussian) transport behaviour. This is one of the
most important results for charge carrier transport in disordered organic media [5].
While at short times dispersive current transients were observed in such materials, at
long times transport characteristics are non-dispersive, time-independent and hence
they can be well characterised and described, in contrast to analogous quantities in
inorganic disordered materials with exponential DOS. In the latter materials, trans-
port coefficients in dilute systems are always dispersive (time-dependent) as shown
in the previous section. It has been established by computer simulations that Ty
strongly depends on temperature [5, 55]:

2
Trel &< €XP { <€_g) } ; (22)

where the numerical coefficient B is close to unity: B = 1.1. It has also been found
by computer simulations that the carrier drift mobility u at long times corresponding
to the non-dispersive transport regime has the temperature dependence [4-7, 55]

C 2
1L o< exp {(k—g) } 23)

For the coefficient C the value C = 2/3 has become a conventional one [4-7, 55].
In fact, computer simulations [31] give for this coefficient the value C = 0.69, while
rather sophisticated analytical calculations [53, 55] predict a close value C = 0.64.
Equation (23) with C = 2/3 is believed to be universal, and it is widely used to
determine the energy scale o of the DOS from the experimental measurements of
the In (i) vs T2 [56, 57].

However, it looks rather strange that the coefficients C and B in Egs. (22) and
(23) are considered as the universal ones. In fact, it is the main feature of the
VRH transport mode that the spatial and energy parameters are interconnected in
the final expressions for transport coefficients [15]. Equations (7) and (8) show that
both the energy difference between localised states and the spatial distance between
them determine the hopping probability. Hopping transport in a system with spa-
tially and energetically distributed localised states is essentially a VRH process. In
such a process, the transport path used by charge carriers is determined by both
energy and spatial variables in transition probabilities. It means that the tempera-
ture dependence of transport coefficients should include the spatial parameter No:?,
while the dependence of transport coefficients on the concentration N of localised
states should depend on the temperature normalised by the energy scale of the DOS,
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kT /o. In computer simulations [31], a particular value of the spatial parameter was
taken: Na® = 0.001, and the magnitude C = 0.69 was obtained. The question then
arises of whether this value of C is stable against variations of No>.

There is another important question, already raised in the scientific literature [55],
that is related to the apparent difference in the temperature dependences of ;. and
expressed by the difference between coefficients C and B in Egs. (22) and (23). The
relaxation time T, at which a transition from dispersive to non-dispersive transport
should take place depends on the ratio o /kT more strongly than the carrier drift
mobility . This has an important consequence that a time-of-flight signal produced
by a packet of charge carriers drifting across a sample of some given length must be-
come dispersive above a certain degree of disorder, i.e. below a certain temperature
at otherwise constant system parameters, because eventually 7. will exceed the car-
rier transient time [55]. The early analytical theories [54, 58] already indicated the
difference between coefficients C and B, although they predicted C > B in contrast
to the simulation results. Therefore a consequent analytical theory for description
of the VRH transport in a system of random sites with a Gaussian distribution is
definitely desirable.

2.5 Calculations of the Mobility 1 and of the Relaxation Time T,

Qualitatively, the energy relaxation of carriers in a Gaussian DOS is schematically
shown in Fig.2. At low temperatures, kT < o, carriers placed in the high-energy
part of the Gaussian DOS perform downward energy transitions until they reach a

arbitrary coordinate

o

Energy

9(;

Fig.2 Schematic picture of carrier energy relaxation in the Gaussian DOS via the transport energy
& (reproduced with permission from [59]. Copyright 2000 by the American Physical Society)
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particular energy level & called the TE. At g the character of the relaxation changes.
After a hop to a state below &, the carrier hops upward in energy to a state in the
vicinity of &. This hopping process near and below & resembles a multiple-trapping
process where & plays the role of the mobility edge.

After having understood the relaxation kinetics, it is easy to calculate 7 and
u [59]. Let us start with temperature dependences of these quantities. We consider
the case (€.) < & < 0, which corresponds to any reasonable choice of materials
parameters No® and kT /o [48]. After generation of carriers in a non-equilibrium
situation, the carrier energy distribution moves downward in energy with its max-
imum < € (¢) > logarithmically dependent on time ¢ [59]. States above < € (¢) >
achieve thermal equilibrium with & at time 7, while states below < & (¢) > have
no chance at time ¢ to exchange carriers with states in the vicinity of &, and hence
the occupation of these deep energy states does not correspond to the equilibrium
occupation. The system of non-interacting carriers comes into thermal equilibrium
when the time-dependent energy < € (¢) > achieves the equilibrium level < &., >
determined by (21). The corresponding time is the relaxation time T, [59]. At this
time, dispersive conduction is replaced by the Gaussian transport [59]. As long as
the relaxation of carriers occurs via thermal activation to the level &;, the relaxation
time T, is determined by the activated transitions from the equilibrium level < €. >
to the TE &[59].

Hence according to Eq. (7), Ty is determined by the expression [59]

2r(g) n &— < €0 >

24
- T ; (24)

—1
Trel = Vy €Xp

where r(¢€) is determined by Eq.(11). From Egs. (15) and (16) it is apparent that
the activation energy of the relaxation time in Eq. (24) depends on both parameters
o /kT and No® and therefore the coefficient B should depend on the magnitude of
the parameter No®. Solving Eq. (16) numerically, one obtains for No:* = 0.001 the
dependence described by Eq. (22) with B = 1.0 in good agreement with computer
simulations that give B = 1.1 [5, 54]. Hence the result of the analytic calculation
confirms Eq. (22). However, at another value of the parameter No® = 0.02, the re-
laxation time is described by Eq. (22) with another value of the coefficient B = 0.9.
This clearly shows that the temperature dependence in Eq. (22) cannot be universal
with respect to the concentration of localised states N and the decay parameter of
the carrier wave function ¢.

Now we turn to the calculation of the carrier drift mobility (. We assume that the
transient time f,,, necessary for a carrier to travel through a sample is much longer
than 7], and hence the charge transport takes place in the equilibrium conditions. As
described above, every second jump brings the carrier upward in energy to the vicin-
ity of the TE, being succeeded by a jump to the spatially nearest site with deeper
energy determined solely by the DOS. Therefore, in order to calculate the drift mo-
bility, it is correct to average the times of hopping transitions over energy states
below & since only these states are essential for charge transport in thermal equi-
librium [59, 60]. Hops downward in energy from the level & occur exponentially
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faster than upward hops towards &. Therefore, one can neglect the former in the
calculation of the average time < ¢ >. The carrier drift mobility can be evaluated as

HE (25)

The average hopping time has the form [60]

—1 81

t
<t >= /dsg(e) /dsg(s) vy exp

o kT

1/3
2r (&) B +8t—8]7 26)

where B is the percolation parameter taken from Eq. (9). This numerical coefficient
is introduced into Eq. (26) in order to warrant the existence of an infinite percolation
path over the states with energies below g&. Using Egs. (4), (15), (16), (25) and (26),
one obtains for the exponential terms in the expression for the carrier drift mobility
the relation [60]

~1/3
. X/ V7
e (e)vo) oX 1/0\2
In|p (CEY0) o | AV O (oY
n[”( kT ) 319(;]\70C /d’eXp 2 i)

27)

It is this equation that determines the dependence of the carrier drift mobility on
the parameters No.® and & /kT. Equation (27) gives the temperature dependence of
the mobility in the form of Eq. (23) with the coefficient C dependent on the param-
eter Na? as inherent for the VRH transport [59, 60].

Note that this solution was obtained considering a single charge carrier in the
Gaussian DOS. For exponential DOS such a consideration would not make sense,
since the result for the drift mobility would depend on time because if k7 is less
than the energy scale of the DOS, a single charge carrier in the exponential DOS is
continuously decreasing its energy in course of the energy relaxation.

2.6 Saturation Effects

So far we have discussed the drift mobility of charge carriers under the assump-
tion that their concentration is much less than that of the localised states in the
energy range essential for hopping transport. In the case of the exponential DOS
described by Eq. (3), this transport mode provides kinetic coefficients, which are
time-dependent as described above. In the case when the concentration of moving
electrons is significant and should be taken into account, the theory of the VRH for
the DC conductivity opc in the exponential DOS has been developed by Vissenberg
and Matters [43], using the percolation theory. In the percolation approach one treats
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the transition rates between all pairs of sites, taking into account both the quantum
mechanical transition probabilities and also the probabilities that one of the sites
in a pair is filled by a charge carrier, while the other site is empty, as described by
Eq. (8). These probabilities are determined by the energy levels, & and g; of the
involved sites with respect to the position of the Fermi level &g. The latter quantity
is determined by the concentration of charge carriers n. The number of electrons
making transition between sites i and j per unit time can be expressed as

Ij =Toexp (—&;), (28)

where &;; denotes the exponent in Eq. (8). Connecting only sites with &;; < &, and
increasing &, one determines the value & = &c, at which the infinite percolation clus-
ter of interconnected sites first appears. This cluster is responsible for the hopping
motion of charged carriers in the DC regime [15]. The critical value &: determines
the exponential temperature and concentration dependences of transport coefficients

opc = opexp(—&c), (29)

where 0y is a prefactor not given by the percolation theory. Vissenberg and Matters
[43] calculated opc (T,n) using the classical percolation criterion with B¢ given by
Eq. (9). They obtained the following expression:

g /kT

3
7 (& /kT)" n ’ (30)

(20)* BcW (1 — kT /ey) W (1 +kT /&)

opc (T,n) = 0o [

where ¥ (z) = [ dx exp (—x)x~L. It is this equation that describes analytically
the dependence of the DC hopping conductivity on the concentration of charge
carriers n and on temperature. The corresponding temperature dependence can be
usually well fitted by the Arrhenius law (Eq.6), in which the activation energy A
is close to the difference between the TE & and the Fermi energy &g. Only if the
TE lies below the Fermi level, one could expect the validity of the dependence
OpC °< eXp [f (TO/T)B] with B = 1/4 (Mott law) or with 8 = 1/2 for the case
of strong electron—electron interactions (Shklovskii—Efros law) [15].

The approach of Vissenberg and Matters [43] has been checked by straightfor-
ward computer simulations and a satisfactory agreement has been reported [61].

For the Gaussian DOS described by Eq. (4) the theoretical treatment is even eas-
ier than that for the exponential DOS. If the concentration of electrons is negligibly
small, the DC conductivity can be calculated as a product

Opc = elln, (3D

where 7 is the concentration of charge carriers in the material and pu is their drift
mobility. The latter is calculated via Eq. (27) under the assumption that the system is
empty and a charge carrier is not affected by the possibility that localised states can
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be occupied by other carriers. In such a regime, the dependence of the conductivity
on the concentration of charge carriers is linear as given by Eq. (31).

If, however, the concentration n of charge carriers is increased so that the Fermi
energy €f in thermal equilibrium or the quasi-Fermi energy under stationary excita-
tion is located energetically higher than the equilibrium energy < €. > determined
by Eq. (21), one should use a more sophisticated theory in order to calculate opc.
Analytical theory for the dependence of the hopping conductivity on the concentra-
tion of charge carriers in a Gaussian DOS has been developed in [34, 35, 44]. Let
us first estimate the critical concentration of charge carriers nc, below which the
consideration based on Eqgs. (27) and (31) is valid. In order to estimate nc, the value
of the Fermi energy €r should first be calculated. The position of the Fermi level is
determined by the equation

7 (e)de
) 1exp [(e —&r) /kT]

=n. (32)

At low n for all energies in the domain giving the main contribution to the inte-
gral in Eq. (32), the exponential function in the denominator of the integral is large
compared with unity (the non-degenerate case). Then a straightforward calculation
[34] gives for the DOS determined by Eq. (4) at low temperatures

1 /o’ N

From the equation &g (nc) =< €. >, where < &, > is determined by Eq. (21),
one obtains the estimate

1 /0

ne = Nexp {_E (ﬁ)z} . (34)

At n < nc, the Fermi level is situated below the equilibration energy, < &. >,
and the charge transport can be described for independent carriers via Egs. (27)
and (31). At n > nc, the theory for charge transport should be essentially modified.
These arguments can easily be converted in order to consider the case of constant
concentration of charge carriers and changing temperature. Then at some particular
temperature T¢ equation &p (Tc) =< €. > will be fulfilled. From Egs. (21) and (33)

one obtains [18, 34]
o

T 21212 (N/n)

At T > T, the carrier mobility and conductivity can be described by Egs. (27)
and (31), while at T < T, an essential modification of the theory is needed.

In order to develop a theory for hopping transport at n > nc (or at T < T¢) one
should explicitly take into account the filling probabilities of the localised states by
charge carriers.

Te (35)
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One possibility is to solve the percolation problem with transition rates between
localised states described by Eq.(8) that includes the value of the Fermi energy
related via Eq. (32) to the concentration of carriers, n [34, 35]. An alternative theo-
retical approach to describe hopping conductivity in the Gaussian DOS, taking into
account the occupation of the essential fraction of localised states by charge carriers,
was recently suggested by Schmechel [62, 63]. Schmechel extended the concept of
TE described in Sect. 2.2, taking into account the possibility that the localised states
can be essentially filled by charge carriers. Another kind of percolation approach
to the problem was suggested by Coehoorn et al. [44]. We will not describe these
theories in detail; the interested reader can find a comprehensive analysis of some
of the theories in [44]. We would like, however, to emphasise one very pronounced
result of those theories.

As soon as the Fermi energy determined by Eq. (32) lies essentially above the
equilibration energy determined by Eq.(21), the temperature dependence of the

electrical conductivity is no longer proportional to exp [— (Co/ kT)z} as in the case

of low carrier concentrations at which Egs. (23), (27) and (31) are valid. The con-
ductivity instead closely follows the Arrhenius behaviour [34, 35]. For example, the
percolation approach predicts at n > nc the temperature dependence

Obc = Goexp (— & k_TSF) : (36)

where oy is the preexponential factor only slightly dependent on temperature
[34, 35].

It is worth noting that there are numerous observations of a simple activated tem-
perature dependence of the conductivity in disordered organic materials [64—67].
Particularly the Arrhenius temperature dependence of the conductivity is often ob-
served in field-effect transistors, where charge carrier concentration is usually high
(see, for instance, [33]). Often the dependence In () o< T=2 or In(opc) o< T2 is
considered as evidence for a Gaussian DOS, while the Arrhenius temperature de-
pendence In (i) o< T~ or In(opc) < T~ is claimed to indicate a pure exponential
DOS. The important conclusion from the above consideration is the possibility to
account successfully for both kinds of temperature dependence of hopping conduc-
tivity described by Egs. (5) and (6) in the framework of the universal theoretical
model based on the Gaussian DOS. The temperature dependence of the conductiv-
ity is sensitive to the concentration of charge carriers.

2.7 Nonlinear Effects at High Electric Fields

So far we discussed transport phenomena in organic materials at low values of
electric fields F, at which the conductivity and mobility of charge carriers are in-
dependent of the applied electric field. However, at high electric fields the carrier
mobility and the conductivity in organic disordered materials depend strongly on
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the applied electric field. In this section we describe a model suggested for theoret-
ical treatment of the field-dependent mobility and conductivity.

Two effects are usually discussed with respect to the field dependence of the
charge carrier mobility in organic semiconductors [1, 2, 4-7]. One of them is the
apparent decrease of the drift mobility with rising field at relatively high tempera-
tures [1, 2, 4-7, 68-70]. The other is the strong increase of the drift mobility with
rising field at low temperatures.

It has been shown experimentally [71, 72] and theoretically [73] that the apparent
decrease of the mobility with rising field is an artefact. Indeed the experimental data
are obtained by the time-of-flight technique, in which charge carriers are created
close to one surface of a sample with a given thickness L and the transient time T
is measured, which is needed for charge carriers to reach the opposite surface of the
sample at a particular strength of the applied electric field F'. Then the drift mobility
is calculated as N

u= “F (37

However, at high temperatures and low electric fields the current transients in
the time-of-flight experiments are determined mostly by diffusion of charge carriers
rather than by their drift. Therefore use of the drift formula (Eq. 37) strongly over-
estimates the mobility. It is the presence of the field strength in the denominator of
Eq. (5) that leads to apparent ‘increase’ of the mobility at decreasing F' [71, 73]. If
one uses diffusion formula instead of Eq. (37) at low fields F' and high temperatures,
then no increase of the mobility with decreasing field is seen [73].

This observation does not exclude the possibility of the negative differential con-
ductivity in the hopping regime. Bottger and Bryksin [74] and Shklovskii et al.
[75, 76] have suggested the detailed theory for the hopping mobility and conductiv-
ity decreasing with increasing electric field in various systems, particularly with a
Gaussian DOS [76]. The analytical theory has been recently confirmed by computer
simulations [95]. The effect of the negative differential conductivity is however to
expect at very high fields. This regime succeeds the very strong increase of the mo-
bility with rising field [75, 76], and does not precede it at lower field as claimed on
the basis of Eq. (37) [1, 2, 4-7, 68-70]. Therefore we turn now to the real effect,
namely to the very strong increase of the carrier drift mobility with rising field at
high values F.

We start with a description of this effect for disordered materials with an ex-
ponential DOS described by Eq.(3), which is typical for inorganic amorphous
materials. Li, Meller and Kosina [77] recently approached this problem by inserting
the dependence of transition rates on the electric field and that of the percolation
threshold into the percolation theory of Vissenberg and Matters [43]. We describe
below another approach based on a very useful concept of the so-called field-
dependent effective temperature. Then this concept will be extended to organic
disordered materials with a Gaussian DOS.

Transport phenomena under the influence of high electric fields in inorganic
non-crystalline materials, such as amorphous semiconductors, has been the object of
intensive experimental and theoretical study for decades. This is implied by observa-
tions of strong nonlinearity in the field dependences of the dark conductivity [78, 79],
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of the photoconductivity [80] and of the charge carrier drift mobility [78, 81, 82]
at high electric fields. This effect is most pronounced at low temperatures, when
charge transport is determined by electron hopping via localised band-tail states.

While the field-dependent hopping conductivity at low temperatures was always
a challenge for theoretical description, the theories for the temperature dependence
of the hopping conductivity at low electric fields were successfully developed for
all transport regimes: for the dark conductivity [28, 43], for the drift mobility [29],
and for the photoconductivity [30]. In all these theories, hopping transitions of elec-
trons between localised states in the exponential band-tails play a decisive role, as
described above.

Shklovskii was the first who recognised that a strong electric field plays, for
hopping conduction, a role similar to that of temperature [83]. In order to obtain the
field dependence of the conductivity opc (F) at high fields, Shklovskii replaced the
temperature 7T in the well-known dependence opc (7') for low fields by a function
Totr (F) of the form [83]
eFo

2k -

A very similar result was obtained later by Griinewald and Movaghar in their
study of the hopping energy relaxation of electrons through band-tails at very
low temperatures and high electric fields [84]. The same idea was also used by
Shklovskii et al. [30], who suggested that, at 7 = 0, one can calculate the field de-
pendence of the stationary photoconductivity in amorphous semiconductors by re-
placing the laboratory temperature 7 in formulas for the low-field finite-temperature
theory by an effective temperature Tog (F) given by Eq. (38).

It is easy to understand why electric field plays a role similar to that of tempera-
ture for the energy relaxation of electrons. In the presence of the field, the number
of sites available for charge transport at 7 = 0 is essentially enhanced in the direc-
tion prescribed by the field, as shown in Fig. 3. Hence, electrons can relax faster
at higher fields. From the figure it is seen that an electron can increase its energy
with respect to the mobility edge by the amount € = eFx in a hopping event over
a distance x in the direction prescribed by the electric field. The process resembles
thermal activation. The analogy becomes closer when we express the transition rate
for the hop as

2 2
v (x) = vpexp (—Ex) = Vpexp (—ﬁ) = Vpexp [_#(F)} , (39)

where Toi (F) is given by Eq. (38). This effective activation induced by electric field
produces at 7 = 0 a Boltzmann tail in the energy distribution function of electrons
via localised states, as shown by numerical calculations [86, 87].

However, experiments are usually carried out not at 7 = 0, but at finite tem-
peratures, and the question arises on how to describe the transport phenomena in
the presence of both factors, finite 7 and high F. By studying the steady-state en-
ergy distribution of electrons in numerical calculations and computer simulations
[86, 87] and by straightforward computer simulations of the steady-state hopping

Tt = (38)
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Fig. 3 Tunnelling transition F
.S, -—
of a charge carrier in the
band-tail affected by a strong 9_(5)
electric field. Travelling the 0 -

distance x, the carrier
acquires energy eFx, where F
is the strength of the electric g(e)
field, and e is the elementary 0 >
charge (reproduced with
permission from [85];
copyright 1995 by the T
American Physical Society) &

SRy eFx

conductivity and the transient energy relaxation of electrons [85], the following re-
sult has been found. The whole set of transport coefficients can be represented as a
function of a single parameter Tog (T, F)

B
()

with 8 = 2 and values of ¥ in the range 0.5-0.9, depending on which transport
coefficient is considered [85]. For instance, in Fig.4 simulation results are shown
for the charge carrier drift mobility once as a function of the electric field F and
different temperatures 7' (Fig.4a), once as a function of temperature at different
fields (Fig. 4b) and once as a function of the effective temperature given by Eq. (40)
with parameters 8 = 2 and ¥ = 0.89 [85]. We are aware of no analytical theory that
can support this numerical result.

Recently, Limketkai et al. [88] did exploit the concept of the effective temper-
ature in order to account for the strong field nonlinearity of the conductivity and
carrier mobility observed in organic semiconductors [89]. Unfortunately, Limketkai
et al. have chosen the expression for the effective temperature Tog (7, F ) in the form
of Eq. (8) with § = 1 and y = 0.5, although it has been proven [85] that such an ex-
pression for the effective temperature with § = 1 cannot be valid. Indeed, suppose
the conductivity opc is dependent on Ty (7, F) solely. Then

1/B

Te (T, F) = (40)

dopc _ dopc dTes
dF  dTg dF °

(41)
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In the ohmic transport regime at F' < kT /ec, the conductivity opc must be field-
independent, implying that

dTeff

— O0asF — 0. (42)

The function described by (40) with B = 1 obviously does not fulfil this condi-
tion. However, any function of this kind with 8 > 1 is in accord with Eq. (42) along
with the necessary condition Tegg =T at F =0 and Tegr o< F at T =0 [83].

A challenging problem arises to find out whether the concept of the effective
temperature is applicable to systems with a Gaussian DOS, and if yes, what is the ex-
pression for To (7', F'). We show below that the concept of the effective temperature
is valid also for such systems. Furthermore, Eq. (40) for the effective temperature is
valid also in the case of a Gaussian DOS, though the values of the parameters 8 and
7 in this expression can be slightly different from those for the exponential DOS.
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Following the ideas of Marianer and Shklovskii [86], and using numerical meth-
ods presented by Yu et al. [90-93], the mobility and steady-state energy distribution
of charge carriers in a system with a Gaussian DOS were investigated [94]. Even
at high fields, the energy distribution of charge carriers follows, to a good ap-
proximation, a Fermi—Dirac distribution, with the temperature 7 replaced by the
effective temperature Tor (7, F). In this case, T (T, F) is given by Eq. (40), with
the parameters 3 2 1.54 and v = 0.64. An example of steady-state carrier distribu-
tions and fitted Fermi—Dirac functions is shown in Fig. 5. The effective temperature
described by Eq. (40) is independent of the concentration of charge carriers. The

Fig. 5 The steady-state occupation probability as a function of site energy, for sites with a Gaus-
sian energy distribution. The curves show the fitted Fermi—Dirac functions. The inset shows the
same data on a logarithmic scale

(0 / KTeff)?

Fig. 6 Mobility as a function of the effective temperature, for different localisation lengths. In
each pair of lines, the higher is for the concentration n = 10~2 while the lower is for n = 107>
charges per site
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carrier mobility can well be described as a function of the effective temperature,
carrier concentration and localisation length. This means, that the field dependence
of the mobility can be described completely via the effective temperature. Equa-
tion (23), that is valid for low electric fields, can be used also at high fields, if T is
replaced by To (T, F) , see Fig. 6. The parameter C in Eq. (23) is dependent on both
the carrier concentration n and the localisation length o.

3 Concluding Remarks

In this chapter we have presented several basic concepts developed for description
of charge carrier transport in organic disordered semiconductors, such as molec-
ularly doped, conjugated polymers, and organic glasses. These concepts are, to a
great extent, analogous to the theoretical concepts developed earlier for description
of charge transport in inorganic disordered materials such as amorphous and mi-
crocrystalline semiconductors. Therefore, we tried to keep the presentation of these
ideas for systems with a Gaussian DOS typical for organic disordered materials
parallel to that for systems with exponential DOS typical for inorganic amorphous
semiconductors. Particular emphasis was given to the dependences of the transport
coefficients on the concentration of localised states, concentration of carriers, tem-
perature and electric field. We focussed in this chapter only on the description of the
motion of charge carriers through the disordered material. Such important topics as
the injection of charge carriers from the contacts into the system as well as the de-
scription of the space-charge-limited currents remained beyond our scope. Readers
interested in these topics can find comprehensive descriptions, for example, in the
review article of Béssler [1].
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Drift Velocity and Drift Mobility Measurement
in Organic Semiconductors Using Pulse Voltage

Debarshi Basu and Ananth Dodabalapur

Abstract This chapter is focused on the electrical characterization of organic field
effect transistors. Conventional methods for characterizing mobility in organic semi-
conductors include field-effect mobility measurement and optical time-of-flight
measurement of drift mobility. In his presentation this chapter describes a new
method that combines the advantages of both these methods. It involves the in-
jection of carriers at the source of a transistor using a voltage pulse followed by
their subsequent extraction at the drain. The delay between the two events is used
to extract the velocity of carriers. The electronic time-of-flight method is a fast,
simple and direct method to determine the charge transport properties of the semi-
conductor. In combination with the prevalent methods the electronic time-of-flight
method presents itself as a source of information for understanding injection into
the semiconductor and determining the trap distribution.

Keywords Time-of-flight - Organic semiconductor - Mobility - Charge transport
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1 Introduction

Organic and polymer transistor based circuits are being investigated for a number
of low-cost, large-area applications, particularly those that are compatible with
flexible plastic circuits [1-3]. The organic materials that have been used as
active semiconductor materials include both sublimed and solution processed
semiconductors such as pentacene [3], oligothiophenes [4], hexadecafluoro copper-
phthalocyanine [5], polythiophene [6], etc. This choice of materials opens up several
possibilities to develop integrated circuit technologies based on organic transistors
for various large-area low-cost applications. However, the future of printed elec-
tronic displays and circuit applications utilizing organic transistors is dependent on
the performance of solution processible semiconducting polymers. Therefore it is
necessary to obtain a detailed understanding of charge transport in polymers such
as poly(3-hexyl)thiophene.

Most studies of charge transport in polymers employ field-effect mobility mea-
surements [7-9]. Temperature-dependent measurement of the field effect transistor
(FET) mobility has provided numerous insights on the characteristics of the charge
carriers and nature of transport phenomena. Temperature-dependent measurements
of FET mobility have highlighted the role of disorder in transport. A percolation
model for hopping applied to a slowly decaying exponential band-tail have been
used with success to describe movement of carriers in solution processed amor-
phous polymers and small molecules [9]. However, in a disordered semiconductor
such as organic polymers, the FET mobility uggt is different the trap-free mobil-
ity p as most of the carriers remain trapped in the band-tail states [7-9]. In such
systems, determining the drift mobility becomes very important.

This work is focused on the electrical characterization of polymer field effect
transistors. We have introduced a method to measure the drift mobility that com-
bines the advantages of the two prevalent methods of extracting mobility namely
field-effect mobility measurement and optical time-of-flight measurement of drift
mobility [10, 11]. It involves the injection of carriers at the source of a transistor
using a voltage pulse followed by their subsequent extraction at the drain. The de-
lay between the two events is used to extract the velocity of carriers. The electronic
time-of-flight (¢eTOF) method is a fast, simple, and direct method to determine the
charge transport properties of the semiconductor. The method we employ is based
upon the technique first demonstrated in silicon by Burns in the 1960s [12]. In this
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chapter we have demonstrated this new technique on p-channel semiconductors;
however, by reversing the polarity of the applied voltage, it can also be used to
extract the mobility of an n-channel semiconductor.

Preliminary modeling of transport was performed to capture the effects of chan-
nel geometry and applied voltage on mobility. The solution of the equation of
motion for the traveling carrier density set into motion by the pulse voltage was
approached using two methods. The first is a transmission line approach which ap-
proximates the channels to a network of resistors and capacitors while the second
method uses classical electrodynamics with simplifying assumptions to reduce the
complexity of the problem. It was also shown that both these methods are equiv-
alent in the sense that they describe the same differential equation. Time-of-flight
measurements of drift mobility were performed in organic transistors with different
semiconductors and dielectrics. It was observed that the eTOF mobility lies in the
range of the field-effect mobility. Variation in drift mobility was also observed with
the applied pulse voltage. This was explained to be caused due to a combination of
the increase in mobility with gate voltage and the increase in drift mobility at high
lateral fields. Finally, mobility measurements were done on transistors with vary-
ing channel length which established the validity of Poole—Frenkel like effect on
mobility at high fields.

By extending the time for which the pulse is applied we have been able to show
the initial decay of displacement current, the intermediate delay caused due to the
movement of charges in the channel, the buildup of charges to form the channel, and
finally the bias-stress causing the gradual decay in current; all in the same experi-
ment. Hence the pulse voltage method cannot just extract the drift mobility of the
transistor, it provides a window to the functioning of the transistor, and gets us one
step closer in our goal of elucidating the charge transport mechanisms in polymer
transistors.

2 Mobility Extraction by Pulse Voltage Method

The objective of the experiment is to study transport in p-type semiconductors by
extracting the carrier velocity and hence the mobility of carriers in these materials.
Carriers inside the semiconductor move in response to an electric field. The electric
field is created by applying a voltage bias between two metal contacts, one kept
nominally at ground. The contact at higher potential is the terminal where the carri-
ers are injected. This contact therefore serves a dual purpose. First it helps establish
the field and second it acts as an injection point. The other electrode is tied to the
ground through a small resistor, so that the exiting carrier current produces a voltage
that can be used to identify the time of their transit.

In an FET geometry the higher potential is applied to the source electrode and
the drain electrode is connected to the resistor. The third gate electrode is kept at
ground so that a low carrier concentration is maintained in the channel initially. A
low carrier concentration is needed initially so as to reduce the initial displacement
current flowing through the channel. Another advantage of this method is that the
electric-field can be varied to study its effect on the mobility.
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2.1 Distinction Between Optical and eTOF

Although eTOF technique shares some similarities with the optical time-of-flight,
it differs markedly in the conditions that govern transport. First, in an optical TOF
the displacement component of the total current is equally important to the conduc-
tion current. However in an eTOF the displacement current is orders of magnitude
smaller than the conduction current and hence can be neglected. Second, the car-
riers that transit in an optical TOF experiment are created by optical excitation;
therefore the density of carriers in electronic states depends on the spectrum of the
optical source used. The distribution of excess carriers does not follow the equilib-
rium statistics dictated by Fermi—Dirac distribution. On the other hand, injection of
carriers in an eTOF flight is through a combination of field-aided thermionic emis-
sion, and tunneling through the energy barrier [13]. The injection process depends
nontrivially on the distribution of band gap state, interface dipoles, and phonon
distribution [14]. The transit-times in an eTOF contain critical information about
the injection process which cannot be obtained from the optical TOF data.

Charge extraction by linearly increasing voltage (CELIV) [15, 16] is another im-
portant technique to extract the drift mobility of transistors; however it is applicable
to organic LEDs and provides information about mobility in the perpendicular di-
rection similar to optical time-of-flight.

2.2 Mathematical Description

The mathematical description of the problem and its solution is adapted from a study
of large-signal transit time effect in silicon transistor by Burns [12]. The problem
deals with obtaining the time dependent carrier distribution p(x,) flowing through
the channel in response to a voltage V (x = 0,¢) applied to the source (x =0) of
a transistor, the gate and drain (x = L) being connected to ground. The voltage
waveform V (x = 0,7) is assumed to be a step function U (¢) with the step occurring
at the initial instant:

V(x=0,) =V U(t),
V(x=L,t)=0, (1)

Vgate = 0.

2.3 Analysis and Solution

The problem of pulse voltage technique can be approached in one of two equivalent
ways. The first method involves the transmission line approach which considers the
channel as an infinite resistance—capacitance ladder. The current flowing through
the channel divides up into these two branches at every point, one that charges up
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the channel and the other that flows towards the drain. The second method uses
classical electrodynamics equations formulated by Maxwell with the assumption
that the charge in the channel is controlled by the gate—substrate voltage difference.
This helps in isolating this two-dimensional problem into a set of two independent
linear differential equations along the two directions. Hence the name quasi-one-
dimensional approach.

2.3.1 Transmission Line Approach

This approach is useful for both the small- and large-signal picture. As shown in
Fig. 1, the channel can be assumed to be composed of a series of resistor—capacitor
network. An elemental portion of the channel is represented as a series resistor and
a parallel capacitor connecting to the gate electrode. The capacitance per unit length
C is constant and is proportional to the insulator capacitance where as the resistance
per unit length is a function of the charge induced by the gate-substrate voltage
difference, hence it is a function of the channel voltage V (x, 7).

c= 28y )

Ui

where W is the channel width, & is the permittivity of free space, & is the relative
dielectric constant of the gate insulator and 7j is the insulator thickness.

G=R'=uCc(Vg—Vr—V(x,1)), (3)

where U is the hole mobility in the channel. G is the conductance per unit length
which is inverse of the resistance R per unit length, and Vr is the turn on voltage of
the organic semiconductor channel. At a time ¢ and a distance x from the source, the
displacement current that flows through the capacitor results in reduction of 7 (x,t)
given by

_8I(x,t) d (V (x,t) — VGaTE)
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This helps in charging up the channel and reducing the resistance that causes more
current to flow. The current flowing through the resistor reduces the voltage as
given by
AV (x,1)
dx
This results in the voltage wavefront moving forward along the channel. The current
I (x,t) can therefore be written in terms of V (x,7) as

= —I(x,0)R. (5)

AV (x,1)

I(x,t):7[.LC(VGAT57VT7V(X,I)) ox

(6)
Therefore Egs. (4) and (6) form a simultaneous differential equation pair that can be
solved to obtain the equation for the voltage V (x,7).
The equation pair can be simplified by the following substitution:
V/(X,l) :VGATE7VT7V(X,I). (7)

Hence the simultaneous equation pair reduces to

or(x1) _ V' (x.1)

ox ot
I(r,1) = uCV' (x,t)w. @®)
By eliminating 7 (x,) from the equation pair (Eq. 8) we get
a (., V' (x,1)\ _ dV'(x,1)

This equation must be solved for V'’ (x,r) subject to the boundary conditions:

V/(L,t)=—V(Lt)=0, (10)

In deriving the boundary condition the gate voltage is taken a zero, and the turn
on voltage which is usually small is neglected.
2.3.2 Quasi-One-Dimensional Approach

Figure 2 shows the schematic representation of the problem. The two-dimensional
problem of transiting voltage wavefront is a complicated one without any additional
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Fig. 2 Schematic representation of the quasi-one-dimensional approach for solving the pulse
voltage problem

simplifying assumptions. By introducing the condition that the charge in the channel
is controlled only by the gate voltage we reduce the complex problem into a set of
two independent differential equations. The assumption is justified by the fact that
the transverse electric field due to gate, at any point in the channel, exceeds the lon-
gitudinal electric field due to the applied source-drain bias. The charge concentration
which depends on the electric field by the Gauss law is therefore dependent mainly
on the gate voltage. It has been shown by Alam et al. that the transport in an organic
channel takes place in the first few monolayers from the semiconductor—insulator
interface [17]. Hence we further assume that the channel is two-dimensional rather
than three-. Hence the charge density can be expressed as a sheet of charge that
changes from point to point along the length of the channel while remaining uni-
form along the width of the channel. The continuity equation is therefore given by

aJ dp
a-f—g—o,

p =ep(x,t). (11)
By eliminating p from the above equation we get

aJ edp
—=—-— 12
ox ar (12)
Current is conducted chiefly by holes. Since one of the carriers (electrons) gets
trapped in these p-channel devices, the hole mobility is overwhelmingly larger [18].
Also the drift component of the hole current is orders of magnitude larger than its
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diffusion and displacement counterparts. These assumptions therefore lead to the
current expression given in Eq. (13):

J =JN+Jp,

JP>>JN JgJP7
A% 0

Jo=—piep % —eDp 2., (13)
ox ox

Jp Drifr = Jp Diffusion
oV

J=Jp=—lUep—.
ox

By eliminating J from Eqgs. (12) and (13), we get

o ( v\ ap
a(#Pg) = (14)

The channel charge is given by Poisson’s equation:

P

& Es ’

p=e(p—n),

p>n, (15)
0%V n PRY% _ep

ox2 = 9yr  ges

Vv =

Since the injected hole concentration is much higher than the electron concentration
the resulting charge concentration can be assumed to be consisting entirely of hole.
The Poisson’s equation in integral form transforms into the Gauss law:

/sE.aZ’:Qm:pm (16)

For a long channel the x-component of the electric field can be neglected with re-
spect to its y-component; this is also known as the long channel or the gradual
channel approximation. Therefore Eq. (16) yields

Ey,>E, E =E,3,
B, =L (17)

80)(

The y-component of the electric field can be written in terms of the electric
field as
~ Voare —Von —V (x,1)
= T )

E, (18)
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Hence the charge concentration can be written in terms of the voltage as

Vi —Von—V (x,t
p=ep(x1)=egs —= (;f &) (19)

and p can be replaced in Eq. (14) to obtain the differential equation for the system

d 8V> _ 8(VGATE7VON7V) (20)

= <I~i (Vgare —Von—V) x 5 .

2.3.3 Equivalence of Both Techniques

The introduction of the long channel approximation essentially reduces the dif-
ferential equation for the quasi-one-dimension approach to the same differential
equation. It can be seen that by applying the substitution in Eq. (7) with the fol-
lowing conditions.

Veate equals zero and the turn on voltage is small enough to be neglected; we
arrive at the following differential equation:

P LoV V!
o (“V a—x) = @D

which is same as Eq. (9) for the RC transmission line approach. This can be further
simplified into

2> 2 29V
dx? (V)= u ot

This is the equation of transport for the pulse voltage problem.

(22)

2.3.4 Solution of Differential Equation

To solve the equation we make the simplifying substitution result of which is to
normalize the variables:

V/
LV
Vo
X
=1—- 23
z I (23)
L2
T=— where T = —.
uVo

Equation (22) then reduces to

ﬂ — i (Vﬂ) (24)
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with the following boundary condition:

v(1,7) = 1;Gate to source voltage constant = V|
v(0,7) = 0;Gate to source voltage constant = 0 (25)
v(z,0) = 0;channel initially uncharged.

From Eq.(24) it is apparent that the rate of change of voltage is extremely slow
at low voltages and identically zero at zero voltage. This characteristic is different
from a linear resistor—capacitor circuit where the voltage is never identically zero at
any finite distance or time. The solution can therefore be intuitively compared to a
traveling wave and at a given time the voltage will be identically zero for distances
greater than the wavefront.

The particular problem at hand belongs to a class of problems dealing with diffu-
sion into a semiinfinite medium that have been discussed in depth by Wagner [19].
Following a similar approach the problem can be divided into two sections:

1. For the duration of time before the wave front reaches the drain (7 < #4), the so-
lution is similar to that of diffusion into semiinfinite medium. During this period
of time the boundary condition at the drain electrode is always satisfied because
of the wave propagation behavior.

2. After the wavefront reaches the drain electrode, it stops progressing further and
tries to settle down to its steady state value. v = /z.

The partial differential equation can be transformed into an ordinary differential
equation by the substitution

-z
= — 26
Y=o (26)
which converts Eq. (24) into
P (Y g% @7)
Y -— = =Vu.
0y? dy y&y

Equation (27) cannot be solved analytically; hence the numerical solution is pre-
sented in Fig.3. As can be seen from Fig.3, the values of v with y greater than
0.81 are identically equal to zero. This implies for a particular point in the channel
given by 2, v(z07p) is zero for a certain time in the beginning before the wave front
reaches zg. For the drain zy equals zero hence the time for the wave front to reach
the drain is given by

20=0=1-2-0.81-/1,
7 =(1/1.62)* =0.38. (28)
Hence the time for the carriers to reach the drain can be derived from Eq. (28) to be
2

L
tqg =0.38—. 29
d o (29)
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Fig. 3 Numerical solution of Eq. (27). It is evident that the variable v is identically equal to zero
for values of y > 0.81 which implies that there is a finite amount of time for which there is no
current at the drain

For t > 14 the voltage distribution tries to attain its equilibrium distribution given by

v=vi=y[1- T (30)

The second part of this diffusion problem can be solved by making an approx-
imation that the diffusion coefficient is a function of distance rather than voltage.
This results in linearization of the partial differential equation (Eq.24) which then
becomes

Jdv  dv 0%y

Later in this chapter we have simulated the transport and it will be seen that the
above approximation is justified due to the linear profile of the voltage distribution
after it reaches the drain. It will also be seen in Fig.4 that the distribution does
not change much after the wave front reaches the drain electrode; therefore it is
reasonable to approximate the solution as a sum of the steady state and an error
term as in Eq. (32):

v(z,T) = \/E—l—%s(zr). (32)

Substituting this into Eq.(27) the following linear partial differential equation is
obtained:

0% de e de

Z 822 +Za_Z — _423/2 = x (33)
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Fig. 4 Simulation of transport of carriers along the channel of a transistor (L= 10pm,
u=0.1cm? V"s*]) in response to a step voltage (Vo = 100V) applied at the source. (a) The
voltage distribution along the channel at intervals of 10ns. (b) The plot of drain current as a func-
tion of time

This can be solved by standard separation of variables yielding a general solution of
the form

= 4
e(z.1— 1) = Y, Culys <§k,,Z3/4> exp (k2 (t— 1)), (34)
n=1

where k, is the separation constant and 7 > 7y. J is a Bessel function of order
2/3 which ensures that the second boundary condition in Eq.(25) is met since
J2/3(0) =0.

The first boundary condition can be realized by choosing &, appropriately so that

4
a3 <§kn> =0,

%k,, = O, (35)
where 0, are the zeros of Bessel function J; 3. Following the analysis of Burns [12]
the constant factor C, is chosen so that the best agreement between Eq. (34) and the
solution of Eq.(31) is obtained. As shown in Fig.5, a factor of 0.53 results in the
best fit. Substituting Eq. (34) with appropriate values of constants into Eq. (32) and
using Eq. (4), the defining relation of current, we obtain

Iprain (T) =0 T< 038,
aw
Tprain (1) = & V3 {1~ 0.83exp (—6.406 (¢ — 0.38))
—0.17exp (—2-6.406 (7 —0.38))},
t T>0.38,
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Fig. 5 The solid curve represent the exact solution to the pulse voltage problem obtained
numerically; the dashed curve is an approximate solution to the problem shown by Eq. (33). This
solution is weighted by a factor of 0.53 to obtain the best match to the exact solution. (Reprinted
from [12], we have been unable to trace or contact the copyright holder. If notified the publisher
will be pleased to rectify any errors or omissions at the earliest opportunity)

2.4 Simulation of Transport

Equation (36) provides an approximate solution to the problem of pulse voltage
measurement of eTOF mobility. It is helpful in understanding the dynamics of the
transport and extracting parameters of the semiconductor that affect transport of
charge carriers. It is nevertheless essential to have an exact solution to the problem.
Since it cannot be solved analytically we have to resort to numerical analysis.

We have simulated the movement of carriers in the channel in response to the
application of a step voltage in MATLAB®; the results of which are presented in
Fig.4. There is a finite amount of time when the drain current is identically equal
to zero, and the time delay is inversely proportional to the mobility of the transistor.
The inverse of the delay time gives the characteristic frequency of the transistor
operating as an amplifier. Determination of this parameter, therefore, specifies both
the small-signal frequency and large-signal transient response of the device.

The simulation of Fig. 4 is done assuming ideal step voltage, constant mobility,
trap-less semiconductor, and ideal contacts. These ideal conditions do not exist in
reality because, first there is always a finite amount of rise time for the pulse to go to
its maximum, and second the mobility of an organic semiconductor is dependent on
a variety of conditions including the local field, the charge concentration etc. Third,
traps in an organic semiconductor dominate transport, and finally nonideal injec-
tion from contacts can adversely affect transport of charge carriers. In the following
subsections we have tried to incorporate these effects into the simulation.
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Fig. 6 Effect of finite rise time on initial delay for the drain current to appear, Pulse applied to the
source begins rise at 7 = 0. (L =10um,Vp = 100V, =0.1cm? V= 's71)

2.4.1 Rise-Time Correction

Assuming a linear rise from zero to maximum value Vj of the voltage pulse, we
have simulated the transient response. Figure 6 shows the effect of finite rise time
on the initial delay. As can be seen, the curve shifts with increasing rise time, the
shift being equal to half the rise time. Therefore the expression for the initial from
which the mobility is extracted needs to be modified as

tRamped _ lunramped Tramp
Delay ~— "Delay + 2 7
2
unramped L
t =0.38—. (37)
Del
elay UV

In the case of a nonlinear rise, half of the rise time (10-90%) can also be used as an
approximate correction factor. Alternatively, the delay time can be measured from
the time where the voltage is half of the maximum value. It will be seen later that
for practical purposes it is always advisable to use a sharper pulse.

2.4.2 Effect of Field Dependence of Mobility

Investigation of J-V characteristics as a function of temperature has shown that the
mobility of an organic semiconductor, under high fields, tends to follow a Poole—
Frenkel-like behavior [20] given as
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H = HieXp ( T
where k is Boltzmann’s constant, 7 is the temperature, E is the electrical field, A is
zero field hopping barrier of the carriers, y; is intrinsic mobility without a hopping
barrier, and 3 is the field-dependent coefficient. The expression of field dependence
of mobility given in Eq. (38) was originally proposed by Poole and Frenkel [21]
based on modification of columbic potential by high electric field. Gill [22] later
obtained a similar expression for mobility in amorphous TNF:PVK films. The value
of B originally proposed in the Poole-Frenkel model was e /mege,. However, in later
literature it has been used as a fitting parameter [23]. On introducing the field depen-
dence of mobility (Eq. 38) in Eq. (21) we get the field dependent transport equation

A 1/2
i —ﬁ <%_‘;) v’ 8_V’ = 8_V’ (39)
ox | Hoexp kT ox | = o

Simulations were done for room temperature transient response with 3 varying
between 10~% and 10~V / (V/cm) 1/2_the results of which are shown in Fig. 7. As
is evident, the initial delay is not affected although the field dependence changes
the final steady state value of the current. This is because the simulations were done
at room temperature where the effect is less prominent than at low temperatures.
The electric field is also not high enough to cause appreciable difference. Hence the
delay time is given by the zero field mobility of the semiconductor.

2.4.3 Effect of Injection Time

For an ideal ohmic contact in an inorganic semiconductor the time for carriers to
be injected from the metal to the semiconductor is much less than the dielectric
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relaxation time of the semiconductor [24], which is of the order of picoseconds.
However the injection in organics is complicated and takes place through a combi-
nation of field-aided thermionic emission and tunneling through the energy barrier.
Baldo and Forrest [14] have recently proposed that injection is limited by charge
hopping out of interfacial molecular sites whose energy distribution is broadened
by disorder in the presence of the interfacial dipoles. The exact nature of trap dis-
tribution must be known to determine accurately the time it takes for carriers to be
injected.

For the purpose of determining the delay in transient response at the drain of an
organic transistor, we have added a correction term f;,; in the expression for delay to
account for the delays in injection and extraction at the contacts

ltotal = fini + lchannel. (40)
d ] d

3 Measurement of Drift Velocity Using Pulse Voltage Method

So far we have engaged ourselves with the theoretical description of the pulse
voltage method. As described previously, the delay in the response of the drain
waveform is a direct indicator of the drift velocity of the carriers in the semicon-
ductor. In the following sections we will describe the experimental details of the
extraction of the drift velocity in organic transistors using the pulse voltage measure-
ment. The setup has been described following a short discussion of the fabrication
of transistors used for the experiments. The results of the experiments are then ex-
plained before concluding with the summary. The pulse voltage method has been
employed on multiple semiconductor—dielectric combinations; to study the effect of
dielectric—semiconductor interface on the mobility we have compared the mobility
of each of the semiconductors on multiple dielectrics. We have also characterized
the dependence of mobility on both the channel length of the transistor and the volt-
age of the pulse waveform to explain the field-dependence of drift mobility.

3.1 Materials Used for Fabrication

We have used the bottom contact structure with the gate at the bottom and source-
drain contact at the top. The fabrication of the structure is explained in detail in
Sect. 3.2 after a short discussion of the organic semiconductor, insulators, and self-
assembled monolayers (SAMs) for surface treatment in that order.

3.1.1 Organic Semiconductors

The most important material required for fabricating an organic transistor is the or-
ganic semiconductor which forms the active layer for transporting carrier. It usually
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comes in two varieties, small molecules and polymers. Small molecules are usually
deposited under vacuum by sublimation, whereas polymers are dispersed from so-
lution. The crystallinity of the semiconductor is the principal factor in determining
the mobility of the semiconductor, a high mobility enhances current density and
increases switching speed, and reducing voltages of operation permits organic cir-
cuits to meet realistic specifications. For our experiment we have used a small
molecule and another polymer semiconductor, both of which have high mobility
due to their relatively crystalline structure.

Pentacene

Pentacene is a polycyclic aromatic hydrocarbon molecule consisting of five linearly-
fused benzene rings (Fig. 8a) and has the appearance of a dark-blue powder. The
chemical names with other details are listed in Table 1. Pentacene is one of the most
commonly used organic semiconductors with the highest mobilities recorded till
date. Pentacene, mobilities of 1.5cm?>V~!s~! were reported by Lin et al. [25]. High
performance pentacene devices have also been fabricated using polymer dielectrics
with carrier mobilities of 3cm2V~!s™! [26]. Recent literature shows mobilities
greater than 3cm?V~!s~! [27]. However, it is highly sensitive to light and oxy-
gen and deteriorates in performance unless passivated. Most commercial samples
of pentacene appear dark purple due to ambient oxidization. Vacuum sublimation
has been used to purify pentacene for fabricating our devices; other methods for
purification include adsorption chromatography.

Pentacene is sublimed, at low pressures, onto the substrate, which is main-
tained at a relatively high temperature (75°C), by heating pentacene above 350°C.
A smooth hydrophobic surface aids the formation of bigger grains and hence results
in higher mobilities.

Fig. 8 (a) Pentacene molecule consisting of five fused benzene ring. Pentacene is one of the most
common organic semiconductor with high mobilities. (b) Structure of pBTTT, a high crystallinity
polymer
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Table 1 Properties of pentacene and pBTTT
Name Pentacene pBTTT

Structure OOOOO C14H29
x S\ /]

S /4 \ // S *

\ 7 s
C14H29
Chemical formula CyHyy Poly(2,5-bis(3-alkylthiophen-2-yl)
thieno[3,2- b]thiophene
Type of Small molecule Polymer
semiconductor
Highest recorded 3 0.8 (3.5 with electrolyte dielectric)

mobility cm? V—1s™!

Poly(2,5-bis(3-tetradecylthiophen-2yl)thieno[3,2-b]thiophene)

A polymer poly(2,5-bis(3-tetradecylthiophen-2yl)thieno[3,2-b]thiophene) (pBTTT)
which stands for poly(2,5-bis(3-tetradecylthiophen-2yl)thieno[3,2-b]thiophene)
was also used for our experiments. It belongs to a class of polymers composed
of regiosymmetric 2,5-bis(3-alkylthiophen-2yl)thieno[3,2-b]thiophene monomeric
units. The chemical structure is shown in Fig. 8b and chemical names with other de-
tails are listed in Table 1. These polymers are marked by excellent self organization
in ordered lamellar domain, and high pi orbital overlap resulting in high mobilities.
The pBTTT polymer has been shown to achieve high charge-carrier field-effect
mobilities of up to 0.8cm?V~!s~! [28]. Its high mobility has been ascribed to its
crystalline structure. Recently, mobility of 3.5cm?>V~!s~! has also been obtained
using an electrolyte dielectric which induces extremely large carrier densities in the
channel [29].

A 5-mM solution was prepared by mixing pBTTT in 1,2-dichlorobenzenethiol.
Once dissolved, the solution becomes gelatinous at room temperature. It was heated
to convert it into its liquid form. The liquid was subsequently spin coated on the
substrate in a nitrogen filled chamber. The substrate with the polymer film was then
annealed by heating it into a liquid crystalline state and then cooled down to room
temperature at 5°C min~'. Annealed pBTTT films exhibit unusually high degree of
order [30].

3.1.2 Dielectric

The second most important material that affects the charge carrier mobility of an
FET is the gate insulator. The surface roughness of the dielectric at the semiconduc-
tor insulator interface is a determining factor for the ordering of the semiconductor
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molecules or polymer strands. A higher roughness results in multiple nucleating
sites which reduces the grain size of the semiconductor thus yielding low field-
effect mobility [31]. This is also known that higher transverse gate field results in
higher charge concentration leading to higher charge carrier mobilities. Smaller ef-
fective oxide thickness (EOT) of the insulator helps in producing a higher electric
field. Reducing the physical thickness of the dielectric often leads to reliability is-
sues due to higher leakage current through the dielectric. Therefore a lower EOT can
be achieved using a high K dielectric; in addition, use of high K dielectrics reduces
voltages of operation to permit organic circuits to meet realistic specifications for
transistor applications.

Silicon Dioxide

Silicon dioxide is the most common insulator that has been used in the semicon-
ductor industry. It is one of the most well characterized insulators present. Hence it
was an obvious choice when fabricating an organic transistor. Due to its low surface
roughness, it presented itself as an excellent candidate for making high mobility
transistors.

Tantalum Oxide

Tantalum oxide (Ta,Os) is a high refractive index, low absorption material useful for
coatings in the near-UV to IR spectra regions; it decomposes only at temperatures
>1470°C. Ta,Os is used to make capacitors in automotive electronics, cell phones
and pagers, electronic circuitry, thin-film components, and high-speed tools. In the
1990s, there was a very strong interest to carry out research on tantalum oxide as a
high-k dielectric for DRAM capacitor applications. Subsequently, in the 2000s, this
strong interest has dropped very significantly. Due to its high index of refraction,
Ta;Os has been utilized in the fabrication of the glass of many photographic lenses.

Tantalum oxide is a high k dielectric that can be vacuum deposited. However, due
to problems of leakage through the insulator, tantalum metal was deposited instead
of its oxidized form, followed by anodization of the tantalum thin film [32] at room
temperature using a 0.01 M solution of citric acid as electrolyte, thereby obtain-
ing 1,700-A high-k Ta,Os (g, : 25.0). The roughness of anodized Ta,Os measured
by AFM was around 22.9 A, which was much larger than that of commonly-used
thermally-grown Si0,2.6 A [33].

Poly(Vinyl Phenol)

PVP or poly(vinyl phenol) is a polymer dielectric. The advantage of using a poly-
mer dielectric over an inorganic one is the ability to formulate a process which
completely relies on solution processible materials. This process can potentially be
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Fig. 9 Thickness of PVP dielectric as a function of spin speed. The lowest possible thickness of
1,700 A is used for fabricating transistors

used to print low-cost circuits on plastic. However, the polymeric dielectrics like
PVP differ from inorganic dielectrics with respect to its surface energy and reactiv-
ity to organic solvents. In addition, PVP can be easily patterned by etching in oxygen
plasma, thus providing a method to fabricate multilayered integrated circuits using
organic semiconductors such as pentacene [34].

The solution was formed by mixing PVP (30 wt%) and a cross-linker methy-
lated poly(melamine-co-formaldehyde) (70 wt%) in propylene glycol methyl ether
acetate (PGMEA). The cross-linker is generally mixed in the solution to increase
the chemical resistivity of the dielectric to organic solvents by connecting PVP
molecules via covalent bonds. It also reduces the free volume of the dielectric as
the dielectric shrinks after cross-linking. The solution is then spun on the substrate
and the desired thickness is determined by the spin speed. In order to obtain a high
gate control we have used the smallest possible thickness of the dielectric, approx-
imately 1,700 A, by spinning at a speed of 3,000 rpm. The thickness vs spin speed
curve is shown in Fig. 9.

Surface Treatment of Insulator

The semiconductor insulator interface is the primary factor that determines the field-
effect mobility of charge carriers in an organic field effect transistor (OFET). Vapor
phase or solution based treatments with an alkyl silane or silazine group forms a
self-assembled monolayer on the surface of the insulator. Such treatments prior to
the deposition of the semiconductor reduces the surface energy which improves the
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Fig. 10 Structure of
octyltrichlorosilane molecule.
On treatment with OTS, it
forms a self assembled
monolayer on the surface of
the oxide that aids the
formation of crystalline
domains

mobility and hence the electrical performance of the transistor. Compounds that
can be used for improving the surface for transistor fabrication include hexam-
ethyldisilazine (HMDS), octyltrichlorosilane (OTS), and octadecyltrichlorosilane.
Structure of OTS molecule is shown in Fig. 10. OTS treatment has shown reduction
in the surface nucleation density of bare oxide, resulting in micron-scale terraced
pBTTT films with improved charge transport [31]. Figure 11b shows the improved
morphology of the OTS treated oxide surfaces as opposed to the surface of bare
silicon dioxide Fig. 11a. The strong dependence of morphology on the surface
chemistry plays an important role in the large hole mobility of this polymer semi-
conductor.

Surface of Contacts

Nonideal contacts can adversely affect the performance of OFETs by limiting the
charge carrier injection, this results in superlinear behavior near the origin in transis-
tor characteristics. This can be modeled as a high resistance in series to the transistor,
the value of which depends on the applied voltage. The effect of this series re-
sistance is a reduction in the mobility of the transistor which ultimate affects its
performance. Treatment with an organic thiol has been shown to improve injection
at the contacts [35]. Such compounds include nitrobenzenethiol, octadecanethiol,
and 2, 4-dichlorobenzenethiol. The exact reason is not understood; however it has
been proposed that formation of an organic layer over the gold electrode reduces its
surface energy and help formation of ordered domains in the semiconductor, which
improves the injection and transport of carriers [36]. Formation of a SAM has also
been purported to reduce the energy barrier for injection thus increasing the effi-
ciency and hence the mobility of the transistor [37].
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Fig. 11 AFM images of (a) 20.0 nm
bare silicon surface and
(b) surface of oxide treated
with OTS. Reprinted with
permission from [31].
Copyright 2007 American
Institute of Physics
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3.2 Fabrication Details

We have used a bottom-contact geometry with a bottom gate structure for fabricat-
ing our field effect transistor. Using the various combinations of gate dielectric and
metal contacts we have used three different structures as discussed below.

3.2.1 Fabrication Scheme A

This is the simplest of the three structures. It consists of degenerately doped silicon
acting as the gate contact. The gate dielectric consisted of 1,000A of thermally
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Fig. 12 (a) Fabrication
scheme A — being the
simplest of the three it
involves the least amount of
processing. (b) Fabrication
scheme B — the gate is
patterned but exists below the
source and drain contacts. (¢)
Fabrication scheme C — gate
is patterned and does not exist
below the semiconductor

grown silicon dioxide on top. The gold source and drain contacts were deposited
photolithographically by a process of image reversal using photoresist AZ 5214 E.
Surface treatments were performed to increase the mobility of the semiconductor
that was finally deposited on top of the structure. A schematic of the structure is
shown in Fig. 12a. The main disadvantage of this structure with respect to pulse
voltage measurement was a high gate to source overlap which resulted in a high
capacitive charging current at the beginning of the experiment that limits the ability
to correctly extract the delay time.

3.2.2 Fabrication Scheme B

A schematic of the structure is shown in Fig. 12b. This structure was prefabricated
by Lucent Technologies [5]. The channel width and length of the transistors were
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2,000 and 7.5 um, respectively. The dielectric consisted of 2,000 A of Si3N4 under
1,000 A of SiO,, with an estimated gate dielectric capacitance of 17nFem™2. Alu-
minum was used as the interconnect metal and the source and drain metals used was
gold.

3.2.3 Fabrication Scheme C

This scheme of fabrication improves upon the previous two by using a patterned gate
and therefore reducing the overlap between the gate and the source. The channel
lengths used are from 5, 10, and 20 um. In order to connect t the bottom gate the
dielectric was patterned. A schematic of the structure is shown in Fig. 12c. The
source and drain were composed of titanium and gold.

3.3 Experimental Setup

The circuit configuration used to measure the transient response of the device is
shown in Fig. 13. The assembly consists of a pulse voltage generator (HP/Agilent
214B), an oscilloscope (LeCroy 6030 Waverunner), and a resistor (750Q). The gate
of the OFET was grounded, and a square wave from an HP/Agilent 214B voltage
pulse generator was applied to the OFET source that switched between 0V and a
maximum positive voltage V. The duty cycle of the square wave voltage pulse was
0.1 with a pulse width of 300 us. The rise time of the pulse was approximately 100 ns
for all the voltage values. The input of the LeCroy 6030 oscilloscope was coupled
to DC 1 MQ. The resistor was connected to the drain contact of the OFET the other
end of which was shorted to ground.

Due to the inherent instability of characteristics of OFET caused by bias stress ef-
fect, the response of the pulse is recorded at the first instant the pulse is applied. The

PULSE VOLTAGE
GENERATOR

SOURCE JI;— OSCILLOSCOPE
DRAIN ‘}

RESISTOR

Fig. 13 Experimental setup consisting of an impulse voltage generator, an oscilloscope, and a
resistor
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resulting waveform is then analyzed using MATLAB® and fitted to the following

expression:
r—1 r—1
Ilo{laexp < D)ﬂexp( D)}, 41)
T1 T

where 1p is the delay in response and Iy, o, 3, Ti, Tz, are fitting parameters.

3.4 Results

The results of the pulse voltage measurement on different semiconductor are dis-
cussed in this section. Each semiconductor has been used on more than one dielec-
tric to observe the effect of insulators on the mobility of the semiconductor.

3.4.1 Transient Response of Pentacene

Pentacene OFETS were characterized on silicon dioxide as well as tantalum ox-
ide dielectrics. The silicon dioxide sample was made using fabrication scheme A.
Before depositing pentacene, it was purified via vacuum sublimation, the silicon
dioxide surface was treated with a 10-mM solution of octadecyltrichlorosilane dis-
solved in toluene for 50 min, and the gold contacts were treated with a 10-mM
solution of nitrobenzenethiol dissolved in acetonitrile for 1h. A film of 400 A of
pentacene was thermally deposited at a base pressure <4 x 1077 torr at 0.3 As~!
for the first 50 A, and then 1 A s~! for the remaining 350 A. All measurements were
carried out under a vacuum <2 x 1073 torr at room temperature. Figure 14a shows
the I; — V;; characteristics obtained from an HP/Agilent 4145B semiconductor pa-
rameter analyzer. The pulse voltage response of pentacene is shown in Fig. 14b. The
maximum voltage of the pulse, Vp, was varied from 20 to 50 V in increments of 5 V.
A nonzero delay between the application of the source pulse and the drain waveform
is seen. The transient mobility was calculated and plotted against the field-effect mo-
bility in Fig. 14c. Both the transient and the DC mobility increases with the voltage
of the pulse from a value of 0.04 and 0.03cm?>V~'s~!, respectively at 20V to a
value of 0.07 and 0.06cm? V~!s~!, respectively at 50 V. A possible explanation is
the increase in mobility with gate voltage.

Transient experiments were also performed on pentacene OFETs with tantalum
oxide as the dielectric. The channel length used was 50 um, so that the effect of the
initial displacement current can be eliminated. Fabrication scheme A was used in
making the OFETs. The substrates were treated with vapors of HMDS. The HMDS
treatment resulted in decreased threshold voltage, and an increase in Loy /Lo ratio by
more than an order of magnitude [33]. The steady state characteristics of the tran-
sistor are shown in Fig. 15a. The saturation region mobility obtained from the FET
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Fig. 14 (a) Steady state characteristics of pentacene transistors on silicon dioxide dielectric. (b)
Transient response of pentacene transistors on silicon dioxide dielectric. (¢) Pentacene drift and
DC mobilities for fabrication scheme B (L =7.5um)

curve is 0.2cm?V~!s~!. The maximum voltage of the pulse, Vj, was varied from 15
to 35V in increments of 2.5 V. The reduction in the range of operating voltage is due
to an increase in the dielectric constant of the insulator that enables higher current
densities at lower operating voltages. Figure 15b shows the fitting of the transient
response for 35V to the expression in Eq. (41); the fit is in good agreement to the
data. The plot of the drift mobility obtained from the transient time extracted by
fitting to data for different pulse voltages is plotted in Fig. 15¢ along with the delay
times. In the case of tantalum oxide dielectric the FET mobility lies within the range
of the FET mobility. The drift mobility of pentacene almost doubles with applied
voltage for the silicon dioxide dielectric; however the drift mobility for the sample
with tantalum oxide dielectric does not show a clear trend with voltage. This may
be because of its large channel length which results in reduced electric field.

3.4.2 Transient Response of pBTTT

Scheme B for fabrication of transistors was used for making pBTTT OFETs. The
surface of silicon dioxide, the insulator, was cleaned with oxygen plasma (25 W,
5 min) followed by treatment with a 0.1 M solution of octyltrichlorosilane in toluene
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Fig. 15 (a) Steady state characteristics of pentacene transistors on tantalum dioxide dielectric.
(b) Transient response of pentacene transistors on tantalum dioxide dielectric. The dots represent
experimental data while the red line is the fit to the expression at Eq. (36). The fit is in agreement
with the data. (c) Plot of transient TOF mobility and delay times for pentacene on tantalum oxide
(L=50um, ppgr =0.2ecm?* Vsl at Vg = —20V)

to improve the ordering of the polymer chains. The pBTTT solution is then spin
coated. The substrate is annealed from 120°C to room temperature at a slow
rate in nitrogen ambient. The transistor characteristics are shown in Fig. 16a. The
solid lines represent simulation using a two-dimensional device simulator called
MEDICI® which simulated the device characteristics using a drift—diffusion model.
The dots represent experimentally obtained data points. Simulation of the device
characteristics is done assuming an ordered semiconductor with ideal contacts; how-
ever an OFET is far from an ideal device. This is the reason deviation is observed
between the simulation and data. Pulse voltage measurements were also performed
the maximum voltage of the pulse, Vp, ranging from 30 to 100V in increments
of 10 V. The pulse voltage response of pBTTT is shown in Fig. 17a, along with
the pulse voltage applied to the source (normalized by its maximum voltage Vp).
The response is fitted to the expression given in Eq. (41) to extract the delay time
(Fig. 17b); the delay time was then used to calculate the transient mobility. The
graph of transient TOF mobilities vs the pulse voltage is shown in Fig. 17¢ along
with the extracted delay times. The DC mobility and the drain current for the
condition

VSource—Gate = VSource—Drain = Vo ( maximum voltage of pulse) (42)
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Fig. 16 (a) Transistor characteristics of pBTTT OFET with silicon dioxide gate dielectric. The
dots represent experimental data while the solid lines represent simulation in MEDICI® a drift
diffusion simulator. (b) Plot of DC saturation mobility and drain currents for pBTTT on silicon
dioxide (L =7.5um)

is plotted in Fig. 16b. Both the DC and the transient mobility show an increasing
trend with the voltage of the pulse. The DC mobility lie within the range of the
transient mobility for the various pulse voltages applied.

3.5 Field Dependence

It can be seen from Figs. 14c and 17c that the drift mobility increases with the
voltage of the pulse applied. An exact dependence of the mobility on the pulse
voltage cannot be predicted; however it can be explained along the following line of
argument.
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Fig. 17 (a) Transient response of pentacene transistors on silicon dioxide dielectric. (b) Fitting
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In the pulse voltage measurement, the gate and drain of an OFET are maintained
at or very near to ground potential. Hence an applied source voltage not only creates
a source to drain field but also a source-gate bias which is equal to the source-drain
bias. Therefore the variation of TOF mobility with pulse voltage can be due to the
dependence of mobility on the source-gate bias or the source-drain bias or due to
combination of both these biases.

An increase in field-effect mobility of carriers with increasing gate voltage has
been observed and explained in terms of multiple trap and release (MTR) with a
distribution of traps located in the grain boundaries [38]. According to the MTR
model, the initial increase corresponds to the filling of the traps in the grain bound-
aries, thereby reducing the barrier for transport. Increased gate voltage results in
increased density of carriers in the accumulation region. The variable range hop-
ping model proposed by Vissenberg and Matters [39] has shown on the basis of the
previous argument that increased gate voltage can lead to an increased mobility. The
source-drain field provides the drive for carriers in the channel of a FET. An increase
in field-effect mobility has been observed in optical time-of-flight methods [40]. At
high fields, alog t ~ E 1/2 relationship was observed with a slope that approaches
zero at high temperatures (Fig. 18). The results were explained within the frame-
work of the disorder transport formalism proposed by Bissler [41] and modified by
Kenkre [42]. However, it should be noted that at high temperatures the mobilities
decreased with increasing field at low fields.

Thus the increased in mobility with pulse voltage observed can be either a effect
of source-gate voltage or the source-drain bias or a combination of both. Since the
exact nature of the dependence would not only be extremely complicated but also
dependent on the density of states which is not known precisely, separation of these
two phenomena in the information available would be nearly impossible. To inves-
tigate the mobility behavior further, independent control of gate and drain biases are
necessary.

In the following section we have discussed an experiment which displays the
variation of TOF mobility on the channel length of the transistor. By changing the
channel length while keeping the pulse voltage constant, the transverse electric field
can be varied independent of the gate source voltage.

3.6 Channel Length Dependence

Transistors are fabricated with pBTTT as the semiconductor according to scheme C.
The bottom gate metal consists of chromium which is also the interconnect metal.
A via is formed by etching through the PVP dielectric to contact the bottom gate.
OTS treatment is performed on the substrate and the contacts are treated with 2,4-
dichlorobenzenethiol. The channel lengths used in this scheme were 5, 10, and
20um. The widths of the transistors increase proportionally so that the W/L ratio
is the same for all the transistors.
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Fig. 18 Plot of optical TOF 103
mobilities as a function of the ‘:
electric field for various =
temperatures. The mobility B

follows exponential square B
root dependence with the T(K)
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The DC characteristics of the three transistors are plotted together in Fig. 19.
A field-effect mobility of 0.13, 0.16, and 0.22 cm? /Vs was obtained in the satura-
tion region for 5, 10 and 20 um channel lengths respectively. The fact that the 5Sum
channel length transistor has lower mobility can be ascribed to a nonideal contact
for injection into the electrodes.

The transient responses for the three channel lengths are shown in Fig. 20a for the
same pulse voltage of 35V, the slowest being the 20-um channel. The delay times
are calculated by fitting the responses at various pulse voltages and the mobilities
are plotted in Fig.20b. The smallest mobility is observed for the 5-um channel.
The TOF mobilities are also plotted with square root of the average electric field
in the channel in Fig.21. It is observed that for higher electric fields existing in
the 5-um channel the mobilities tend to increase with applied voltage, whereas for
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Fig. 20 (a) Transient
response of pBTTT on PVP
for varying channel length
transistors. The pulse voltage
is constant at 35 V. (b) Plot of
transient TOF mobility for
pBTTT on PVP for three
different channel lengths
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larger channel lengths the TOF mobility reduces with increasing voltage. A smaller
channel length implies a higher electric field for the same applied voltage. It can
also be seen that the increase of mobility for the smaller channel length is linear,
indicating exponential square root dependence on the applied voltage. So it can be
concluded that mobilities decrease at lower electric field and increase proportional
to the square root of the electric field at higher fields. The mobilities of the smaller
channel length transistor are lower compared to the higher channel length ones. This
reduction in mobilities can be due to a lower gate voltage for the same lateral electric
field. Nonideal injection can also reduce the value of mobility by affecting the time
to inject through the contacts.

4 Extension of Time Scale: Channel Charge Buildup
and Bias Stress Effects

Time-of-flight measurement of drift mobility was performed in organic transistors
with varying dielectrics fabricated by different methods of fabrication; the TOF
mobility lies in the range of the DC mobility. Variation in drift mobility was also
observed with the applied pulse voltage. This was explained to be due to a com-
bination of following two phenomena: the increase in mobility with gate voltage
and the increase in drift mobility at high lateral fields. Finally, TOF measurements
were done on transistors with varying channel lengths and it was observed that the
mobility reduces at low electric field and increase proportional to the exponential
square root of the source-drain bias. By changing the timescales for which the pulse
is applied, we can look into various phenomena that influence transistor current in
response to the pulse.

Figure 22 illustrates the various influences/current components the transistor ex-
periences as the time duration for the application of the pulse voltage is extended. On
application of the pulse voltage the displacement current starts to flow and decays
quickly. Then there is a time duration for which no current flows through the drain.
This is followed by the appearance of the conduction current which causes charges



106 D. Basu and A. Dodabalapur

) E Conduction ;Current (Pulse Voltage Method)

=y
o
=
Q
@
—
o
)
ke]
°
=]
@

annel Charge build up

Current
Delay due to charge travelling to

Displacement Current
i e e

Bias stress + Trapping red| <::tion of

Channel Charge build up +
mobile charges.

trapping/Bias stress

+—————— Effective ¢urrent = PVM + Bias Stress

A e e

L2/pV Time

Fig. 22 By extending the duration of the pulse, various phases of transformations of the transistor
are revealed

to buildup and form the channel. The charges that travel through the channel also
interact with the localized energy states and get trapped. This causes reduction in the
number of mobile charges and therefore the current. This can be seen as the decay
in current after it reaches its highest value.

4.1 Displacement Current

As soon as the pulse is applied to the source, the electric field in the channel changes,
which results in an almost instantaneous displacement current. The displacement
current does not lead to movement of carriers, it is just reestablished with the elec-
tric field in response to the applied voltage. The decay of the displacement current is
essential in order to measure the drift mobility by the pulse voltage method because
otherwise it would conceal the actual time at which the conduction current starts
rising. In our experiments above we have tried to minimize the displacement cur-
rent by grounding the gate which redirects part of the displacement current through
the grounded gate. The rate of decay of the displacement current is related to the
dielectric relaxation time of the material which is given by Eq. (43):

&0 &r
)
elp

(43)

TDielectric =
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where £y = 8.854 x 10~ 4(F cm’l) is the permittivity of free space and €, is the rel-
ative dielectric constant for the organic semiconductor. It can be seen from Eq. (43)
that the dielectric relaxation time is inversely proportional to the carrier concentra-
tion. This sets a lower limit to the channel length of the transistor that can be used
to perform pulse voltage measurement.

4.2 Delay

For a long channel transistor, there is finite time after the decay of the displacement
current during which the current flowing out of the drain is identically equal to zero.
During this interval the charges injected through the source traverse the channel. The
delay is therefore related to the finite amount of time spent by the charge carriers
in traversing the channel. It is the basis of the pulse voltage measurement which
extracts the drift velocity of the carriers based on this delay time.

4.3 Channel Formation

Our main focus previously had been on the delay time as it indicated the drift veloc-
ity of the carriers in the channel. However, by extending the duration of the pulse
it became apparent that the pulse voltage method contains information about the
charge transport beyond the drift velocity of the charge carriers. In order to demon-
strate this, a pulse voltage of 100V with duration varying from 1us up to 3.5ms
is applied on a pBTTT transistor fabricated on a structure described in fabrication
scheme B. Figure 23a shows that after the initial delay the drain current builds up
quickly, almost saturating to a steady state value at about 1 us. This increase in the
current is a result of the formation of the channel by the injected carriers. All the
charge carriers injected at the source do not flow out of the drain, some accumulate
at the dielectric semiconductor interface to form the channel. The exact charge dis-
tribution depends on the biases applied at the terminals (given by Eq. 42); however,
due to the nature of the experiment, the transistor is inherently biased in the satura-
tion region. As a result the charge distribution gets concentrated towards the source.
This increase in charge density reduces the effective resistance of the channel which
results in the current increasing, the increased current further contributing to the
formation of the channel. This process continues until a steady state charge carrier
distribution is achieved in the channel. Figure 23b shows that the drain current re-
mains steady at about 1.8 mA from 1 to 10us. There is a slight increase, which may
be due to the fact that the fast rise in current is partially nullified by bias stress effect
which is described in the following section.
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Fig. 23 The pulse voltage applied to the source is shown in black while the drain voltage waveform
is shown in blue. (a) Extension of duration of the pulse shows the formation of channel taking place
after the initial delay in the appearance of the drain current. (b) Once the channel is formed the
current more or less remains constant. A pulse of 100 V was applied to a pBTTT transistor with
L=75umand W =2,000um

4.4 Bias-Stress/Trapping

Bias stress effect resulting in long term instability has been of the biggest concerns
in the field of organic transistors. Even with improved processing and passivation
of active layer, organic devices exhibit shift in threshold voltages and consequent
reduction in current due to this effect. The exact reason for the bias stress is still
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unclear; however it has been widely attributed to traps [43, 44]. Irrespective of the
cause of bias stress effect, its effect is visible in the pulse voltage measurement as
a decrease in the drain current after it reaches its maximum value. As shown in
Fig.24a, after reaching its maximum value at about 10ps the drain current starts
reducing slowly. The effect is more pronounced in Fig. 24b where the time duration

has been extended to 3.5 ms. This decrease in steady state current is a signature of
bias stress effect.
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Fig. 24 Bias-stress effect result in (b) decrease of the drain current after (a) it reaches its maximum

value at about 10us. A pulse of 100V was applied to a pBTTT transistor with L = 7.5um and
W =2,000um
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5 Conclusion

Organic semiconducting polymers are endowed with qualities such as easy proces-
sibility and variety of materials. Their potential for use in low-cost electronics and
photovoltaic applications has prompted technological and scientific interest in these
materials. Although the electrical characteristics of organic semiconducting poly-
mers have improved tremendously over recent years, the performance of organic
circuit are hindered by low speeds of operation. This is due to the fact that the ma-
jority of the carriers in a polymeric semiconductor are trapped in localized states,
resulting in low field-effect mobility. Therefore it is important to understand how
charge carriers interact with traps as they drift through polymers. There have been
multiple attempts to understand charge transport in organic semiconductors, most of
which have involved either characterizing the field effect or the optical time-of-flight
mobility.

We have introduced a new method that combines the advantages of both of these
methods. It uses the time-of-flight of a charge packet injected by a voltage pulse
to calculate the drift velocity and mobility of carriers. This technique can help
to improve our understanding of charge transport by providing a new method to
characterize the mobility. This technique is a fast and simple way to determine the
charge transport properties of the semiconductor. In addition it also presents itself
as a source of information for understanding injection into the semiconductor and
determining the trap distribution.

Theoretical modeling of the experiment was carried out using two approaches
that led to the same solution. Simulations were also performed to include non-
idealities like finite rise time that are exceedingly difficult to solve analytically.
Time-of-flight measurement of drift mobility was performed in organic transistors
with varying semiconductors and dielectrics that were produced by different meth-
ods of fabrication.

It was observed that the eTOF mobility lies in the range of the field-effect mobil-
ity. Variation in drift mobility was also observed with the applied pulse voltage. This
was shown to be a combined effect of two phenomena: the increase in mobility with
gate voltage and the increase in drift mobility at high lateral fields. Time-of-flight
measurements carried out on transistors with varying channel length concluded that
the mobility increases at high electric field and the increase is proportional to the
exponential square root of the source-drain bias.

Finally the duration of the pulse voltage method was extended to reveal the
phases of transformation that the transistor undergoes in order to reach steady state.
Therefore the pulse voltage measurement not only provides valuable information
about the drift velocity of the charge carriers; it also describes the working of the
transistor. The pulse voltage method is thus a precious source of information in un-
derstanding charge transport in organic semiconductors.
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Interfaces in Organic Field-Effect Transistors

Gilles Horowitz

Abstract Interfaces play a crucial role in all solid-state electronic devices. In or-
ganic transistors there are two kinds of interfaces: between the gate dielectric and
the semiconductor layer, and between the semiconductor and the source and drain
contacts. The former is the very place where charge transport in the conducting
channel occurs, while the latter governs charge injection and removal to and from
the external circuit. Because of the importance of the insulator—semiconductor in-
terface, the choice of the dielectric is at least as critical as that of the semiconductor.
On the other hand, charge injection is currently considered as at least as crucial as
charge transport in the organic semiconductor. In this chapter, the relevant issues
associated with the interfaces are developed. Particular attention is paid to the char-
acterization of the interfaces and to models developed to understand and improve
their properties.

Keywords Charge transport - Contact resistance - Dielectric materials - Parameters
extraction - Self-assembled monolayers

Contents

I INErOdUCHION . ..uet ettt et e e 114
BaSIC COMCEPLS . . . v ettt ettt et e et e e e e e e e e e e 114
2.1 Operating Mode of the Organic Thin-Film Transistor............................... 114
2.2 Calculating the Drain CUITent ..............ooiuieiitieiiiiiie e, 116
2.3 Parameters EXtraction ............cooiuiiiiiiiiiii i 117
2.4 Charge Transport in Organic Semiconductors ...............ccooeiiiiiiiiiieennnn.. 119

3 The Insulator—Semiconductor Interface ................cooooiiiiiiiiiiiiiiiiiii 125
3.1  Dielectric Materials for Organic Transistors ..............c.eeviuiiiiiieiiieeennnn.. 126
3.2 Physics of the Insulator-Semiconductor Interface.......................cooo 129

4 The Interface Between Electrodes and Semiconductor ..................oooiiiiiia. 133
4.1  Measuring the Contact Resistance..............ooeiiiiiiiiiiiiiiii i, 133

G. Horowitz (<)
ITODYS, Université Paris Diderot, CNRS-UMR 7086, 75205 Paris cedex 13, France
e-mail:horowitz@univ-paris-diderot.fr


e-mail: horowitz@univ-paris-diderot.fr

114 G. Horowitz

4.2 Origin of Contact ReSISANCE ........cuviiiiiiiiiii i 137
4.3 SAM Modified Electrodes: Injection vs Morphology ..............c.ccooviiiieanin. 146
5 Concluding Remarks .........ooouiiiiiiiii 147
REFEIENCES ...ttt e 148

1 Introduction

The operation of solid-state microelectronic devices largely depends on specific
electrical responses occurring at the interface between materials of different na-
ture. A representative example for this statement is the rectifying property of the
metal-semiconductor contact, which has been identified as early as the end of the
nineteenth century (the semiconductor properties of galena were identified by Karl
Ferdinand Braun in 1874; 32 years later, Greenleaf Whittier Pickard patented a
crystal radio receiver [1], which used a “crystal detector” that was actually a metal—
semiconductor diode made of galena). As a consequence, the performance of these
devices critically depends on the quality and reliability of their interfaces. Organic
electronic devices do not escape this universal rule.

The organic thin-film transistors (OTFTs) [2—4] are particularly reliant on this
general issue. OTFTs are fabricated by stacking layers of three different qualities:
conducting, insulating, and semiconducting. Accordingly, there exist in an OTFT at
least two kinds of interface: that between the gate dielectric and the semiconductor
layer, and that between the semiconductor and the two electrodes that inject from
and retrieve charge carriers.

The object of this chapter is to investigate the current state of the art in organic
thin-film transistors under the outlook of the specific problem of interfaces. Both
classes of interfaces identified above will be taken into consideration, with their own
issues. Methods to characterize the interfaces and their effect on the performance of
the device will be described, together with particular solutions to work around the
encountered problems.

The chapter is divided into three parts. In the first part, the operation of the
transistor is described. Special attention is devoted to the problem of parameter ex-
traction. The second and third parts focus on the specific problems related to the
insulator—semiconductor and metal-semiconductor interfaces, respectively.

2 Basic Concepts

2.1 Operating Mode of the Organic Thin-Film Transistor

A thin-film transistor can be viewed as a parallel plate capacitor, where one of the
plates constitutes the gate electrode, while the other plate is made of a semiconduc-
tor film which is equipped with two additional electrodes, the source and the drain,
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Fig. 1 Various configurations of organic thin-film transistors

that are in direct contact with the semiconductor. The function of these two addi-
tional electrodes is to inject in and retrieve charges from the semiconductor film. As
will be detailed below, the role of the third electrode (the gate), which is isolated
from the semiconductor by a dielectric layer, is to modulate the current that flows
between the source and the drain.

The modulation of the current occurs through the charging of the capacitor, lead-
ing to the formation of a conducting channel between source and drain. In electronic
circuits this property is used to amplify a signal; alternatively, the transistor also
serves as a controllable switch in logical circuits.

In essence, the OTFT is made of three components: a dielectric, a semiconductor
film, and three electrodes. The respective arrangement of the three components may
vary, as displayed in Fig. 1.

Electrically speaking, organic semiconductors essentially behave as insulators.
That is, the density of thermally induced free carriers in these solids is very low,
much lower than that found in conventional inorganic semiconductors, which are
most usually used under their so-called extrinsic (doped) form. Because of that, in
the absence of a gate electrode, practically no current flows when a voltage Vp is
applied between the source and the drain electrodes. The presence of a gate and
the application of a voltage Vg to this electrode changes the situation. When Vg
goes beyond a given threshold, equal charges but of opposite sign appear at both
sides of the parallel plate capacitor formed by the gate, the dielectric, and the semi-
conductor layer, resulting in the formation of a conducting channel between source
and drain. The sign of the charge carriers in the channel is opposite to that of the
voltage applied to the gate (i.e., n-channel for a positive gate bias, p-channel for
a negative one). The drain current is now proportional to the charge density in
the channel, which in turn varies linearly with the gate bias. Of course, a requi-
site for that to occur is that charges can be injected from the source electrode into
the semiconductor.
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2.2 Calculating the Drain Current

The principle of the calculation is illustrated in Fig. 2. The first step is to estimate
the charge dg induced by applying a voltage Vg to the gate in an elemental strip of
width dx at a distance x from the source. Below threshold, the charge is zero. Above
threshold, it becomes

dg = —Gi[Vo —Vr —V(x)|Wdx. (1

Here, Vr is the threshold voltage and V (x) the potential at the position x of the
channel induced by the application of the drain bias; V(x) = 0 at the source and
V(x) = Vp at the drain. ; is the capacitance per unit area of the dielectric layer and
W the channel width, so that Wdx represents the area of the elemental strip. The
minus sign at the right hand side of Eq. (1) arises from the fact that V is applied to
the gate (one of the plate of the capacitor), while we are interested in the charge on
the other plate (the conducting channel).

The current Ip that flows between source and drain corresponds to the passage of
the elemental charge dg during the elemental time d¢:

dg dqdx
=4~ awa @
The mobility p is defined as the ratio between the mean velocity v = dx/dr of the
charge carriers and the electric field E = —dV /dx, so that dx/dr = —u(dV /dx).

Making use of Eq. (1), Eq. (2) can be rearranged as [5]

IDdX = WC,‘I.L [VG — VT — V(x)] dv. (3)

source

Fig. 2 Derivation of the drain current
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The drain current is now obtained by integrating Eq. (3) from source (x=0,V (x) =0)
to drain (x = L,V (x) = Vp). Assuming constant mobility, this leads to

w Vi
Ip=Cu (V(;VT?D) V. “)

Equation (4) corresponds to the so-called linear regime, where Vp < Vg — Vr.

As Vp increases, the voltage at the drain electrode gradually decreases, up to
a point where it falls to zero. This occurs at the so-called pinch off point, when
Vp = Vg — V1. Beyond pinch off, a narrow depletion zone forms next to the drain
because the local potential there drops below threshold. Further increase of Vp leads
to a slight extension of the depletion zone and a subsequent shift of the pinch
off point towards the source. Because the potential at the pinch off point remains
equal to Vg — Vr, the drain current becomes independent of the drain voltage; this
is the saturation regime. Here, the current is obtained by equating Vp to Vg — Vr
in Eq. (4):

w
s = 5 -Gt (Vo Vr)®. (5)

Because there are two independent voltages, the current—voltage curves of a tran-
sistor are of two sorts: in the output characteristic, a set of drain current vs drain
voltage curves are drawn for various gate voltages; conversely, fransfer characteris-
tics are those in which the drain current is plotted as a function of the gate voltage
for a given drain voltage. As will be seen in the following, parameter extraction
is carried out from the latter set of curves. Representative examples of output and
transfer characteristics are shown in Fig. 3.

2.3 Parameters Extraction

Besides its technological interest, the thin-film transistor is also a tool of choice to
analyze charge injection and transport in organic semiconductors. In that respect,
methods for extracting the basic parameters are of crucial importance.

Equations (4) and (5) are the premise for the most popular methods for mobility
extraction. The probably most widespread one makes use of the transfer character-
istic in the saturation regime. More precisely, the square root of the drain current is
plotted as a function of the gate voltage. The principle of the method can be illus-
trated by rewriting Eq. (5) as

W
IDsat = iclu (VG - VT) . (6)

Equation (6) predicts a straight line; the mobility is obtained from the slope of the
line, while the threshold voltage corresponds to the extrapolation of the line to zero
current.
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Fig. 3 Representative output (fop) and transfer (bottom) characteristics of an organic transistor

However, this method presents a critical drawback. In the saturation regime, the
density of charge varies considerably along the conducting channel, from a maxi-
mum near the source to practically zero at the drain. As will be seen in the following,
the mobility in organic semiconductors is not constant; rather, it largely depends on
various parameters, including the density of charge carriers. A direct consequence
of this is that in the saturation regime, the mobility is not constant along the channel,
and the extracted value only represents a mean value. For this reason, it is often more
judicious to extract the mobility in the linear regime, where the density of charge is
more uniform. This is usually done through the so-called transconductance g, [6],
which follows from the first derivative of Eq. (4) as a function of the gate voltage:

dl w
=2 " cup. 7

gmi&VGi L
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However, it must be stressed that the validity of the transconductance method is
limited to the case where the mobility varies slowly with the gate voltage. Moreover,
the method is very sensitive to limitations of charge injection and retrieval at source
and drain electrodes. Ways to work around these issues will be addressed in the
following.

2.4 Charge Transport in Organic Semiconductors

The important topic of charge transport in organic materials is outside the scope of
this chapter, and for that we refer the reader to excellent review papers and book
chapters [7—11]. Suffice here to recall a few basic concepts that will help in dealing
with the problem of interfaces.

2.4.1 Band Transport

Band transport refers to the mechanism occurring in crystalline conducting and
semiconducting inorganic solids. Energy bands form in these solids because when
a large number of interacting atoms are brought together, their energy levels be-
come so closely spaced that they become indistinct. Any solid has a large number
of bands, but not all of these bands are filled with electrons. The likelihood of any
particular band being filled is given by the Fermi—Dirac statistics, Eq. (8), where k is
the Boltzmann constant and 7" the absolute temperature, so that at zero temperature,
bands are filled up to the so-called Fermi energy EF:

E—Eg\ !
f(E)(1+exp 7 F) . (8)

On this basis, solids can be divided into insulators, in which the highest occupied
band (the valence band) is completely filled, while the lowest unoccupied band (the
conduction band) is completely empty, and metals that present a partly filled band
(the conduction band). Semiconductors are a particular case of insulators where the
energy gap between the top of the valence band and the bottom of the conduction
band is small enough that, at nonzero temperature, the smoothing out of the Fermi—
Dirac distribution causes an appreciable number of states at top of the valence band
to be empty and an equivalent number of states at bottom of the conduction band to
be filled.

One of the earliest models for charge transport in delocalized bands is the Drude
model [12], which assumes the charge carriers as free to move under the influ-
ence of an applied electric field, but subject to damping forces due to collisions.
This model is valid in semiconductors, where the density of carriers is much lower
that the atomic density; in metals, where the density of carriers is much higher, it
leads to inconsistencies that were removed by taking quantum effects into account.



120 G. Horowitz

A statistical equation for estimating the mean drift velocity of the carriers in the
direction of the electric field F; can be written as

d q 1

a <Vx> = %Fx - ; <Vx> s )
where g is the elemental charge, m* the effective mass, and 7 the mean time be-
tween two collisions (relaxation time). Steady state occurs when the left hand side
of Eq. (9) is 0; under such circumstances, the solution of this equation gives

T
(ve) = rq;Fx = UF, (10)

which defines the mobility p. It is worth noting at this stage that the model is only
valid when the mean free path A = vy, T (the mean distance between two collisions)
is larger than the distance between two atoms in the solid. Here, vy, = /3kT /m* is
the electron thermal velocity. The mobility can be written as

w= (11)

m* vy

Its variation with temperature depends on the nature of the scattering centers. How-
ever, in all cases it is found that it follows a power law, that is, i o< 77", where
n > 0, so the mobility increases when temperature decreases.

2.4.2 Polaron Transport

In organic solids, the domination of molecular over crystalline properties, due
to the weakness of van der Walls intermolecular interactions, leads to a ten-
dency to localization of charge carriers on individual molecules. During a typical
residence time, the localized charge manages to polarize the surrounding elec-
tronic and nuclear subsystems. As a result, charge carriers move in the solid not
as free particles, but “dressed” by a polarization cloud. Such entities are called
“polarons”.

In the formalism developed by Silinch and Cdpek [11], the main polarization
effect in solids formed of conjugated molecules is that on the clouds formed by
the m-electrons, the so-called electronic polarization. In order to estimate the stabil-
ity of the polaron, two characteristic times are defined: (1) the residence time Tyes
corresponds to the average time a charge resides on a given molecule; (2) the elec-
tronic polarization time 7 is the time it takes for the polarization cloud to form
around the charge. An order of magnitude of both times can be estimated by using
Heisenberg’s uncertainty principle T > /i/AE. Here, AE is a characteristic energy
that will be the width of the allowed energy band, typically 0.1 eV in organic semi-
conductors, for the residence time and the energy of an electron transition, that is,
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the energy gap (~1eV), for the polarization process. Accordingly, Tres ~ 107145
and 7, ~ 10~ 155, which implies that electronic polarization always takes place in
organic semiconductors.

Complementary to electronic polarization, a charge carrier in a molecular solid
also polarizes the vibration modes of the molecule on which it resides as well as
dipole active modes of the neighboring molecules, thus forming an extended ionic
state. The corresponding relaxation time T, is estimated from the frequency of the
vibration mode (~1,000cm™") to ca. 10~'*s, comparable to the residence time Tres.
The quasi-particle associated with this process is the molecular polaron.

An alternative approach to polaron transport in organic solids is in terms of
electron transfer (ET). The process can be viewed as a special case of the non-
radiative decay of an electronic state. The derivation of the theory is developed
in various books or review papers [13—15]. The parameter of importance here is
the transition probability per unit time (or transition rate) ki between an initial
and a final state. The rate is estimated within the Franck—Condon approximation.
In the high-temperature regime (fiwif < kT') the Franck—Condon-weighted density
(FCWD) reduces to a standard Arrhenius equation, so the rate takes its semiclassical
Marcus theory expression [16]:

_2m Vil

ki = —————eX
T VATAKT P

Here, Vir = (y;|V |ys) is the electronic coupling matrix element (overlap integral),
A the reorganization energy induced by the charge transfer, and AG® the variation
of the Gibbs free energy during the reaction.

Equation (12) was established in the framework of perturbation theory; its ap-
plication is therefore restricted to the limiting case of weak electronic coupling
(nonadiabatic ET regime). In a more general case, the thermal activation energy
also depends on the electronic coupling, while the prefactor depends on both the
attempting nuclear frequency v, (frequency of nuclear motion along the reaction
coordinate) and the electronic frequency V. that is actually the prefactor in Eq. (12)

(ve =2r ’Vijlz/ nv 471:M<T>. The other limiting case when the electronic coupling

is dominant (v, < vy) is referred to as the adiabatic ET regime, in which the hop-
ping rate for self-exchange reaction (AG® = 0) is given by

|~ (AG"+1)” /aAkT | . (12)

kit = Vo exp [—(x—sz\)z/ukﬂ. (13)

The ET approach establishes an important criterion for discriminating between ac-
tivationless (“band-like”) and localized transport, namely, the former dominates for
large overlap integral and low reorganization energy, while the converse leads to lo-
calization. At this stage, a connection can be established with the polaron model, by
pointing out a link between the overlap integral and the residence time on the one
hand, and between the reorganization energy and the polarization time on the other
hand.
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2.4.3 Hopping Transport

Charge transport in disordered organic semiconductors, such as polymers, is domi-
nated by localized states. In order to participate in the transport, the charge carriers
must hop between these localized states, leading to very low mobility. As first
suggested by Conwell [17] and Mott [18], to overcome the energy difference be-
tween two states, the carrier absorbs or emits one phonon. As discussed by Mott,
in the case of a constant density of states (DOS) at low temperature, hopping
over long distances becomes energetically more favorable than hopping to high
energies. Under such circumstances, the conductivity ¢ varies with temperature
as O o< exp [f (To/ T)l/ 4}. This is the well-known variable-range hopping (VRH)
model.

One of the easiest ways to model charge transport in a random distribution
of localized states is via Monte Carlo simulation [7, 8]. The essential input pa-
rameter is the width ¢ of the DOS, which is usually assumed to be of Gaussian

shape:
N, E?
N(E)= — —-—— - 14
(8)= e~ 5z ) (14)

Here, N, is the total density of localized states. The Monte Carlo simulation re-
veals that carriers tend to relax to an equilibrium level located 62 /kT below (for
electrons) or above (for holes) the center of the DOS. This results in a tempera-

ture dependent mobility u = g exp [f 2o/ 3kT)2] . The mobility must also depend

on the electric field because the average barrier height for uphill jumps is reduced in
the direction of the field. However, in transistors the field along the source to drain
direction is low because the distance is large, so this effect can be ignored in most
cases.

A much more significant effect resulting from the density of localized states is
the gate voltage dependence of the mobility. This can be understood as follows. By
applying a voltage to the gate, charge carriers are injected in the channel, and there
they fill the lower states of the DOS. Any additional charge injected in the system
will therefore occupy states at higher energies, which means that they will need less
energy to jump to other sites, leading to enhanced mobility. On this basis, Vissenberg
and Matters [19] have developed a model based on a percolation mechanism. Un-
like the Monte Carlo simulation evoked above, which is a one-particle model, this
transport model also accounts for the filling of localized states. It predicts that at
low carrier density, the transport is governed by the tail states of the Gaussian DOS,
which is approximated by an exponential distribution:

N E
N(E) = g exp <ﬁ) , (15)

where Ty represents the width of the distribution. The resulting mobility in the linear
regime is given by the following expression:
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Here, oy is a prefactor for the conductivity, o an effective overlap parameter that
intervenes in the hopping of charges from site to site and B, the critical number
for the onset of percolation. ¢ is the elemental charge and & the permittivity of the
semiconductor. A major outcome of the model is that it predicts a gate voltage de-
pendent mobility that follows a power law, a behavior that has been indeed observed
in polymeric transistors.

2.4.4 Multiple Trapping and Release

An alternative model to the hopping model of Vissenberg and Matters is the mul-
tiple trapping and release (MTR) model [20, 21]. The starting point of the model
is a distribution of localized levels in the vicinity of a delocalized transport band
edge. Note that a Gaussian distribution of localized levels into which charge trans-
port occurs through hops can also be regarded as a transport band; in that case, the
maximum of the charge carrier distribution represents the equivalent of the band
edge. During their transit in the transport band, the charge carriers interact with the
localized levels through trapping and thermal release (Fig.4). The basic assump-
tions of the model are: (1) carriers arriving at a trap are instantaneously captured
with a probability close to one and (2) the release of trapped charges is a thermally
activated process.

An important outcome of the MTR model is that, in the case of an energy dis-
tributed DOS, the mobility is gate voltage dependent. When a bias is applied to
the gate, a potential V develops at the semiconductor—insulator interface, which re-
sults in shifting the Fermi level towards the band edge, thus partly filling the DOS.
Accordingly, any additional charge carrier has its energy closer to the band edge, so
its thermal release becomes easier, and the effective mobility increases. The form of
the gate voltage dependence relies on that of the DOS. In the case of the exponential
distribution evoked above, the effective mobility is given by

. (a <vaT>>T°/“ (17)
Hefr = Ho N, N, .
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Fig. 4 Principle of the multiple trapping and thermal release limited charge transport
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Here, N, is the effective DOS at the transport band edge. Note the very similar gate
voltage and temperature dependences as for the Vissemberg and Matters model.
The reason is that both models derive from an exponential distribution of localized
states.

2.4.5 Gate Voltage Dependent Mobility and Parameter Extraction

Both the hopping transport and MTR model predict a gate voltage dependent mobil-
ity. This has dramatic consequences on parameter extraction, because Eqs. (6) and
(7) are no longer valid. For this reason, it is of importance to recall here a few rules
that should be followed for a safe parameter extraction:

e [t should always be kept in mind that in the saturation regime, the potential in
the channel substantially varies from source to drain (see Egs. 1 and 3). A direct
consequence of gate voltage dependent mobility is therefore that parameters ex-
tracted in this regime correspond to uncontrolled average values. For this reason,
extraction in the linear regime should always be preferred.

e Besides mobility, the other parameter of importance in transistors is the threshold
voltage. However, due to the problems evoked above, the extraction of Vr from
Eq. (6) appears inappropriate.

Because a reliable knowledge of Vt is also of vital importance in silicon micro-
electronics, numerous methods have been developed to extract its value. In organic
transistors, Vr may be fundamentally understood as the transition point between
depletion, where no current flows between source and drain, and accumulation; in
other words, Vr is the starting point of the formation of the conducting channel.
In the linear regime (Vp < Vi — Vr) Eq. (4) reduces to

(18)

. ()7 ifVG<VT,
P YCu (Vo —Vr)Vp, if Vg > Vr.

The transfer curve of an ideal device that would exactly follow these equations is
drawn in Fig. 5, together with its first and second derivative. The first derivative is a
step function, while the second derivative reduces to a sharp peak at Vg = Vr, thus
allowing a precise and reliable estimation of the threshold voltage [22-24]. A major
interest of the method is that it is not sensitive to both gate voltage dependence and
contact resistance.

It is also worth pointing out that, once the threshold voltage is known, the gate
voltage dependent mobility can be safely extracted from Eq. (18) without any further
derivation that would introduce additional uncontrollable terms [22].
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Fig. 5 Transfer characteristic of an ideal organic transistor in the linear regime, and its first and
second derivative. Vr is the threshold voltage

3 The Insulator—Semiconductor Interface

The conducting channel where charges are driven from source to drain consists of a
very thin layer close to the insulator—semiconductor interface. Accordingly, charge
transport there is highly dependent on the quality of this interface. In that respect,
the choice of the dielectric is at least as important as that of the semiconductor. More
details on the issues linked to the dielectric in organic field-effect transistors can be
found in recent reviews [25-27].
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3.1 Dielectric Materials for Organic Transistors

Most of the early organic transistors used silicon oxide SiO, thermally grown on
crystalline silicon as the gate dielectric. The reason for this choice is that this struc-
ture is readily available from conventional microelectronic technology, and also the
very good quality of this dielectric.

Motivations to search for alternatives to SiO; are: (1) the use of high dielectric
constant materials to reduce the operating voltage of the transistor, an alternative
way being the use of ultrathin dielectrics; (2) the use of low energy surfaces that are
prone to reduce the density of defects in the semiconductor layer; (3) the reduction
of surface charges that may induce large shifts of the threshold voltage; (4) SiO; is
known to present a large amount of surface OH groups that act as electron traps,
thus rendering n-channel devices very difficult to achieve [28].

As shown by Eqgs. (4) and (5), low operating voltage requires high gate dielectric
capacitance per area C; = kg / d;, where k is the dielectric constant, & the per-
mittivity of vacuum and d; the thickness of the dielectric layer. Hence, there are
two methods to increase the current: increase the dielectric constant or decrease the
thickness [26].

Another motivation for searching alternate dielectrics is that silicon oxide also
presents several drawbacks in terms of the quality of the insulator—semiconductor
interface. Also, the realization of more complex circuits than individual transistors
is not possible with thermally oxidized silicon wafers, because in that case the gate
electrode cannot be patterned.

3.1.1 Inorganic Dielectrics

To work around the above-mentioned drawbacks issued by thermally grown SiO5,
the group at Penn State University made use of ion-beam sputtered silicon oxide.
The process can be conducted at temperatures compatible with organic materials
(80°C) and can be carried out on flexible substrates [29]. An alternative low tem-
perature technique is plasma enhanced chemical vapor deposition (PECVD), which
has been put into practice with silicon nitride by several groups [30, 31].

Commonly used inorganic dielectrics are displayed in Table 1. Probably the
most appealing inorganic dielectrics are high dielectric constant (high-k) materi-
als because of their ability to induce low operating voltage devices. Among others,
inorganic oxides such as Al,O3 [32, 33], TiO, [34, 40], BZT [Ba(ZrT1)O] [35], BST
[Ba(SrTi)O] [35], Tap,O5 [36, 37] and Bi; sZnNb; 507 (BZN) [39] have been tested
either as pure materials or in combination with polymers [38]. However, these ox-
ides suffer from expensive deposition methods (mostly sputtering) and poor film
quality, requiring relatively thick depositions to avoid leaks. Another problem with
high-k dielectric is that they are suspected to induce charge transport degradation,
as will be detailed in the following.
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Table 1 Deposition technique and dielectric constant of some inorganic dielectrics

Dielectric Deposition method Temperature (°C) k Refs
SiO, Ion beam sputtered 80 3.9 [29]
Al,O3 Sputtered na 5.1 [32]
Al,O3 Anodized r.t. 4.240.7 [33]
TiO, Anodized r.t. 21 [34]
BZT r.f. sputtered r.t. 17.3 [35]
BST r.f. sputtered r.t. 16 [35]
TarOs5 e-Beam evaporation r.t. 21 [36]
TayOs5 Anodized r.t. na [37]
Ta,Os5 + PMMA e-Beam evaporation r.t. 21-22 [38]
BZN Sputtered r.t. 51-55 [39]
F
S GER CR e h e
OH F
(l) e}
OH
PVP PS PMMA PA PVDF

Fig. 6 Chemical structure of polymers used as gate dielectrics: polyvinylphenol (PVP),
polystyrene (PS), polymethylmethacrylate (PMMA), polyvinylalcohol (PVA), and polyvinylidene-
fluoride (PVDF)

3.1.2 Polymeric Dielectrics

Solution-processable polymers are attractive as alternative dielectrics because of
their capability to be patterned with low cost techniques such as spin c