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Preface

International Science & Education Researcher Association (ISER) puts her focus on
studying and exchanging academic achievements of international teaching and
scientific research, and she also promotes education reform in the world. In addition,
she serves herself on academic discussion and communication too, which is beneficial
for education and scientific research. Thus it will stimulate the research interests of all
researchers to stir up academic resonance.

EECM2011 is an integrated conference concentrating its focus upon Electronic
Engineering, Communication and Management. In the proceeding, you can learn much
more knowledge about Electronic Engineering, Communication and Management of
researchers all around the world. The main role of the proceeding is to be used as an
exchange pillar for researchers who are working in the mentioned field. In order to
meet high standard of Springer, LNEE series, the organization committee has made
their efforts to do the following things. Firstly, poor quality paper has been refused after
reviewing course by anonymous referee experts. Secondly, periodically review
meetings have been held around the reviewers about five times for exchanging
reviewing suggestions. Finally, the conference organization had several preliminary
sessions before the conference. Through efforts of different people and departments,
the conference will be successful and fruitful.

EECM2011 is co-sponsored by International Science & Education Researcher
Association, Beijing Gireida Education Co. Ltd and Wuhan University of Science and
Technology, China. The goal of the conference is to provide researchers from Electronic
Engineering, Communication and Management based on modern information technology
with a free exchanging forum to share the new ideas, new innovation and solutions with
each other. In addition, the conference organizer will invite some famous keynote
speaker to deliver their speech in the conference. All participants will have chance to
discuss with the speakers face to face, which is very helpful for participants. During the
organization course, we have got help from different people, different departments,
different institutions. Here, we would like to show our first sincere thanks to publishers
of Springer, LNEE series for their kind and enthusiastic help and best support for our
conference, especially to Mr. Ditzinger Thomas for his great help. Secondly, the authors
should be thanked too for their enthusiastic writing attitudes toward their papers.
Thirdly, all members of program chairs, reviewers and program committees should also
be appreciated for their hard work.



VI Preface

In a word, it is the different team efforts that they make our conference be successful
on December 24-25, 2011, Beijing, China. We hope that all of participants can give us
good suggestions to improve our working efficiency and service in the future. And we
also hope to get your supporting all the way. Next year, in 2012, we look forward to
seeing all of you at EECM2012.

October 2011 ISER Association
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Abstract. The research study is a kind of learning way with self-learning,
problem-centered approach to learning research. Network environment based
on J2EE platform research considers study learning theory as basis. It makes
use of advanced technology and J2EE platform, JSP and JavaBean technology
to build the system and takes advantage of SQL database to have management
background, which has the advantage of advanced, security, manageability and
maintainability in the development. After testing, learning platform meets the
application requirements.

Keywords: Research study, Learning platform, JSP, Personalization.

1 Introduction

Research study is a learning activity with researching nature of the problem it looks
on issues as a carrier and regards research study as the main way of learning.
Research study is a strong practical education and teaching activities, it is not just
limited to books for students imparting knowledge, but let students participate in
practical activities and carry out research and exploration in practice, so that they can
learn studying and acquiring skills[1].

Web-based research study is a conformity between computer network and the
research study, and is a research study supported by network. It builds a dynamic,
open, interactive, informative greatly learning environment for students. Web-based
research study to borrow WEB technology and Internet can realize independent
inquiry, collaborative learning, personalized learning and other learning[2].

Currently, Web-based learning model of continuous exploration and study,
WebQuest is often used abroad with the general pattern , there is no national model of
a uniform standard, but the scope is defined broadly. With the ongoing of Web-based
learning theory and practice of research, domestic and school-related educational
software company has been trying to research the development of learning platforms,
such as classroom research study of the sky platform, Tsinghua Tongfang research
study Platform [3].

D. Jin and S. Lin (Eds.): Advances in EECM Vol.2, LNEE 140, pp. 1-A
Springerlink.com © Springer-Verlag Berlin Heidelberg 2012



2 W. Liao et al.

2 Requirements Analysis and Related Technologies of System

2.1 Requirements Analysis

Requirements analysis is the beginning of software development, which is essential to
the entire development process and software product quality. Through the survey of
Henan Science and Technology the College of Information Engineering Educational
Technology, it defined the basic needs of users and identified the students, teachers
and administrators three user roles.

(1) Students: Students want to choose research topics from a variety of ways to
facilitate access to and management of research resources they need. In the research
process, their own difficulties can receive guidance and help from teacher or other
students. They can communicate and exchange research topics with the instructor and
other students through a variety of ways such as chat rooms, BBS, etc. With a variety
of learning tools such as Word, Excel, concept maps to deal with collected data of
their own other research topics, meanwhile, students cam make use of some
multimedia tools such as Flash, Dreamweaver, etc to produce their own electronic
works so that they have a better performance and description of their research results.
Usage of existing network transport technologies such as the World Wide Web, FTP
and so on makes their research results publicized, so that more users provide guidance
for subsequent research and reference through user browsing and evaluating feedback
on the research results.

(2) Teachers: Teachers want to understand the characteristics and the basic
information of students, such as learning styles, attitudes, and level of networking
operations so as to provide important information for students choosing topic and
carrying out the and research topics. Besides, teachers know information on the
students research projects in time, so that it is easy to communicate and exchange
with students to guide students and issues management. They also provide students
with issues related to resources, case studies and curriculum. Finally, they guide the
students ways of acquiring resources, access methods, data collection and analysis,
research thesis writing and publishing research results[3].

(3) Administrators: Administrators hope that the information can be easily
published and modified other operations; they hope to facilitate the management of
each module on the platform and acquire relevant platform for users comments or
suggestions to adjust and optimize the platform.

2.2 Development Related Technologies

According to the router bearing function clustering division, the router is usually
Currently web-based learning platform of network research is very popular, it is based
on Brower/Server (browser/server) architecture to develop, so-called B/S mode. It
consists of a browser, Web server and database servers. The structure of Network
environment based on J2EE for the research study shown in Figure 1. standards-based
J2EE JSP and JavaBean technology are mainly used in the development of this
system.
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HTTP Request SQL Req uest
Web browser » Web server » Database server
HTTP interface Result

Fig. 1. Platform structure

3  Module Design
According to the above functional needs analysis, the platform mainly consists of
registration and login module, the student characteristics, navigation, my laboratory,

research, resource centers, teacher style, chat rooms, forums, and backstage
management function module. Platform module structure shown in Figure 2.

‘ Short Message '_>| Student
-~
Administrators ¢

Lc.gjn Leamirng Plarfonn p| Hows Carter

Research Feailt
Student

Subject Hawigation Cronrse
» Conrse evaloation

|

E

Fig. 2. Platform module

Features related to the core module are as follows:

(1) Characteristics of Students

Characteristics of Students is an important part of web-based research learning
implement. Research in Web-based learning, students characteristics not only
includes the factors of intellectual, such as intellectual level, knowledge base,
cognitive abilities and other characteristics; characteristics of non-intellectual factors
Jfor example, interest, motivation, emotion, will, character and Learning styles, etc,
but also includes the students computer skills, technology status and ability to
cooperate, cooperation, awareness and other features.

(2) Subject Navigation

Subject Navigation module not only can view related major detailed information such as
professional training objectives, curriculum, etc, but also choose courses related to
learning resources for courses related downloads. It is easy for teachers to add the
curriculum and modify other management. Teachers may also need the help of questions
quickly and creating paper templates of the students for self-diagnostic tests. Platform
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automatically statistics students answer and analyzes all the knowledge students have
commanded. Teachers can adjust teaching strategies according to the situation of
students commanded all knowledge so as to guide students in learning better.

(3) Communication Center

Research in Web-based learning, teachers and students are in the state of space-time
separation, so it is important that teachers and students how to exchange. The
module's main function is to provide convenient communication tool for the teachers
and students.Real-time communicative tools includes chat rooms, NetMeeting,
Windows Messenger and so on. Students can research the problems encountered in
the process through chat rooms. Students also can take advantage of chat rooms on
their own topics of interest to study the hot issues discussing with other students in
order to find the problem.

4 Construction of the Database Platform

Database construction is very important in the system module. It is an important part of
three-tier architecture[4]. Database selection and building construction is related to the
success of the platform. Thus, we chose SQL SERVER 2005 database software to
build back-end database. The database system provides enterprise-class database
development and management of the environment card, which has higher security,
availability, and manageability.

Research study is mainly responsible for the database platform of data storage.
Because of more data table involved in the database, the user use the platform to require a
large number of tables in the database for complex queries. In order to ensure data
security and reduce the complexity of the query, view is used to display the data. Part of
the data table and its description of the function in the database is shown in Table 1.

Table 1. Related data sheet

Table Class Table Name Explain
Student Information stuinfo Storing information for the students, registered
sheet user and log in using
Teacher Information . . . .
sheet teainfo Storage teacher information, log on using
Administrator - Information storage administrator, log
. admininfo .
Information sheet management and use of background maintenance
Subject information . . . .
she ét courseinfo Information stored in the subject
Survey quest Survey related to information storage
Subject resources source Issues related to the contents of storage resources
Research diary daily Log storage research
Course coustudy Store course-related steps, instructions, etc
Course evaluation evaluate Evaluation information storage courses
Storage platform timely release of the short
Short Message message gep y
message
Record learning . .
. actrecord Record store learning activities
activities
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5 Conclusion

Network environment is based on J2EE Platform research study learning theory.
Taking into account the temporal and spatial separation of the teachers and students,
the platform introduces the module of characteristics students. Building a web-based
research study of the dynamic assessment model, it was evaluated from the multiple
dimensions of the learning process, research, capacity development. Development
platform of the research study attempts to research information technology and
integrated training mode. Advanced technology of JE22 is used in the system
development platform, and JSP and JavaBean technology is also used to build the
system. The usage of SQL database management background has advantages in the
development of advanced, security, manageability and serviceability.
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Abstract. The existing reconstruction algorithms are mainly implemented
based on the known sparsity of original signal. In this paper, a new algorithm
called blind adaptive matching pursuit (BAMP) is proposed in this paper, which
can recover the original signal fast in the case of unknown sparsity based on the
divide and conquer method. Firstly, the range of sparsity is determined by trial
and error test. Secondly, the efficient support set is screened out rapidly by
adaptive grouping and support extension. Last but not least, reconstructed
signal is obtained by pruning. The results of simulation show that the new
algorithm can reconstruct signal faster and get better precision than other
similar algorithms in the same conditions.

Keywords: Compressed sensing, signal processing, blind sparsity, adaptive
reconstruction.

1 Introduction

Around 2004 Emmanuel Candes, Terence Tao and David Donoho discovered
important results on the minimum number of data needed to reconstruct a signal even
though the number of data would be deemed insufficient by the Nyquist—-Shannon
criterion, i.e. Compressed Sensing (CS) [1, 2]. CS theory asserts that one can recover
certain signals and images from far fewer samples or measurements than traditional
methods use. To make this possible, CS relies on two principles: sparsity, which
pertains to the signals of interest, and incoherence, which pertains to the sensing
modality, and it can be demonstrated that the number of these compressive
measurements can be small and still contain nearly all the useful information. The
theory is widely applied to CS Radar, biomedicine, wireless sensor network and
remote sensing image processing etc [3, 4].

Combining the idea of self adapting like SAMP [5] with rapid grouping test as is
done in CoSaMP [6], blind adaptive matching pursuit (BAMP) is proposed based on
the divide and conquer (D&C) estimation of sparsity.

* Born in 1987, Ph.D candidate of Naval Aeronautical and Astronautical University (NAAU).
His research interests are in communication signal processing with emphasis on compressive
sampling and analog-to-information conversion.
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2  CS Reconstruction Theoretic Framework

An N x1 discrete time signal vector x is K —sparse or compressible in some
sparsity basis matrix ¥ (where each column is a basis vectory, ), i.e., only K << N
of the expansion coefficients a representing x =¥a are nonzero. The theory of
CS recovery demonstrates that the signal can be recovered from M =cK << N non-
adaptive linear projections onto a second basis @ : M XN that is incoherent with the
first (¥'), where ¢ is a small overmeasuring constant. Thus, rather than measuring
the N-point signal x directly, the M linear projections y: M X1, y=@®x are
acquired. The recovery of the signal x can be achieved using optimization by
searching for the signal with ¢ — sparsest coefficients a that agrees with the M
observed measurements in y ,

=¥  a=agminfa| st y=dx. (1)

While solving this ¢, — optimization problem is NP-hard, equivalent solution can
be acquired by solving an easier ¢, — optimization [7],

x=%Ya a=arg min"a”] st. y=dx . 2

There are three kinds of recovery algorithms: (1) iterative greedy algorithms like
MP [8], OMP [9], StOMP [10], CoSaMP, SAMP, etc.; (2) convex relaxation
algorithms as BP [7] and Iterative thresholding [11], etc.; (3) combined algorithms
such as Chaining Pursuit [12], HHS Pursuit [13], etc. BP-class algorithms, which start
from a “full” model (i.e., a representation of the object in a basis) and then iteratively
improve the “full” model by taking relatively useless terms out of the model and
swapping them for useful new ones [7], are global optimization ones and a bit more
complex than greedy iteration. In contrast, iterative greedy algorithms start from an
“empty model” and build up a signal model an atom at a time, at each step adding to
the model only the most important new atom among all those not already in the
model. The existing reconstruction algorithms are mainly implemented based on the
known sparsity of original signal, while the sparsity is difficult to be pre-informed in
practical conditions. Recently, many papers [14, 15] have studied blind sparsity
reconstruction algorithms by stage-wised and regularized method in order to estimate
the true supporting set of the approximated signal.

Based on D&C sparsity estimation, blind adaptive matching pursuit (BAMP) is
proposed. BAMP Combines the idea of self adapting like SAMP with rapid grouping
test as is done in CoSaMP and is essentially a greedy iterative algorithm of solving
¢, — norm minimization problems with unknown sparsity.

3 Blind Adaptive Matching Pursuit Algorithm

At each iteration, greedy iterative algorithms choose the column of measurement
matrix @ that is most strongly correlated with the remaining part of projections y .

Then its contribution is subtracted off to and the residual is iterated on. One hopes
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that, after m iterations, the algorithm will have identified the correct set of columns.
Let |supp(x1 be the size of x support set, i.e.

||x||0 = |supp(x)| = |{] x, # O}I. 3)

Given a sparse signal x, A= supp(x)

| x, ieA
X, = .
1o, ie A€

We say that a signal x is k-sparse, when ||x||o <k . If the sparsity estimation is

larger than the truth value ( K 2k ) in the process of trial and error, the support set of
recovery signal supp(.f) will be extended constrainedly. That the relative error o is

greater than 1 after several times iterations is the necessary condition of support
domain overestimation, where
o= -x[./l].-
2 2

To the contrary, if the support domain is underestimated, the relative erroro <1.
Thus o can be regarded as an offline criterion of sparsity estimation, however, the
signal truth value x is unknown in the process of iteration. The online sparsity
estimation is discussed next.

Based on D&C Sparsity Estimate, BAMP combining the idea of self adapting like
SAMP with rapid grouping test as is done in CoSaMP is proposed, algorithm
flowchart as Fig. 1.

Renew Sparsity | s, >1
Bound .o 1s~>0
Updat.e Relative Output #
Update Iteration | Residual s,
Index -
0<s,<1 T
Renew Signal LS
Initialization »> Sparsity » Support Merger » Estimate &
Estimate Pruning

Fig. 1. BAMP algorithm flowchart

To identify the signal sparsity, we need to determine which interval the sparsity
belongs to by D&C (the outer iteration). The idea behind D&C is to estimate sparsity
and eliminate half of values in current range which is incorrect by trial and error test.
At each inner iteration, we choose the columns of measurement matrix that are most
strongly correlated with the remaining part of the residual. Then we merge them with
the current support set and estimate signal by least squares. Last, we prune it to obtain
next approximation and iterate on the relative residual. Pseudocode for BAMP
appears as follows:
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BAMP (@,y )
Input: Measurement matrixd®, , , measurement vectory,,
Output: Target signal estimation X,

r,=y; K,=M; K =0; x,=0; n=s=1 //Initialization

a

WHILE (K,-K,6>1) //Outer Iteration
{
K, =(K,+K,)/2 //Sparsity Estimate
WHILE (1) //Inner Iteration
{
vﬁ‘) = dirn(‘)
A =supp(v,, ) Usupp[fcif)l] //Support Merger
b I(A’Y)= Dy ; bI(Af)=O //Signal LS estimate
-’2',({‘) :b:(éi) //& Pruning
rn(“') =y —q),{:i“) //Update Relative
o, = rﬂ(.»-) 2/||y||2 //Residual |
IF o >1
K, =K, ; s=s+1; BREAK
END
n=n+1l //Update Iteration Index
}
IF o, —0
BREAK

ELSEIF o, <l

K, =K, ; s=s+1; BREAK
END
}

As is shown in the algorithm, whether the sparsity should be adjusted is decided
self-adaptively by relative residual, that is, whether next trial of sparsity or next
recovery iteration will be introduced in. The sparsity is hence unnecessary to be
known as a prior knowledge of signal reconstruction and is fast approximated by trial
and error test. BAMP avoid halting criterion failure resulting from the step is too
small (far less than signal sparsity) and over matching that recovery accuracy is
achieved by many iterations caused by inappropriate threshold, and these problems
may emerge from SAMP, RAMP and other similar algorithms. Back-track sifting
ensures signal support set to be ascertained fast and precisely.
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4 Experiments Results and Discussions

In this experiment set, we compare the performance of the SAMP, the RAMP and the
BAMP in the practical compressed imaging scenario. 256X 256 test images Lena is
chosen and the sparsifying matrix is the discrete cosine transform matrix. The original
image is divided into 256 blocks (16x16 ) and each block is reshaped into a column
for next processing. Gaussian random matrices were used as the sampling matrix. The
initial values of variable step sizes are set to be M /2log(N) in both RAMP and
SAMP. The visual reconstructions of the image Lena 256x256 from M=N/2
measurements is shown in Fig. 2.

(a) Original image (b) SAMP (c) RAMP (d) BSAMP

Fig. 2. The comparison of the Lena image recovery under M/N=0.5 for diversity algorithms
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Fig. 3. Experiment results of the three algorithms (a) PSNR vs. Compression Ratio (b) Relative
Error vs. Compression Ratio

Fig. 3(a) and Fig. 3(b) demonstrate the results for PSNR and relative error
comparison, respectively. As can be seen, for PSNR comparison, performance of the
BAMP exceeds that of all other algorithms, especially under high compression ratio.
For relative error comparison, the BAMP is better than other algorithms
while M /N 20.3.
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Conclusions

In this paper, a novel greedy pursuit algorithm, called the blind adaptive matching
pursuit, is proposed and analyzed for reconstruction applications in compressed
sensing. As its name suggests, this reconstruction algorithm is most featured of not
requiring information of sparsity of target signals as a prior. The results of simulation
show that the new algorithm can reconstruct signal faster and more precisely than
other similar algorithms in the same conditions.
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Abstract. This paper focuses on problem-solving expert system to generate the
more personalized solutions. The multi-resolution model is combined into the
knowledge base organization of expert system. Firstly, the combination
possibility of multi-resolution model and knowledge expert system is discussed
and the multi-resolution organization structure and representation of knowledge
base is proposed. Secondly, the choice process of multi-resolution model based
on user model is given. The new system based on it can automatically select
appropriate model and carry out abstract reasoning and concrete reasoning to
meet different requirements of users. Finally, the application example in the
intelligent problem-solving expert system verifies the proposed model is
feasible.

Keywords: Multi-resolution Model, Personalized Problem Solving, Knowledge
Base Modeling, User Information Model, Dynamic Selection Process.

1 Introduction

Expert system (ES)[1]is a program system of automatic solving problem in a certain
field of system. For some fields of problem solving, more attention is given to the
answer sequence of problem-solving process, such as planning expert system, teaching
expert systems[2]. Such systems even more need a personalized user-oriented
service[3][4].So it is necessary to develop the more personalized expert system. For
the same question asked by different knowledge levels of users, it can give an
appropriate answer with different level of detail.

Resolution is described as the level of detail that a model describes the real world,
which is described in detail the number of models. A widely accepted definition [5] is
given by U.S. SISO/SIW:"Resolution is the accuracy and detail the model describes the
real-world, in the modeling or simulation, also known as granularity." Multi-resolution
modeling is defined to establish different degrees of model resolution in the same
system or process, and maintain consistency of the main features these models
describe. According to a kind of mechanism, the system can select a suitable resolution
rate model to meet the system requirements, when it works. Currently researches on
multi-resolution modeling focus on distributed simulation system[6][7][8].

D. Jin and S. Lin (Eds.): Advances in EECM Vol.2, LNEE 140, pp. 13-8l
Springerlink.com © Springer-Verlag Berlin Heidelberg 2012
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Expert system usually deals with complex problems with uncertainties and
unstructured, difficult to use algorithms to solve and implement in specialized fields.
According to the function in problem solving, the expert knowledge can be divided into
three levels: data level and knowledge base level and control level. Data-level
knowledge of specific issues is provided by the initial facts and middle-process
conclusions, final conclusions during the problem solving process. The knowledge of
Knowledge base level is the knowledge of experts, and its quality and quantity
determines the level of an expert system performance. The knowledge of control level,
also called meta-knowledge ,is the knowledge about how to use the first two kinds.

For giving the solution sequence in different levels to different user, expert system
not only depends on organization structure of the knowledge base, but also need add
user model into the control level. Moreover, expert system can reason hierarchically
in abstract and concretion. Multi-resolution modeling of the knowledge base for the
expert system provides a hierarchical structure.

The interest of the paper is to combine problem-solving ES with multi-resolution
model. To meet the personalized needs of users at different levels, user information
model is established and on its basis, the transformation model between
multi-resolution modules is proposed and selection process of approximate resolution
in the dynamic reasoning process is given. In the follow sections, a multi-level
user-oriented knowledge base system of multi-resolution is introduced in detail.

2 Structure of Multi-resolution in Knowledge Base

Knowledge Base(KB)is the core of the expert system. Knowledge representation and
knowledge organization affects the efficiency of inference engine's reasoning, as well
as enrichment and renewal of knowledge and finally, affects intelligence level of the
whole ES[1]. To some extent, with different representation model, the knowledge
base should have different organization. Here we organize the system function
modules in order. According to the requirements of dynamic object executed, it
selects appropriate knowledge base. Each function module establishes a variety of
different resolution models.

A piece of knowledge can be expressed as a production rule. And here, we adopt a
triple (X,Y,S) where X is a set of condition of production rules; Y is a set of
conclusion .S is a set of reliability of rules. The expression of a rule is described as
XIAX2A.. . AXn—YIAY2A...AYm .(m,n€ integer). In resolution model(RM),X,,, -
Xhigh and Ylow - Yhigh~ The relation set R of Xlow and Xhigh,Ylow and Yhighs Xlow_>
Yiow and Xpign — Ypigh. must be logically analyzed and organized to implement the
conversion between abstract reasoning and concrete reasoning.

Fig.1 illustrates a function knowledge module with a symbol A of the
multi-resolution hierarchical model. Each module can have multiple levels, and each
level can have different types of property. Layer O is the lowest level of resolution
model(RM) with the most coarse knowledge granular for the most abstract reasoning.
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The higher the level and the higher
the resolution, the more detailed
reasoning process and the more
detailed problem solving sequence. Layer 0
In the structure shown in Fig.1,  |owrm
the maintenance operationsin KBare —————————
convenient such as adding rules, Layer1
deleting rules and changing the rules.  middie Rm
If the pre-classification of knowledge
is rational, these actions only need
operate within one or a number of | ..., ‘
modules..Wl'len a new classification  High Rm \\\/ ) \\\/ )\ \_
occurs, it is easy to select the
appropriate resolution model and to Fig. 1. Structure of Multi-Resolution Model
add expert knowledge into.an
appropriate module.

Knowledge Module with Relation (A)

3 Dynamic Choice of Multi-resolution Model Based on User Model

3.1 User Model

There are several resolution models in KB. But there is only one resolution model
during the process of reasoning in the system. So ES needs select the appropriate RM
according to user model.

User model is the basic properties of the user and the product related attributes
abstracted from the formation of the model. Here we use a message property array (R)
to represent the user information. Each user has multiple properties and property values
can be specific values or a range of values. The user's knowledge level can be graded
according to property values of a user. For a user k, suppose Rk has N values, Rk =
(Rk1, Rk2, ..., RkN) of Which, Rki € (1, 2, ..., Ni). All Rk (k=1, 2, ..., K) form the
user information space. Users selection set group is expressed as (Rk, Pk).Pk is a
collection RMk of one or more resolution model selected by the user k based on user
mapping model, RMk € (1, 2,...,J). J depends on the number of existing models used
when solving the corresponding problem. So we can get a user's total selection set:

L={(R1,RMI), (R2,RM2), ..., (Rk ,RMk ) }

The system guides the choice of RM by Individual user information, then attaining
more suitable problem-solving sequence for the user. An example of user model in
math intelligent tutoring system illustrates in Tablel. 1) Each user has a ID and has
basic information such as user type set P1={teachers, parents and students},use level
P2={VIP, general user-level users}. 2) Users’ math knowledge is classified into a
knowledge-level L64 and the knowledge level is forward compatible, L said that all
knowledge, parents and teachers have this property, of course, this property is optional,
a user is not completely fixed. 3) FUN1, FUN2, FUN3, FUN4, ..., FUNn that the
system can provide a variety of functions. 1 means users can use this FUNi and 0 means
that the user cannot use.
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Table 1. Example of user model information

User User User

ID Type User level  knowledge  FUNI1 FUN2  FUN3 FUN4
structure

K1 st general <LS 0 1 1 1

K2 st general <L10 0 1 1 1

K3 TE VIP L 1 1 0 0

K4 PA general 1 1 1 1

3.2 Selection Process of Multi-resolution Model Depending on User Model

In the dynamic reasoning process, it is necessary to ensure that the same functional
module between different resolutions does not conflict. Fig.2 shows a two-tier model
for the resolution which is contacted by the module interaction resolver (IR) and
consistency enforcer (CE) module .IR Stores the correspondence relation and the
reasoning control strategies when a high-resolution model or a low-resolution model
is called. If the system determines a need to adopt high(or low)resolution model
according to user model which does

not match the current resolution, -r———————— A
IR runs and deletes(or generates) 'KnOW'edge Module (M) |
some process information to :
ensure right reasoning. CE module / ﬁ;zim'\"a‘::’:; \%ﬁﬁ ‘ High RM(M1) ‘ |
stores relations of attributes and \\\,,,, o I I 1 I
information between high-resolution - : T e o) :
models and low-resolution model. I ‘\ /ﬁ\ CE A
Once the resolution changes, the / Dynamic Reasoning "\ I I [
reasoning process information can \\rice”'”fmmat'm I
be right changed. The resolution of I Low RM (M2) ‘ :

KB is obtained by dynamic selecton 0T o T - —-————-

in the reasoning process .The steps Fig. 2. Reason Model of A Knowledge Module
are as follows: in Multi-Resolution System

Step1: the user inputs issues to deal with.

Step2: according to this user’s database information and user information analysis
module, the system automatically ask the user the current state and analyze
information through the user interface to form the specific user model information
and table records.

Step3: problem-solving expert system successively reads user model information
and user input issues to be addressed,.

Step4: according to user type, user-level, functional properties in user model
information, determine to select which functional subsystems for processing.

Step5: each subsystem deals with the question in turn. If the subsystem is
information search processing, then enter the step6; if the reasoning subsystem is an
expert system, then skip to step 7. If all the processing subsystems is over, then skip
to step 8.
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Step6: search the database for information to submit the feedback. Skip to step5
and enter the next subsystem.

Step7: reason in the low resolution model on the user question. during the
reasoning process, when the resolution is inconsistent with the resolution
according to the associated matrix based on the level of the user knowledge and
information, record the middle reasoning information. After low resolution inference
is complete, acquire the appropriate information and CE information on IR according
to record information, then convert between the low resolution information and
high-resolution information. The output of problem-solving sequence of subsystem is
brought into the next subsystem. Skip to step5.

Step 8: the solutions feedback to the user through the user interface.

4 An Application Example in an Intelligent Tutoring System

Intelligent Automatic Problem Solving Agent— the core of Remote Intelligent
Tutoring System [9]— is an expert system and developed based on knowledge-based
automatic reasoning technology. It can automatically solve the math problem
proposed by students and can simulate the teacher tutoring the students. Abundant
knowledge about the

mathematical axioms, -
... Low Resolution Model
theorems, definitions
and so on are stored in v
the reason kPOWquge Deaggregation(CE) 2‘:‘:)‘:::;:;::;22:::‘; feasoRnJIr;g:;r;trol(lR) Aggregation(CE)
base. Its service object |« pealwitn + Reasoning o Reugirements | |
. . angle peocesses information I\|* cluster angle
is students of different |. pealwithtine [ : 3;2;1"‘““ ( o Process o clusterLine

e Dealwith

. . information |
grades. point information « Othergulde
. Other reasoning

Students in various [ information information
stages of knowledge

learn different 4>{ High Resolution Model ’—T

contents. The higher
their grade, the more Fig. 3. Example of Transformation Structure in Automatic

Problem Solving System

[]/|e cluster Point

knowledge they have
mastered.  Therefore,
the solution to the same mathematical problem is different in the use of mathematical
methods, the axioms, theorems, definitions and properties. The system adopting the
knowledge base system architecture based on multi-resolution model above to
implement different answers to the question of the students in different stages of
learning. Through trying out tentatively, correct rate is 100% and rationality rate is
90%. 1t verified the proposed model is feasible.

Fig.3 is an example that shows the transformation between low resolution model and
high resolution model in an automatic problem-solving geometric reasoning system.
During the process of de-aggregation an aggregation, the information of lines, angles,
points and others changes in the middle of reasoning processing. The static connotation
relationship R between the two model is explicit and is stored in the IR. So it is easy to
determine what are changed and how to change.
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5 Conclusion and Further Research

From the different resolutions and different point of view, analysis and dealing with
the problem is an important way of thinking of mankind, as well as an effective
means to deal with complex issues. High-resolution model can grasp the details, and
low-resolution model can better reveal the macro things, and the nature of the
property. Besides, research and development of the system must take full account of
the user's own characteristics. Such system can achieve a personalized user-oriented
service. In this paper, the structure of KB expert system based on multi-resolution
model is proposed for multi-level users. The hiberarchy of multi-resolution model is
given to represent inner hiberarchy of a knowledge module in KB. Using dynamic
user information, the system can guide the selection of multi-resolution model of
knowledge base during the reasoning process to meet the different requirements of
users. The model present in this paper has applied to a plane-geometry intelligent
tutoring system for junior school students with different grades or scores to provide
multi-level tutoring information, and the result got broad recognition. Further research
on the model applied to other fields is required.
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Abstract. Based on entrepreneurship theory and modern safety management
theory, the system model of security capacity in coal enterprise was established
according to system theory, and furthermore its index system was determined.
Taking characteristic vectors of paring comparison matrices as the weights of
every factor, the influence sequence of the assessment factors was determined.
Results showed that: the coal enterprise safety ability in China mostly lies on
human factors, followed by technique, management, and then environmental
factors. According to the evaluation and analysis results, in order to improve the
safety of coal enterprise ability, some effective actions was put forward.

Keywords: Coal enterprise, System of security capacity, Analytic hierarchy,
Evaluation model.

1 Introduction

Coal resources has always been our country's primary energy, therefore, the coal
company security issue has become a top priority of national security production[1].
From the angle of analysis and study, how to improve the safety of coal enterprise
ability level and the actual operation needs a "security capability evaluation index
system". The coal enterprise safety production capacity is technology, management,
and the environment and other factors. The coal enterprise security ability of the
decision factors and human factors more complicated, and the correct understanding of
various factors on the influence of coal enterprise security ability is to carry out good
safety management and safety evaluation of the foundation. This paper put forward the
ability to build coal enterprise security systems conceptual framework, and use analytic
hierarchy process of coal enterprise security ability on the ability of a coal enterprise
security analysis, and strive for the safety assessment of the coal business and
management decisions.

2 The Security Capabilities in Coal Enterprise

2.1 The Entrepreneurship Theory

Entrepreneurship theory is a summary for a series of articles and books having a
common research concern which are still differential, and they all agree that "the
primary important significance of their over all strategy is the company-owned special
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asset, namely: knowledge-related, can not see or feel it, but can let you feel, difficult to
trade and in the enterprise internal departments divisible assets"[2]. Because enterprise
ability theory is a summary of the numerous works, it has many branches, and among
them the most important one is "enterprise resource-based theory" represented by
Werner Felt in 1980s [3] and core competence theory" represented by Prahalad and
Hamelas in 1990s [4]. The core competence theory can be seen as the latest
developments in the theory of enterprise capabilities that the organization's cumulative
knowledge constitutes the company's core capabilities (or core competencies), clearly
put forward the nature of the enterprise capabilities of knowledge. The enterprise
ability theory mainly concern about the nature of the firm, boundary problem and the
competitive advantages of enterprises.The solution of these problems can provide the
rule and principles for enterprise strategy decision making.

2.2 Safety Management Theory

Now the study of the theory of the safety management has been more comprehensive
and systematic. The early safety management being equalized to accident management
has been transited to a modern management of hidden trouble. System of modern
management theory is one of the most basic principles, and it is to show people engaged
in management work how to make use of systematic theory, viewpoints, methods and
full system analysis to achieve the goal, which is the optimal management in the system
view, theory and methods to understand and deal with the problems in management.

Through the above enterprise ability and safety management summary of the
knowledge, the author holds that, enterprise security ability is the power system, is the
enterprise in certain safety culture atmosphere; use all sorts of safety knowledge and
resources, through the reasonable organization, coordination, and control, in the form
of a kind of real or potential reaction. The foundation of improving production safety is
to improve the security capabilities.

3 System Model of Security Ability in Coal Enterprise

3.1 Clear the Problem, Determine the Evaluation Index

The index system should be able to reflect the basic conditions of coal enterprise and
the main security features, to reflect the security of the system has the ability for the
target. China's coal production is mainly underground, because of complex geological
conditions of coal occurrence, often by the gas, water, fire, dust, roof and other natural
disasters, threats, combined with the majority of coal production, backward
technology, poor quality of personnel, security loopholes in supervision and
management, resulting in weak safety [5].From the synthetic analysis of coal enterprise
security capability from the perspectives of human, machine and environment, we can
see that the deciding and influence factors of coal enterprise security ability mainly
include the human factors, technological factors, management and environmental
factors that affect four aspects [6]. The human factor refers to their basic quality, safety
awareness and safety behavior; Technical factors is to point to the coal enterprise
production technology and safety technical level; Management factor is the safety
management system construction and state of key indicators; Environmental factors is
mainly refers to the occurrence of coal geology condition[7].
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3.2 The Establishment of a Hierarchical Model

According to the basic steps of AHP, the establishment of coal capacity assessment
level of enterprise security model, shown in Figure 1.

| A Security capacity assessment in coal enterprise |

Bl B2 B3 B4
Human Technical Management Environmental
factors factors factors factors

DTN /N

|c1 [c2 [c3 |c4 [c5 [ce [c7 g |c9 [cio[cil [c12]

Note:Cl-Level of cultural quality. C2-Skill level. C3-Safety education and training.
C4-Mining process. C5-Safety equipment. C6-Information technology. C7-Safety
procedures. C8-Regulation. C9-Safety supervision strength. C10-Gas content. C11-
fire,water and coal dust. C12-Roof and rock mass

Fig. 1. Security capabilities assessment hierarchy model in coal enterprise

3.3 Tectonic Judgment Matrix and Consistency Examination

Using 1-9 scale method (see Table 1) for pair-wise comparison, and reference expert
opinions, to determine the relative importance of each factor and to give the
corresponding value, to construct the hierarchy of all the matrix, the right solution
vector and the consistency test.

Table 1. Meaning of judgment matrix 1-9 scale

Serial number Importance level Cij assignment
1 i, j two elements are equally important 1
2 i element than j element slightly important 3
3 i element obvious important than j element 5
4 i element than j element strong important 7
5 i element than j element extremely important 9
6 i element a bit not important than j element 1/3
7 i element obvious not important than j element 1/5
8 i element strong not important than j element 1/7
9 ielement extremely not important than j element 1/9

Note:Cij assigned 2,4,6,8,1/2,1/4,1/6,1/8 to determine the level of two middle values.
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A-B to determine the composition between the matrix form as follows:

1 2 3 2
A= 172 1 2 1
173 12 1 172
172 1 2 1

Find eigenvalues : W=(0,, @, 03 4= (0.424,0.227,0.122,0.227) ,Apu=4.0104.
CI= (Apax-n) /(n-1)=0.003467,Look up table has RI=0.90, CR=CI/RI=0.003852<0.1,
Therefore, the consistency of the comparison matrix is acceptable.

B-C to determine the composition between the various forms are as follows:

1 12 173
Bl= 2 1 2/3
3 312 1

The characteristic value of the matrix for: W=(0; o, w3)= (0.167,0.333,0.500,
Amax =3.CI= (Apae-n)  /(n-1)=(3-3)/(3-1)=0, RI=0.58, CR=CI/RI=0<0.1, So this
judgment matrix consistency is acceptable.

1 273 2
B2= 32 1 3
172 173 1

The characteristic value of the matrix for: W=(w, ©, ®3;)= (0.333,0.500,0.1667),
Amax =3.CI= (Ape-n) /(n-1)=(3-3)/(3-1)=0, RI=0.58, CR=CI/RI=0<0.1, So this
judgment matrix consistency is acceptable.

1 172 173 173 172 173
2 1 2/3 1 2 172
B3= 3 32 1 2 3 1
3 1 172 1 2 2/3
2 172 173 172 1 172
32 1 372 2 1

The characteristic value of the matrix for: W=(w; ®, . 0= (0.069,0.158,0.261,
0.169,0.100,0.243) , Apa =6.0906.C1=0.01812, RI=1.24, CR= 0.014613<0.1, So
this judgment matrix consistency is acceptable.

1 2 3
B4= 12 1 2/3
1/3 3/2 1

The characteristic value of the matrix for: W=(w; ©, ;)= (0.550,0.210,0.240,

Amax=3.0735, Cl= (Apee-n) /(n-1)=0.03675, RI=0.58, CR=CI/RI=0.063362<0.1, So
this judgment matrix consistency is acceptable.
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It can be seen, all single-sorted CR <0.1, that the consistency of each comparison
matrix is acceptable.

3.4 The Total Level of Sorting and Consistency Check

The above is a set of elements to get a layer on an element in its weight vector. To get
the lowest element, especially in the sort of programs for the target weight, the total
order is needed. Important top-down sort of total power under the weight of a single
criterion for synthesis.

Influence of coal enterprise security all the factors are always ability sort. As shown
in table 2.

Table 2. Evaluation of coal enterprise security overall sorting capabilities

B layer Human | Technical | Manage- | Environ- | C-level factors,
and the factors factors ment mental the weight of
weights factors factors the total order
C layer 0.424 0.227 0.227 0.122
Cultural quality | 0.167 0.000 0.069 0.000 0.0865
level
Skill level 0.333 0.000 0.158 0.000 0.1771
Safety education | 0.500 0.000 0.261 0.000 0.2712
and training
Mining process 0.000 0.333 | 0.000 0.000 0.0756
Safety equipment | 0.000 0.500 0.000 0.000 0.1135
Information 0.000 0.167 0.000 0.000 0.0379
technology
Safety procedures | 0.000 0.000 0.169 0.000 0.0384
Regulations 0.000 0.000 0.100 0.000 0.0227
Safety super- 0.000 0.000 0.243 0.000 0.0552
vision strength
Gas content 0.000 0.000 0.000 0.550 0.0671
Fire, water and 0.000 0.000 0.000 0.210 0.0256
coal-dust
Roof and rock 0.000 0.000 0.000 0.240 0.0293
mass

Hierarchy total sort to the consistency of inspection,from high to low test,but also to
have the latest study,in the AHP method is no test the consistency of the hierarchy total
sort.That is, in practice,the total ranking consistency test can often be omitted [8].

3.5 The Analysis of the Result

Based on the above analysis results, the human factor is the primary factor to affect the
safety of China's coal enterprises, followed by technical factors and management
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factors, and environmental factors are ranked in the final. Visible technology and
environment factors and not the most important, the person's factor is the decision of
the key factors of coal enterprise security.

4 Conclusions and Suggestions

Through the above analysis, the human factor is the ability of coal enterprise security
system is the most important factor. The coal enterprise security staff are the subject of
the safety of the employees, cultural quality, safety concept, security behavior is
inseparable from the people factors. Accordingly, the first thing we should set up is the
idea of "people oriented", and makes the people as the main body of the security system
of coal enterprise. Develop in line with the actual work of the staff code of conduct and
operational safety procedures, continue to strengthen the constraints on employee
safety behavior, and gradually achieve the institutionalization of management to
employees of self-discipline to managing change and build "people-oriented" culture of
safety systems. In established "people-oriented" security system, we should also
strengthen the coal enterprise employee training work, and improve the overall quality
of the staff.

Through the implementation of the national production safety laws and regulations,
policies, and analysis, research and evaluation coal enterprise in production and
construction of the existence of the various safety factor, from personnel, organization,
technology, management and training, and many other aspects to take reasonable and
effective measures to establish a coal enterprise security ability system. Through this
system, we can eliminate and control the production of coal existing in the process of
construction hazards, prevent accidents or coal enterprises to maximize the scope and
extent of control the effects of the accident, the coal companies to achieve optimal
security status for the building of coal production protection.
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Abstract. Under our national condition, as the economic opening degree of our
country is strengthened day by day after accession to WTO, businese competition
of Chinese’s enterprises becomes fiercer and fiercer, the management advisory
demand increasing sharply from society. With the view of the west country, it is
development trend of accounting business that the management advisory services
enlarges rapidly to meet the needs of enterprises' competition. The main contents
of this paper is that author analyses some backgrounds and problems exsit in
management consultation services of accounting company in China firstly, and
then author argue some countermeasures of improving difficult condition of
management consultation services of accounting company in China. So that our
China’s accounting company can fully utilize the internal resources, improve the
audit services quality, reduce the risk of audit services, coincide with the
accounting company's development tide.

Keywords: Accounting companies, Management Advisory services, Problems
and Countermeasures.

1 Introduction

In the course of globalization competition of the 21st century, management
consultation plays an important drive role in improving western enterprise's
management level and competitiveness, has become one of the fastest developing
services industries in advanced western countries too.

What is called management consultation, according to explanation from a survey
report of the United Nations about management consultation in 1993, it is a new-type
trade that involves very wide scope, it permeates through every aspect in economic
management life day by day. Domestic scholars generally believe the management
consultation services that the accountant is engaged in belongs to operation of
accounting company's consultation, the important content of the services business. It is a
kind of consultation services activity that the accounting company accepts enterprise's
commission, uses the scientific method, diagnoses the problems existing in
administration and management of enterprises on the basis of investigation and analysis,
proposes improving measures and instructs its implementation, helping enterprises to

D. Jin and S. Lin (Eds.): Advances in EECM Vol.2, LNEE 140, pp. 25@
Springerlink.com © Springer-Verlag Berlin Heidelberg 2012



26 C. Ye and L. Kou

improve administration and management in order to promoting enterprises’ economic
efficiency. And according to present practice in foreign countries, management advisory
services that accountants undertake includes enterprise advisory work and financial
consultation business mainly. The former includes concretely the long-term strategy
programming, organization frame, stock-right design, cost management, achievement
management, information technological consultation, employee salary evaluation
services etc., the latter includes global company's financing, enterprise annexation,
purchase, stripping services, business reorganization, assets assessment, financial
variety consultation, etc.

With the progress of society and economy in the world, the enhancement of business
and Industry administration demand and people's deepening of this understanding in
near future, the intension of management consultation services is being expanded
abundantly, increasingly and constantly. Thus, how to deal with the expansion of
management consultation services of the Accounting Company has become a very
important a question for discussion that our accountants and scholars should be
confront with it earnestly.

2 The Background of Accounting Company's Developing
Management Advisory Services in China

With the rapid development of socialism market economy in China recent years, more
and more enterprises participates in domestic and international market competition,
moreover, as the economy opening degree of our country is strengthened continuously
after the accession to WTO, enterprise competition is fiercer and fiercer, in the meaning
time, demand of the management consultation from the society increases sharply. The
recently statistics shows that the business of management consultation in our country
has kept the increase rate of more than 50% all the time since 1999, we can see that
management consultation in our country has already demonstrated the booming
development situation, it makes people gratified. Meanwhile, the existing problems
also have made people very anxious, within the domestic market, the foreign advisory
companies have got hold of advantage position, the domestic market development of
management consultation is still insufficient, and its whole still retains relatively
low-level, there is no ability to contend with management advisory corporations of
western countries at present, especially after joining WTO, this situation expose more
outstandingly. For the accounting occupation of our country that gets involved in this
field is almost blank, it is very disproportional to the whole accountant development
level, and causes the social resources wasted badly. On the one hand, because the audit
demand in the accounting profession is seriously insufficient in our country, it makes
the trade competition become fiercer day by day, on the other hand, enterprise
management consultation has great demand, and accounting professions that need
talents, business and organizational advantage terribly have slow reaction in this
respect, falling into such predicament cannot but provide food for thought and hold our
own wrists.
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3 The Certainty and Feasibility That Accounting Companies
Are Engaged in Management Advisory Services

Seen from the west, the management advisory services increasing rapidly is to meet the
needs of enterprise competition and accounting business development trend. First of
all, the quick increase in management advisory services is an inevitable result that the
western business management theory develops, which caused by this the structure
inside enterprises is recombined. Secondly, with the indetermination enhancement of
the management environment, such as the technological change accelerating,
intensification of the internationalization degree of economy, product cycle being
shortened, assets securitization trend strengthening, and computer crimes increase with
more concealment comes from electronic trade popularization and information
technology using extensively in administration and management, and a series of factors
even more, enterprises face the greater experience risk. Under this situation, enterprises
pay attention to the risk management of experience day by day, and will inevitably rely
on the exterior management consultant experts, thus promote the development of the
management consultation services. Thirdly, as audit receives severe challenge of
information society again, high lawsuit risk not descending impels the business of
auditing to expand difficultly, and by contrast, the managerial consultation belongs to
the value-added services, it helps accounting company make a generous profit with its
risk being relatively little, and develop rapidly. From the fifties of the 20th century, the
management consulting services income of the western accounting profession began to
increase, and have kept the powerful growth. Possessing the advantage as weather,
favorable terrain, people also lets its rapid development be more inevitable. Under the
present situation, it is a rational choice for accounting company to embark on
managerial consultation services. Only the accounting company catches this
opportunity can it be promoted to development rapidly.

The feasibility that accounting companies are engaged in managerial advisory
services mainly reflects as follows.

A. Legal basis. According to article 15 in chapter three " business scope and rule " of
"Law on Certified public accountantsof the People's Republic of China " that really
gives the accountants this right, namely stipulate that the accounting company can
undertake accounting consultation, accounting services, here the accounting
consultation and the accounting services item embody the management advisory
services.

B. Feasibility on time. As noted previously, it is the timeliness business that the
accounting company audits, most of the time, the resource is in the state of leaving
unused in the accounting company, so the certified accountant has abundant time to
improve the management advisory services for customers.

C. The feasibility on business operation. On the one hand, according to the certified
accountant's own quality, he is a specialized personnel with higher professional level
and abundant experience, possessing basic ability that should have to offer
management consulting services for enterprises; on the other hand, from the general
character between management advisory services and routine audit business of
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certified accountants, the certified accountants totally has the ability to offer
high-quality, high-efficient management consulting services too.

D. Feasibility on practice. In our country, some accounting Company's business at
present already has begun to wade into the services field of managerial consultation.
Though the scale and range are relatively small, it offers the beneficial try for the
accounting company in our country to launch the management advisory services.
Comparatively popular method is that the accounting companies amalgamates with
management advisory corporations or unite in order to offer the pluralistic services at
present, this method is suitable for some large-scale accounting companies mainly. For
medium and small-scale accounting companies, it may be a wise choice for them to
utilize their limited resource, develop the management advisory services by
themselves, and offer specialization services.

4 The Analysis of Certain Difficulty or Problem That Accounting
Companies Development Management Advisory Services
in China

For accounting companies in our country, it is not only of great significance to launch
the of management advisory services as stated, but also it is exist much feasibility on
the realistic aspect, so it has already been the trend of times to expand the managerial
consultation services. However, in the course of opening up the of management
advisory services, the accounting companies in our country may meet many new
problems as follows :

4.1 The Idea of Accounting Companies Lags Behind in Expanding Other
Business

Most accounting companies in our country are only limited to auditing services while
offering the business, and stagnate in offering other business. On the one hand, it relates
to the fact that the accounting company forms the background at present in our country.
The accounting companies produce through being cultivated by government all alone,
it is the routine business for them to carry out the auditing business for customers and
their own. Because of their non-marketization of original background with the
accountant's firms or limit companies, it caused them non-marketlization in the course
of development. Though the accountant's firms or limit companies have performed the
auditing business for many years, but they still do not have a natural market-based
relation of supply and demand with the customers.

4.2 Dull Demand Services Object from Accounting Trade in Our Country

Government department is the most demand person for the accounting profession
serve, but the administrative authority of most companies has no inherent motive force
to produce the demand for the accounting services yet. Because our accounting
companies mainly launch legal business, such as auditing, capital verification, etc.
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Concerning legal business, the capital verification, industrial and commercial annual
check serve business and administration department; the annual check of foreign
currency serves the department of foreign exchange control; the accounting company's
report audit of state-owned enterprises serves the responsible department of
enterprises; the customer demand for strengthening management consultation for the
accounting company is insufficient.

4.3 Accounting Company Haven’t Yet Provided Effective and Appropriate
Services for Various Enterprises

Comparing with some small-scale and not standardization advisory companies, our
accounting company has certain advantages to launch the of management advisory
services in such aspects as personnel, organization and capital, but it still has certain
disparity in need for offering abundant and effective management consulting services.
Because of short time establishment with our accounting company, an inaccurate
orientation and narrow services objects, causing it to rely mainly on the auditing
business, the experience is still not abundant in other servicess. On personnel's
structure, all is the accounting company and audit respect personnel, only this is far
from enough, and the actual need is to offer such experts of various fields as extensive
advisory services, tax, law, insurance, administration and management, etc. On
organizational framework, mostly it is in the forms of limited responsibility for our
accounting companies, although it can disperse the risk, but will cause decision-making
slowly. Moreover as a result of special and changeable characters of the management
advisory services, we often need loose and flexible organizational forms even more,
and high-efficient and rich pertinence in the decision-making.

4.4 Our Accounting Company Haven’t Short of Enough Professional
Reputation Answer for Challenge of Management Consultation Services

In the course of their development, our accounting companies have not set up good job
reputation yet, have not formed the brand advantage either, they are uncompetitive in
offering management consulting services. Our accounting trade is not a market-based
result, but a subsidiary body of government department in a long period all along, has
not really incorporated the market, so for a long time, it has not established the good job
image in the public mind, and can not form its own brand in the market competition
either, thus it has no advantage in offering management consulting services.

4.5 The Domestic Accounting Company Have Few Advanced Management
Techniques at Present

The accounting company launches less national exchange and coorperation, has not
fully studied and used the experience that the foreign accounting company has been
engaged in the management advisory services for reference. Our accounting trade
seldom exchanges with international accounting company in offering management
consulting services at present, the five international accounting companies have already
set up their branches in some cities of our country, is it more, on account of little
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intercommunion, it causes our accounting company scarcely understand the advanced
knowledge in foreign countries in this respect, this is unfavorable to grow our
accounting company.

S On Some Pertinent Countermeasures of Accounting Companies
Develop Management Advisory Services in China

Difficult and problems that our accounting company facing is engaged in the
management advisory services, the writer of this article proposes adopting the
following countermeasures:

First of all, Accounting company should change idea, base on market, understand
customer inherent need really, offer added-value services of going beyond its
appreciation, and regard expanding the of management advisory services as its
important strategy. With the constant perfection of the governance structure of
state-own enterprise corporation and structure change of quoted company, especially
after joining WTO, enterprises of our country move towards standardization gradually.
Our accounting company should change its backward idea too, participate in the market
competition actively, advance its own marketlization process, consolidate the
cooperation with the customer, thus can occupy the advantage position in the keen
competition of services field of management consultation.

Secondly, The accounting company should improve talent and institutional
framework vigorously, improve on the management quality level of advisory services.
In composition of trained personnel, we can introduce the professional personnel of
other trades, pay attention to the integration among all kinds of specialized personnel.
Through many modes of uniting, cooperating, annexing or purchasing etc. with other
professional organizations, the university and scientific research institutions, utilize the
specialized personnel of various fields to improve the services level of management
consultation; strengthen training former employees to promote the management
advisory services ability of the accountants. In organizational framework, the
accounting company should adopt the flexible organizational forms such as
partnership, limited company, even individual proprietorship, etc. personal, in order to
meet the needs of management advisory services. We can fully utilize various kinds of
resources via uniting, cooperating, acquisition and merger, recombination, etc. with
other organizations ; can set up the services departments of special management
consultation or various kinds of business groups inside the organization; set up the
information resource bank where include the customer management file, so as to offer
management consulting services abundantly and deeply.

Thirdly, The accounting company should launch the marketing tactics energetically
to the customer, to establish the advantage of brand. The present accounting company
has not formed its brand advantage yet, it relates to accounting company's own prestige,
the important reason lies in the accounting company's marketing tactics not doing its
best. So in order to strengthen the public knowledge of itself, and to launch the
extensive management advisory services, it has already been very urgent choice that the
accounting company should launch the marketing tactics vigorously to the general
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public. We should pay attention to adopting the positive marketing tactics in the course
of concrete services, meet the demand of customers to the maximum extent, thus to
strengthen the competitiveness in launching the management advisory services of
accounting company.

6 Conclusion

With the development of China capital markets and the modern enterprise system,
coupled with the impact of current financial crisis, the contradictions and problems of
the governance structure of accounting companies in China will inevitably continue to
show sudden, if we do not speed up treatment, it will be seriously hit and impact on
future reforms, norms and healthy development for China audit market system. As has
been mention above, some conclusion can be drawn are as following:

(1) Accounting companies should take effective measures to copy with balance of
market Competition and management consultation services quality, in doing so, our
accounting companies in China can win more higher ration parts of the worldwide
auditing and management servicess market in near future.

(2) Every certified public accountants in variety districts and cities are improve
quality of personal ethics and talent or levels of professional auditing or management
without delay through all means of methods as soon as possible.

(3) The association of certified public accountants in China should stipulate for the
criterion of management advisory services, the related departments should promote
standardization toward management advisory business, work along both lines to
improve the quality of management advisory services of accounting company, for
facilitating normal development of the services trade of whole management
consultation healthily. The association of certified public accountants can make the
behavioral norm of management advisory services, allow accounting personnel to have
regulations to abide by, can also weigh its operation quality effectively, to make
accounting company unlikely to damage independence and job image during launching
management advisory services, and the market supervision department strengthens and
standardizes the services industry of management consultation through making the
laws and regulations, and it helps to improve the present situation that fish and dragons
mix up together at services market of management consultation, and create conditions
that the accounting company involves in the management consulting trade, for the sake
of launching the fair competition.
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Abstract. Based on the problem that the control system of rotary screen
printing machine can not on-line inspect and real-timely adjust off pattern in the
process of printing, an automatic inspecting registration system is designed by
images of pattern position marks on both sides of fabric in wax dying. The
images of pattern position marks before printing are captured by a CCD image
sensor, and the real distance about the current pattern and the error between the
measured value and the standard value are calculated, which are used to
estimate the registration precision and produce the control pulse for regulating
the rolling speed. After printing, the effect of dynamic adaptation is given by
another CCD image sensor and according to the feedback the secondary
adjustment is made. In this way, the closed-loop registration system for rotary
screen printing machine is realized that will raise the quality and the
productivity of printing.

Keywords: Automatic registration, off pattern, rotary screen printing machine,
image sensor.

1 Introduction

The wrong pattern is unavoidable in the process of printing with rotary screen printing
machine because of the wear and the loosening of mechanical parts or the deformation
of fabric structure [1-3]. The quality and the productivity of the printing for the rotary
screen printing machine would be seriously affected if wrong pattern was not adjusted
in time. So the off pattern regulation is very critical fact to the final printing accuracy
of rotary screen printing machine. Traditional inspection method by the artificial eye is
commonly applied on the printing, which is hard for workers and reduces the accuracy
of the printing, so it is very difficult for improving the qualification in the conditions of
intricate pattern or high-speed printing. With the continuous development and
advancement of the computer control technique, many kinds of rotary screen printing
machines with automatic inspecting registration control system were shown in the last
ten years [4-7]. In the present automation inspecting registration systems, the
registering error is mainly inspected and adjusted by the special man-made pattern
mark or zero position label on the rotary screen rollers or on the roller driving motors.
The off pattern error is indirectly acquired according to the distance between the motor
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labels detected through photoelectric encoder or the deviation of the marks printed on
fabric with image sensors [6], so control signal for adjustment is generated. Recently, a
new method of directly inspecting the printing pattern is applied in a new printing
registration system named the “Hawk Vision-WPOA” wax [7], developed by
Changzhou Hongda Electric Co., Ltd. The registering accuracy is highly improved
with this new system. However, the feedback part of adjustment is not considered in
these registering systems, which require manual intervention in many cases, so they are
insufficient for the enterprise actual demand.

A novel automatic inspecting registration method based on the images of pattern
position marks on both sides of the fabric in wax dying is introduced in the paper.
This new method has advantages of not only on-line prediction and adjustment of off
pattern in printing, but also compensation by real-time detecting the effect of
adjustment with adopting closed-loop feedback control.

2 Principle of Off Pattern Measurement

Some marks, just like letters or other patterns, are printed at regular intervals on both
sides of the fabric during wax printing. The distance between the two marks printed at
regular interval can be measured and named one printing cycle. The mark of the
printing cycle is used as the actual position of ground pattern in this system. The
registration precision of rotary screen printing is measured and controlled by directly
capturing the images of these marks of print cycles.

The process of the measurement and control for the rotary screen printing is shown
in Fig. 1.

H L
Image Image
sensorNo 2 7\ /| sensorNo 1 wax printed mark
1 |
s [ s es— s
H 2
‘ £ Printing cycle
o0
2
Color printed = Not color printed
b
B [

A

Direction of fabric travelling

Fig. 1. Layout of image sensors

As shown in Fig. 1, two image sensors named No.1 and No.2 respectively are used
in the system. The No.l sensor is installed at a printing cycle (assumed a printing
cycle as L) ahead of the printing roller, and the No.2 at H behind the printing roller.
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The No.l sensor is for acquiring the dynamic error of the actual printing cycle to
estimate the off pattern value and adjust the speed of the printing rollers, and the No.2
sensor is for acquiring the effect of dynamic adjustment to compensate next time.
Both image sensors are triggered according to the numbers of output pulses from the
rotary encoder placed on the main motor shaft, and the trigger frequency should be
higher than that of capturing all the marks.

3  The Deviation Calculation of Printing Cycle

A pattern with clear geometry shape and obvious recognized feature should be chosen
as the standard mark from all the figures on both sides of the fabric. As shown in Fig.
2, the solid dot is located in the center of the field of CCD camera’s field as ideal
position of the mark. The hollow dot is marked actual position in the camera’s field.
The difference between the actual mark position and standard position is denoted as A.
When the actual position is just at the ideal center, A=0; when it is ahead of the center,
A is positive; when it is behind the center, A is negative. The last dynamic error of the
mark in the field obtained by No.l image sensor is assumed as AQ and the current error
is assumed as Al. Suppose that the output pulse number of the encoder is N in two
successive capturing the target mark and the distance that the fabric travels forward per
pulse is 3. Then the deviation between the value of the printing cycle just going into
color printing and the value of the standard is as follow:

AL=N-6+A0-Al-L (1)
Actual printing cycle L, Actual printing cycle L, Ideal mark
Actual mark [ — > A @ position
position L Ag(+) MOy L View field of
image sensor

Fabric

Fig. 2. Schematic diagram for calculation of actual printing cycle

It is supposed that the deviation of the actual position measured from the No.2
sensor is named as AH, and the trigger number of output pluses from the encoder is
named as M. The error (assumed as AQ) between the actual distance from the mark to
the printing roller and the standard distance can be easily calculated according to the
pulse number (M) and the deviation (AH) captured by the No.2 sensor:

AQ=M-6+AH -H 2)
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4 Design and Adjusting

As shown in Fig. 3, the automatic control system of adjusting off pattern is composed
of an image acquisition and processing unit, a main controller and upper machine
operation system.

The image acquisition and process unit includes image processor, optical lens, area
CCD camera and LED light source, and so on. The pattern image set is captured by
CCD camera with optical lens and then the image signal collected is sent to the image
processor. In designing, a ring white reflective LED light source and the image
processor by Keyence with image gathering card are selected, the latter can be used to
process images with a large number of pixels with complex algorithm calculations and
to support four cameras running simultaneously and many types of interfaces.
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Fig. 3. Schematic diagram for on-line control system of inspecting and adjusting off pattern

The main controller is used to accomplish automatic and manual mode speed
regulation of printing roller motors according to the error signal collected with the
image acquisition and processing unit. In automatic mode, it fulfills pulse counting of
the encoder, calculations of printing cycle error and data storage. And in manual mode,
it directly sends control pulses to manual adjusting button of the old control system for
rotary screen printing machine.

The upper machine operation module consists of the touch screen and the image
displayer. It adopts RS-485 bus to make connection and achieve communication
between the touch screen and the main controller. The touch screen monitor performs
system initialization, monitors the actual running state of the whole system, and
modifies control parameters of the main controller.
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5 Technical Features

The system introduced in the paper has the following features:

1) It has a function of traditional adjustment with manually accelerating and
decelerating as well as automatic control.

2) It has the ability to adopt subdivision technology for the large deviation of the
actual printing cycle. For example, the maximum adjustable error for system is set
3mm according to experience and actual conditions. If the deviation value is more than
3mm the control system makes maximum adjustment of 3mm at this time and the
residual deviation is left to adjust step by step, the maximum adjustment being 3mm
every time.

3) It considers the case of duplicate capturing of the same mark. In programming,
the PLC controller only stores the first position error of the same image from the image
processor, for that the experiments prove that the calculated results are equal by
different error of the duplicate captured image.

4) The problem of missing acquisition of some marks in printing cycle is solved
with the numbers of the image collected corresponding to the actual measurement and
then with treatment of the error and pulse transformation by the main controller.

6 Conclusion

The system introduced in the paper has realized closed-loop registration control by
both predicting and adjusting for the off pattern error and feedback detecting of
adjustment result. And it is easy to connect with the old control system to perform
manual adjustment. The experiment shows that the system is reliable and stable and
the precision of registration is up to +0.8mm at the max speed of 60m/min. It is
proved that the product quality and production ratio are improved greatly with the
system and the new solution method is provided with the system for engineers
working on off pattern checking.
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Bud”’(06540040411).
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Abstract. A Bayesian plan of reliability qualification test is discussed in
combination with the results obtained from the actual tests. On the premise that
the test sample size is quantitative, a scheme of reliability qualification test in
binomial case is formulated by using prior information efficiently. From the view
of the meaning posterior risk actually concerned by users and producers, the
difference and connection between the Bayes reliability qualification test and
evaluation scheme has been analyzed, which could be the guidance for test
scheme selection.

Keywords: Binomial distribution, bayesian method, reliability qualification test,
producer’s risk, user’s risk.

1 Introduction

Design and produce a new-type product usually undergoes several steps-theoretical
prototype, initial prototype and final production. According to the current military
standard, it needs a large sample size for longtime testing, which increase the testing
cost dramatically[1]. Thus, this method is not suitable for the evaluation of complex
and costly small-sample weapon equipments, because the producers and users want to
test the product reliability and acceptance with the given sample size. In order to solve
this problem, it is essential to take full advantage of the testing information and make
the system type approval test rational[2].

From the view of meaning posterior risk, this paper proposes the test scheme for a
Bayesian plan of reliability qualification test, and analyzes how to design the optimal
reliability qualification test in small-sample case without decreasing test precision and
increasing test risk.

2 Bayesian Plan of Reliability Qualification Test

Binomial model is widely used in reliability analysis of large scale and complex
systems[2]. Therefore, we use the binomial distribution Bayes qualification test for
analyzing the reliability and acceptance of complex system.
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2.1 Determining Prior Distribution

Assume that the success rate of binomial distribution is R, and the failure rate is
g=1-R . The probability of s successes in n samples follows a binomial distribution,
as shown in Equ. (1):

P(S:s):[anS(l—R)"", s=01,..n 1)
S

In order to minimize the sample size, we use the Bayesian plan of reliability
qualification test. Firstly, determine the prior distribution of the success rate R. Usually,
Beta distribution is used as the prior distribution for binomial case[2], so we use the
Beta distribution of R:

R (] — RyP!
7[(R)=¥, 0<R<1 2)
B(a,b)
Where a and b are the prior hyper-parameters, and:
I'(a)I'(D)
’ b B —
Bla,b) Tatb) 3)

Usually, we use empirical Bayes method proposed by Martz & Waller[5] , or the
method of prior quantile [3] to determine the prior hyper-parameter a,b .

2.2 Bayesian Plan of Qualification Test

According to Equ.(1) and Equ.(2), the posterior distribution of R is:

L(R)7Z(R) _ Rn—f+a—1 (1—R)b+f_l
_[ LR)Z(R)AR ~ Bn—f+ab+f) )

OR

Z(RID)=

Assume that qualification scheme is (n, c¢), if the system reliability is R, then the
acceptance probability of the qualification test is:

P(AcIR) = Z[” jR”f (1-R)’ )
=4
The rejection probability is:
PRelR)= ) (" jR”f (1-R (6)
f=c+l

Suppose that we use the primary sampling scheme (7,c), n is the number of tests,
¢ is the maximum acceptable fault numbers, the acceptance quality is R, the
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limiting quality is R(;, the producer’s risk and user’s risk are a. [, respectively.
Once the discrimination ratio D, the upper limits R, and the lower limits R, are
determined, the producer’s risk erand user’s risk £ can be described as followed:

j; P(Re| R)- Z(R|D)dR

j 17[(R|D)dR
o )
L 'P(Ac| R)- m(R|D)dR

r;r(R|D)dR
0

Once aand f are determined, the qualification scheme (n,¢) can be calculated.
The result of Equ.(7) is the optimal theoretical scheme of qualification test, but not
the optimal scheme for small sample test.

3  Comparison and Analysis of Bayesian Plan and Evaluation
Scheme

In engineering practice, both the producer and the user concern about how to achieve
the most satisfying results from minimum sample size. Therefore, the Bayesian plan
of qualification test is more suitable for small sample case. In order to illuminate the
characteristics of Bayes qualification test, we compare this method with the
evaluation scheme, and analyze their differences.

Suppose that there is a binomial system, if the confidence level y =0.8, then the
system reliability is 0.75. In practice, design and technics of this product has been
improved twice. The initial sample has been tested 100 times, and the passing rate is
88%; the evaluation model has been tested 17 times, and the passing rate is 71%; the
final production should be tested under environments I and II. Suppose that 10 tests
have been done under environment I, and the fault number maybe O or 1, then how
many tests should be done under environment 11?7

3.1 Implementation of Bayesian Plan

Stepl. Estimating the historical data with classical reliability evaluation method [6]. If
the system reliability is more than 0.75, the reliability qualification test will be carried
out.

Step2. Calculating system reliability with classical reliability qualification scheme
[4]. The result is shown in table 1, if D=2.0,a=/=0.2, the required reliability

qualification scheme is (31,5) . We can see that, the result is not acceptable for both
the producer and the user. Thus, reliability must be calculated with given sample size.
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Table 1. Classical qualification scheme (0.75)

a=p=03 | a=p=02 | a=p=0.1
R | D
(NC) (NO) (NC)
0.75 | 2.0 (14,2) (31,5) (64, 11)

Step 3. Using the environmental factors to convert the system reliability[7].
Equ.(8) is the converting equation. Assume that environment II represents the real
environment (rigor), the environmental factor K is known, and the good environment
is converted to the rigor one. K is divided with the sample size of good environment,
if the fault number f is invariable, that means the test information is turning worse.
Assume that the unreliability is P and P, under environment I and II,

respectively. When the environment data is converted from I to II, then:

From Equ. (8), we can get different environment conversion.
Step 4. Using prior information we can get the value of a,b. Suppose that 10

tests have been carried out under environment I, and the fault number is O, 1 and 2.
By using the Bayesian plan, the sample quantity and real risk under environment II
can be calculated by Equ.(7). Table 2 shows the sample size and real risk under
environment II.

Table 2. Bayesian plan of qualification scheme (D=2.0)

Environment [ Environment I Decision Risk
Num. of tests | Fault number | nominal value Real value
Num. of tests | Fault times , ,
N C (o ﬁﬂ'O (e ﬁno
3 0 0.20 [ 0.20 [0.4910 | 0.1841
6 1 0.20 [ 0.20 [0.3259 | 0.1935
0 11 2 0.20 [ 0.20 [0.3016 | 0.1914
10 16 3 0.20 [ 0.20 [0.2479 | 0.1855
20 4 0.20 [ 0.20 [ 0.1850 | 0.2059
5 0 0.20 [ 0.20 [0.1733 [ 0.1658
1 8 1 0.20 [ 0.20 [0.1182 | 0.2043
13 2 0.20 [ 0.20 [0.1013|0.1930

In practice, both the producer and user concern more about the lowest test cost. For
example, if the confidence interval y = 0.8, there will be several test schemes that can

satisfy the system reliability R; =0.75. According to GB4087.3-1985[8](first line in
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Table 3), if the fault number is 0, 1, 2, 3, 4, 5, 6, then the producer and user may tend
to choose the scheme with minimum tests, such as (6,0). However, GB4087.3

doesn’t calculate the exact duplex risk, so it is difficult to decide whether the
minimum test scheme is optimal.

Table 3. One-sided lower confidence limit of reliability for binomial distribution (y=0.8)

N,C) | (6,0) | (11,1) | (16,2) | (21,3) | (26,4) | (31,5) | (35,6)
R, 0.7647 | 0.7514 | 0.7512 | 0.7529 | 0.7549 | 0.7569 | 0.7521
o 0.5512 | 0.4081 | 0.3229 | 0.2634 | 0.2187 | 0.1837 | 0.1395
B 0.1779 | 0.1971 | 0.1971 | 0.1917 | 0.1844 | 0.1764 | 0.1919

3.2 Comparison and Analysis of Bayesian Plan and GB4087.3-1985

For some determined (#,c) , the probability of batch production is:

L(p)=Y P(n.rp) ©)
0

Thus, (n,c) satisfies:

1= Lipy) =1- Y P(n.r|py) = @

. (10)
L(py) :ZP(n,V|I’1):ﬂ

0

Since n,c are positive integers, Equ.(7)can be approximate satisfied. Using
Equ.(10), we can get o and B "which represent the real risk of qualification scheme

(n,c) . The value of o and B " is shown in Table 3.

From table 3, we can see that if the test judgment fault number is 0,1,2,3 and 4, in
order to guarantee the user’s risk is approximate to 20%, the producer’s risk is more
than 20%. GB 4087.3-1985 only gives the confidence interval, but in reliability
qualification test, both the producer’s risk and the user’s risk should be considered.
Furthermore, sample size and test judgment fault number should be provided.

After determine the risk, the reliability qualification test scheme should be chosen
according to actual situation. In line 2 of table 3, we can see that there are several
groups satisfying the reliability of 0.75. In practice, we need to select the groups that
can satisfy both the reliability and the risk. Therefore, test scheme (26,4),(3L5) in
table 3 are selected, because they can satisfy both the reliability of 0.75 and the

duplex risk of 20%. Hence, the reliability evaluation and classical qualification are
coincident. Whereas the classical qualification scheme does not use the prior
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information, so the test risk is higher. After the reliability qualification test, the test
data can be estimated and compared with GB 4087.3-1985 to check whether the
product is acceptable.

Moreover, from table 2, we can see that if the test scheme is (10,0) under
environment I, then it should be (16,3) under environment II. Compared with the
classical qualification scheme, the sample quantity of Bayesian plan is 48.38% less. If
the test scheme is (11,2) under environment II, then the sample quantity of Bayesian
plan is 64.5% less than the classical qualification scheme. From all above, we can get
the conclusion that the Bayesian plan of qualification test can save the sample size
efficiently.

4 Conclusion

This paper discusses the test scheme for a Bayesian plan of qualification test in
binomial case. For small sample reliability test, a new Bayesian plan is proposed for
qualification test. The comparison been our method and the evaluation scheme shows
that our Bayesian plan can guarantee the real risk. Therefore, in engineering practice,
the Bayesian plan is more rational and efficient.
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Abstract. Wireless sensor network (WSN) has developed with recent ad-
vancement in wireless communication and electronics. Wireless sensor network
consists of very large number of tiny sensing devices, also called motes, distri-
buted over physical space. However, a system of sensor nodes is highly energy
constrained. Fusion algorithms provide a mechanism to extract pertinent infor-
mation from massively sensed data and identify incipient sensor failures. Aim-
ing at save energy in wireless sensor network, this work presents a novel fusion
approach which is based on a hybrid of order filter and adaptive weighted fu-
sion. The sensor fusion system includes three steps: aggregation, abnormal data
eliminating and adaptive weighted fusion. The aggregation made the task of
dividing sensors into several groups. The abnormal data eliminating is to elimi-
nate pulse noise which can bring bad influence to fusion results. The experi-
mental results have verified the effectiveness of the algorithm.

Keywords: Wireless Sensor Network, Data Redundancy, Data Fusion, Fusion
Cost.

1 Introduction

In the past couple of years, wireless sensor networks have found a wide range of ap-
plications such as environmental monitoring [1], robotic and object localization and
tracking [2]. In wireless sensor networks, sensor nodes can self organize to form a
network and can communicate with each other in a wireless manner. Each node has
transmit power control and an omni-directional antenna, and therefore can adjust the
area of coverage with its wireless transmission.

In practical applications, WSN has the following physical resource constraints:
Firstly, The bandwidth of wireless links connecting sensor nodes is usually limited,
on the order of a few hundred Kbps. Secondly, sensor nodes have limited supply of
energy, and energy conservation is one of the main system design considerations.
Current small batteries provide about 3000mAh of capacity, powering the MICA
Mote for approximately one year in the idle state and for one week under full
load. Note that future sensor nodes will have sophisticated power management fea-
tures; current nodes already have three different sleep modes with several orders of
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magnitude different power usages [3].Thirdly, sensor nodes have limited computing
power and memory sizes that restrict the types of data processing algorithms. Finally,
signals detected at physical sensors have uncertainty due to limitations of the sensor,
and they may contain environmental noise. Sensor malfunctions might generate inac-
curate data, and unfortunate sensor placement might bias individual readings.

With consideration of power consumption, each particular scheme will depend sig-
nificantly on the relative power consumption of different approaches. Specifically, if
communication energy is significantly higher than the computation energy, then it is
important to develop localized algorithms that will require only a limited amount of
communication. Therefore, with respect to fault tolerance, it is important to consider
schemes that conduct error detection using only local information. Or, if one wants to
ensure fault tolerance during the sensor fusion, the goal is to design fault tolerant
techniques that do not significantly increase the communication overhead. On the
other hand if the computation energy is significantly higher than the communication
requirements, it is a good idea to support communication resources at one node with
the computation resources at other nodes. It is preferable to develop fault tolerant
sensor fusion approaches that require little additional computation regardless of any
additional communication requirements.

Besides, data fusion algorithm should be designed in consideration of application
background. Each device is capable of limited computing, radio communication and
sensing.

2 Sensor Fusion Algorithm

2.1 General

While a mote sensor network promises to provide more useful information about the
monitored environment than other sensing alternatives, the scope of each single mi-
niature sensor node is much smaller and easily affected by local disturbances. Sensor
information is always corrupted to some degree by noise and sensor degradation vary-
ing with operating conditions, environmental conditions, and other factors. The inex-
pensive, less reliable and massively distributed MEMS mote sensors will be even
more prone to individual failure. Moreover, massively transmitted data packages in
the sensor network increase the chance of data collision and interference, and thus are
more likely to cause loss of data or incorrect data.

The accuracy and efficiency of the mote sensor network depends on how the perti-
nent global information is extracted from the local information of each sensor node,
highlighting the need for an effective sensor fusion algorithm. The sensor fusion sys-
tem includes three steps: aggregation, abnormal data eliminating and adaptive
weighted fusion, shown in Fig.1. The aggregation made the task of dividing sensors
into several groups. The abnormal data eliminating is to eliminate pulse noise which
can bring bad influence to fusion results.

2.2 Aggregation

Aggregation refers to delivering data from distributed source sensor nodes to a central
node for computation. It is one of the most popular computation and communication
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pattern for sensor network. A join of sensor readings from different groups could be
another example; all records need to be collected at a central node where the join
takes place. Aggregation involves two important issues. First, from a computational
point of view, the aggregation has to complete at a "leader" node (unless the final
computation of the aggregate is delegated to a gateway node or happens outside of the
network). Second, the data records have to be delivered from source sensor nodes to
the designated leader. Note that the system has to be designed to tolerate the volatility
of the underlying communication layer: messages could get lost, nodes could die, and
the network could be partitioned for a while. Let us shortly contemplate leader selec-
tion and data delivery in the following two paragraphs.

If the computation is designated to a leader node, such a leader needs to be selected
among the sensor nodes. There are several basic requirements for the leader selection
policy. First, the leader should be dynamically maintained in case of sensor or link
failure. (We imagine backup leaders to reduce the cost in case of leader failure.) Here
we can draw upon a large literature about algorithms in distributed systems and the
leader election problem. Second, we would like to select a leader with physically
advantageous location: The cost of data delivery from source sensors to the leader and
the delivery cost from the leader to the gateway node need to be taken into account to
save communication energy.

In this paper, the algorithm discussed in reference [4] is adopted. When all the
nodes are grouped, nodes within each group can be fused respectively.

Raw Measurements
Data

\4
Aggregation

v v
| Group 1 | |Gr0up2 | """ Groupi |

Abnormal data eliminating

A
Fusion based Adaptive weighted average

A 4
Fusion reults

Fig. 1. The diagram of sensor fusion
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2.3 Abnormal Value Elimination

The abnormal data eliminating is based on order filtering. This method of analyzing
the behavior of a cluster of sensor readings first filters out the obvious false readings
based on the physical limitation of the sensors. It identifies the abnormal data by eva-
luating the difference between a value and other values in its neighbor region. Gener-
ally, the median value should reveal a reasonable estimation of the majority of sensor
readings. If the difference between a sensor reading and the median is larger than the
threshold, we think it is abnormal and eliminate it in order to reduce the influence
from unreasonable readings which stand for pulse noise.

The algorithm orders all data in a group firstly and finds the median Med. Next,
sets a threshold and compare each value before the median in ordered array with the
median. If the difference is larger than the threshold, eliminate the corresponding
sensor reading, till all small abnormal values are eliminated. Then compare each val-
ue after the median in ordered array with the median. If the difference is larger than
the threshold, eliminate the corresponding sensor reading, till all large abnormal val-
ues are eliminated.

2.4 Adaptive Weighted Average

Because of the difference in accuracy and environment among sensors, the conven-
tional simple average fusion can not attain good result. Fusion based adaptive
weighted average is performed by taking the average of measurements in a group
weighted by corresponding confidence values plus the predicted value weighted by a,
an adaptive parameter representing the sensor reliability. If the sensor is reliable and
in steady state ,a is set to a large value in order to weight its measurement more ; on
the other hand, if the sensor is not reliable relatively or in a transient state, o is set to a
small value in order to weight its measurement value less so as to reduce its influence.

In this paper, we implement fusion based adaptive weighted average for each
group. The determination of weight is the key step. The basic principle is to make the

evaluation value X attain optimal. The weight o is searched adaptively according to
measurement values of all sensors in a group on the premise of minimal average
square error.

3 System Performance Evaluation via Simulations
OMNeT++ simulation platform is used to evaluate fusion algorithm.

3.1 Energy Consumption Calculation

As shown in Fig. 2, a total of N sensors are evenly deployed in the region of inter-
est (ROI), which is a square with area 50m x50m .
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:'_:l".
sink

Fig. 2. 100-node topology for a 50m x 50m network. Sink is located at (10,10)

We assume that all sensor nodes have ability of data collection and retransmission,
each node produce a data package of 200 bytes, and data will be sent to sink node. To
evaluate the performance of, we also simulate adaptive weighted fusion (AW)which
will be compared with the algorithm we proposed (OFAW) .

Letr, stand for maximal communication radius of sensor node. When the distance

between two nodes is smaller than 7., communication chain can be set up. Let 4

stand for Euclidean distance between two nodes, e stands for communication route
between two nodes. e can be calculated as Equation (1) when d <r..

cle)=pd" +¢ (D

Thereestands for the energy consumption when 1bit data be sent or received. Its
value is within the range of 20~200nJ /bit. B and n are communication parameters

which are adjustable. In this paper, n=2, =100, € =100.

To validate the ability to save energy consumption of the fusion algorithm, node
increasing gradually is used and it is assumed that there are 20% abnormal data (ac-
cording to abnormal nodes) .The energy consumption of adaptive weighted fusion (
AW) and hybrid of order filter and adaptive weighted fusion (OFAW) is shown in
Fig.3. X-coordinate represents the number of nodes , Y-coordinate represents energy
consumption ratio which is the ratio of energy consumption of after-fusion and be-
fore-fusion.

Low-energy-consumption is the basic requirement to wireless sensor network.
From Fig.3, we can see that the energy consumption ratio of both algorithms will
decrease with the increasing of the number of nodes and OFAW is more obvious.

3.2 Average Communication Load

Average communication load is used to measure the performance of OFAW. We can
calculate it through counting the average jump number from source node to sink node.
In this section, we select five kind of network size which have the same node density.
In the first networks, 60 nodes distributes in the region of 40m*30m. There are 100
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nodes distributed in the region of 50m*40m in network 2. There are 150 nodes in the
region of 60m*50m in network 3. There are 200 nodes in the region of 80m*50m in
network 4. There are 300 nodes in the region of 100m*60m in network 5. It is as-
sumed that there is a sink node in each network and sink node is in the central of each
network. Moreover, there are 20% abnormal data.

+HF
=NF

[ " RSN, B e > RN B e ol o)

CoLLLLe e @
— D W B Ul O~ 0 ©

T ___d____,_._._-—-——_ﬁ_ﬁ
oo1n 20 50 T 90 E0 100 150 200 200
The rumber of nodes The number of nodes

Fig. 3. The relation between ECR and node Fig. 4. The relation between average
number N=100,n=2, £=100 communication load and network size

From Fig.4, we can obtain the conclusion: average communication load is lower
using the algorithm with fusion.

4 Conclusion

We have proposed a fusion algorithm based on the order filter and adaptive weighted
average for a WSN with a large number of sensors. Our analysis shows that this
fusion rule can achieve very good performance.

In this paper, the total number of sensors N is assumed known. In the future,
this assumption will be relaxed and the case where N is a random variable will be
investigated.
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Abstract. The establishment of network optimization model under uncertain
systems and intelligent algorithms mainly based on the theory of uncertainty
with random variables or fuzzy variables of basic network optimization
problems, such as the shortest path problem, minimum spanning tree problems,
and transportation problems were studied. For the intelligent optimization
algorithms, such as artificial neural networks, evolutionary computation, swarm
intelligence (e.g. ant colony optimization, particle swarm optimization, etc.),
artificial immune systems, making network optimization based on uncertain
system model of the theory, including parameter selection, hybrid intelligent
algorithm design. Intelligent design has been calculated in principle on the basis
of efforts to put forward new intelligent optimization algorithms. Overcome the
current difficulties encountered in intelligent computing problems, and make a
reasonable explanation based on mathematical theory, algorithm in the full
network optimization model of effectiveness uncertain.

Keywords: Intelligent algorithms, Fuzzy control, Uncertain theory, Network
optimization.

1 Introduction

Network optimization problem is the engineering, economic management and
scientific research and other problems often encountered in many fields, is an
important branch of operations research, mainly research how to effectively plan,
manage and control network systems to maximize efficiency. And there are some
combinatorial optimization problems, such as scheduling, packing problem, knapsack
problem, assignment problem, traveling salesman problem, Steiner minimum tree
problems, often can be transformed into a network optimization to deal with. Since
many practical problems can be transformed into these fundamental issues are
resolved, so on these issues, theory, algorithms and applications in a number of
documents are described in detail in [1-3].

In many specific applications, we have encountered information, there is subjective
or objective uncertainty, these uncertainty manifestations are diverse, such as
randomness, fuzziness, roughness, etc. There is uncertainty both objective factors but
also non-objective factors, but its existence is widespread. Such as transportation
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network, weather, traffic uncertainty, logistic network in the uncertainty of customer
demand, or the lack of historical data and the data is not perfect, some data can only
experience by experts according to their own subjective estimates given the formation
of the uncertainty. On the other hand, the key to network optimization problem is to
study combinatorial optimization problems for the network model and solution
techniques, which are usually non-linear optimization problems, multi-objective and
multi-dimensional characteristics, and many problems are NP-hard problem. For the
above two considerations, how to deal with uncertainty, how to achieve effective
optimization, we solve the problem and focus of the two basic points.

2 Theory and Algorithms

Around these uncertain systems, uncertainty theory came into being. Probability is a
number of laws of random phenomena research branch of mathematics. Today, the
idea of probability theory has been infiltrated into the various disciplines and is
widely applied to engineering, management, military, aerospace and other fields. We
can say that probability theory first revealed one aspect of uncertain systems. The
concept of fuzzy sets was first proposed by Zadeh [4] and subsequently Kaufmann [5]
proposed the concept of fuzzy variables, Zadeh [6] introduced the possibility theory,
and Nahmias [7] the possibility of using three axioms define the measure, and re-
defines the concept of fuzzy variables, fuzzy variables is defined as the possibility of
space to the function set of real numbers.

Liu [8] gives the product of the fourth axiom defines the possibility measure,
probability theory to the study of a broader platform. The basis of these four axioms,
Liu successfully established credibility of the axiomatic system. Thus, Liu system
described the contents of the theoretical study of uncertainty; the uncertainty of the
basic theory, the theoretical part is divided into three categories: probability theory,
credibility theory, opportunity theory. Development and improvement of the theory of
uncertainty for our network optimization problems encountered in dealing with
uncertainty has laid a theoretical foundation.

Traditional optimization algorithms can not effectively solve this problem, so find
a suitable for massively parallel algorithms and intelligent features of the subject has
become a major research objective and compelling research. Since the 1980s, a
number of novel optimization algorithm, such as artificial neural networks,
evolutionary computation, swarm intelligence (e.g. ant colony optimization, particle
swarm optimization, etc.), artificial immune systems, through analog or reveal certain
natural phenomena or processes to develop their ideas and content related to
mathematics, physics, biological evolution, neuroscience, and statistical mechanics,
etc., to solve complex problems, provides new ideas and methods. Unique advantages
of these algorithms and mechanisms, causing extensive attention of scholars home
and abroad, and set off a wave of research in this field, and in many fields have been
successfully applied. Since these algorithms construct the intuitive and natural
mechanism, which is often called the modern intelligent optimization algorithm or
optimization algorithms. Therefore, we are dealing with uncertain systems under
network optimization problems, specific ways to achieve intelligent computing is
natural for a special issue of how to design efficient algorithms that not only is a
smart application of technology, but also a basic theory. This is the application of this
project as one of the key elements of basic research.
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3 Status of Research

Martin [32] first studied in 1965, subject to multi-dimensional normal distribution
side of a random network of independent random variables. In 1969 Frank [10]is the
first study and published results of randomized studies shortest path scholar, he made
a similar distribution of the optimal path calculation. Mirchandani [11] proposed a
random network shortest path to get the distribution function method, Martins [12]
use dynamic programming to find the shortest path problem of double standards valid
path set; Hall [13] studied the time-dependent stochastic shortest path problem on the
network. 1980, Dubois and Prade [14-15] the first analysis for the fuzzy shortest
discuss their ideas mainly on the typical shortest path algorithm, such as Ford and
Floyd algorithm changes. Based on possibility theory, they proposed a way of
criticality concept. Klein's concept based on fuzzy utility function, we propose a
dynamic programming method [33]. Okada et al [17-18] on the fuzzy shortest
research more, the larger the network, I get a lot of non-dominated paths, which
policy-makers, it is difficult to choose a satisfactory solution in this the direction of
the study is how to reduce non-dominated paths are set for the number of decision-
makers choose the path. Calculate the exact distribution of possible flow method in
the literature is given. 2004, Katagiri et al [19] discussed the fuzzy random edge
weights under a bottleneck spanning tree problem of chance-constrained
programming model. Chanas et al [21] will be extended to the transport of the classic
fuzzy environment, Mohammad and Chalam [22] transport of random fuzzy goal
programming method proposed. Luhandjula [23] studied the single-objective
transportation problem solving interval number uncertain planning problems.

Bit [25] using a very small operator and a linear membership function with fuzzy
coefficients proposed multi-objective transportation problem algorithm. Datar and
Ranade [27] studied the bus network problems, imagine traveling by bus in the city,
the goal is to minimize the total travel time. In this case, a natural goal is to minimize
the total expected travel time of planning. For network flow problems, Fishman [28,
29] studied the capacity of a continuous arc of the situation, and gives the simulation
obtained using the solution on the boundary.

Uncertain system network optimization problem solving, is to focus on uncertainty
theory, network optimization model, and the intersection of intelligent algorithms, a
comprehensive study of its engineering, economic management and scientific
research and other fields to play a role, its importance is not self-evident. Therefore,
we propose a research project with the current international research trends, and have
important theoretical and practical significance.

4 Contents and Purposes

Focus on network optimization problem under uncertain system models and
intelligent algorithms, mainly based on credibility theory and the theory of
opportunistic random variables or fuzzy variables with the shortest path problem,
minimum spanning tree problems, transportation problems and network location
problems for research. Strive to research and production practice models and
algorithms have great similarity, can be directly used in some specific practical
decision-making.
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For the intelligent optimization algorithms, such as artificial neural networks,
evolutionary computation, swarm intelligence (e.g. ant colony optimization, particle
swarm optimization, etc.), artificial immune systems, making network optimization
based on uncertain system model of the theory, including parameter selection, hybrid
algorithm design. Intelligent design has been calculated in principle on the basis of
efforts to put forward new intelligent optimization algorithms.

But the practical applications there are many factors constraining its functioning.
Therefore, it is necessary to address the practical application of intelligent computing
in urgent need exists to overcome the key issues, such as: artificial immune system
antibodies and other high performance and complexity of the algorithm; genetic
algorithm to solve multi-objective optimization problem of coding issues and "
premature, "and so on; PSO local convergence problems. These problems also restrict
the intelligent algorithms in dealing with uncertain systems based on network
performance optimization, how to make targeted treatment and response is one of the
elements of this research.

Research objectives of this project is uncertain system for basic network
optimization problems, for example, the shortest path problem, minimum spanning
tree problem, minimum cost flow problem, transportation problems, the establishment
of a package with a higher production practice the fit model to an effective intelligent
algorithm implementations. Establish a framework for both the theoretical level, but
also the establishment of application-level operation of the program.

The establishment of network optimization model under uncertain systems, making
the model for the solution of practical problems have general applicability, rather than
not determine the network optimization model theory and give the reference, so that
from a typical practical application, or a model with more great specificity, affecting
the promotion of its theoretical value and practical application.

In the intelligent computing, the need to seek for a class of uncertain systems
model of effective network optimization algorithms, and thus able to propose a new
intelligent algorithm; or a hybrid intelligent strategy, configuration algorithm for an
effective combination of program issues, to analyze the combined performance of the
internal mechanism and then seek one of the laws of science.

In this research project the application level, how to use the established network
optimization models to solve practical with a strong background in combinatorial
optimization problems, such as the scheduling problem, bin-packing problem,
knapsack problem, they are also technical difficulties, then do not make a deal
network optimization system to determine the practical problems the package design.

5 Conclusions

The first one from the existing practical problems starting, such as ship scheduling
problem (little research on this problem at home and abroad), the abstract analysis of
the required network optimization model, given the general uncertainty of the system
and then the network optimization model under . Thus, our proposed model is more
realistic network optimization and application value. Mathematical and computer
simulation experiments as a smart algorithm to establish an efficient way, the actual
efficiency of the algorithm to determine the algorithm as the real merits of the
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measure as a basis, the mechanism by mathematical analysis of its causes, trying to
create newer and better intelligence algorithm. Also, note that a mixed strategy for
intelligent computing solutions. Focus on technology integration.
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Abstract. Clustering is an important unsupervised machine learning (ML)
method, and single-pass (SP) clustering is a fast and low-cost method used in
event detection and topic tracing. To obtain a better result, SP is always needed
to run multi-times in previous literatures due to it is dependent on the order of
the instances appearance, which is not the global optimum. To tackle this
situation, this paper proposed a hybrid clustering based on ant colony
optimization (ACO) and SP, which exploits the global optimization ability of
ACO and the superiority of SP, and takes the results of SP as a positive
feedback implemented in ACO to improve the quality of the clustering.
Experiments on two UCI datasets show that it is better than the multi-times
running of the SP according to two different evaluation measures, which
verifies its effectiveness and availability.

Keywords: Data mining (DM), swarm intelligence, ant colony optimization
(ACO), single-pass (SP) clustering, topic detection and tracing (TDT).

1 Introduction

Clustering is an important task in data mining (DM), which is a sort of unsupervised
learning method. When running on a set of instances, clustering methods are normally
unknown about the category of each instance in the set and the number of categories.
It completes automatically classification by minimizing the similarity of instances
among different groups and maximizing that in the same group.

There are many clustering methods in the previous literatures, which can be
divided into six categories according to their characteristics such as clustering based
on partitioning, based on density, based on subspace, based on hierarchy, based on
grid, and based on hybrid. The hybrid method can possess of the superiorities of
different methods since it utilizes the mechanisms derived from several methods, so it
is very important for us to investigate the hybrid method using multi-method.

Single-pass (SP) clustering is a sort of method based on partitioning. On the one
hand, the SP has a very high efficiency since that it needs to scan once a set of
instances to build the final clusters, so it is usually used for very large data set to
attain quickly the result of clustering. On the other hand, the result of the SP is
normally not a global optimum since that the SP is dependent on an order of the
instances scanned, so in practice, researchers run often SP multi-times and take the
best one as a final result.

D. Jin and S. Lin (Eds.): Advances in EECM Vol.2, LNEE 140, pp. 57—
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Each clustering method has its corresponding evaluation function which is used to
evaluate results of clustering, or to guide the generation of clusters as a heuristic info.
Considering the use of evaluation function, the problem of clustering can be regarded as
a problem of combination optimization which is a NP hard problem, and can be resolved
with relative small computational cost to obtain a global or nearly global optimal.

There are some intelligence optimization methods in previous literatures. Genetic
algorithm (GA) handles the problem of combination optimization with simulating the
evolution procedure of biology, in which the chromosomes cross and mutate to create
the individual with a better adaptive degree. Simulate anneal (SA) solves efficiently
the problem by emulating the cooling procedure of metal from high temperature to
low, in which the inner structure of metal has gradually been optimized.

Swarm based optimization is a sort of popular method recently, including particle
swarm based, ant colony based, bee colony based, and fish school based, etc. Ant
colony based methods utilize the mechanisms of the shortest path for ants searching
food and the pheromone interacting with environment to complete the task of
optimization. At the same time, there are some clustering methods by simulating the
behavior of ants clearing their nest.

Considering that SP clustering needs to run multi-times to obtain a better result in
practice, this paper proposes a novel hybrid clustering method based on ants colony
and SP (CASP), which integrates the superiorities both high efficiency of SP and
small computational cost of ant colony optimization (ACO) in the problem of
combination optimization by utilizing the middle result of multi-running of SP
feeding back to the method controlled by the ACO.

The remainder of the paper is organized as: in section 2, we introduce the related
research; in section 3, we describe the proposed hybrid clustering method; in section
4, we report the experiments and the results using the method on two datasets of UCI,
and compare the results with that of multi-times running of SP; finally, we conclude
the work of the paper in section 5.

2 Related Work

To cluster large amount of distributed data in a real-time with low-cost clustering
algorithms for streaming data, Gupta and Grossman proposed a single-pass
generalized incremental algorithm (Genlc) [1]. Klampanos, et al. experimented on
two large web-based testbeds showing that the order of document does not practically
matter for document clustering within the information retrieval (IR) [2]. Allah et al.
presented a new SP clustering algorithm [3], which maps the data into low-
dimensional feature space. Experiments show its availability.

Lukasz Machnik proposed a two-phase document clustering based on ACO [4].
The experimental results show that the quality of ACO clustering is very high.
Asharaf and Murty proposed an adaptive rough fuzzy SP algorithm (ARFL) [5].
Experiments show that the ARFL algorithm gives the best performance.

Papka and Allan proposed an on-line new event detection using SP clustering [6].
Experiments show its effectiveness. For web name disambiguation, losif proposed an
unsupervised method [7]. The evaluation score was found to be equal to the highest
official score.
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3 Method

Since the number of clusters created by SP can not be decided beforehand, the method
creates a certain number of clusters by appointing a maximum threshold of distance.
In this paper, we use Euclid distance and centroid as the prototypes of clusters, which
are expressed as follows:

distance(x,y) = (le_: (x, —y)H"” - (1)
Where x and y are instances, whose dimension is M.
[ci] .
¢ = J_le_,./|ci|, i=1.K - (2)

Where c; is the centroid of i-th cluster, and K is the number of the clusters. When we
add a new instance into a previous cluster, we need to update the center of the cluster,
which is expressed as follows:

¢, =(c,;|Cl+x)/(C|+D, i=1.K,j=1.M . 3)

3.1 Ant Colony Optimization

When natural ants are searching food, they can always find a shortest path between
food and their nest. The mechanism obtained from biology evolution inspires the
biologist and experts in the artificial intelligence fields. By simulating the behavior of
ant colony, Dorigo M. et al. proposed ant colony optimization in 1992 [8], in which
artificial ants consider not only the distance as a heuristic info, but also the
pheromone as a accumulative effect when they select the next node which is a part of
entire solution. The probability of the node selection can be expressed as follows:

Pij = (Tij)a '(nlj)ﬁ / zteNodefleﬁ,lvtj (z,)" - (m )ﬁ ’ “)
Where P; is the transfer probability from node i to j, and 7; is the pheromone at
position (i, j) and 7); is the heuristic info. @ and S are the weighty parameters.

After ants select all nodes, ACO evaluates the solution using an evaluation function,
and updates the pheromone matrix according to the evaluation value. In the
meantime, as the situation in a real environment, the pheromone will volatilize along
with the time passing. The mode of pheromone update can be expressed as follows:

T, =(1—p)-7;+p- 7,/ length(path) - %)

Where 7, is an initial pheromone, and £ is a factor for pheromone volatilization
and length(path) is the evaluation value of the solution.

3.2 A New Hybrid Clustering Method Based on ACO and SP

Combining the high efficiency of SP and global optimization ability of ACO, this
paper proposes a hybrid clustering method based on ACO and SP. When deciding the
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cluster which the current instance will join, the method uses not only the distance
between the current instance and the center of clusters, but also the accumulative
average value of pheromone between the current instance and all instances in the
cluster, which can be expressed as follows:

Xz, 1|e ) (distance(x, e )

=1 il

(

l1eNode_left,/1# j

P(x,,c;)= (6)

‘Cll

/:1‘71‘1 /|Cu)” - (distance(x;,c,)))’

Thus the proposed method utilizes the positive feedback of ACO compared to the
previous SP clustering. The pheromone update in the method according to (5), where
the length (path) can be expressed as follows:

1-£,/100,  if (Eval, > Eval,)
length(path) = 1-|Eval,|/|Eval, |, if (Eval ) <|Eval ]) - (7

1- |Evalg | / |Eval,| , otherwise

Where Eval, is the current evaluation value and Eval, is the global optima, and f; is a
positive constant value less than 100.
The pseudo code of CASP is expressed as follows:

CASP (max-distance, T,, &, B, P, max-iteration)

A. Initialize the pheromone matrix of ants using the 7, (an initial value of
pheromone).

B. Loop max-iteration times

B.1 Select arbitrarily an instance from the data set, and take the instance as a new
cluster and the center of the cluster.

B.2 Select arbitrarily an instance from the instances left in the data set, and
calculate the distances between the instance and all centers of clusters. If the
minimum distance is greater than the max-distance, take the instance as a new cluster
and the center of the cluster, then go to step B.5.

B.3 Take the distance as heuristic info, and the accumulative average value of
pheromone between the current instance and all instances in the cluster as another
factor to calculate the selection probability of the selected center of cluster according
to (6).

B.4 Decide which cluster the current instance is belong to using roulette method,
and insert the instance into the cluster and update the center of the cluster according to
(3).

B.5 If there are instances left, go to step B.2.

B.6 Evaluate the clustering result using an evaluation function, and handle the
volatilization of pheromone and update the pheromone matrix according to (5) and
().

B.7 If the current evaluation value is better than the global, update the global value
and solution.
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4 Experiments

To examine the validity of the proposed CASP method, we used the previous SP
clustering method as a baseline method, and ran the baseline method multi-times and
took the best result as a reference value. The experimental data sets were taken from
UCT datasets [9] including wine and iris whose characteristics are summarized as
follows:

Iris: class = 3; feature = 4; sample = 150;

wine: class = 3; feature = 13; sample = 178.

We used an evaluation measure in [10], which is determined as follows:

Eval = BGD-WGAD

BGD=Y"" dist(c,.c) (8)
WGAD=Y"" Z‘fj dist(xf,c,»)/ICJ '

Where ¢ is a center of all clusters, we also used another evaluation measure for
comparing, which is listed as follows:

K . K ‘C,‘ .
DIFF = Z-Zi:l dist(c;,c) _ Zi:lzjzl dist(x;,c;) ) ©)
k-(k-1) k

We tried CASP method several times, and selected the experimental parameters as
follows:

Iris_Eval: 7,=2.5; fp=95; p=0.2;a=20; p=2;

Iris_DIFF: 7,=5.5; f,=95;, p=0.7;0=2; f=30;

Wine_Eval: t,=1.5; f,=95; p=0.1;0=2; p=30;

Wine_DIFF: t,=1.5; f,=95; 0=0.1;a=2; p=30;

For the iris data set, we ran SP and CASP methods from the threshold 0.05 to 4.2
with step 0.2, and 324 times for each threshold. As for the wine data set, we ran them
from the threshold 10 to 180 with step 3.5, and 100 times for each threshold. To

obviate the random factor, we ran CASP five times for each data set, and averaged the
appearing times which listed as follows.

Table 1. The average appearing times of maximum according to the number of clusters.

Dataset Type CASP>SP  CASP<SP CASP=SP I|CASP ISP

iris Eval 30 14.6 2 24 3.8
DIFF 232 19.6 3 1.2 4.2
wine Eval 48.2 344 0 2.4 34

DIFF  43.8 37.8 0.2 2.2 4
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Where “CASP>SP” indicated that maximum values of CASP is greater than that of
SP in a certain number of the clusters (e.g. clusters = 10, 13, etc.), and “/CASP”
indicated that the results of clusters of CASP are not formed in a certain number of
the clusters compared to that of SP (and “/SP” correspondingly).

From table 1, we found that the CASP method has more maximum values
according to the number of clusters than SP method, which has a significant time.

5 Conclusions

The experimental results indicates that CASP is superior to the multi-times running of
the SP since the CASP utilizes the clustering results of the single-pass as a feedback
value and the global optimization capability of ACO, which shows its value. How to
apply the CASP to text clustering and textual TDT would be our future work.
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comments.
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Abstract. In this paper, we introduce a gesture recognition platform for a realistic
game. The realist game experience is realized by utilizing four acceleration sensors
interacting with a game server. We demonstrate the efficiency of the propose
system by controlling an avatar in the game with gestures only.

Keywords: Gesture Recognition, Game System, User Experience.

1 Introduction

Over the last decade, user experience becomes a major issue that is how to support
more natural and immersive user interface. The user interface has evolved from
simple devices such as a keyboard and a mouse, to smart equipments employing
gesture recognition, motion tracking, and speech recognition. In this paper, we
introduce a gesture recognition platform for a realistic game. The realist game
experience is realized by utilizing four acceleration sensors interacting with a game
server. We demonstrate the efficiency of the propose system by controlling an avatar
in the game with gestures only.

The rest of paper is organized as following: Section 2 describes the architecture of
proposed platform including description of ASD module and experimental result. We
conclude in section 3 by outlining the direction for the future work on this topic.

2 The Proposed System

The proposed system for the realist game environment utilizes four advanced sensing
devices (ASDs), and communication module (see Fig. 1). Zigbee module establishes
the communication channels between the game server and ASD. The gesture
recognition and management of interaction between recognized gesture and game
server are realized in software. The gesture recognition module consists of aggregator,
signal classifier, sequence tracker and gesture recognizer. The interaction manager
controls the game server’ I/O.

* This research was supported by R&D Program of MKE(Ministry of Knowledge Economy) in
korea, [10032108, Development of Multiverse Game Platform Technology with Multimodal
Interaction].

** Corresponding author.
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Fig. 1. Overview of the proposed system

2.1 Advanced Sensing Device (ASD)

In the proposed system, motion recognition is made by obtaining the accelerator
values of user’s motion with the advanced sensing device. We use Em357 [1] as a
main processor of ASD. The Em357 combines a 2.4GHz IEEE 802.15.4 radio
transceiver with 32-bit microprocessor, flash memory and RAM. In order to obtain
acceleration value, we embedded the MMA7260QT [2] in ASD. The MMA7260QT is
a low cost capacitive micromachined accelerometer that features signal conditioning,
a 1-pole low pass filter, and temperature compensation. PCB antenna is used for cost-
effectiveness (see Fig. 2). It operates with 160mAh Li-polymer battery.

Fig. 2. PCB board and mockup case of the proposed ASD

2.2  Gesture Recognition Module

Gesture Recognition module classifies user’s gesture based on collected sensor data
and transmits the result to the interaction manager. The classification is completed by
comparing feature vector with predefined DB. In order to match input feature vectors,
we use a brute force match algorithm that exhaustively compares a pair of feature
vectors from each gesture based on the Manhattan (a.k.a. L1) distance. It should be
noted that several other match algorithms are available, but the brute force match is
simple to implement and has sufficient accuracy for the usage model of interest.
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Fig. 3. Diagram of gesture recognition module

2.3 Experimental Results

We set up the metaverse server by using opensim [3] and used hippo viewer [4] as a
client. Interaction manager provide the way to control the character in the server
based on the result from the gesture recognition module. We defined the six gestures
as shown in Table 2.

The recognized gesture information is translated to the command for the client,
hippo viewer, through the interaction manger, realizing the control of the avatar in the
realist game only using the gestures. The accuracy of the gesture recognition is

Table 2. Gestures definition for the nine commands to metaverse game

Gesture Command Gesture Command Gesture Command

Left Right
Hand Hand forward
up up
Gesture Command Gesture command Gesture Command
Backward Jump Fly
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suitable to experience the realistic game. The sensor data is sampled in 25 msec
interval and transmitted to the host PC after packing 4 consecutive data into a packet.
The response time of the gesture recognition time was less than 150msec which is
sufficient latency to enjoy the game. The maximum power consumption including the
LED light for debug purpose was 35mAbh.

3 Conclusions

In this paper, we proposed the gesture recognition platform for the realistic game. We
accomplished to gaining full control of the avatar in the realistic game by using the
body gestures, enhancing the user experience in the game platform. The future work
in this area is as follows. We plan to improve the gesture recognition time for the real-
time synchronization between a user and an avatar. We also plan to establish
bi-direction communication channel to feedback the experience of the avatar to the
game player. We expect that enhancing the user experience on virtual world such as
realist game will bring forth a new spectrum of novel usage models for smart devices,
bio-medical equipments, entertainment system for automobile and robotics.

Acknowledgement. This research was supported by R&D Program of MKE
(Ministry of Knowledge Economy) in Korea, [10032108, Development of Multiverse
Game Platform Technology with Multimodal Interaction].
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Abstract. In this paper,distributed power generation systems with multiple
reactive power distribution network optimizations. Through the grid of the in-
verter output voltage in d, q axis component of decoupling, to achieve the active
and reactive independent regulator, to take full advantage of the distributed
generation of reactive power compensation capacity, improve the operating per-
formance of distribution network. Established based on genetic algorithm opti-
mization of distributed generation system reactive power control model, give
full consideration to the net loss minimum and the node voltage constraints on
the grid of the inverter reactive power to be optimized, with a strong conver-
gence and fast.

Keywords: Distributed generation, reactive power control, genetic algorithms.

1 Introduction

Distributed generation generally refers to a few kilowatts of generating power to hun-
dreds of megawatts of small, modular, distributed, arranged in the vicinity of the us-
ers' efficient and reliable power generation unit'!. And here we talk about is the need
for the use of photovoltaic technology in general and with the power inverter as an
interface, a distributed power supply system with grid connection and energy ex-
change between.

This paper studies the grid inverter active and reactive decoupling control method,
and then net loss minimization objective, the use of genetic algorithms and grid-
connected inverter reactive power to be optimized to achieve a distributed power
system reactive power optimization of control.

2 Distributed Power Generation System and Grid-Connected
Inverter Reactive Power Control Strategy

Three-phase voltage inverter with the mathematical model is based on three-phase
voltage and inverter topology, the three-phase stationary coordinate system (a, b, c)
the use of the basic law of the circuit (Kirchhoff's voltage current law) of the voltage
inverter established general mathematical description of three-phase voltage and in-
verter topology shown in Figure 1.

f The Project is Supported by Hubei Provincial Department of Education (D20081705).
** Corresponding author.

D. Jin and S. Lin (Eds.): Advances in EECM Vol.2, LNEE 140, pp. 67-12.
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But in this mathematical model, the AC side is time-varying exchange capacity,
and therefore not conducive to the control system design. Therefore, through coordi-
nate transformation the three phase stationary coordinate system into the power of the
fundamental frequency synchronous d-q rotating coordinate system.

TL@ TsJ@S T5,
Ea R L

Eb a

b =
C
Ec T%@ T@@ T@@S

Fig. 1. Topology diagram of grid-connected inverter

- OV

Based on three-phase voltage-type PWM inverter d-q model, control system design
generally use double-loop control.Because we want to achieve independent control of
reactive components, typically selected g-axis EMF vector E coincides with the grid,
so that the reactive g-axis component of the reference value, d-axis active component
reference. As a result of synchronous rotating coordinate system control structure,
symmetrical three-phase AC voltage and AC current transformation to the synchronous
rotating coordinate system into direct traffic, so the current inner loop with PI regulator
can adjust the static error-free. In order to achieve independent control of reactive
components, the grid electromotive force space vector and g-axis orientation, the

e,=E, ¢, =0 (1

E_, isapower force peak.

Three-phase voltage inverter in the synchronous rotating coordinate system the ma-
thematical model:

Ly

LE:Em—a)Ll'd—Rl'q—Vdcsq
di

L—%*=wLi —Ri,—V,,s )
di P d dcSd

As a result, the availability of grid-connected inverter control shown in Figure 2.

Z AN

Fig. 2. Control diagram of grid-connected inverter
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Using MATLAB software above control strategy is simulated. The use of three-
phase voltage inverter with active and reactive power can be independently controlled
to regulate the system of reactive power, the DC voltage, AC current waveform of
active power and less impact, and can fast recovery steady-state.

3 Distribution Network with Distributed Generation of Reactive
Power Optimization

With distributed generation of reactive power optimization of distribution network
that distributed power to issue non-reactive power control to reduce system loss and
ensure active network node voltage within the specified range. The mathematical
model includes the objective function, the trend equation equality constraints and
inequality constraints in three parts.

3.1 The Objective Function

Select the smallest objective function for the net loss, that is

minfF =P

loss

_ N 2 2 2772

= 3.6,(U? +U? 207U cos6,) )
i=1,je H

3.2 Current Equation Equality Constraints

Each node active and reactive power balance constraints are as follows:

P =U>U,(G,cos6, +B,sin6,)
jeH
0,=U,>U,(G,cos6, - B, sin6,)
jeH (4)
In the formula (3),(4): pl - is a net loss f; Pl . Q[. to node ; into the active and
reactive; U, , U j to I, ] node voltage amplitude;, Gl.]. , Bij , 491.]. respectively

I, J between the nodes of the conductance, susceptance and voltage phase angle dif-

ference; H that all the nodes i directly connected nodes.

3.3 Inequality Constraints

With reactive power optimization problem in variables can be divided into control
variables and state variables. They must meet the conditions:
Control variables need to be met:
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Qgi min < Qgi < le_ max (i=1, 2, ...... , n) &)

Including Q o Max, 0 g min for the reactive power compensation capacity of the

upper and lower limits; 7 to access the distributed power of the number of units;
State variables need to be met:

U,-minSU. < [y max (i=1,2,...... ,n) (6)

Including U, max, U, min is the node voltage amplitude of the upper and lower

limits; 7 is the number of load nodes; § on behalf of balancing node.

3.4 Optimization

Distributed generation system reactive power optimization is a multi-variable, com-
plex nonlinear optimization problem, so this paper genetic algorithm can be better
optimization results. Genetic algorithm to solve the problem of reactive power opti-
mization steps: First, a set of randomly generated initial current solution, and then
encode, through selection, crossover and mutation operations to regroup, and finally
to become the best solution. For the "Select" operation, this paper is the roulette wheel
method. Each individual probability of being selected for the

F(Xi):Nf(—xi)

> F) ?

x;, f(x;) isthe individual fitness, the higher the fitness value, the greater the like-

lihood of being selected.
"Cross" operation is the population of the two individuals according to equation (8)
shows a linear formula.

C,=pea+p,e(l-a)
C,=p e(l-a)+p,ea ®)

Type (8) p,, P2 for the two populations of the Central Plains and some individu-

als, g is 0 to 1 in the random variable- ¢, >C, to produce two new individuals.

"Mutation" operation is the population of individuals randomly assigned to the lo-
cus of variation points to pre-set mutation probability values for these loci to change
in order to achieve individual variation. Specific flow chart is shown in Figure 3.
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Fig. 3. Flow chart of genetic algorithm

4  Analysis of Cases

Example 1: 20-bus case

The examples of pure chain network, the network structure shown in Figure 4.

»!

o @
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11
DG

12

20 19 18 17 16 13

Fig. 4. 20 node network structure with distributed generation

The distribution network includes 20 nodes[4], where node 0 to balance the node,
other nodes to PQ node, five distributed generation access location (node
6,9,12,14,15). This study is the use of genetic algorithm parameters: crossover proba-
bility 0.85, mutation probability of 0.001, the size of the population each generation
of 20 individuals, the number of iterations to 120.
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Table 1. Control variables’ value after optimization

Variable Name Initial state Optimization results

Q6 0 2.6457
Q9 0 1.6299
QI2 0 2.9528
Ql4 0 1.7953
Q15 0 1.9606

5 Conclusion

This chapter examines the distribution of power with more reactive power distribution
network optimization model and algorithm research, to identify a network of loss
minimization objective function, the flow equations as equality constraints bound to
distributed generation of reactive power to control variables, and to construct the
penalty function to solve the genetic algorithm optimization. And through several
examples of simulation of the genetic algorithm is feasible. It has a strong and fast
convergence, for reducing network power losses and improving voltage quality to a
certain extent.
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Abstract. Fieldbuses are more widely used in industry control system, but there
does not have the standardized unique protocol among them. Thus, the different
fieldbuses can not communicate directly in the same network. To solve the
problem, we proposed an implement method of gateway between Profibus-DP
and CAN based on STM32, and applied it in fault location system of belt
conveyor. This paper emphatically describes the operation principle of the fault
location system, the hardware and software design method of the gateway. The
practical result shows that the gateway works stably and reliably in this system
and has a high application value.

Keywords: Belt conveyor, fault location, gateway, Profibus-DP, CAN, STM32.

1 Introduction

Belt conveyor is a major and common logistic equipment. It is widely used in coal
mines, metallurgy and other industrial fields as the important means of material
transportation. Nevertheless, Owing to poor working conditions, belt conveyors often
have some faults during operation, such as tearing, aberrancy, skid, etc. With the
increase of production capacity, belt conveyors tend to be in large scale. As a result, it is
a time-consuming task to locate the fault position, which may bring great economic
losses to enterprises. In order to solve the problem, the fault location system of belt
conveyor is proposed. The system supervises conveyor’s work condition. Once the
conveyor works abnormally, the system will send out a warning and locate the fault
position immediately so as to ensure the maintenance of conveyor in time.

With the rapid development of technologies of computer, data communication and
control automation, FCS (field bus control system) technology is more and more
applied in industry control system. At present there are dozens of different kinds of
fieldbuses worldwide. Among those, CAN bus and Profibus are the most widely
applied fieldbuses. The CAN communication protocol efficiently supports distributed
real-time control with a very high level of security and its communication distance
could reach 10km. It may satisfy most industrial control field’s request. Profibus is
recognized as the fastest fieldbus and is an open standard, based on the European
E50170 Electrical Specification. It is convenient for applying in industry control
system. Nevertheless, owing to the two communication protocols are incompatible, it is

D. Jin and S. Lin (Eds.): Advances in EECM Vol.2, LNEE 140, pp. 73-R0l
Springerlink.com © Springer-Verlag Berlin Heidelberg 2012
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difficult for them to coexist in a system. To solve the above problem, an implement
method of gateway between Profibus-DP and CAN based on STM32 is proposed, and it
is applied in the fault location system of belt conveyor.

2 Fault Location System of Belt Conveyor

The fault location system has been used CAN bus and Profibus-DP. In order to
combine the two different fieldbuses, designing a gateway between them is the major
task of the paper. The gateway serves as an intelligent node in CAN bus network, while
it serves as an intelligent slave station in Profibus-DP network. Figure 1 is the fault
location system structure.

Profibus-DP Master Station Profibus-DP
I
|
I
CAN Node 1 CAN Node 2 CAN Node n

Fig. 1. Fault location system structure

In the system, several CAN bus intelligent measurement nodes locate along the belt
conveyor. Each of them could detect 4 kinds of transducers’ data. Because any node on
CAN bus may start to transmit a massage, if any of those nodes detects a fault, it will
transmit the fault location massage to the gateway through CAN bus without delay. The
gateway receives and stores the fault information. When Profibus-DP master station
establishes communication with the gateway, which serves as a slave station, the
gateway will transmit the information to the master station so as to locate the fault
position.

3 Hardware Design of the Gateway

The gateway include CAN bus interface module and Profibus-DP interface module.
The overall block diagram as illustrated in figure 2. The main chip of the gateway is
STM32F103VE, which is produced by STMicroelectronics. STM32F103VE
incorporates the high-performance ARM Cortex™-M3 32-bit RISC core operating at a
72 MHz frequency, high-speed embedded memories (Flash memory up to 512 Kbytes
and SRAM up to 64 Kbytes), and meets completely the gateway’s requirement for data
memory and program memory. It has standard and advanced communication
interfaces: two 12Cs and SPIs, three USARTSs, an USB and a CAN.
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Fig. 2. The overall block diagram of hardware

3.1 CAN Bus Interface Module

The CAN bus interface module includes CAN controller (the basic extended peripheral
of STM32) and the high-speed CAN transceiver CTM1050. It is used to receive the
fault information that intelligent measurement nodes transmit.

The CAN controller supports the CAN protocols version 2.0A and B. As a result, the
hardware design of CAN interface is simplified. Bit rate of it is up to 1 Mbps. It has
three transmit mailboxes, two receive FIFOs, 14 scalable filter banks and has been
designed to manage a high number of incoming messages efficiently with a minimum
CPU load. There have a CAN transceiver CTM 1050 between CAN controller and the
physical bus. It is not only an interface between them but also has other functions, such
as power isolation, electrical isolation, CAN bus protection, etc.

3.2 Profibus-DP Interface Module

The Profibus-DP interface module includes DPS10 (the Profibus-DP slave station
interface) and Profibus-DP transceiver RSM485P. It is used to transmit the fault
information from gateway to Profibus-DP master station. Figure 3 is the Hardware
design of Profibus-DP interface.
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Fig.3. Hardware design of Profibus-DP interface
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DPS10 is used to assist users to design Profibus-DP intelligent slave stations. It uses
DIP24 package, and is small in size, low in cost and high in reliability. Bit rate of it
could be up to 12 Mbps. Because DPS10 supports the Profibus-DP protocol and the
communication with master station is controlled by the integrated state machine,
STM32 need not to process the state machine. STM32 only need to initialize DPS10
and exchange data with DPS10, and then the gateway could communicate with the
Profibus-DP master station.

STM32 and DPS10 communicate with half-duplex mode through USARTO
interface and support at most 244Byte input/output data. RSM485P is the Profibus
transceiver. It is the interface between DPS10 and the physical bus, and also has other
functions, such as power isolation, electrical isolation, Profibus protection, etc.

4 Software Design of the Gateway

The software design of CAN-Profibus gateway uses the STM32 firmware library in the
MDK environment for debugging and simulation. It is used to receive the fault
information that CAN bus intelligent measurement node transmitted, transform frame’s
format and transmit it to Profibus-DP master station. It includes CAN protocol
handling module and main program.

4.1 CAN Protocol Handling Module

The CAN protocol handling module is used to receive the fault information and store it
to CAN receiving buffer. Because the CAN protocol only uses the lower two layers
(Physical Layer and Data Link Layer) of the Open Systems Interconnection (OSI) Net
Work Layering Reference Model, when we apply CAN protocol, an Application Layer
protocol should be established by ourselves. In this system, the CAN protocol frame
uses the standard format. Figure 4 is the standard format of data frame.

g Arbitration Contral Data CRC ACE EOF
F Field Field Field Field Field
EII CRC
Identifier|T| D |5 | DLC
E|E Sequence
1 11 1|11 |1 4 0-g 15 1111 T
Bit Bits Bit|Bit |Bit| EBits Bytes Bits Bit|Bit|Bit| Bits

Fig. 4. Standard format of data frame

The most important thing in Establishing Application Layer protocol is defining
Arbitration Field, Control Field and Data Field of the Data frame. This paper defines
the three fields based on the requirements of the fault location system.

The Arbitration Field consists of Identifier and Remote Transmission Request
(RTR) Bit. The Identifier’s length is 11 bits, from ID10 to IDO. In the system, ID10-ID4
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represents the source address of the fault information. Every CAN bus intelligent
measurement node has a different 7-bits address. ID3-ID0 represents the target address,
which is the gateway’s address. Its address is 1010. In Data Frames, the RTR Bit has to
be “dominant”. In Remote Frames, the RTR Bit has to be “recessive”.

The Control Field consists of six bits. It includes the 4-bits Data Length Code (DLC)
and two bits reserved for future expansion. The length of the Data Field is indicated by
the DLC.

The Data Field consists of the fault information. Because each of CAN bus node
could detect 4 kinds of transducers’ data, the Data Field contains 4 bytes. Each byte
represents a kind of fault information.

The CAN controller of STM32’s initialization can be done while the hardware is in
Initialization mode. The initialization includes set up operating mode, baud rate, filters,
interrupts, etc. When an intelligent measurement node detects fault information, it will
transmit the massage to the gateway in the data frame. CAN controller of STM32 will
detect a date frame in CAN bus. Then it will filter identifier of the frame. If the frame
passes through the identifier filtering, CAN controller will store it in FIFO. Once a
message has been stored in the FIFO, the FMP [1:0] bits are updated and an interrupt
request is generated if the FMPIE bit in the CAN_IER register is set. The module
accesses the massage and stores it in CAN receiving data buffer in the interrupt. Then
the software must release the FIFO by setting the RFOM bit, so that it is free to store the
next message. Figure 5 is the Flow chart of CAN bus reception handling.

CAN controller
initialization
e

v

A data frame
In CAN bus

identifier
filtering

Filtering
uccessfully?
Store in the FIFQ

l

Reception
interrupt

interrupt
Release FIFO

Store in the CAN
receiving buffer

Fig. 5. Flow chart of CAN bus reception handling
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4.2 Main Program

Main program is used to initialize the system, transform data frame’s format and
transmit it to Profibus-DP master station. System initialization includes setting up
clocks, general-purpose I/0 (GPIO) ports, nested vectored interrupt controller (NVIC),
universal synchronous asynchronous receiver transmitter (USART), CAN controller,
DPS10,etc.

STM32 and DPS10 communicate with half-duplex mode through USARTO
interface. STM32 accesses DPS10 by the command frame, DPS10 asks by the response
frame. Table 1 is the command frame format. The Starting Byte is 0x7E. CMD
represents the types of command frame, including initialization command frame, data
exchanging command frame, etc. CMDinfo represents the length of DATA. SpeByte is
segmentation message. DATA could not be longer than 244Byte in a frame. If the
DATA is longer than 244 Byte, we need transmit it segmented.

Table 1. Command frame format

Starting Byte CMD CMDinfo SpeByte DATA CRC

1Byte 1Byte 1Byte 1Byte n bytes 1Byte

In order to communicate with Profibus-DP master station, STM32 should send the
initialization command frame to DPS10 through UARTO at first. The DATA of the
frame includes I/O Configuration Length, I/O Configurations, Input and Output Data
Length. The I/O Configuration Length represents the number of the I/O module. The
I/O Configurations represent the data types of each I/O module. In the system, every
I/O module correspond a CAN mode, so the I/O Configuration Length is equal to the
number of CAN bus measurement nodes, and all of the I/O Configuration are 4 Byte
input. These data must be the same as the Generic Station Description (GSD), including
the ranking and value. GSD file is used to describe Profibus-DP devices. It can make
different Profibus-DP devices be identified by configuration software tools and connect
to Profibus-DP.

After initialize DPS10, It begins to exchange data with Profibus-DP master station
through data exchanging command frame. The DATA of the frame consist of all the
I/O modules’ Input data in due order. Every I/O module corresponds to 4 Byte in the
DATA of the frame. In other words, Every CAN bus mode corresponds to 4 Byte in the
DATA. Table 2 is the correspondence relation of the data.

Table 2. The correspondence relation of data

DATA 1/0 modules CAN Nodes Source address
0~3 Byte 1/0 module 1 CAN Node 1 0000001
4~7 Byte I/0 module 2 CAN Node 2 0000010

8§~11 Byte I/0 module 3 CAN Node 3 0000011
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When the CAN receiving data buffer received a data frame, STM32 will pick up the
source address (ID10-ID4) and the fault information (the Data Field) of the frame, and
then transmit them to Profibus-DP data buffer. The main program will place the fault
information into the corresponding place of the data exchanging command frame
according to the source address, and transmit the frame to DPS10 through USARTO.
After DPS10 received the command frame, it will ask by the response frame, indicating
that the communication is successful and STM32 could transmit the next frame. Then
DPS10 begins to communicate with the master station by the integrated state machine
in order to transmit the fault information to Profibus-DP master station. Figure 6 is the
Flow chart of main program.

System
initialization

CAN buffer have data?

Transmit it to Waiting the
Profbus DP buffer next inputdata

< 4

A
Transmit it to DPS10 in
command frame

v

Waiting the
response frame

Fig. 6. Flow chart of main program

5 Conclusion

The practical result shows that the gateway between Profibus-DP and CAN based on
STM32 works stably and reliably. It has solved the problem that the two different
protocols are incompatible in the fault location system. It not only extends the
communication distance and reduces the wiring of the system, but also makes it have
the feature of high security, reliability and real-time. This fault location system is
suitable for the application in long distance belt conveyor.
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Abstract. Self-organized service chain formed by service agent can’t complete
the scheduled collaborative target because of exceptions of service provider. This
paper presents a service chain evolution model based on collaborative state. In
the model, service collaborative relationship is modeled as a contract set, whose
performance results are regarded as the result of service coordination state. And
then the monitoring and evolution policies of collaborative process are
established based on collaborative state. On this basis, a collaborative
scenario-driven adaptive and self-evolutionary mechanism for service chain is
established. Based on planning policies, different evolution plans are formulated
to obtain a better flexibility of service chain.

Keywords: Virtual organization, service exception, collaborative scenario,
self-evolution.

1 Introduction

Currently, using service-oriented architecture(SOA)[1] to build collaborative service
based virtual organization(VO) is becoming an effective method to solve resource
sharing and collaborative problems[2-3]. But, service collaboration can’t effetely,
flexibly cope with dynamic changes of the network environment and application
requirements because of the non-autonomous of software services. For this purpose,
researchers have studied methods of service workflow adaptive evolution, dynamic
formation of virtual organizations, dynamic collaboration of multi-Agent and etc. for
the service collaborative change [4-9].

However, these collaborative evolution models are difficult to apply to the open,
dynamic, heterogeneous network environment. On the one hand, the operational
environment of VO is lack of clear semantic description. On the other hand, the
evolution of VO members is lack of guide policy. Fortunately, policy-based
self-management[10] and norm-based monitoring[11] have separately been well
studied in different areas. Combining with contract and policy, this paper proposes a
contract performing scenario-driven VO self-evolution model, which considers the VO
operational process as VO members performing collaborative activities in accordance
with contractual agreements.
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2  Overview of the Model

Contract performing circumstance driven adaptive and flexible evolution model
defined as the 5-tuple is shown in Fig. 1.

CCAE=(AVMP, VC,CPCM, JCCM,VAEM)

AVMP: Adaptive and eVolutionary Manage Policies.

VC: VO Contract set, which includes service providing/demanding contract and
role assumption contract.

CPCM: Contract Performing Circumstance Mechanism, which reflects the
implementation status of service performing contract, is used to compose service
collaborative scene of VO runtime.

JCCM: Joint Contract Compliance Mechanism. It respects contract performing
agreement by signing service contracts, and monitors the implementation process of
collaborative services in VO through the self-examination and mutual checking of
contract performing status.

VAEM: VO Adaptive and self-Evolutionary Mechanism, which includes four
phases: scenario monitoring, scenario variation analysis, collaborative evolution
planning, evolution plan executing, is used to support adaptive and flexible evolution
for services collaboration.

Adaptive and eVolutionary Manage Policies (AVMP)

Planning policy Twplementation policy
subset subset

Analysis policy

Monitoring policy
subset
I

subset
¢ drive drive drive drive
J m\tl C;mtrac,t(?oma)hance VO Adaptive and self Evoluftionary Mechanism (VAEM)
Mechanism (JCCN
event of Y . principle of - - evolutionary 2
Contract default Scenario management Collaborative plan Evolution
S nar anagenmel X a
serformin y| variation = »|  evolution plan
ls(’nn'u'iog analysis planning executing
monitoring
status referring to re-ferring‘ to referring to‘
report
P A— . et Contract Performing Circumstance Mechanism (CPCM) ‘
Jommunication
processing ﬁ referring to % referring to
opa ‘ | VO Contract set
receive 1 oC)
report Service providing Role assumption -
Contract demanding contract contract
performance T T
management referring to | |

Fig. 1. VO adaptive and flexible self-evolution model

3 Formal Specifications

3.1 Adaptive and eVolutionary Manage Policies (AVMP)

Policy is a set of rules, in which every rule is composed of an evaluation condition p and
an action (or an action sequence) a. The action o is executed by agent while agent
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believes that the evaluation condition is true. Formally, a policy can be defined in the
form as follows.

Definition 1. Policy
policy={(p;,a)li € {1,...,m}} ,In this definition,p; represents an evaluation condition of
this policy, and o; represents the action sequence executed after that p; is satisfied, o;
can defined as {aj;,...,a;,}.

The execution process of a policy is an action sequence, formally defined as follows.

Definition 2. Action Sequence of Policy Execution

m
PolicyExecute(policy)= ; (p;=>Does(ai,))?,ai, E0;
i=1
Wherein, ’;” and ’?’ is the primitive symbols of dynamic description logic, ‘;’ denotes
the action sequence, ’?” denotes action test.

Therefore, PolicyExecute (policy) denotes the action sequence of policy execution,
that is, the execution process of policy is represented by the execution of a action
sequence. For every rule in the policy, agent judges whether the evaluation condition of
the rule is satisfied, and execute the action of the rule if satisfied.

3.2 VO Contract set (VC)

Contract is the conditions and basis of collaboration between VO members. It is
divided into two categories: role assumption contract and service providing/demanding
contract. Role assumption contract is the credentials of the service to join VO, and
service providing/demanding contract represents rights and obligations between
cooperation partners.

A. Role assumption contract: This contract is defined as the 4-tuple: BPR = (PRR,
PIR, Right, Obligation). PRR denotes the response role set of role assumption. PIR is
the starting role set of role assumption. Right expressed by a group of norm sets
denotes the right of the role. Here, each norm provides the trigger concept, the
effective time period and the specific disposal operations. Obligation denotes the
obligations of the role, which is also expressed by a group of norm sets.

B. service providing/demanding contract:. Contract of service(SC) is defined as a
3-tuple: SC=(CBM,CSI,PN), where CBM denotes contract’s basic information such
as contract number, credit card number, service provider code and so on. CSI denotes
the detailed service items provided by contract. PN is the half-ordered set of
performing norms of SC.

3.3 Contract Performing Circumstance Mechanism (CPCM)

Definition 3. Performing Norm of Service Contract

PN=0B:° (p<dl 6) | FBS€ (p<dl 6)| PBSC (p<dl 6), indicating respectively that, when
o holds true, the role a (contractors of SC)is obligated to, forbidden to, or authorized to
make p true before deadline & (here p, 6, and o are all the propositions describing
service cooperation status).
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Definition 4. Executing Status of Contract Performing Norm

ES = (PN-number, Status-type, Status-description), where PN-number denotes the
number of current performing PN that belongs to SC. Status-type denotes the type of
performing states, such as success, failure and exception etc. Status-description gives
the description of performing scenario.

When performing norm (PN) of obligation type (OB;jC ) or authorization type (

PBiC ) executes successfully, the Status-description is the example of proposition p or

p, which is specified by PN that should be transformed into true, otherwise, failure or
exception description including description type and content will be given. Performing

norm (PN) of forbidden type ( FBﬁC) would not perform or record implementation

status under normal circumstances, until encountering the breach of contract. Here, the
type of implementation status is indicated by “abnormal” and exception description is
given.

Based on the above definitions of SC and PN, Contract performing circumstance
(CPCsc) of each SC is modeled as the sequence (execution orders are specified by
contact performing agreement) of executing status (£Si) of contract performing norm.

CPCsc = {ESI, ES2, ..., ESm}, ESi = Executing-state (PNj), PNj ( € PN-setsc),
where, PN-setsc denotes performing norm set constituted for service contract. PNj
represents one of the performing norms. Executing-state (PNj) denotes
implementation status of performing norm.

3.4 Joint Contract Compliance Mechanism (JCCM)

Joint Contract Compliance Mechanism (JCCM), which is used to implement joint
compliance for single contract, is expressed as the following 7-tuple:

CCM={VM-set,Contract-set, PN-set,Self-executing,Self-examining,Inter-reporting,l
nter-examining}

VM-set: the set of members in the VO;

Contract-set: the set of service contracts in VO;

PN-set: Joint performing norm set of all service contracts, pns(sc ), Upns(sc ), ...,
Upns(sc ), where, pns(sc ) denotes the performing norm set of sc ( EContract-sét).

Self-eXecuting: Vm-sétxContract-set +>Ppn-set. Based on the signed sc
( EContract-set), each vin ( EVM -set) executes service contract performing norm set
which belongs to its obligations and authorities (can be empty set).

Self-examining:  Vm-setxContract-set»Ppn-set. Based on the signed sc
( EContract-set), each vm (EVM -set) examines the performance status of its
performing norm, and self-examining (v, sc) = self-executing (v, sc).

Inter-reporting:  Vm-setxContract-set»Ppn-set. Based on the signed
sc( EContract-set), each vim ( EVM -set) reports the execution status of performing
norm to collaboration partners, and Inter-reporting (vm, sc) = Self-executing (vm, sc).

Inter-examining:Vm-setx Contract-set »Ppn-set. Based on the signed sc(&
Contract-set), each vm (EVM -set) examines the performing norm of service
provider/demander, and Inter-examining (vim, sc) U Self-examining (vin, sc) = pns(c)
, Inter-examining (vm, sc) N Self-examining (vm, sc) = @.
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3.5 VO Adaptive and self-evolutionary Mechanism (VAEM)

Although the service contract has set up remedial performing norm to deal with
foreseeable exceptions of contract performance, it will still encounter some
unforeseen exceptions which lead to abnormal termination of the contract. The
maintenance activities for these exceptions will be undertaken by the
self-evolutionary mechanism.

VO Adaptive and self-Evolutionary Mechanism (VAEM) is defined as the following
10-tuple:

VAEM=(CPC,AEP,CV-events, CVT-principles, CE-plans, CE-actions,Monitoring,An
alyzing, Planning, Executing).

CPC: Service contract performing circumstance set {CPC‘ ! CPC‘ 2, CPC ",
CPC ' denotes performing circumstance s¢; of service contract i.

AEP: Adaptive and evolutionary policy set, AEP = mo-policies Uan-policies U
pl-policies Uex-policies, where mo-policies, an-policies, pl-policies, ex-policies
respectively denote monitoring, analysis, planning, implementation policy subset.

4 Adaptive and Flexible Evolvement Process

The flexible evolvement process is divided into four phrases: collaborative scenario
monitoring, scenario variation analysis, collaborative evolution planning and evolution
plan executing.

4.1 Collaborative Scenario Monitoring

Monitoring(x, CPCSC) => J mop( Emo-policies)/\Exception(x,mop,CPCSC)/\
Create(x, CVE). Monitoring activities are composed by self-examination and mutual
examination of executing status of service contract performing norm. Common or
specific scenario mgnitoring policies mop (Emo-policies) are used to discovery
exceptions of CPC (€CPC), and then establish corresponding event of default
CVE(E€ CV-events).

4.2 Scenario Variation Analysis

Analyzing(x, CPC°C,CVE)=> 3 anp( Ean-policies) /\ Compl(x,anp, CPC,CVE) /\
Create (x, cvtp). Specific scenario variation analysis policy anp( Ean-policies), which
is activated by CVE( €CV-events), is used to analyze CPC ( €CPC), and provide
analysis results cvip( Ecvt-principles) (disposal principles of event of default).

4.3 Collaborative Evolution Planning

Planning(x,cvip)=>plp( Epl-policies) \enabled(cvip,plp) /\ Create(x,cep).  Specific
collaborative evolution planning policy plp ( Epl-policies), which is activated by
disposal principles of event of default cvip ( Ecvt-principles), is used to program and
generate evolution plan cep ( Ece-plannes).
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4.4 Evolution Plan Executing

Executing(x,cep)=>exp ( Eex-policies) /\enabled(cep,exp) /\starting(x,ceas). Specific
evolution plan executing policy exp ( Eex-policies), which is activated by evolution
plan cep ( Ece-plannes), is used to start evolution action ceas (Cce-actions) specified
by exp.

5 Case Study

This section applies a case of geospatial information services flow to verify effectivity
of the proposed VO self-evolution model. The case is used to aid decision-making for
flood emergency decision, in which, the VO established by flood emergency decision
service provider FDS needs to integrate multiple geospatial information services
(including WCS, WEFS, WPS). The collaborative process of VO is shown in Fig. 2.

WCS Service provider
(remote sensing image
before flood)

WCS Service provider
(remote sensing image
after flood)

WPS Service provider
(normal water
extraction)

WPS Service provider
(flood water
extraction)

Disaster
information
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WFS_AP_B

WPS Service provider
(inundated area
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WFS Service provider
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distribution data)

WPS Service provider
(overlay analysis)

Disaster
evaluation

S Service provider (regiona
population distribution map of
inundated area)

vl v

Integrated
visualization Integrated
| visualization

WMS Service provider
(regional geography
framework map)

WMS Service provider
(regional remote sensing map)

Fig. 2. Collaborative process of VO for flood emergency decision

Suppose APC:(Contract_info, Data_items, pn) has been established through
consultation between FDS and regional population distribution data service provider
WFS_AP. It means that data service provider signs commitment to provide datum
service specified by Data_items to FDS in accordance with pn (contract performing
norm set).
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pn={(Norm001, contract inuring, FDS, pay 508, in 3 days),
(Norm002, contract Performance, Norm00I, Success, WFS_AP, open download
Service, in 8 hours),

(Norm070, contract Performance, Norm002, Fail or Abnormity, FDS,
CancelContract, Now),

(Norm071, contract Performance, Norm002, Fail or Abnormity, FDS,
PostponDepositProvide, Now)}

These norms represent the following meanings:

Norm001, FDS is duty-bound to pay $50 deposit to WFS_AP within 3 days after
execution of APC contract.

Norm002, FDS is duty-bound to open the network service within 8 hours after
successful execution of Norm001.

Norm070, FDS has the right to immediately cancel APC contract when an execution
exception is thrown by Norm002.

Norm071, FDS has the right to delay margin payment when an execution exception
is thrown by Norm002.

Self-evolution reasoning polices for FDS are as follows:

1) Scene Monitor Policy(SMP):{(first, time), (second, reputation))

2) Scene Analysis Policy(SAP):{(time limited, penalty), (time limited and reputation
of WFS_AP <7, cancellation), (time unlimited and reputation of WFS_AP<6, contract
cancellation), (time unlimited and reputation of WFS_AP>6, renegotiation)}

3) Cooperation Evolvement Policy(CEP): {(penalty, penalty starting),
(renegotiation, renegotiation starting), (contract cancellation and having person,
changing person), (contract cancellation and having path, changing path), (contract
cancellation and having no path, process thing left)}

4) Evolvement Plan Deployment Policy(EPDP): {(penalty starting, notify counter
partner to pay penalty), (renegotiation starting, pause every related sub operation and
start negotiation module), (changing person, pause every related operation and start
changing person operation), (changing path, pause every related operation and start
changing path operation), (process things left, pause every related operation and notify
up operation)}.

We assume that FDS pays 50$ in 3 days after the execution of contract, but WFS_AP
does not provide data service in 8 hours, thus a WFS_AP happens, which FDS must
handle.

Firstly, FDS captures an exception in performing Norm002 with SMP(first, time),
and finds that WFS_AP does not provide data service in 8 hours, so FDS concludes that
it must cancel the APC by SAP(time limited and reputation of WFS_AP
<7,cancellation). According to path generation policy, FDS find that there exists
another WFS_AP provider, thus produces the evolvement plan: changing provider.
Finally, according to plan deployment policy, FDS replaces the WFS_AP_A with
WFS_AP_B and continues the cooperation. Thus the whole process of VO evolvement
is over.
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6 Conclusions

This paper presents a model of flexible virtual organization evolving facilitated by
contract performing scene facilitated by policies and contracts, to handle exception
event happened in VO. The model introduces the concept of policy, contract, and norm.
Policy is the dynamic constraint to agent behavior, which can regulate the deducing
behavior of autonomous agent. Contract is the constraint to agents involve in VO. The
introduction of policy separates the management logic from application logic, which
advances the applicability of the system. This paper defines policy attempt operator as
an extension of attempt operator, and describes the flexible evolvement process after
the happening of exception.

However, there is a great deal of further work required to make the policies and
contract facilitated exception handling model more comprehensive, including the
autonomic configure of policy, the importing of norm to regulate the behavior of
individual agent, the improvement of contract description, etc.
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Abstract. This paper presents a SVM based approach to microcalcification
clusters (MCs) detection in mammograms by embedding general tensor
discriminant Analysis (GTDA) subspace learning. In the approach GTDA and
other subspace learning methods are employed to extract subspace features. In
extracted feature domain, the MCs detection procedure is formulated as a
supervised learning and classification problem, and SVM is used as a classifier
to make decision for the presence of MCs or not. A large number of
experiments are carried out to evaluate and compare the performance of the
proposed MCs detection algorithms. The experiment result suggests that the
proposed method is a promising technique for MCs detection.

Keywords: Microcalcification clusters, support vector machines, subspace
learning, general tensor discriminant analysis.

1 Introduction

The presence of microcalcifications (MCs) can be one of the early signs of breast
cancer. They are small calcium deposits that appear as bright spots in a mammogram,
and they may appear as single spots or they can group to form clusters. Individual
MCs are sometimes difficult to detect due to their variation in shape, orientation,
brightness and size (typically, 0.05mm-1mm), and because of the surrounding breast
tissue. Moreover, both the spatial distribution of the MCs into the cluster and the
shape of the MCs are strictly correlated to the likelihood of the presence of a
malignant tumor.

Because of its importance in early breast cancer diagnosis, accurate detection of
MCs has become a key problem. Recently, a number of different approaches, which
could assist radiologists in diagnosis of breast cancer, have been applied to the
detection of MCs. A thorough review of various methods for MCs detection was
made in [1]. Considered MCs detection as a classification problem, various
classification methodologies have been proposed for the characterization of MCs,
such as, fuzzy rule-based systems [2], and support vector machines [3]. In the past
decade, the most work reported in the literature employed neural networks for MCs
detection [6-8]. With the rise and development of SVM, various SVMs are employed
to classify the ROIs.

D. Jin and S. Lin (Eds.): Advances in EECM Vol.2, LNEE 140, pp. 89-b4]
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To improve the performance of the available MCs detection algorithms, this paper
employs SVM as a classifier in the GTDA subspace domain to distinguish the MCs
from the other ROIs. The classifier is first trained by the real mammograms from
DDSM. Then it is used to detect other ROIs. In the experiments, the proposed
approach achieved the best average sensitivity as high as 94.31% with respect to
9.31% false positive rate.

2 Discriminant Subspace Learning Background

Subspace learning algorithms [4] such as principal component analysis (PCA) and
linear discriminant analysis (LDA) traditionally transform the input data as vectors
and often in a high dimensional feature space to a low-dimensional subspace. Because
of the under sample problems (USP): the dimensionality of the feature space is much
higher than the number of training samples (the training number in much smaller than
the input feature dimension in our task, m <<115x115), PCA and LDA do not work
well. Recently, multilinear algebra, the algebra of higher-order tensors, was applied
for analysing the multifactor structure of image ensembles, such as TSA and GTDA
[5]. Tensor space analysis (TSA) considers an image as the second order tensor in
R™ ® R™ , where R™ and R™ is two vector spaces. And the relationship between
the row vectors can be naturally characterized by TSA and GTDA.

2.1 PCA and LDA

PCA is a typical linear dimensional reduction algorithm. The basic idea of PCA is to
project the data along the directions of maximal variances so that the reconstruction

error can be minimized. Given a set of data points X ,X,,...X,, let w be the

transformation vector and y, = w’x, . The objective function of PCA is

Won= arg{mv?x i (v, — i)z} = arg{mvéle WTCW} (1)

where y=1/ ”Z Y, and C is the data covariance matrix. Compared with PCA

seeking directions that are efficient for representation, linear discriminant analysis
(LDA) seeks directions that are efficient for discrimination. Suppose we have a set of
n samples X ,X,,...,X,, belonging to k classes. The objective function of LDA is

as follows,

W —ar w'S,w| _ tr(w'S,w)
o= Argi max ——2—t = argd max ———2—= 2)
wS,w

w
w

S = %Zn,- (m® —m)(m" —m)" 3)
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k n; ) ) ) )
SW = %Z(Z(X(j) _m(l))(x(jl) _m(l))TJ (4)
i=1 \_j=1

where m is the total sample mean vector, n, is the number of samples in the ith
class, m" is the average vector of the ith class. We call S, the within-class
scatter matrix and S, the between-class scatter matrix.

2.2 General Tensor Discriminant Analysis

GTDA is a tensor extension of the differential scatter discriminant criterion (DSDC).
The differential scatter discriminant criterion(DSDC) is defined by

U = arg{[IJITlléjl_)i(lr(UTS SU) =& tr (UTSWU))}’ &)

where £ is a tuning parameter; Ue R™ (N' <<~ ), constrained by U'U =1, is the

projection matrix; S, and S, are defined in (3) and (4). The tensor DSDC can be

get as
U= arg{{ryg;{(zr(U”sBU)—§~zr(U"'swU))}
k
5 f(m —my, U7 )@ (e —myx, 0 )| ©
- —EZZH((X(J")_mM)XlUT)®((X(/”_m“))X1UT)H
where |||| is the Frobenius norm and the projection matrix U is constrained by

U'U=I. Let X' denote the jth training sample (with tensor representation) in

the ith individual class k,, M, =iZX " is the class mean tensor of the irh

n; S

1$ . -
class, M=— E M, is the total mean tensor of all training tensors, and U, denotes
1 rs

the [th projection matrix obtained during the training procedure. Moreover,

1SJS”I k . N XNyX.. XN,
o , M|, ,and M are all Nrh order tensors that lie in R™"**"
TN<i<k i=1
Based on the analogy in (7), GTDA can be defined by replacing x'’, m” and m
with X', M, and M, respectively, as
S ((M‘” - Ml U,’j ®((M"’ -l U,’j
argmax| 7)

[ _ fz Z

=l j=l

((X;” —M‘”)ﬁx, U j ®((Xj’> —M(”)ﬁx, U )
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The optimal problem does not have a closed form solution, but Tao[5] used the
alternating projection method, which is an iterative algorithm, to obtain a numerical
solution. In GTDA, the original general tensor X can be transformed by using the

M
projected tensor Y = X' [Ix, U, to a tensor subspace.
I=1

3 SVM Classifier for MCs Detection

For a given digital mammography image, we consider the MCs detection process as
the following steps: 1)Preprocess the mammography image by removing the artifacts,
suppressing the inhomogeneity of the background and enhancing the
microcalcifications; 2) At each pixel location in the image, extract an A small
window to describe its surrounding image feature; 3) Apply the subspace learning
algorithm to get the subspace feature vector x; 4) Use the SVM classifier to make
decision whether x belongs to MCs class or not.

3.1 Input Patterns for MCs Detection

After the subspace learning stage, we transform A_  into a feature vector x. A

mxm mxm

is a small window of mXxm pixels centered at a location that we concerned in a
mammogram image. The choice of m should be large enough to include the MCs (in
our experiment, we take m =115). The task of the SVM classifier is to decide whether
the input window A at each locationis a MCs pattern (y=+1) ornot (y=-1).

3.2 SVM Training and Optimization Parameter Selection

After the positive and negative training examples are gathered, some parameters
should be initialized first, such as the type of kernel function, its associated parameter,
and the regularization parameter ¢, and c¢, in the structural risk function. To

optimize these parameters, we applied m -fold cross validation method to get the
optimal parameters.

Once the best parametric setting (i.e., the type of the kernel function and its
associated parameter) is determined, the SVM classifier is retrained using all the
available samples in the training set to obtain the final form of the decision function.
The resulting classifier will be used to detect the MCs in mammogram.

4 Experimental Results

Up till now, we have shown our approach to MCs detection. In this section we
evaluate the performance of our method by using the real mammogram data from
DDSM. The data in the training, test, and validation sets were randomly selected from
the preprocessed dataset. Each selected sample was covered by a 115x115 window
whose center coincided with the center of mass of the suspected MCs. The blocks
included 2231 with true MCs and 8364 with normal tissue. 75% of the blocks were
assigned to the training set, 25% to the test set.
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4.1 Subspace Feature Extraction

Before training the classifier, we first use the subspace learning algorithm to extract
MCs feature in subspace domain. For PCA and TSA we should find the projection

matrix w,_,, U" and V. A random subset X, is taken from the training data set,

U” and V. The
testing samples X, are then projected into the low dimensional representation
subspace. Note that, for LDA and GTDA, X, is taken with labels Y, , and the rest

and the rest of database are used to learn the subspace to get w

opt °

t

with labels are also used to learn the subspace to get w

opt

M
and IIx, U . Similar to
=1

PCA and TSA, we can get the low dimensional subspace feature by the projection
formula discussed in section 2.

4.2 Performance Evaluation Results

We perform MCs detection to compare PCA and LDA with TSA and GTDA based
subspace learning method with SVM on the real dataset. To simplify our task, we
randomly select 1000 MCs and 1000 normal samples as dataset pool for the
evaluation task. 75% of all samples(1500) in the dataset pool were selected for
training task, the others (500) for test. To evaluate the stability of each method, we
repeat the sampling 20 times so that we can compute the mean and standard deviation
of the detection accuracy, Sensitivity and Specificity. In the each sampling of 20
times, we fixed the test samples(500), and we reduced the fraction of all the training
samples from 95% to 5%. That is we will perform the detection task 20 rounds, and in
each round we randomly select training samples from 95% of all training samples
(1500) to 5% to train classifiers. The trained classifiers are evaluated using the 500
test samples.

Average experimental results of SVM classifier based on different subspace
learning algorithms are shown in Table 1. It can be shown that, the SVM classifier
with GTDA preprocessing has a higher detection accuracy rate compared to the other
subspace learning methods. It also can be seen that when tensor representation
method is used in subspace learning before MCs detection, more discriminant
information, which will feed to the next stage classifier, will be preserved in the
tensor subspace.

Table 1. Experimental Results of SVM approach Based on Different Subspace Learning
Algorithm

Method Average Sensitivity ~ Average Specificity Average Error-rate Average Az
PCA+SVM 0.9115 0.8962 0.0962 0.9496
LDA+SVM 0.9077 0.8885 0.1019 0.9380
TSA+SVM 0.9077 0.9154 0.0885 0.9419

GTDA+SVM  0.9431 0.9069 0.0714 0.9482
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Conclusions

this paper, a SVM based approach is proposed for detection of MCs in

mammograms. In this method, GTDA and other subspace learning methods, are
employed to extract subspace features and SVM is trained through supervised
learning with the extracted features to test at every location in a mammogram whether

an

MCs is present or not. Experimental results show that the proposed approach is

effective and efficient.
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Abstract. Differential evolution has the characteristics of fast convergence, less
parameters, and ease of implementation. This paper proposes an enhanced DE
using the local search for multi-objective optimization, which is called
DEMOLS. In DEMOLS, two candidate mutation variants are randomly chosen
to enhance the search ability by taking their advantages and strengths and two
local search mechanisms are designed to improve the ability of local
adjustment. Numerical experiments are performed on a set of multi-objective
optimization problems, and the experimental results show that DEMOLS has
the ability to solve multi-objective optimization problems.

Keywords: Differential evolution, evolutionary algorithm, multi-objective
optimization, local search, mutation

1 Introduction

Evolutionary algorithms have been demonstrated to be very useful methods for single
and multi-objective optimization and widely applied to various fields over the past
several decades [1], [2]. Evolutionary algorithms have the potential superiority to find
multiple Pareto-optimal solutions in a single simulation run when applied to handle
multi-objective optimization problems. The aim of evolutionary algorithms for multi-
objective optimization is to produce a well-converged and well-distributed
approximation set near to the true Pareto front [3].

As a branch of evolutionary algorithms, differential evolution (DE) [4] has
increasingly received research interests mainly due to its simplicity and efficiency.
Recently, some studies have shown that DE can be successfully applied to single and
multi-objective optimization [4], [5]. Unfortunately, the search performance of DE
can drop to a certain extent when applied to handle hard multi-objective optimization
problems which are scalable with respect to objectives and decision variables, and
complex with respect to constraints and the shape of the Pareto front [6]. Therefore, it
requires researchers to develop and design good evolutionary algorithms to meet this
challenge [7]. In this study, we develop two candidate local search strategies to
improve the search precision, and propose an enhanced DE using two candidate
mutation variants for hard multi-objective optimization problems.

D. Jin and S. Lin (Eds.): Advances in EECM Vol.2, LNEE 140, pp. 95-07.
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2  Proposed Algorithm

2.1 Mutation Strategy

Conventional DE employs single mutation to generate the new point. In order to
overcome drawbacks of single mutation and take cooperative advantages of multiple
mutation variants, the proposed algorithm DEMOLS employs two candidate mutation
variants “DE/rand/1/bin” and “DE/best/1/bin” [4] to generate the new point v, (¢)

according to the following formula:

( {x,l (1) + Fx(x, (1) = x, (1)),if £<0.5
Vi =

x, (1) + F X (x, (t) — x, (1)), otherwise M

where £ is the uniformly distributed random number from the range [0,1].

“DE/rand/1/bin” and “DE/best/1/bin” can explore the search space randomly and
exploit the search space effectively through learning from the best point, respectively.

2.2 Local Search Strategy LSA

Non-uniform mutation [8] can improve the search precision. In order to maintain the
diversity of population, inspired by non-uniform mutation, we develop the first local
search strategy LSA. In LSA, the following formulas are used:

x; (1)'=x,;(1) + A, U ; — x; (1)) )
and
x,; ()= x;(t) = At, x,; () = L;) 3)

where the function A(z, y)is defined as

Aty y) = yx (1= ") “

For any given point X, (1) = (X (1)sees X (Dseves X, (1)) 5 according to the candidate

equations (2) and (3) above, a new point X, (1) = (0 ()seees X () e X, (1)) is
generated at a time. Therefore, 2xn new points are generated according to the
following steps:

Step 1. For each index j, according to the equation (2), calculate and save the

new point. Therefore, n new points are generated.

Step 2. For each index j, according to the equation (3), calculate and save the
new point. Therefore, n new points are generated.

Step 3. Select the best point from the union of the 2x#n new points and the target
point x,(¢) as the resulting point.
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2.3 Local Search Strategy LSB

In order to improve the search grain, we develop the second local search strategy
LSB, which has the ability of local adjustment. In LSB, the following formulas are
used:

x, ()= x,(1)+8(t.d ;. £,b) 5)
and
x;(1)'=x,;(t) = 6(t,d;,&,b) (6)

where the function §(,d /_,5, b) is defined as
§(t,d_].,§,b)=d_,.><§><(1—t/T)” @)

here, £ is the uniformly distributed random number from the range [0,1], and
d;=U —L is the width of the jth decision variable.

For any given point x,(1) = (X, (1)seees X (D)seves X, (1)) 5 according to the candidate
equations (5) and (6) above, a new point X, (1) = (2 ()seees X () e X, (1)) is
generated at a time. Therefore, 2xn new points are generated according to the
following steps:

Step 1. For each index j, according to the equation (5), calculate and save the

new point. Therefore, n new points are generated.
Step 2. For each index j, according to the equation (6), calculate and save the

new point. Therefore, n new points are generated.
Step 3. Select the best point from the union of the 2xn new points and the target
point x,(¢) as the resulting point.

2.4 The Framework of DEMOLS

According to the details above, the framework of DEMOLS is outlined as follows:

Step 1. Randomly generate the initial population P(0) with size NP.

Step 2. Set =0 (¢ the generation number).
Step 3. Select #x NP better points from the population P(r) to generate the new

population Q(¢) according to local search strategies LSA or LSB randomly.

Step 4. The population P(t) performs DE operations and generates the offspring
population R(z).

Step 5. Select NP points from the union set P(z) U Q(r) U R(r) into the next
generation population P(r+1).

Step 6. If (the termination criterion is achieved) then stop, go to Step 7; else set
t=t+1, goto Step 3.
Step 7. Output the optimal points of the population P(z+1).
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DEMOLS employs the crowding-distance and constraint-handling techniques to
fast estimate the crowed density to preserve the diversity of population and effectively
handle the constrained multi-objective optimization problems, respectively [3].

3  Experimental Studies

3.1 Benchmark Functions and Parameter Setup

In the experimental studies, we employ a test set of 10 constrained multi-objective
optimization problems (CFI1-CF10) to investigate the performance of DEMOLS,
where CF1-CF7 and CF8-CF10 are two and three-objective optimization problems,
respectively. The details of these problems are described in [7].

The parameter settings are summarized as follows: the scaling factor F =0.5, the
shape parameter b =3, for CF3, CF5, and CF9, the crossover probability CR=0.2;
for CF1, CF2, CF4, CF6, CF7, and CFI10, the crossover probability CR =0.6, the
maximum generation number T =500, for CF1-CF7, the population size NP =200,
the scaling coefficient used for selecting better individuals to perform the local search
a =0.1; for CF8-CF10, the population size NP =300, the scaling coefficient used
for selecting better individuals to perform the local search ¢ =0.05.

3.2 Performance Metric (IGD)

Let PF" be a set of uniformly distributed points along the Pareto front PF and

APF be an approximate set near to the PF , then the average distance from PF” to
APF is defined as [7]:

ZPEW d(p, APF)

: ®)
| PF" |

IGD(APF,PF") =

where d(p,APF) is the minimum Euclidean distance between the point p in PF’
and the points in APF. If | PF"| is large enough to represent the PF very well,
IGD(APF,PF") can measure both the diversity and convergence of APF in a
sense. A smaller value of [GD(APF,PF") indicates a better quality of APF .

3.3 Experimental Results and Discussion

To intuitively observe the performance of DEMOLS, for CF1-CF10, Figures 1-10
illustrate Pareto fronts produced by DEMOLS. As shown in Figures 1-10, DEMOLS
can find multiple Pareto-optimal solutions in a single simulation run, which clearly
indicate that the proposed approaches are effective. Furthermore, for CF1, DEMOLS
can produce an approximation set with good distribution and convergence. Most
problems of CF1-CF10 have multiple disconnected Pareto fronts, which can cause the
performance of many evolutionary algorithms for multi-objective optimization.
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3.4 Comparison with Other Evolutionary Algorithms

In order to further verify the relative performance of DEMOLS in terms of solution
precision, the experimental results of IGD values (over 20 and 30 runs with respect to
DEMOLS and other compared algorithms DECMOSA-SQP [5] and MOEADGM [9],
respectively) are summarized in Table 1, where the best statistical results with respect
to IGD values are highlighted in bold. For all CFI1-CF10 with respect to all
algorithms, the maximum number of function evaluations is set to 3.0e+05.

+ FPF
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+ FF i 1.4
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I:I 1 1 1 1
o 02 04 0OE 05 10 12 2 1

f

Fig. 7. Pareto front of CF7 Fig. 8. Pareto front of CF8
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+ FF
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4 DEMOLE

# DEMOLS

Fig. 9. Pareto front of CF9 Fig. 10. Pareto front of CF10

According to Table 1, we can find that for CF1, CF2, and CF10, the mean results
obtained by MOEADGM are better than those obtained by DECMOSA-SQP and
DEMOLS, while the best result obtained by DEMOLS is obviously superior to those
obtained by MOEADGM and DECMOSA-SQP. For CF3-CF9, the mean, std, best
and worst results obtained by DEMOLS are mostly superior to or not obviously worse
than those obtained by DECMOSA-SQP and MOEADGM. In sum, for most of CF1-
CF10, DEMOLS can perform better than or not worst than other algorithms
MOEADGM and DECMOSA-SQP. Therefore, we can conclude that DEMOLS
outperforms DECMOSA-SQP and MOEADGM, and that the proposed techniques are
beneficial to the search performance of DEMOLS.
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Table 1. Experimental results of IGD Metric on 10 constrained test instances

imethod [status |CF1 CF2 ICF3 CF4 CF5 CF6 CF7 CF8 ICF9 ICF10
mean [0.012930 [0.032201 0.213790 [0.072685 [0.219964 [0.083740 [0.261291 [0.125541 [0.125685 [0.485768
std  [0.004173 [0.011186 0.053536 [0.015146 [0.075272 [0.030323 [0.087388 [0.022487 [0.016575 [0.233828
best  0.006366 [0.013741 [0.097358 [0.041690 [0.116049 [0.041919 [0.119098 [0.088500 [0.105950 [0.188022
worst [0.022744 [0.050677 [0.288021 [0.099795 [0.412364 [0.140139 [0.404132 [0.182344 [0.178696 [0.811085
mean [0.107736 [0.094608 1000000 [0.152659 [0.412756 [0.147824 [0.26049 [0.176344 [0.127132 [0.507051
DECMOSAlStd  [0-195921 0.294282 [0 466596 [0.590779 [0.124723 [0.259938 [0.625776 [0.145787 |1.19892
SQp lbest  [0.058125 [0.037197 1000000 [0.053345 [0.096384 [0.082309 [0.170495 [0.097747 [0.108369 [0.284772
worst [0.186248 [0.257011 1000000 [0.301675 [0.537761 [0.186999 [0.373809 [0.420665 [0.265246 [0.811085
mean [0.0108  [0.0080 05134 [0.0707 [0.5446 [0.2071 05356 [0.4056 [0.1519  [0.3139
std  [0.00250 [0.00999 [0.07143 [0.10144 [0.17231 [0.00010 [0.10030 [0.12824 [0.04125 [0.10384
best  [0.0076  [0.0025 04138 [0.0166 [0.0472 [0.2070 [0.3956  [0.2220  [0.1034  [0.1849
worst [0.0175  [0.0343  [0.6525 [0.5287 [0.7017 [0.2074 [0.7533 [0.7168 [0.2754  [0.6330

IDEMOLS

OEADGM|

4 Conclusions and Future Work

This paper gives an enhanced DE using two candidate local search strategies and two
candidate mutation variants for hard multi-objective optimization, which is called
DEMOLS. The local search strategies employ the fine-grain search and can improve
the local search ability. Numerical results indicate that DEMOLS has the ability to
find the optimal solutions in a single simulation run. In order to further improve the
search performance of DEMOLS, in the near future, we can continue to adjust the
parameters of DEMOLS and incorporate adaptive and heuristic search mechanisms
into DEMOLS during the evolutionary process.
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Abstract. The process of electric generator stator bar-ends cure-heating is a key
step during the generator production. The paper makes a thermal chemical
analysis of the cure-heating system, then builds a thermodynamics model. To
control the non-linear and one-step inertial system, it adopts the method of
Fuzzy self-tuning PID parameters to adjust the PID parameters including, and
the output according to the real-time heating temperature feedback, thus,
controlling the heaters action to achieve the objective of heating temperature
control and solving the strong-coupling between the multi-loops of heating and
improve the automatic control degree of the cure- heating control system. By
simulating in MATLAB results show that the fuzzy PID control is better than
traditional PID control. As it can not only exploit the advantages of Fuzzy
control, but also possesses the high quality dynamic tracking function and better
static precision of PID control.

Keywords: Stator bar, Fuzzy PID control, MATLAB.

1 Introduction

The process of electric generator stator bar cure-heating is a key step during the
generator production. The system of electric generator stator bar cure-heating in the
past traditional is control instrument majority, and most rely on manual operation.
Development of the times and simply can not meet the requirements of process
control. At present, the computer control the increasing roles, and use of computers to
enhance the operation of the heater control, which can help to reduce maintenance
costs and facilitate the selection of control methods. It also can improve the system
automatically adjust and the level of the control, to ensure that the thermal efficiency
of the heater, and improve the cured production quality.

Bar of the heating process is typical in process control. It is general with the
properties of inertia, nonlinearity and Strong coupling. Especially for both ends of the
coil over multiple heating, and its coupling is Strong. It is often large overshoot, be
difficult to restore balance after disturbance and difficult to match with the set
temperature.

If adopting the traditional PID control of a large overshoot, the low steady-state
controls accuracy, and especially the poor dynamic control accuracy, it can’t meet the
contemporary generators on the quality requirements of bar curing. In this paper, the
projects of Jinan Power Plant carried out advanced thermal control technology in the
end application of curing system, and achieved satisfactory control results.

D. Jin and S. Lin (Eds.): Advances in EECM Vol.2, LNEE 140, pp. 10308
Springerlink.com © Springer-Verlag Berlin Heidelberg 2012
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2. Stator End of Curing Thermodynamic Modeling

2.1 Introduction of Process Flows

The inner insulation of the electric generator stator bar are the glass fabric, the mica
paper and the composite layer of epoxy resin which been pressed. The stator bar cure-
heating is that make the stator bar dressed by the mica tape with less gelatins, make
the tank vacuum and impregnation epoxy resin, heating to made it insulation curing.
In the process of electric generator stator bar cure-heating, the whole curve of the
insulation curing is been divided into three sections, One group of the curve of the
insulation curing is the following:

—
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|
!

|
|
|
|
|
|
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Fig. 1. The curve of the insulation curing

2.2 The Detection of Heat Curing Temperature to Stator Bar and Its Control
System Constitution

The electric heating plate actuator of the system, power P=500W; the temperature
sensing element of the system adopt Pt100thermister, Measuring temperature range -
60°C~400°C, Accuracy of measurement 0.5°C. This control system mainly consists of
4 parts: Temperature sensing transmitter constitute by thermoelectric couple and
ADS595, control device constitute by Siemens PLC S7-200CPU and Expansion
Module EM235, the triac actuator and the heating apparatus. System controls the
conduction time by control the thyristor in given period, and adjust the power of the
electric heating plate to achieve temperature control.

2.3 Analysis of the Heating Process

Using 5 of 500W electrical heating plates which in a straight line reheating the end of
the bar in the system, as a big electrical heating plate with 2.5kw, 3.2kg reheating the
bar.

When reheating, the electrical heating plates stick to the surface of the bar. Because
the mica layer is very thin. So we could consider that the electrical heating plates are
direct contact with the copper bar. At the initial stage, the temperature of the heating
plates is gradually rising, that is to say that the temperature of the bar’s surface is
time-dependent. And its adaxial surface is contact with the insulation asbestos board,
so assumed the bar’s unsteady heat conduction process is one side insulation, another
side is the problem of the one dimension big planomural which is the first kind of
boundary condition and thickness is &. Make the surface heat transfer coefficient
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h — oo, Picasso prisms number B,» —> %0 50 ﬂ1§ = % In this formal condition

stage, the bar’s  unsteady heat conduction temperature distribution which under the
first kind of condition is

0, 1ot 4 (x5 -x (=]
Ho_to—t —ﬂ_cos(z 5 jexp{ (2j:| F, 2.1

X is the distance between the point which on the surface to the inner of the bar. 7 is

the temperature of the point. $=10mm, Take bar initial temperature #, =20°C, the

given temperature £ is 175°C.

Fourier number F,, = a 75 , temperature diffusivitya = A/ ( pc),

A is the bar coefficient of thermal conductivity. p is the density the bar. C is the
specific heat capacity of the copper bar.

Bar as on the single heating surface, the lower surface is reaction conditions slowly
to the surface. The lower surface is the most important place of Non-steady-state

response. Assuming the temperature isf, . When F;=0.3, can be obtained from the
above equation: 7, =81°C; when Fy=1, f, =158°C; when F, =2, or to say 7 =1.7s,

t, =174°C. With setting temperature difference is about 1°C. As time goes on,

eventually lower surface temperature and set temperature of the bar close unlimitedly,
and bar inside temperature distribution from initial temperature distribution influence.
Each point temperature in the same rule changes with time.

In the heating process of the bar, heat transfer mode included heat conduction, heat
transfer, and heat radiation. Radiation heat is less, for convenient calculation, ignored
radiation. According to the heat analysis, assuming bar unsteady heat conduction for
side adiabatic, and the another side is the first type of boundary condition Ohira wall
one-dimensional unsteady heat conduction problems. Therefore, in this only consider
electrical heating plate with air between the convection, and the thermal conductivity
between electric heating plate and copper bars. Assuming uniform distribution of the
quality bar, q=7.144kg/m, considered that heat quantity in the end of the bar to central
conduction L, and L department quality through calculation converted to bar ends
quality. According to production practice experience, Bar L department for

temperature distribution roughly is 7(x)= 20 +155¢7"¢*(0 < x < 4.5), by the

. 4.5 .
energy conservation, s ., _ IC g -t(x)dx &ven the reduced mass
0 oo
0

M ,=8.27kg.

Set the end of the bar's curing heating controlled parameter for heating
temperature, control quantity for electrical heating plate power P. Set the end of the
bar quality for M, heat transfer coefficient between bar and air for h, heat exchanger

area for A, the temperature of the bar before heat is 7}, , after heating temperature for

T. According to thermodynamics,
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d(T

c~(M0+M)~TT°)+A~h~(T—TO)=P (2.2)

Relative to the period of time, T, is a constant, and set7 =T —T, , Then

available with (2.2) corresponding Incremental differential equation,
c~(M0+M)~%+A~h-T=P (2.3)

Setz = (M , + M )c / Ah » K=1/Ah, equation (2) can be written into

dT _
T 7‘*‘ T = KQ 2.4

Can get the transfer function of the bar's temperature changing between the
temperature variation and heating variation:

After calculated K = 0.05,7 = 297

0.05

¢ 0= i (2.6)

The heating system adopt the duty cycle modulated square wave to Control the
power's on and down. Its A/D conversion time, computing time, zero-Order Holder
and so on caused Control delay. But these delay is ms rank, compared with the entire
system terms can be neglected. But for electrical heating board, which heated to set
temperature has certain delay. System using five 5S00W electric heating plates which
been straight into a line to heat the end of the bar. That can be regarded as a big
electric heating plate which power is 2.5kW, quality is 3.2kg. Electric heating plate
materials for chromium nickel alloy, Specific Heat Capacity is 460 (kg -"C) ,

temperature incremental AT is155°C , So on the whole we use formula 2.6 as a
system with transfer function.

3. Fuzzy PID Controller Curing Systems Design and Simulation

3.1 Fuzzy Self-tuning PID Parameters of Controller Structure

Fuzzy self-tuning PID controller is fuzzy controller combined with the traditional PID
controller. Using the idea of fuzzy reasoning to determine, depending on the different
bias and the deviation change rate on the parameters of PID to on-line self-tuning.
After the traditional PID controller gain new, the amount of control object output
control. The structure diagram of fuzzy PID controller block diagram shown in
Figure 2.
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Fig. 2. Fuzzy self-tuning PID controller structure

3.2 Curing System Fuzzy Self-tuning PID Parameters the Controller Design

Base on the researching for fuzzy PID controller theory and bar heat cure control
system model, and according to the fuzzy PID controller design steps, aiming at bar
heat cure control design fuzzy PID controller. According to the fuzzy controller
design steps, derive fuzzy control table. Form.

Every time when sampling error and bias changes, we quantify. And then we can
from the control table to find the corresponding amount of control, be multiplied by
the scaling factor, at last we can input to the PID controller parameter adjustment.

3.3 PID Control and Fuzzy Self-tuning PID Control Comparison of MATLAB
Simulation

0.05
297 s +1
PID and fuzzy self-tuning PID controlled, we constructed the block diagram of the
whole control system simulation in Matlab simulink which shown in Figure 3.

To the mathematical model of G (s) = respectively, using the traditional

o.ns

20741

Transfer Fen
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Fig. 3. Fuzzy self-tuning PID control system imitation structure

Because the step signal to the system is the most severe working conditions, if the
system under the action of the step signal could meet the requirements of the
performance index, then under the action of the input single which in other singles,
the system performance can meet the requirements of the general. Therefore, when
simulation we using the step signal rin (k) = 1 for the given input, observe the input-
output response curve.
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1) Fuzzy PID control has a smaller overshoot and shorter settling time than the
conventional PID control, also has better dynamic response and steady state
characteristics.

2) Because the fuzzy PID control of the heating process could according to the
rate of change in the bias and deviation automatically adjust the PID parameters, so it
has good adaptive ability.

4 Conclusion

1. In this paper the fuzzy controller is applied to the temperature control of the
generator end of the bar which is hot pressing, then achieved good control effect.

2. Analysis on the heating system is thermal, thermodynamic model is correct.

3. The design parameters of fuzzy self-tuning PID control method and calculation
is correct.

4. After the Matlab simulated to the temperature of the heating system and fuzzy
PID control performance, then comparative analysis with the traditional of the PID
control quality, the results show that put the conventional PID control and fuzzy
control combined, play features and advantages of both, we can reached the better
heating temperature control effect of the end of the bar.
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The Study on Phase-Control of Vacuum Circuit Breaker
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Abstract. Through analyzing the points of the vacuum circuit breaker with
permanent magnet mechanism, which is high accuracy in the switching time
(that means the phase accuracy when switching on or switching off the circuit
breaker), and small dispersivity in the action time , the method to realize the
phase-control circuit breaker is determined. As different kinds of loads
characters are analyzed, it is discussed that when we use the phase-control
circuit breaker and switching at the proper phases, and we can effectively
reduce the inrush and cut down the switching over voltage in the electrical
system, and also enhance the stability of the power unit.

Keywords: Electric Railway, Phase-Control, Permanent Magnet Mechanism,
Vacuum Circuit Breaker.

1 Introduction

Electric railway intelligent phase-selection control permanent magnet mechanism of
vacuum circuit breaker, is designed by the development of the circuit breaker and the
demand of the electric railway. The equipment adopts vacuum arcing technology,
permanent magnet driven machinery technology, phase-control technology and
intelligent integration technology, rated voltage 27.5 KV, single-phase power
frequency control of phase-control permanent mechanism vacuum circuit breaker,
applicable to electric railway traction power supply system of electric power
receiving, control, distribution and protection .

The device can achieve the situation that vacuum switch can be switched
accurately at the reserved phase angle by the intelligent phase-selection system and is
especially suitable in those where need frequent operation. As the feeder switch, that
can effectively decrease of transformer Perceptual load inrush current, reduce power
grid operating over-voltage. Its single-phase ac high-pressure move off switch
complete device is applicable to the rated voltage 275 KV, frequency 50HZ indoor
trolley type switch device, used for distribution electricity open wide type distribution
intervals.

2 The Theory of Phase-Selection Control

The phase selection is that the main contact closes at the voltage zeropoint and
separates at the current zeropoint. The synchronous closing of breaker can greatly

D. Jin and S. Lin (Eds.): Advances in EECM Vol.2, LNEE 140, pp. 109-[14]
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reduce and even wipe out the inrush current of the condenser bank and the
transformer. As a result, it can enhance the breaking capacity of the diconnector and
decrease the switching overvoltage. At first, phase selection detects the zeropoint of
the current (or voltage), and then calculate the time that the current zeropoint (or
voltage zeropoint) is about to appear, at last it controls the main contact to separate
(close) at the current zeropoint (voltage zeropoint) accurately. However, the control
must be very accurate. Hence, the volume dispersion of the actuation time in control
mechanism should be as small as possible. It can satisfy the demand of the
synchronous switch in the precision time of the Permanent magnetic close break-
brake. After considering the time compensation of the ambient temperature and the
condenser voltage to the permanent magnet, the decentrality of Permanent magnetic
close break-brake of the action can be controlled at the set time. Additionally, the
accuracy of the F will increase gradually by applying the adaptive algorithm and the
aim of the control phase selection will come true. Figure 1 is the theory of phase-
selection control.

. - Calculating e
[ System three-phase I—i-|A.-'I)cmwe1'smu r‘U m:ﬂ ‘i’" Photoelectr
prog ic isolation
voltage
i Zeropoint P —T
- | interrupt i Trigger 1GBT
| Close brake signal _} conduction and
LL delay sl
ay shutoff
S . . Calculating eldy S
[ Environmental  |— A/D conversion —» program of
close brake __C]OSC brake time [ Circuit breaker
[ Capacitor voltages  —{ A/D conversion —{ time N action

Fig. 1. Drawing of the phase-control theory

3 Requirements of Phase-Selection Control

The first requirements of Phase-selection control detected current or voltage
zeropoint, then calculated the current or voltage will be zeropoint moment, then
precise control of main contactor in current (or voltage) zeropoint separation (or
closed).

Phase-selection control of circuit breaker function analysis:Adopt breaker for
phase-selection control can be greatly reduced disconnector operating over-voltage
and inrush current. The task of circuit breaker is to close load current and open circuit
short-circuit fault current protection back road electric equipment from damage, but
the circuit breaker is in making these close brake, break-brake operations are
produced when overvoltage and inrush current phenomenon, will endanger equipment
of insulation and power system voltage stability, also can interfere with the circuit or
the nearby circuit high sensitivity to the electric equipment working normally.

Based on the no-load transformer transient process when close brake analysis
results show that: (1) if close brake, close brake angle a = 00 (i.e. ul = 0 instant close
brake), can produce 8 times ~ 15 times rated current inrush current. (2) if close brake,
close brake a = 90 ° (i.e. ul = ulm), circuit no transient components, because the
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contactor close after, magnetic flux immediately enter the stable state. So in no-load
transformer off, can use control device to make the breaker contacts between voltage
Um when contacts close, can eliminate impact of inrush current.

Through of single-phase capacitor set open circuit of transient overvoltage of
analysis results show that: the contactor open, current phase @0 more small, when
current at zeropoint distance of contactor medium strength the greater , also do not
appear to recrudescence and Restrike, the gap of arc @ = 0o-90obreakdown after
current past zeropoint, won't produce overvoltage. So when capacitor set break-brake,
can use control device to make the breaker contactor separated produce overvoltage
minimum.

(2) The key technology of phase of Circuit breaker close brake, break-brake

Phase-selection control circuit breaker is by phase control devices and high voltage
circuit breaker composition. Phase-selection control circuit breaker can achieve the
effect of suppressing overvoltage and impact inrush current, its key is operating time
accuracy (i.e. the accuracy of phase when close-brake, break-brake ).

(3)Circuit breaker property requirements

Circuit breaker close brake, break-brake operations dispersion wants small.

In order to realize phase-selection operation, breaker operator performance should
be stable, so that can reduce every operation dispersion, obtain accurate close brake or
break-brake phase. Every time close-brake, break-brake time error must be within
+0.5 ms.

Close brake time (ms>

Temperature(1Z 3

Fig. 2. The relationship among the switching time and ambient temperature and operation
voltage

Circuit breaker operation structure is a typical dual steady-state operation structure,
namely operation structure has the function that can make contactor from the close
brake position to break-brake position, or from break-brake position to close brake
position. By power electronics device control, a kind of special design, the
electromagnetic system for permanent magnet suture of contactor movement with
controllable fuck dynamic energy, permanent magnets, without any external energy,
through closed magnetic circuit provides of the lock force, make arcing chamber keep
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in close brake position, therefore permanent magnet operation structure can serve as
medium-voltage phase-selection breaker operation structure.

Considering the environmental temperature and capacitor voltage on permanent
magnetic actuator action time affects compensation, permanent magnetic actuator
close brake, break-brake the action time of dispersion can be controlled within +1ms
time. Figure 2 is the relationship among the switching time and ambient temperature
and operation voltage. In order to guarantee the subsection of real-time line, adopts
the adaptive algorithm for every operation of recording and analysis, adjust the next
opening-closing timing, such as the operation of equipment, synchronous opening-
closing accuracy are gradually improve, truly realize phase-selection control
purposes.

4 Control System Design

Switch controller by the following parts: the power supply voltage transform circuit,
open-input circuit, analogue input circuit (optional), principal function circuit, the
output circuit, open-output circuit, communication circuit, shown in figure 3.

- Power suppl :
Working voltage ) pp_ v Voltage of operating
voltage transform
Voltage Logi Driver Close brake output
transform circuit e Break-brake
Close brake position detection Open out 5}““Ch position,
Break-brake position detection Open Interlock circuit  ———\| Voltage state,
Manual close brake control Photoelectric I Thc al'.irrln
Remote close brake control isolation v ) information
Manual break-brake control - Alarm circuit Commun ¢ siti
EMI suppression, ication Switch position,
Remote break-brake control isolation Voltage state,
——Analog inpu ulnpliﬂca.itiun — The alarm
Voltage of operating _’ . ’ System self-check information
COIT'IPEII’]SOTI

Fig. 3. The theory of the switch controller performance

Power supply voltage transform circuit using AC/DC voltage transform technique,
the input voltage transform for DC operating voltage, at the same time to control circuit,
power supply voltage transform circuit has the function of stabilization voltage. Open-
input circuit using photoelectric isolation technology, of the input signal isolation and
improves the system anti-jamming. Analogue input circuit adopt EMI suppression
technology and photoelectric isolation technology, and adopts the high precision op-
amp and comparator, to ensure the sampling of precision and alarm of the accuracy.
Principal function circuit contains logic discriminant, interlock function, alarm circuit,
system self-check etc, this part of the circuit based on the quantity and the switch
quantity, simulation and system self-check case gives corresponding operation
instruction. The output circuit and open-output circuit according to principal function
circuit instructions for the corresponding output and open, thus completing the switch
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control and relevant information of remote transmission. Communication circuit
provides RS-485 communication interface, can pass method of communication to
complete switch information (switch position, system related information) uploading,
remote control switch close brake, break-brake and other functions.

4.1 SCM's Choice

PIC16 series microcontroller is for automobile kind of product design, thus its anti-
jamming, temperature properties are more prominent. Combined with the design of its
characteristics, can assure device performance meet the requirements. AD can take
plugins way, to demand higher places use external AD and not high use pieces slice
within AD.

Determine to PIC16 series microcontroller as development platform, plugins AD,
using assembly language.

4.2 The Function of Switch Input and Output

For the position of switch and breaker, relevant state and so on, 8 channel can satisfy
the requirements. Occupy MCU an input port. Using existing mature circuit.

The control of close brake and break-brake, alarm, switch state and so on. Using
existing mature circuit.

4.3 Communication Function

It provides RS-485 communication port. Using existing mature circuits .(figure 4)
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Fig. 4. Communication interface circuit

4.4 Zeropoint Examination Function

Because of the phase-selection requirements, that need to have zeropoint examination
function adopts comparative way, got the signal when at zeropoint, to control switch
of close brake or break-brake.
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5 Conclusion

Electric railway intelligent phase-selection control permanent magnet mechanism vacuum
circuit breaker successfully developed, especially after the commissioning and through the
technical appraisement of beijingrailwayboard, Get some conclusions:

Because of the intelligent phase-selection control of circuit breaker according to
system current or voltage phase at predetermined phase of break-brake or close brake,
so it can reduce overvoltage and inrush current. This can improve circuit breaker
ability of break or close, also reduce the impact for power equipment and improve the
reliability of operation.
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Abstract. Flood is a most serious hazard to life and property. The traditional
probability statistical method is acceptable in analyzing the flood risk but
requires a large sample size of hydrological data. This paper puts forward a
improved method based on information diffusion method for flood analysis.
Information diffusion theory helps to extract as much useful information as
possible from the sample and thus improves the accuracy of system recognition.
Furthermore, information diffusion theory helps to extract as much useful
information as possible from the sample and thus improves the accuracy of
system recognition. This technique contributes to a reasonable prediction of
natural disasters risk. As an example, its application is verified in the flood risk
analysis in China, and the risks of different flood grades are obtained. Our model
yield very good results and suggests that the methodology is effective and
practical so that it has the potentiality to be used to forecast the flood risk in flood
risk management.

Keywords: information diffusion, flood, risk assessment.

1 Introduction

Flood disasters are more and more frequent in our country, in ordinary flood risk
assessment, probability statistics method is the main tools which is used to estimate
hydrological variables’ exceedance probability. This method has the advantage that its
theory is mature and its application is easy. But when it comes to solving practical
problems, problems exist in the feasibility and reliability without considering fuzzy
uncertainty. Once encountering small sample problem, results based on the classical
statistical methods are very unreliable sometimes. In fact it is rather difficult to collect
long sequence of extremum data and the sample is often small. So we can use fuzzy
mathematical method for comprehensively disaster risk evaluation. This paper uses
information diffusion-a fuzzy mathematics method to establish flood risk assessment
model with small sample and then applies it to the flood risk analysis in henan province
successfully.
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2 Information Diffusion

2.1 Definition of Information Diffusion

Information diffusion is a fuzzy mathematic set-value method for samples, considering
optimizing the use of fuzzy information of samples in order to offset the information
deficiency. The method can turn an observed sample into a fuzzy set, that is, turn a
single point sample into a set-value sample. The simplest model of information
diffusion is normal diffusion model.

Information diffusion: Let V be the small sample and W be the basic universal
field. The information diffusion is defined as a map 4 :V XW — [0,1]satisfying

(1D

(1) ij eV , if w, is the observed value of Vv, , then
U, w;)=supu(v,w;)
weW
) ij €V, u(v;,w;) decreases with ij - WH increasing

3 YveV, I/J(v, w)Ydw =1, and I is replaced by Z in a discrete case.
w W W

2.2 General Information Diffusion Method (GIDM)

In Shang et al. ([2]), the uniform information diffusion method (UIDM) is presented
and described by

ou d  _ du
= (K2 1)
Jof ox Ox
where K is a constant. Then the above equation can be written as
ou 0’u
—=K— @)
ot ox

However, as most materials have uneven distributions and different consistency
themselves, and materials move from higher to the lower level of consistency ([3]).

Thus in this paper, a variable K is defined as a function of # i.e. K (u), rather than a
constant. Here K (u) can be selected freely if it satisfies certain conditions. Here the

simplest form of the quadratic function K ()= (u+1)? is used. It satisfies the
following conditions:

(1) Non-negative increasing function ;
(2) Irregularity of diffusion velocity, i.e., faster diffusion as consistency increases ;
(3) There will be a little diffusion even without any consistency.
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Then general information diffusion method (GIDM) problem can be described as

ou d ou
T (K=
o o W), @
u|t:0 =0(x)
For this quasi-linear diffusion equation
du 0°u OK(u) du_,
T ok + (5, @)
ot () ox>  du (ax)

we can use the MacCormack difference scheme to obtain solutions.

The MacCormack difference scheme is a special form of the Lax-Wendroff
difference scheme and it follows a two-step predictor-corrector mechanism. As this
technique is used with forward differences on the predictor and with rearward
differences on the corrector, it is a second-order-accurate method.

Let the information diffusion function be v,(w, ,x) = u(w, —Xx,t) and

W ={w,,w, ---,w,} be the variable of degree of the sample. Here, u(x,?) is the

solution of Eq. (4). Then the information carried by the sample diffuses to the whole

v, (W,,x)
1

field and the function for the disaster degree can be written as f, (x) = =

3 Application Example

3.1 Flood Disaster Index

According to the 41 years’ practical series material from 1950 to 1990 in henna
province, we take disaster area and direct economic loss as the disaster degree’s index
and by frequency analysis the floods are classified into four grades as seen in table 1,
and the four flood grades are small, medium, large and extreme flood.

Table 1. Henan flood disaster rating standard

Disaster level Inundated area (hm®)  Direct economic losses (Billion Grade

yuan) number
small flood 0~46.7 0~9.5 1
medium 46.7~136.7 9.5~31.0 2
flood
large flood  136.7~283.3 31.0~85.0 3
extreme 283.3~ 85.0~ 4

flood
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To raise the grade resolution of flood disaster loss, a new model-projection pursuit
(PP) model ([4]) is used for evaluating the grade of flood disaster and the flood degree
values are calculated as in table 2.

Table 2. Disaster index based on the projection pursuit model

number Inundated Direct Degree  number Inundated Direct Degree
area (hm?) economic value area (hm?) economic value

losses losses(Billion

(Billion yuan)

yuan)
i X(1,i) X(2,1) i X(1,1) X(2,1)
1 38.70 7.900 1.369 17 157.30 38.600 2.486
2 38.50 7.800 1.366 18 283.30 85.000 3.498
3 32.10 6.500 1.315 19 556.90 67.100 3.967
4 2420 4.900 1.256 20 649.50 194.900 3.987
5 36.40 7.400 1.350 21 602.30 180.700 3.979
6 46.70 9.500 1.432 22 446.50 134.000 3.897
7 97.60 21.700 1.895 23 694.90 208.500 3.992
8 60.40 12.800 1.552 24 72.92 9.900 1.574
9 112.60 25.200 2.033 25 148.13 20.656 2.156
10 56.20 11.800 1.515 26 203.92 27.521 2.559
11 80.60 17.600 1.736 27 179.10 24.858 2.389
12 136.70 31.000 2.258 28 375.46 94.927 3.726
13 259.10 76.100 3.363 29 301.24 47.836 3.233
14 200.10 54.400 2915 30 141.97 116.439 3.368
15 280.10 83.800 3.481 31 279.84 121.127 3.699
16 236.10 67.600 3.209 32 172.06 51.619 2.750

3.2 Flood Risk Evaluation Based on General Information Diffusion

Based on the disaster degree values of the 32 samples (see Table 2), that is the sample

U,y = 1f—ex -3x’
points set W = {w,,w, ---,w, }. We might as well define |"0 T p( )

and apply the MacCormack technique, where the interval of X is set as [-4,4]. Then the
information carried by the sample diffuses to the whole field and the function for

ivt (w,,x)
fx) =

namely probability risk value in Henan province is calculated out. The relationship

disaster degree can be written as ,then disaster risk estimate

between the recurrence interval 2V and probability P can be expressed as N= %,,

then the exceedance probability curve of flood to disaster degree value are shown as
Figure 1.
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The exceedance probahility curves of flood to disaster degree value
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Fig. 1. The exceedance probability curves of flood to disaster degree value based on General
Information Diffusion and frequency analysis

Due to the standard of four grades, so we have Chen (2009) ([5]):

(a) If 1.0 < H < 1.5,then desertification degree belongs to small (1 grade).
(b) If 1.5 < H < 2.5,then it belongs to medium (2 grade).

(c) If 2.5 < H < 3.5, then it belongs to large (3 grade).

(d) If 3.5 < H <4, then it belongs to extreme (4 grade)

The result in Figure 1 illustrates the risk estimation i.e. the probability of exceeding
the disaster degree value. From Figure 1 we know the risk estimation is

0.1592 when the disaster index is 3.5, in other wods, in Henan Prvince, floods
exceeding 3.5 degree value (extreme floods) occur every 6.2814 years. Similarly, the
probability of floods exceeding 2.5 degree(large floods) is 0.4619, namely Henan
Province suffers the floods exceeding that intensity every 2.1650 years. The frequency
and the recurrence interval of the floods of the four grades are shown in Table 3. This
indicate the serious situation of floods in Henan Province whether on the aspect of
frequency or intensity . In Figure 1 the curve so estimated is compared to the frequency
analysis based on the results of Jin et al.([4]). Figure 1 shows that our results are
consistent with those of frequency analysis. It also means that normal information
diffusion is useful to analyze probability risk of flood disaster. Because the flood
disaster belong to the fuzzy events with incomplete data, therefore, the method
proposed is better than frequency method to analyze the risk of the flood disaster.
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Table 3. Flood disaster risk evaluation values

Disasters level Medium

Small flood Large flood Extreme flood
flood
Exceedance 0.9310 0.7885 0.4619 0.1592
probability risk
Recurrence 1.0741 1.2682 2.1650 6.2814
interval(year)

4 Conclusion

Floods occur frequently in China and cause great property losses and casualties. In
order to implement a compensation and disaster reduction plan, the losses caused by
flood disasters are among critically important information to flood disaster managers.
This study develops a improved method of flood risk assessment disasters based on
information diffusion method, and it can be easily extended to other natural disasters. It
has been tested that the method is more reasonable and stable.
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Abstract. In order to solve the current problem that banking customers wait too
long, the agent-based simulation model of queuing system is proposed. The
customer, queue, server and ATM are abstracted different agents. The operation
of bank queuing system was simulated through the interaction among agents. In
our model, an algorithm for adjusting the server queue dynamically was
presented to reduce the average waiting time of customers. The experiment and
analysis show that our model can simulate the operation of bank queuing
system actually, which utilizes the existing resources and promotes the
customer satisfaction.

Keywords: intelligent agent, bank queuing model, algorithm optimization.

1 Introduction

Bank queuing problem is more serious with each passing day, and the long waiting
time for business one of the factors that discount the customer satisfaction [1]. At
present, scholars have done some actual research on this situation and provided some
advice for improvement[2]. However, it is difficult to carry out more comprehensive
and further development, due to the limitation of survey samples, time, energy and
scale in the practical survey. On the other hand, there is also some research to produce
deterministic models and give the improving measures through mathematical
modeling methods [3]. But bank queuing problem is more complex, variable and
random. The emerging research of computing experimental method can be used to
describe the problem better. Literature [4] uses this method to build a bank queuing
model. The model constitutes different queues according to different types of
business. In order to use the bank resources more reasonable, the model gives an
algorithm for adjusting the business types of server dynamically. But now most of
banks in our country adopt bank queuing machine, so the model can’t describe the
present bank queuing phenomenon effectively. In addition, the model in the literature
adjusts the server queue according to the numbers of people in different business
queues. And the hypothesis is that the coming rates of people of various business
types. However, it is greatly different to the actual situation. Therefore, the algorithm
is likely to result in the problem that the customers of a smaller type of business have
no or tardy service.
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In our study, we build a multi-agent based model of bank queuing system, which
simulates the operation of bank queuing system through constructing different agents
in the system and implementing the interaction of different agents. Although the
current bank queuing machine embodies equity, it couldn’t effectively improve
service efficiency. In addition, literature [5] points that the allocation of bank business
windows is unreasonable and the utilization of self-help service is not high. We reset
the service window types, and propose an algorithm that adjusting the service types of
server queues according to estimate the service time of the specific business type.
Moreover, the algorithm enhanced the lobby managers’ capability of providing
services and shunting business. In this situation, the algorithm makes customers
complete the business in ATM instead of the already busy service window. Our
model can not only simulate the phenomenon of bank queuing system actually, but
also control the cost of bank operation effectively and reduce the average customer
waiting time.

2 Agent-Based Model of Bank Queuing System

Bank queuing system model consists of seven types of agents, which are customer
agent, server agent, ATM agent, queuing machine agent, lobby manager agent, queue
management agent and multi-queue agent, respectively. The system structure is
shown in figure 1.

| 1
queuing <-}—<ommon queue > : server agent :
machine management agent I | agent 1 :

|
agent rear | ... | front | [agent2 |

__________ . > | |
r — » | - !
| | customeragent1 |l | |
| : > VIP queue agenti+1 |
: | lobby management agent : ______ :
customer agent 2 |l
: £ |~ manag- | rear | ... | front | | Lagentm :
I ! oyttt g leten
I e | S I N 1 r |
| : agent ATM queue management : : ATM agent :
| .
| customer agent n ! agent I|<—>: agent | |
I ‘ . N |
| [ »| agentl ! rear | ... | front :4_>| agent2 |
_____ N | : | I
|| agent2 ! rear | ... | front | [ |
customer random | | : agentq I
P . I L e ] > |
generation model | i - : : |
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Fig. 1. The structure of bank queuing system based on agent

Random generation module generates a customer agent and assigns it initial values
of relevant attributes, such as the business type to handle, the familiarity with the
business and whether for advanced users(very important person, VIP), etc. If the
customer agent is familiar with the business, it will directly decide which service way



Multi-agent Based Bank Queuing Model and Optimization 123

to accept according to the type of business. It can choose the service of ATM agent by
the interaction with ATM management agent or the service of server agent by the
interaction with queuing machine agent. Otherwise, it will decide the service type
through the interaction with lobby management or queuing machine agent.

The lobby manager agent decides to ask the customer agent forwardly or accept the
customer agent passively, according to the initiative value that preliminarily designed.
When the lobby manager agent finishes the interaction with the customer agent, it will
send the shunting message based on business type to the customer agent.

Queuing machine agent divides business types into VIP business and common
business. And the algorithm determines whether common business is divided into
short, medium and long business based on the service time estimation. It is assumed
that short business can be completed by both ATM agent and server agent while
medium and long business can be completed only by server agent. When queuing
machine agent interacts with customer agent, it will provide the relevant information
to customer agent, such as the number of people waiting the specific business and the
total number of waiting people. At the same time, the queuing machine agent will
send server agent the message including the arrival of a customer agent and the
business type, accept the message of business-type that the server agent has complete
and update its information base.

Queue management agent consists of three different agents, which are common
queue management agent, VIP queue management and ATM queue management
agent, respectively. The common queue agent and VIP queue agent are in charge of
the interaction between the customer agent and server agent. When the customer
agent finishes the interaction with queuing machine agent, it will be inserted into the
tail of common queue or VIP queue according to the type of business. When server
agent sends the message of service start to common queue or VIP queue, the queue
management agent provides specific information related to agent. ATM queue
management agent is in charge of the interaction between the customer agent and
ATM agent. The customer agent attends the tail of a queue according to its own will.
After ATM agent sends the service information, ATM queue management will
provide the information of the customer agent in the head of queue to ATM agent.
When a customer agent begins to accept service, the queue management agent will
cancel it from the queue.

Server agent is mainly responsible for the interaction among common queue
management, VIP queue management agent, queue machine agent and other server
agent. Because banks generally provide VIP counters, the initial model sets up several
specific server agents to provide service for VIP customer agent. In general, server
agents in charge of different type of business send the service message to the
corresponding queue management agent. Based on first-come first-serve algorithm,
the customer agent in the head of queue will be selected to obtain a service. If the
implementation is optimized to cancel VIP counters, all server agents can provide
services to for all types of business. A server agent uses the server queue dynamic
adjustment algorithm to determine the service type of the next customer agent
according to the business type which other server agent provide. When a server agent
finishes a service of a customer agent, the message will be sent to queue machine
agent. The server agent receives the information of a customer agent which is
provided by queue machine agent.
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After the interaction with the corresponding ATM queue management, ATM agent
will select the customer agent in the head of queue to provide service according to the
first-come first-service algorithm.

3 Server Queue Dynamic Adjustment Algorithm

At present, most of banks set up specific VIP counters. But the number of VIP
customers in reality is very small, it often appears that VIP counters are free while
integrated service counters are overcrowding. In addition, due to the different
business at different times, some customers for the business of a short time need to
wait for a very long time. Such phenomenon will greatly affect customer satisfaction.
In the increasingly fierce competition of banking industry, these problems should be
solved urgently. Otherwise, the loss of customers will bring significant risk to banks.
Therefore, we propose the server queue dynamic adjustment algorithm based on
shortest job first algorithm in the computer operating system. We make the following
assumptions:

(1)Each server agent can handle all types of business, and VIP counters are
canceled.

(2)Each customer agent has only one business, and the business can be completed
in a counter.

(3)Based on the time estimation, common businesses are divided into short,
medium and long business. Short business can be completed in ATM and server,
while medium and long businesses are completed only in server.

Abstract data type of server agent is:
DSP{
Agent object: D={SA;EElemSet,i=1,2,....m,m>0}.
ElemSet:=< Agent_id,type>;

Basic operation P: Sget(a) is the number of server agents which provide
service for a-type business. And a = V, L and S
denotes VIP, long business and medium and short
business, respectively.

Set(a) denotes that the service object is set to the first
customer agent of the queue for a-type business.
}
Abstract data type of common queue management agent is:
DSP{
Agent object: D={CQA &ElemSet};
ElemSet:=< Agent_id,type>;
Basic operation P: Qget(z.) dentoes getting the time when the head agent of
common queue is inserted into the queue and assigning it
to t.
Qget(a,t) denotes getting the time when the first a-type
agent is inserted into the queue and assigning it to 7.
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Long (@) denotes the number of customer agents

for a-type business. If there is no parameter, it indicates
the total number of customer agents in the common queue.

}

Abstract data type of VIP queue management is:
DSP{
Agent object: D={ VQA € ElemSet};
ElemSet:=< Agent_id,type>;
Basic operation P: Qget(#,) denotes getting the time when the head agent of
VIP queue is inserted into the queue and assigning it to Z.:
Long() denotes the total number of customer agents in
VIP queue;

}

The core of algorithm is described as follows:
Service_Adjust()
{ if VQA.Long()>0
then { VQA.Qget(z,);
CQA.Qget(1);
if (z,<t.) or (SA;.Sget(v) <[m/2])
then SA;Set(v);}
else if CQA.Long(s)>0
then { CQA.Qget(z,);
CQA.Qget(a,1);
if >,
then if SA;.Sget(l) > m-1
then SA;.Set(s); }}

4 Model Implementation and Experiment Analysis

4.1 Model Implementation

This study constructs the model of bank queue system using netlogo application
platform[6]. In the initialization phase of the model, it creates a bank queue to
simulate the scene of business operation, including server agent, ATM agent, queuing
machine agent, and lobby manager agent. The agent attributes and conduction rules
are also initialized in this phase. In addition, common queue management agent, VIP
queue management agent and ATM queue management agent are created to be charge
of the management and interaction of different types of customer agents. The drawing
and monitor tools are initialized to track records and analysis relevant data, such as
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the average waiting time of customers for different types of business. The operation
time of bank queue system is preset by human. Relevant records and data are exported
by drawing and monitor tools.

4.2 Experiment Simulation and Analysis

The parameters of our simulation system are set as follows:

(1) The bank business hall has 4 business server counters, 2 ATMs. That is m=4,
q=2.

(2) The number of VIP counters is equal to the number of VIP threshold in the
dynamic adjustment algorithm. That is M,=[m/2]=2.

(3) A long business threshold, that is M;=m-1=3.

(4) The time of short business, medium business and long business in common
business are estimated as 0-5 minutes, 5-10 minutes and more than 15 minutes,
respectively. The time of VIP business is estimated as 0-15 minutes.

Due to different banks are in different locations, different business types of
customers are different arrival rates. Therefore, the simulation system is implemented
by setting different arrival rates of customers for the two experiments. Assume that
the total of customers is 150 people. In the first experiment, the number of customers
for short business, medium business, long business and VIP business are 70, 55, 18
and 7, respectively. In the second experiment, the number of customers for short
business, medium business, long business and VIP business are 70, 55, 18 and 7,
respectively. The system runs for 2 hours, and the experiment data are recorded as
follows:

Table 1. The experiment result of simulation of bank queuing system (unit: minute)

the first experiment the second experiment
the.dynannc the original the.dynannc the original
adjustment algorithm adjustment algorithm
algorithm g algorithm g
the average waiting time
for short and medium 11.2 15.0 14.8 23.1
business
the average waiting time 187 202 239 240
for long business
the average waiting time
for VIP business 3.3 34 6.0 37
the average waiting time 135 17.7 17.8 211
for all business

From the above experiment data, we find that using the dynamic adjustment
algorithm, the average waiting time of customers is generally reduced, and the
average waiting time of customers for short or medium business is greatly reduced. In
the second experiment result, the average waiting time of customers for VIP and long
business remains unchanged. Although the number of customers for VIP and long
business has increased in the second set, a portion of customers for short business are
diverted to ATM. The dynamic adjustment algorithm is helpful to the customers for
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short and medium customers, which is still the acceptable range of the customers for
VIP and long business.

5 Conclusion and Future Work

To solve the problems such as the long average waiting time of customers,
unreasonable allocation of bank counters and low utilization of self-help service, we
construct and implement the simulation model of bank queuing system based on agent
technology. The model takes to reset the types of service counters, enhance the lobby
manager’s capability of providing services and shunting business. And an algorithm
for adjusting the server queue dynamically is proposed. The simulation experiment
shows that our model can not only simulate the phenomenon of bank queuing system
actually, but also control the cost of bank operation effectively and reduce the average
customer waiting time. It should be noted that the processing time for each type of
business is assumed by the model, which is different from reality. In addition, some
details such as different money amount for the same type of business may result in
different processing time. Thus, the future work focuses on how to subdivide business
types and improve the intelligence of queuing machines.

References

1. Song, G.: Research on the Affect on of Customers’ Satisfaction in Retail Banking. Journal
of Central University of Finance & Economics (3), 33-38 (2010)

2. Jin, Y.S., Ming, X., Li, X., Wen, J.Y., Jin, D.: Customer-centric optimal resource
reconfiguration for service outlet. In: IEEE/INFORMS International Conference on Service
Operations, Logistics and Informatics, pp. 754-759. IEEE, Chicago (2009)

3. Chao, H.J.: A novel architecture for queue management in the ATM network. IEEE Journal
on Selected Areas in Communications 9(7), 1110-1118 (1991)

4. Li, C., Yang, G., Yin, Y.: Agent Based Simulation of Bank Queuing System. Computer
Simulation 25(12), 277-280 (2008)

5. Zheng, Q.: Commercial bank queuing problems and countermeasures in our country.
Business Culture(Academic) (12), 128 (2008)

6. Wilensky, U.: NetLogo: Center for Connected Learning and Computer-Based
Modeling[EB/OL]. Northwestern University, Evanston, IL, Center for Connected Learning
and Computer-Based Modeling (1999),
http://ccl.northwestern.edu/netlogo



Simulation of Agent-Based of Intelligent Public Transit
System

Qicong Zhang

School of Information Engineering
Shandong Institute of Trade Unions' Administration Cadres
Jinan, 250001, China
zgcl1l98002@163.com

Abstract. With agent theory and technology, a simulation model of bus transit
system based on Intelligent Transport System (ITS) is proposed. The buses,
passengers, stations and signal lights are abstracted as different agents, and
vehicle scheduling agent is also introduced. The operation of bus transit system
is simulated through the interaction among passenger agent, vehicle scheduling
agent, station agent, bus agent and signal light agent. In order to solve the
soaring passengers’ phenomenon in some stations, an improved algorithm that
adjusts vehicle scheduling algorithm dynamically is proposed. The
experimental result and analysis show that our model can realistically simulate
the phenomenon of transit system operation, utilizing bus resources reasonably
and reducing passengers’ waiting time, energy consumption and operating costs
of the bus company.

Keywords: agent-based simulate, intelligent public transit system, vehicle
scheduling algorithm.

1 Introduction

Priority to the development of city public transport is an important way to reduce
energy consumption and alleviate city congestion. How to plan and schedule public
transport system scientifically and reasonably, is a quite valuable research subject.
The public transport system is a complex system, involving a wide range of issues and
fields. Agent-Based Modeling and Simulation( ABMS) is very suitable for the
research of this kind of problem. At present, some research achievements have been
made on the bus decision support system [1], travel information and navigation [2],
bus running service evaluation [3] and public transit network planning [4]. In this
paper, our work focuses on the scheduler of common bus operating system.

Literature [5] constructed a bus rapid transit operation model. However, as a new
public transport form, the bus rapid transit system is just at the starting stage. Because
the current number of the cities that introduce the rapid transit system is not high,
common bus is still the main transport form of public transport. In this paper, a more
general sense of the public transport system model is built. In our method, the transport
system is abstracted as a multi-agent model, consisting of bus agent, intelligent station
agent, passenger agent, vehicle scheduling agent, signal light agent, pedestrian agent
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and vehicle agent. Moreover, in order to solve the soaring passengers’ phenomenon in
some stations in a short period of time, we improved the dynamic adjustment of
vehicle scheduling algorithm that proposed in literature [5]. The improved algorithm
can not only increase the frequency of buses more scientifically and reasonably
according to real-time information provided by intelligent platform, but also emit
public transport vehicles of different capacity on the basis of the number of passengers
waiting in specific station. Therefore, our algorithm can guarantee to reduce
customers’ average waiting time and energy consumption, making it more suitable for
common bus with the advantages of low-carbon and green. Experimental result and
analysis reveal that our model can better simulate the real public transport system.
Meanwhile, it actually reduces bus operation costs, protects urban environment, and
increases customers’ satisfaction.

2 Agent-Based Model of Bus Intelligent Transit System

Agent-based model of bus intelligent transit system contains six types of agents,
which are bus agent, passenger agent, station agent, signal light agent, pedestrian
agent and vehicle agent, respectively. In order to reduce the burden of interactivity
between passengers and buses and to meet actual needs, the vehicle scheduling agent
is introduced to our system. Figure 1 shows the system structure.

In our system, the station agent is the connection of the passenger agent and the
bus agent. Due to ITS, each station agent can be responsible for managing a passenger
agent queue, and sending the number of waiting passengers to the vehicle scheduling
agent. When a passenger agent generated and assigned randomly to a station, the
station agent inserts this passenger agent to the tail of the passenger agent queue to
register. After the interactive of the passenger agent and the station agent, the station
agent will also send the information of the passenger agent queue to the vehicle
scheduling agent. At the same time, the station agent will receive the message that
whether a bus agent arrive at this station. If a bus agent arrives, for some passengers
to get off the bus, the specific number of passengers getting on the bus is decided
according to the current capacity surplus sent by the bus agent and the number of the
passenger agent queue in this station. When a passenger agent finishes off getting on
the bus, the station agent will remove it from the queue.

Passenger agent is generated by random generation module in accordance with
different traffic peak period. After a passenger agent arrives at each station randomly,
it will create a number of getting off station and finish the interaction with the station
agent. When a bus agent arrives at this station, the station agent will decide whether
this passenger agent get on the bus. Then, when this passenger agent reaches the
corresponding getting off station, the passenger agent will send the message to the bus
agent and get off the bus to die out.

Vehicle scheduling agent is responsible for the production and scheduling of the
entire transit system. In addition, it will accept the message sent by bus agent. If a bus
agent is generated toward a certain direction, the number of vehicles scheduled
toward this direction will reduce 1. Otherwise, if a bus agent toward a certain reaches
the terminal station, the number of vehicles scheduled toward reverse direction will
add 1. Depending on the conditions such as the traffic peak, the message from station
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agent and bus agent, and the number of vehicles which can be scheduled currently,
the vehicle scheduling optimization algorithm determines departure time interval,
how to start and authorize bus agent.
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Fig. 1. The structure of agent-based bus intelligent transit system

The generation of bus agent is depended on the vehicle scheduling agent. When
signal light agent appears in front during the running process, the bus agent will
decide to run or stop according to the state of signal light and whether there is a
pedestrian or vehicle. When the bus arrives on a station, the stop time of the bus agent
is decided by the number of passengers getting off the bus and the number of
passengers getting on the bus that provided by the station agent. If there is other bus
agent stopping ahead in the running period, the vehicle scheduling agent will
authorize the bus agent determine the overtaking or stop. In addition, the bus agent
sends the message of current operation or station to the vehicle scheduling agent.
When arriving at the terminal station, the bus agent will die out. The work process of
the bus agent is shown in figure 2.

The signal light agent changes its state according to the initial set of traffic lights
alternate cycle. The pedestrian agent and the vehicle agent decide to move or rest
based on the signal light agent.
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Fig. 2. The work process of the bus agent

3 Improved Dynamic Vehicle Scheduling Algorithm

For fixed-line, the bus company usually uses the same type and the same maximum
capacity of vehicles, and develops a different time of departure schedules based on
the common and peak period of the passenger flow. Departing time interval is
generally a fixed value, which is longer in common period and shorter in peak period.
However, this scheme is too simple to solve problems such as the soaring passengers’
phenomenon in some stations in a short period of time. In order to reduce passengers’
waiting time, bus company operating costs and energy consumption, this paper



Simulation of Agent-Based of Intelligent Public Transit System 133

proposes an improved dynamic vehicle scheduling algorithm. The algorithm makes
the following assumptions:

1) Departure time intervals are divided into common period and peak period,
which are T, and T, respectively.

2) According to different capacity, buses are divided into two types of medium and
large, whose maximal capacities are C; and C,, respectively.

3) The conventional vehicle speed is V, and the authorized vehicle speed is V',

where V< ‘7 ;
4) The station appears to the soaring phenomenon when the number of waiting

passengers is not less than C, and the distance between neighborhood station is
equal;

5) No traffic jams when the vehicles normally moving.

6) Based on ITS, the station agent can send real-time statistical information of the
number of waiting passengers.

The concepts, functions and procedures used in the algorithm description are
defined as follows:

Definition 1: The station agent is abbreviated as A, (i = 1,2,...s, s=0), where i
denotes station number.

Definition 2: The function g(A;s), denotes obtaining the total number of waiting
passengers in the i station.

Definition 3: The process n(T) denotes adjusting departure interval. If the previous T
=T}, then adjusted to T,, and vice versa.

Definition 4: The vehicle scheduling agent is abbreviated as A; (i =1,2,...w, w=0),
where i denotes the of bus line number.

Definition 5: The process s(A;j,n) denotes that vehicle scheduling agent sends the i"

bus line, j type bus with V' speed directly to the station where appears the soaring
passengers’ phenomenon. The value of j is assigned to K for mid-size bus and Q for
large bus. n is the number of departure vehicle. If omitted, it means all inventory
vehicles.

Definition 6: The function n(A;,j) denotes the inventory of j-type vehicles in i" bus
line.

Suppose that the distance from the start station to the end station is 1. And it
involves M station, whose station number is 1,2,3, ...... M. M is an integer constant.

T is initially assigned to T1.

The core process of the algorithm is described as follows:

Bus_ Adjust()
N —
fif Y g(A) > N<C
i=1

then a(T)
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if g(Ayy)>C
then { if n(A;Q)> [g(Ais))/ Ca]
then if n(A,K)> [g(Ayy))/ Ci]
then s(A, K, [8(Ais))/ Cil
else s(A; O, [g(Ai(x))/ GJ)
else if n(A;,Q)>0
then {s(A;Q)
if (8(Ais))- n(A; Q)* C2)>C)
then if n(AyK)> (g(Ay)- n(As Q)% Co)
then s(A; K, [g(Ais)/ Ci])
else if n(A,K)>0
then s(A,K)

4 Model Implementation and Simulation Experiments

NetLogo application platform is used in our experiment. NetLogo is a programmable
modeling environment used for simulating the natural and social phenomena[6].The
model building process is divided into initialization phase and operation phase.

For this simulation system, we take a city bus line 3 as a simulation object. We
assume that the interaction between the passenger agent and the intelligent station
agent is correct operation. That is to say, the message that the vehicle scheduling
agent has received from the intelligent station agent, is real and reliable. The
parameters in the experiment are set as follows:

1) 1 = 10km, the distance from the start station to the terminal station;
2) S = 15, the total number of stations in our simulation system;
3) L = 20, the number of the signal light of no bus priority;

4) C =50, the number of passengers in a soaring station;

5) V=15km/h, V =20km/h;

6) T,=10min,T,=3min;

7) Bg =8, the number of large buses whose capacity is 120 people; Bx =12, the
number of medium-sized buses whose capacity is 60 people.

8) N=3;

The system runs 2 hours in the traffic peak period and some stations would appear
the soaring phenomenon. The simulation results are recorded in Table 1.
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Table 1. The experiment result of simulation of bus intelligent transit system

the improved dynamic

vehicle scheduling the original

algorithm algorithm
the capacity rate of large buses 97% 90%
the capacity rate of medium buses 98% 93%
the longest waiting time 12min 35min
the average waiting time 7min 9min

From the above experiment data, we find that using the improved dynamic vehicle
scheduling algorithm, the average waiting time of passengers is slightly reduced and
the longest waiting time of passengers is greatly reduced. At the same time, the
capacities of both large and medium buses are improved.

5 Conclusion and Future Work

In this paper, agent-based simulation model of bus intelligent transit system is
designed and implemented. In order to solve the soaring passengers’ phenomenon in
some stations, an improved algorithm that adjusts dynamically vehicle scheduling
algorithm is proposed. Through the analysis of the experiment data, the algorithm is
proved to be feasible and effective. Simulative experiment shows that, the model can
not only truly simulate bus operation, but also reduce the waiting time of passengers,
the operating costs of the bus company and the energy consumption. Due to our
model under the assumption that passengers’ arrival rate and the getting —off station
number is random, it has a certain difference with the reality. In addition, with the
rapid development of technology, the intelligent station can obtain not only the
information of the passengers’ getting-on station, but also the information of the
passengers’ getting-off station accurately. Therefore, how to simulate and optimized
the bus scheduling more precisely, accurately and efficiently, is the further research.
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Abstract. Decoupling is an important link in the control of combustion process
of circulating fluidized bed boiler (CFBB). In this paper, the method of fuzzy is
used in decoupling process, and the fuzzy decoupling device is designed based
on the model of object with certain load. Then the control effect is compared
with the simulation result which without decoupling device, and the contrast
results showed that the method has a good decoupling capability. The method is
easy to realize and simple to design, besides it has a good characteristics in
adjusting the object model, it is valuable in the actual industry.

Keywords: Decoupling method, Fuzzy, Circulating Fluidized Bed Boiler.

1 Introduction

CFBB is an important power supply device in modern industries, and it is widely used
in coal-fired power, heating and metallurgy industries. The control system of CFBB
including drum water level control, main steam control and combustion control, and
the combustion control is the most important and complicated control link [1]. With
the characters of complex variables, long time lag and intense nonlinear, especially
there exists a strong coupling relationship among the variables, and the coupling is a
big trouble in the control of combustion process. In this paper the coupling
characteristics of combustion process of CFBB has been analyzed, and then the fuzzy
decoupling device is designed, it makes the controlled variables can be controlled
alone and provides a convenience to the control of the whole system.

Lots of efforts have been put into the research of the decoupling. Jiao jian has
made a brief analysis about the coupling of CFBB and some fuzzy principle involved
in the reference [2]. Zhang GouZhong etc. use the forecast and adaptive control
method in the model of CFBB, but the calculation of dynamic matrix is very
complicated [3]. Fuzzy control method is used by Zhang ling in the temperature
control system of distillation tower, and has got a good control effect [4]. At the same
time, there exists a common problem. Most of the model involved in the references is
simple and classical, besides the input is one step road, while the control model and
signal is more complicated in actual practice, and the CFBB is a good example. The
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fuzzy controller is designed in this paper for the complicated model and more
practical input, and the control effect is satisfied.

2 Fuzzy Decoupling Principle

Decoupling control is one of the multivariable control methods. The so-called
decoupling system is fix a certain structure, then looking for the right compensation
devices to eliminate the coupling relationship between each variables, make sure the
output is affected by the certain input and controlled by a certain controller.

2.1 The Basic Principle of Decoupling

The key work for decoupling system is to design decoupling devices. Figure 1 is the
basic decoupling principle of double inputs and double outputs system.

Fig. 1. The basic decoupling principle of double input and double output system

Where, G|, , G,, , G,, and G,, represent the model functions of controlled object,

D,,,D,,,D,, and D,, are the matrixes of decoupling devices, the mathematical
model can be got from the transmission relationships[4].

-1
D{Dn Du} _ [Gn Glz} [Gn 0 } 0
D, D, Gy Gy 0 Gy
Here we can get the decoupling matrix D, namely the mathematical models of the
decoupling devices, the purpose of decoupling is achieved, and this is the general
principle of decoupling. While in practice, the calculation of D will become more
difficult and it has a deep dependence on the object model. As this, the methods with
more simple and good control effect of decoupling are needed, and the static
decoupling is one of them.
Based on the principle involved above, let D, =D,, =1, then we get the structure
of static decoupling. The form (2) can be got by the compensation principle.

{Dn =-G,, /Gy,

) (2)
D, =-G, /G,
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It is the mathematical expression of static decoupling devices. But in this way, the
adjusting range and adaptability is so low, that it can’t meet the dynamic changes of
the parameters in practice, so many experts introduce the fuzzy method to the
decoupling.

2.2 The Principle of Fuzzy Decoupling

Based on the static decoupling, fuzzy decoupling bring the fuzzy decoupling devices
to replace D,, and D,, of the static decoupling devices, to get the purpose of

decoupling. The design of fuzzy decoupling devices contains three parts. the setting
of quantification factors, the establishment of the fuzzy rules and the fixture of the
scaling factor. The establishment of the fuzzy rules is very important, not only it
needs to learn from the actual operation parameters and expert experiences, but also
has to consider the nature of the devices themselves. Figure 2 is the principle of fuzzy
decoupling.

E

Fig. 2. The principle of fuzzy decoupling

3 The Design of Fuzzy Decoupling Device

According to the research of different references [1],[5], we choose the mathematical
model as follow:

1-bs s k, i
T T TitTsC [m
[p} | ol-os e k, s [f} . 3)
(1+Ts)° ° 1+T,s

Where m is the amount of fuel, f is the amount of air, P is the press of main air, T
is the temperature of bed. As (3) express, there exists a different greed of coupling
between the manipulation variables m, f and the controlled variables P, T.

Though the analyze of above, design fuzzy decoupling devices, the error between
the setting value and measuring value get into the PID controller, take the output of
PID controller and its differential as the input of fuzzy decoupling device, marked as
E and EC. The control method of them is closed loop control, the principle of the
fuzzy decoupling as figure 3.



140 H. Tong, X. Zhao, and G. Liang

> PIDI

> PID2 (%)

Fig. 3. The principle of the fuzzy decoupling system

Take the fuzzy controller 1 as example, the inputs are E (proportion link) and EC
(differentia link), and the output is marked as U. The fuzzy set is
{NB,NS,ZO,PS,PB}. The membership function is trimf. The quantification factors
and scaling factors can be calculated roughly according to the way that mentioned by
Wang Chuanchuan[6], then turning in experiments, the quantification factors
K1=0.9,K2=0.5, the scaling factors K3=0.1. The general form of the fuzzy decoupling
rule is: IF E =A and EC=B, Then U=C, the basic rules of fuzzy controller 1 is shown
in table 1.

Table 1. Rules of fuzzy controller 1 Table 2. Rules of fuzzy controller 2
E E
2 NB NS Z0 PS PB 2 NB NS z0 PS PB
NB | PB PB PB NB NS NB | PS PB Z0 NB NS
NS PS PB PS NS z0 NS PS PB z0 NS z0
zZo | PS PB 70 Z0 70 70 | zo z0 Z0 Z0 z0
PS | NS 70 NS PS PS PS | zO 70 70 PS PS
PB | NS NB NB PB PB PB | NS NB Z0 PB PB

Through the analysis of above, the control parameters of fuzzy controller 2 can be
got at the same time. Fuzzy set is {NB, NS, ZO, PS, PB}; the membership function is
trimf; the quantification factors K4=0.5, K5=0.5, the scaling factors K6=0.1, the basic
rules of fuzzy controller 2 is shown in table 2.

4 Simulation Results and Analyze

4.1 The System Simulation without Decoupling

Take the model of the CFBB in 70% lode as example, and simulate the system in
MATLAB 7.0, the simulation diagram of system structure without decoupling is as
figure 4.
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Fig. 4. The simulation diagram of system structure without decoupling

The parameter values of PID1 are Kp=0.0568,Ki=0.000115,Kd=7; The parameter
values of PID2 are Kp=0.000837,Ki=0.006,Kd=7. The rendering of the stable output
is as figure 5.
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Fig. 5. The rendering without decoupling

Where T=P=_800, if there no coupling between two input variables, then the stable
simulation curve of the final value in the images should stable in 800, but the picture
says the final value of bed temperature is about 400, and the final value of steam is
1600, the outcome of the experiment proved that there exists a strong coupling, if the
system run as this can bring a consequence can’t be imaged.

4.2 The Simulation Result of Fuzzy Decoupling

Design fuzzy decoupling device according to the design principle mentioned in part 3,
the simulation rendering is as figure 6.
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Fig. 6. The rendering of fuzzy decoupling

Obviously, the fuzzy controller has got the decoupling propose, the end value of
control variables has been maintained in 800, and the peak value of steam was
controlled at 1000, it provide a good safeguard to the industrial control. But there is
still a problem, a wave is always appears in the final value of bed temperature. Proved
by the experiment, the problem comes from the effect of the air which has an
interference with the bed temperature, and the rendering curve of the interference is as
figure 7.
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Fig. 7. The interference curve of the air

Although the final temperature of bed is controlled at the promised range of
change, but the method still need to be optimized. The direction of the research will
be the modification of the fuzzy rules and optimization of quantification factors and
scaling factors.
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5 Conclusion

In this paper, the fuzzy method is used in decoupling process, and the fuzzy
decoupling device is designed for the combust process of CFBB, then the control
effect is compared with the simulation result which without decoupling device. The
contrast results showed that the method has a good decoupling capability, and can
keep the control variables at the range of requirements. The method is easy to realize
and simple to design, besides it has a good characteristics in adjusting the object
model, it is valuable in the actual industry.
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Abstract. Ant-colony clustering algorithm can well analyze the nonlinear
relation between future earthquake magnitude, occurrence time and various
anomalies before the earthquake, because it has stronger clustering function.
This algorithm was applied to the Intelligence Decision Support System for
earthquake prediction. The construction of ant-colony clustering algorithm in
the system and its application in earthquake prediction was presented in this
paper. Finally, the experiment showed that ant-colony clustering algorithm
could achieve better results than the traditional k-means algorithm.

Keywords: ant-colony algorithm, clustering, earthquake prediction.

1 Introduction

Ant-colony clustering algorithm originated in the ant’s instinct to construct its
cemetery. Chretien made a lot of tests to study the ant’s cemetery, who found out that
worker ants could cluster dead bodies in few hours, no matter how they scattered
randomly and how varied their sizes were. The basic principle was that the clustered
dead bodies sent out pheromone to attract worker ants to put more similar objects,
thus the smaller clusters became bigger. In that case, the distribution of clusters in the
environment functioned as an indirect communication. Deneubourg and others
proposed the ant-colony clustering algorithm (BM: Basic Model) to illustrate this
phenomenon, in which it pointed out that single object was easier to be picked up and
moved to other places where there were many similar ones. Based on the spatial
distance between objects, Lumer and Faieta proposed relative algorithms, who
popularized the basic model and applied it in data analysis[1].

2 Problem Description

In the ant-colony clustering algorithm, each data object was represented with an
agent, which was corresponding to each ant in the colony; and the activity space for
these agents was a two-dimensional grid, just as that of the ants in the colony.

The idea of the algorithm was that data object to be clustered was regarded as a
classifying object in the ant nest, and each object was scattered randomly in the plane.
Firstly, the ant calculated the similarity between the node and those within its viewing
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radius, then it estimated the similarity between the node and those within the
neighborhood, so as to make the decision whether it should pick up or drop the node.
The ant was simulated by single agent and the self-organizing clustering of data
objects was achieved by the interaction between each agent or each agent and the
environment. [2]

The ant agent changed the similarity of the nodes within the neighborhood in the
plane by moving data objects; and the results of different ant agents would exert
influence on the environment around the neighborhood. An ant agent could improve
the similarity of the nodes within the neighborhood by dropping a similar one and
improve the similarity of dissimilar nodes within the neighborhood by moving a
dissimilar one. Therefore, the ant agents communicated indirectly and exchanged
information by means of influencing the similarity within the neighborhood [3, 4].

The function f(i) referred to the average similarity between the object i that was
picked up or dropped by the ant and the objects within the neighborhood of its
viewing radius. The formula was shown as (1).

Z( 8(’ OEI)y i 0,50

flo)= | "
0 otherwise

In which, 0(i, j)€ [0,1] represented the distance between Object i and Object j,
which was usually calculated with Euclidean distance or the cosine of the included

angle; OLE [0,1] represented scale factor; lom represented the area of Object i’s
viewing field or the quantity of objects; the ant lied in the center of the neighborhood

field, so (0—1)/2 represented the viewing radius of the neighborhood field.

In the process of clustering analysis, the ant was always picking up the node that
was the most dissimilar to those of the neighborhood, then dropped it at the place
where were the nodes that were the most similar to those of the neighborhood. The
probabilities of picking up and dropping referred to the probabilities that the ant made
a decision to pick up or drop an object in accordance with the similarity of the
neighborhood, which were expressed by Pp;c and Py, respectively.

Py =| =L @
@0 = )

2
k+
P . .=— (3)
pick (i) k++f(l-)]

The lower the average similarity between the data object and its neighborhood was,
the more impossible the data object belonged to the neighborhood, so it was more
possible to be picked up, and vice versa. In the formula, the influence of the similarity
function f (i) to Py and Py, depended on the parameters k*and k7[5, 6, 7].
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3 Algorithm Description and Analysis

The basic idea of ant-colony clustering algorithm was elaborated as above, In this
algorithm, O (N) stood for the complexity of time and O (Nz) stood for the
complexity of space.

In addition, major measuring parameters during the ant-colony clustering included:
spatial entropy, mean-fit and un-similar, which were used as the evaluation functions
for clustering analysis. Particularly the first two parameters reflected the changing
process of data clustering when the analysis was going on from different angles.
Details as follows:

(1) Spatial Entropy
It reflected the clustering size in the sample space, whose formula was as(4).
N N
E(©)=-) —=*log(—) @)
Zon oy

In which, R stood for data sample space, Ny referred to the number of nodes in the
kth subclass and N referred to the total nodes in data sample space R. With the
analysis of clustering, spatial entropy became smaller gradually, till it reached the
minimum value.

(2) Mean-fit

It reflected the similarity between nodes in the whole sample space, whose formula
was as (2.7).

F(©) =—%i2i‘,f(i) )

In which, (i) was the similarity function for Node i, N referred to the number of

nodes in the sample space. F( S ) ranged from O to 1. With the analysis of clustering,
mean-fit became greater gradually, till it reached the maximum value.

(3) Un-similar

It reflected the dissimilarity between nodes in the whole sample space, whose
formula was as (6).

1Y 1
Unsim(®@)=—)>» — > d(,J 6
(©) NIZNM-Z‘(]) ©6)

-1

In which, d (i, j) referred to the distance between Node i and Node j in the
neighborhood, whose value ranged from O to 1. With the analysis of clustering, the
un-similar became smaller gradually, till it reached the minimum value.

(4) Outlier

Outliers referred to the data objects that were not in conformity with data’s general
behaviors or the data model, which were description for difference and particular
cases, such as special cases beyond the standard, outliers other than data clusters, etc.
Much potential knowledge was included in these special cases, so it was of particular
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significance to explore and analyze them; for example, finding out fraud in regular
commercial behaviors, intrusion detection in network security management and so on.

According to Knorr’s definition: given a data set D and threshold values E_, and o,

if there were many sample points within q’s distance ¢, then the sample point D
was an outlier.

4 Application of the Algorithm in Earthquake Prediction

4.1 Data Background

In practical earthquake prediction, there was some relationship between precursors,
time and types of seismological anomalies and the magnitude of future earthquake; as
well as nonlinear relation between future earthquake magnitude, occurrence time and
various anomalies before the earthquake. In this paper, the duration T (month) of 14
anomalies, which occurred relatively more in each earthquake, was selected as the
input attributes[8]. The 14 anomalies were classified into two categories, i.e.

(1) Seismological anomalies: belt, gap, strain release, frequency, b-value, seismic
window and wave velocity.

(2) Precursory anomalies: short-range leveling, ground tilt, ground resistivity, water
radon, water level, strain and macroscopic precursor.

Since several-station anomalies might occur before one earthquake (i.e. the
anomalies were observed at several stations), and an anomaly might occur at different
stages during earthquake development. Therefore, when the precursory anomaly was
observed at several stations, its weighted sum might be input:

7;=Zwﬂij’j:1’2’"-’” (7)
J

In which, t; was the duration of some precursory anomaly at some station. If some
anomaly was observed at some station during the 3 stages of medium-term, short-term
and immediate earthquake (it was regarded as 3 times in EARTHQUAKE CASES IN
CHINA), then t; referred to the duration from the beginning of the anomaly to the
occurrence of the earthquake; if the anomaly was observed during 2 stages, then t;

referred to the sum of the 2 periods. ; was weight value, which was obtained by the

following formula.
o =1,/ 1, ®
J

In addition, the quantity of anomalies N should also be regarded as an input
attribute in accordance with knowledge and experience of earthquake experts. N
referred to the sum of all seismological and precursory anomalies prior to some
earthquake, and their types included other anomalies besides the input attributes
mentioned above. The same anomaly occurring at different stages shall be regarded as
one item.
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In the experiment, magnitudes were classified into three groups to verify the
accuracy of clusters: the first group represented 5 earthquakes of M 7 or above; the
second group represented 15 earthquakes of M6 to M 6.9; and the third group
represented 25 earthquakes of M 5 to M 5.9.

4.2 Experimental Result

Table 1 showed all indicators for processing earthquake data in means of ant-colony
clustering algorithm, comparing to k-means algorithm. In the experiment, parameters
were as follows: &= 0.8, k+= 0.8, then k-= 0.2. The experiment was carried out 5
times and the data obtained were as follows.

Table 1. Comparison of Ant-colony Algorithm and K-means Algorithm for Processing
Earthquake Data

Experiment Average Distance Time (s)
k-means Ant-colony Clustering | k-means | Ant-colony Clustering
1 43.112 41.333 134 157
2 45.114 41.333 133 157
3 44.084 41.527 129 157
4 44.511 41912 133 158
5 44.512 41.333 125 156
Average 44.267 41.488 131 157

It could be seen from the table that ant-colony clustering algorithm, on the
prediction of earthquake data, moved shorter distance averagely than k-means
algorithm, though it cost a little more time. It meant the former was more
advantageous than the classical k-means algorithm and was very competitive in future
application, so it was worthy of further study.

5 Conclusion

Clustering was actually a problem of integer linear programming. It was efficient to
solve the problem of many clusters by ant-colony algorithm, particularly when the
model sample and the quantity of clusters were large. Based on the theoretical
analysis and experimental results in this paper, it had been found out that ant-colony
clustering algorithm was a little inferior to the classical k-means clustering algorithm
on calculating speed, but it moved shorter distance averagely. It was independent on
the description of specific mathematic problems, and it could find the optimal solution
more efficiently with its global optimization ability. Finally, it also proved the
accuracy of the above conclusion when the ant-colony clustering algorithm was
adopted for earthquake prediction in this paper. Therefore, the ant-colony clustering
algorithm was of great value to research.
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Abstract. For the precise light behavior controlling in precise LED product
design, the rapid and accurate LED model is need to build. The optical model of
low and high power LEDs were built up and simulated by using Monte Carlo
ray tracing, and were verified by the light intensity patterns in different midfield
distances with the normalized cross correlation (NCC) algorithm. The one-
dimensional intensity patterns were tested with a simple experimental set-up.
The accuracy is higher than 99.55% in midfield and far-field region for NCC
between the simulated light pattern and experimental measurement. The rapid
optical model design assistant with NCC can be applied in varied precise LED
illumination product design in midfield and far-field.

Keywords: Optical modeling, white LEDs, midfield region, cross correlation
algorithm, light patterns.

1 Introduction

The LEDs (Light Emitting Diodes) are used everywhere, in many shapes, forms and
powers, and with a wide range of application from indicator lights to solid-state
lighting. The LEDs have more advantage than a traditional light source and have been
regarded as the best potential light source for next-generation lighting [1, 2]. The
accurate and rapid light patterns are needed for the forward design for indicator lights
and illuminating lights [3, 4].

The traditional light patterns are obtained in the far-field region. But most case
where the LEDs are not direct used as illuminating lights — they are used as
component of light products and the light are manipulated with other components
such as reflect cup and lenses in a distance short than the far-field distance [5, 6]. So
the far-field light patterns may not agreement with the practical light patterns, and the
final light patterns are not always accurate with that one want [7].

In this paper, the low and high power LEDs was simulated by Monte Carlo ray
tracing in various midfield and far-field distances. The one-dimensional intensity
patterns were measured with a simple set-up in midfield and far-field distances. The
NCC between the simulation patterns and the experimental measurements are used to
verify the validity of the second order light design.

D. Jin and S. Lin (Eds.): Advances in EECM Vol.2, LNEE 140, pp. 151-38
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2 Optical Modeling Process and the Experimental Measurement

The low power white LED is the most sold in electronic store with a diameter of 5
mm and power of 0.1W, called ®5 LED. The prototype of high power white LED is
PROLIGHT PR2N-3LVS-SD with power of 3W and approximately Lambertian light
patterns. The establishing of LED geometric model was based on the above-
mentioned LED and the configuration used in this simulation is shown in Fig. 1.

The simulation was carried out with commercial software. The original ray number
is 10 million. The dependence of one dimensional light patterns of simulated on the
distance is shown in Fig. 2. It can be found that the change of light patterns with the
distance is very small for the high power white LED for the dimension of dome lens
of high power LED is very close to that of the chip and having a Lambertian light
patterns. As the distance is larger than 10 times of the LED dimension, the light
pattern is on the quasi far-field for both the two LED.

Fig. 1. Geometric model of LED: (a) low power LED, (b) high power LED.
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Fig. 2. Simulated angle patterns of different distance of the low power LED (left) and high
power LED (right).
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Fig. 2. (continued)

The experimental confirmation of the light patterns of the two type of LED is
measured by one set up shown in Fig. 3 (a). The origin point of the distance starting is
the dome vertex of the two LED. The end point of the distance is that of the sink point
of the power meter. 3 LEDs of each type was used for the measurement of the light
patterns for the examination of the LED light uniformity. The distance of both the two
types of LED light patterns is 1cm to 100 cm. 181 mini intensity absorbing surfaces
equivalent to that of the power meter of the experiment with 1° angular difference for
each two neighboring detected surfaces are set in the simulation shown in Fig.3 (b).

™~ \ LR 1 1] III [ NT!] I"IIF i I . #
NN L /i

Power supply

Fig. 3. Schematic of experimental set-up of the LEDs’ one-dimensional intensity patterns
measurement (left), Diagram used in the simulation of the angular intensity distribution in
simulation (right).

The similarity between the radiation patterns optical of the simulated and the
measured was evaluated by the normalized cross correlation (NCC) algorithm [8].
NCC is frequently used to merit the similarity between two images. The NCC of the
radiation pattern I, at distance D with respect to the radiation pattern of reference I is

S, -ilie,), -1,]
\/Z 16, -1.I> [16,),-1.T

NCC =

ey
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Where 6, is the n-th view angle, e.g. the angle displacement of the detector shown in
Fig. 2. I and I are the mean value of I, and I across the angular range. Fig. 6 and

Fig. 7 shows NCC vs. measurement idstance for the radiation patterns of Fig. 4 and
Fig. 5 for the low and power LED respectively.

3 Comparison of Simulation with Experiment Result

The NCC and the normalized radiation patterns between the simulation and the
experiment were used to promote the modeling veracity. With the help of the NCC,
the light model was improved to more close to that of the practicality. The light model
is modified to cater to the normalized measured value at each view angles.
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Fig. 4. Simulated light pattern versus experimental measurement for different distance of the
low power LED.

One can see the simulated and measured radiation patterns of the two types LED
in Fig.4 and Fig.5. The discrepancy between the simulation and experiment decreases
firstly and then increase with the increasing of the distance. In the shortest distance in
Fig.4 and 5, the light pattern significantly varies from other distance due to the finite



Rapid LED Optical Model Design by Midfield Simulation 155

size of the LED structure for the LED can’t be treated as a point light source. As the
distance increases to remote midfield region, the light pattern has little change, as its
quasi far-field is close to the midfield. For far distance, it behavior in the far-field
region, the light pattern almost not change with the distance at varies angular
direction [7].
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Fig. 5. Simulated light pattern versus experimental measurement for different distance of the
high power LED
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Fig. 6. NCC of the measurement and simulation of low and high power LED versus different
distances.
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The NCC of the two types LED is shown in Fig. 6. All the NCC data is larger than
0.9955 for the low and high power LED both. The NCC value is increase firstly as the
distance is increasing, for the light pattern is more approaching to the far-field. The
decrease in the mid distance is caused by the limit maximum ray number. Less ray
reach to the detector for the larger distance.

The NCC of the two types LED is shown in Fig. 6. All the NCC data is larger than
0.9955 for the low and high power LED both. The NCC value is increase firstly as the
distance is increasing, for the light pattern is more approaching to the far-field. The
decrease in the mid distance is caused by the limit maximum ray number. Less ray
reach to the detector for the larger distance.

4 Summary

One rapidly establishing of low and high power LED optical model is proposed by
midfield simulation verified with normalized cross correlation algorithm. The light
model can be improved with the NCC between the simulation and the experiment.
The accuracy is higher than 99.55% in midfield and far-field region for NCC between
the simulated light pattern and experimental measurement. The NCC among the
measured LED measured in the midfield region can be used to check the lighting
uniformity of the LEDs.
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Abstract. This paper presents a peripheral interface control (PIC)-based data
acquisition and control tool that uses a Peripheral Interface Controller (PIC)
microcontroller, data acquisition software’s i.e. LABVIEW. Specifically, a library
of PIC microcontroller functions for GUI is created. Moreover, the PIC
microcontroller and LABVIEW are merged, by exploiting their serial
communication capability, to produce an inexpensive data acquisition and control
platform based on Distributed Control Systems, so that the user can observe,
monitor and record the necessary datum. A custom serial communication protocol
was designed and implemented. The hardware design of the system was
optimized to reduce the amount of noise on power supply pins and analog inputs.

Keywords: data acquisition, measurement, wireless, distributed control system.

1 Introduction

Physical distribution of the sensors, controllers and actuators of fundamental control
systems, and closing the loops through communication networks, form fundamental
Distributed Control Systems (DCS)[1-2]. DCS has a wider scope and greater potential
in terms of efficiency, flexibility, reliability and scalability for industrial applications.
Combining smart sensor with wireless technology is a compelling addition to
structure a large-scale smart sensor networks for real-time data acquisition, distributed
detection and estimations. This requires a distributed data acquisition and control
system containing edge-sensing devices to interact with different types of sensors,
which poses significant challenges to the system architect.

Data acquisition is the processing by which physical phenomena from the real
world are transformed into electrical signals that are measured and converted into a
digital format for processing, analysis, and storage by a computer.

In a large majority of applications, the data acquisition (DAQ) system is designed
not only to acquire data, but to act on it as well [3-4]. In defining DAQ systems, it is
therefore useful to extend this definition to include the control aspects of the total
system. Control is the processing by which digital control signals from the system
hardware are convened to a signal format for use by control devices such as actuators
and relays. These devices then control a system or process. Where a system is referred
to as a data acquisition system or DAQ system, it is possible that it includes control
functions as well.

D. Jin and S. Lin (Eds.): Advances in EECM Vol.2, LNEE 140, pp. 157—@
Springerlink.com © Springer-Verlag Berlin Heidelberg 2012
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Data acquisition hardware does not work without software, because the software
running on the computer that transforms the system into a complete data acquisition,
analysis, display, and control system.
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Fig. 1. Distributed control system architecture

The Operation Management subsystem provides a common interface for plant
operators, engineers and maintenance personnel. The same HMI station presents each
user class with critical information when and where it is needed. This includes real-
time and historical process data, intuitive alarm indicators, sequence of events (SOE),
and reports.

2 DCS Structure

A data acquisition and control system, built around the power and flexibility of the PC
may consist of a wide variety of diverse hardware building blocks from different
equipment manufacturers. It is the task of the system integrator to bring together these
individual components into a complete working system. The DCS system consists of
one or more of the following elements.

(1) Sensors and transducers;
(2) Field wiring;

(3) Signal conditioning;

(4) Data acquisition hardware;
(5) PC (operating system);

(6) Data acquisition software.
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2.1 Transducers and Sensors

Transducers and sensors provide the actual interface between the real world and the
data acquisition system by converting physical phenomena into electrical signals that
the signal conditioning and/or data acquisition hardware can accept.

Transducers available can perform almost any physical measurement and provide
a corresponding electrical output. For example, thermocouples, resistive temperature
detectors (RTDs), thermistors, and IC sensors convert temperature into an analog
signal, while flow meters produce digital pulse trains whose frequency depends on the
speed of flow.

2.2 Field Wiring and Communicating Cabling

Field wiring represents the physical connection from the transducers and sensors to
the signal conditioning hardware and/or data acquisition hardware. When the signal
conditioning and/or data acquisition hardware is remotely located from the PC, then
the field wiring provides the physical link between these hardware elements and the
host computer. If this physical link is an RS-232 or RS-485 communications
interface, then this component of the field wiring is often referred to as
communications cabling.

Since field wiring and communications cabling often physically represents the
largest component of the total system, it is most susceptible to the effects of external
noise, especially in harsh industrial environments. The correct earthing and shielding
of field wires and communications cabling is of paramount importance in reducing
the effects of noise. This passive component of the data acquisition and control
system is often overlooked as an important integral component, resulting in an
otherwise reliable system becoming inaccurate or unreliable due to incorrect wiring
techniques.

2.3 Signal Conditioning

Electrical signals generated by transducers often need to be converted to a form
acceptable to the data acquisition hardware, particularly the A/D converter which
converts the signal data to the required digital format. In addition, many transducers
require some form of excitation or bridge completion for proper and accurate
operation.

The principal tasks performed by signal conditioning are filtering, amplification,
linearization, isolation and excitation.

2.4 Data Acquisition Hardware

Data acquisition and control (DAQ) hardware can be defined as that component of a
complete data acquisition and control system, which performs any of the following
functions:

(1) The input, processing and conversion to digital format, using ADCs, of analog
signal data measured from a system or process — the data is then transferred to a
computer for display, storage and analysis
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(2) The input of digital signals, which contain information from a system or
process

(3) The processing, conversion to analog format, using DACs, of digital signals from
the computer — the analog control signals are used for controlling a system or process

(4) The output of digital control signals

2.5 Data Acquisition Software

Data acquisition hardware does not work without software, because it is the software
running on the computer that transforms the system into a complete data acquisition,
analysis, display, and control system. Application software runs on the computer
under an operating system that may be single-tasking (like DOS) or multitasking (like
Windows, UNIX, and OS2), allowing more than one application to run
simultaneously. The application software can be a full screen interactive panel, a
dedicated input/output control program, a data logger, a communications handler, or a
combination of all of these.

3 DAQ and Control System Configuration

In many applications, and especially for data acquisition and process control, the
power and flexibility of the PC, allows DAQ systems to be configured in a number of
ways, each with its own distinct advantages. The key to the effective use of the PC is
the careful matching of the specific requirements of a particular data acquisition
application to the appropriate hardware and software available.

The choice of hardware, and the system configuration, is largely dictated by the
environment in which the system will operate (e.g. an R&D laboratory, a
manufacturing plant floor or a remote field location). The number of sensors and
actuators required and their physical location in relation to the host computer, the type
of signal conditioning required, and the harshness of the environment, are key factors.
The most common system configurations are computer plug-in I/O, distributed 1/O,
stand-alone or distributed loggers and controllers and IEEE-488 instruments.

4 Modes of Computer Control

4.1 Computer Control Networks

The computer control network performs a wide variety of tasks: data acquisition,
servicing of video display units in various laboratories and control rooms, data
logging from analytical laboratories, control of plant processes or pilot plant, etc. The
computer network can be as simple as an array of inexpensive PC's or it could be a
large commercial distributed control system (DCS).

4.2 Small Computer Network

In small processes such as laboratory prototype or pilot plants, the number of control
loops is relatively small. An inexpensive and straightforward way to deal with the
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systems is to configure a network of personal computers for data acquisition and
control. The network consists of a main computer linked directly to the process in
two-way channels. Other local computers are linked to the main computer and are
also connected to the process through one-way or two-way links. Some of these local
computers can be interconnected. Each of the local computers has a video display and
a specific function. For example, some local computers are dedicated for data
acquisition only, some for local control only and some other for both data acquisition
and local control. The main computer could have a multiple displays. All computers
operate with a multitasking operating system. They would be normally configured
with local memory, local disk storage, and often have shared disk storage with a
server.

multiple display
A

| Main computer

Local Data
control Process acquisition
Display Display

. Data
- Data
acquisition isiti
:V Local control acquisiion

Display ‘ Display

Fig. 2. Computer network

S Application and Conclusion
A DCS is then a powerful tool for any large commercial plant. The engineer or
operator can immediately utilize such a system to:

(1) Access a large amount of current information from the data highway.
(2) See trends of past process conditions by calling archival data storage.
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(3) Readily install new on-line measurements together with local computers for
data acquisition and then use the new data immediately for controlling all loops of the
process.

(4) Alternate quickly among standard control strategies and readjust controller
parameters in software.
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Abstract. This paper brings forward ARM and DSP structure for power quality
monitoring in power station or factory. Different automatic production in
industry is sensitive to different case of power quality. The new device is
designed to be spot programmable to resolve the problem caused by the
variation. DSP does data sampling and processing. ARM deals with the
communication with high-level server by Internet. The device can work as a
network terminal. Networking for power quality monitoring provides basic data
for site-level and net-level assessment. FPGA simplifies the peripheral electro-
circuit. The hardware schematic and software design are introduced especially
the module related with voltage and current sampling, data exchange, interface
for communication.

Keywords: Power quality, ARM, DSP, voltage variation.

1 Introduction

Nowadays the embedded system is more and more popular in information technology
and industrial control. ARM and DSP are two main microprocessors in the application
of embedded system. ARM runs with much higher speed than the primary
microprocessor. ARM has been used in many fields in real-time application such as
image manipulation, speech processing [1]. DSP has the advantage of RISC core in
data processing especial numerous multiplies and additions.

DSP is the coprocessor in this device. DSP does data processing such as
measurement of basic parameters and analysis of power quality [2]. The measurement
includes power, power factor, amplitude value, phase of voltage and current. As for
the power quality monitoring, there are several types. Different type decides different
method to analyze. The type for analysis is activated by ARM. ARM7 works as the
main core to manage the data transmission in the device especially the result from
DSP after data processing. FPGA integrates the peripheral electro-circuit and
establishes the credible control signals.

uClinux with TCP/IP is embedded in ARM?7. The device can work as a terminal of
networking. The device can transmit the data to high-level device or server for site-
level power quality assessment [3]. Also the integration of data from each terminal in
the network supplies information for net-level assessment.

D. Jin and S. Lin (Eds.): Advances in EECM Vol.2, LNEE 140, pp. 163-IL68.
Springerlink.com © Springer-Verlag Berlin Heidelberg 2012
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2 Frame of the Device

SAMSUNG S3C4510B [4] incorporates the ARM7TDMI thumb processor with high-
performance 32-bit RISC architecture. The chip integrates 10/100M Ethernet
controller, 2 HDLCs, 1 I2C interface, 8kbyte CACHE/SRAM, 2 UART interfaces, 2
DMA controllers, 6 ROM/SRAM/FLASH interfaces, 4 DRAM/SDRAM interfaces
and 4 I/0 banks. S3C4510B is popular in the application of networking.

TI TMS320F2812 [5] is a 32-bit CPU with 150MIPS. The chip integrates
128kword FLASH, 128kword ROM, 16kword SARAM, 1 SPI, 2 UARTS, 16 12-bit
ADCs. TMS320F2812 is popular in the field of industrial control. Fig.1 shows the
structure of hardware.

((1) (7))
Keyboard
(2)> ((8)
S3C4510B 1(3)\
~ 7 Altera
ON
1K30 (¢ LCD
((4) ((10£
TMS320 (5)\
F2812 -
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Fig. 1. Structure of hardware

(1)(4): interrupt signal 0 and nWait; (2)(5) (9) (11): controlling signals;(7): row bus
for keyboard, RO-R3; (8): line bus for keyboard, L0O-L3;(3)(6) (10) (12): data bus,
DO0-D7

S3C4510B controls the processing of TMS320F2812, LCD displayer and keyboard
by 2 I/O banks. The main control signals include ECS2, ECS3, R/W signals nOE,
nWBEO and low 8-bit address bus for chip selection. Interrupt signal O is used for the
handling of keyboard and nWait is the required waiting time for the low-speed
modules. DO-D7 is the low 8-bit data bus.

ADS8364 [6] with 6 channel 16-bit AD converters is used for AC sampling.
ALTERA ACEXI1K30 [7] replaces the peripheral electro-circuit. As Fig.1 shows,
ACEXI1K30 simplifies the peripheral electro-circuit of S3C4510B to establish the
control signals for other modules, line and row scan signals for the keyboard. Also the
electro-circuit between TMS320F2812 and ADS8364 is replaced by FPGA to make
the AC sampling more credible and precise. FPGA acts as the bridge for the data
transmission between TMS320F2812 and S3C5410B.

There are 6 AC sampling interfaces, 32 DC sampling channel. Internet interface,
USB1.1, RS-232 and RS-485 interface are also available.
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2.1 Data Transmission between Two Cores

ARM-DSP module in FPGA accomplishes the data transmission between ARM and
DSP. The signal /ARM-INT from ARM requests an interrupt handling of DSP. In the
ARM write cycle, the 8-bit counter from O to 255 addresses the RAM and the data
from ARM write to the RAM. Then in the DSP read cycle, DSP read the data from
the addressed RAM. Thus the data transmits from ARM to DSP. Data transmission
from DSP to ARM is the same as the above. ARM gets the data from DSP when
necessary. If DSP checks the case of power quality, DSP will request ARM to get the
sampling data or result of data processing in DSP.

2.2 Internet Interface

As for hardware of Internet application, the electro-circuit for Internet interface is
made up of MAC controller and physical layer (HPY). The 10/100M Ethernet
controller in ARM has media independent interface (MII) and buffered DMA
interface (BDI). Internet MAC control is available in ARM and only a simple PHY
interface chip is needed in the application. RTL8201 is adopted to be the MII
interface. The isolated transformer separates the receiver and transmitter of signal
from RJ45.

2.3 DSP- ADC Interface

AC sampling is the most important for the measurement in power quality monitoring.
For the same ADC, the sampling frequency decides the precision. More samples in a
cycle means more precise. As the frequency of AC waveform varies from time to
time, the interval time to sample is the main factor for FFT algorithm. Phase-locked
logic control electric-circuit gets the interval time for sampling based on the real-time
frequency of AC waveform.

The waveform of AC voltage or current may be exceptional especially when
frequency deviation occurs. In this case, the pulses from PLL module are not fit for
sampling. Threshold of interval time to sample sets to handle the exception. In this
application, when the frequency offset exceeds SHz (referenced frequency is 50Hz),
the sampling frequency becomes fixed. ADS8364 has 6 channel 16-bit AD converters
inside. To protect the ADC from over-voltage damage, dual amplitude limiters are
used before the analog signals input to ADC.

3 Software Design of Hardware

3.1 Code Reload for DSP

Investigation from IEC shows that the probability when each type of power quality
occurs varies with electromagnetic condition. Also different automatic production in
industry is sensitive to different case of power quality. The power quality monitoring
may be instant or continuous. It is unnecessary to add all type of power quality
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monitoring in a device. The spot programmable function makes sense. The basic type
of power quality monitoring such as voltage variation analysis, harmonic analysis and
imbalance of three phases are included in all application. If needed for specific time
and place, some types such as noise estimation, flicker can be added to the
application.

In the application, there is a segment of code named code loader to load a new
application. The segment of code for application and code loader are oriented in
different page of FLASH EEPROM. The code loader includes data receiving, FLASH
erasure and FLASH write processing. Once code reload order is received, the old
application will interrupt and copy the segment of code loader to RAM. The code
loader receives the segment of the new code for application from PC by
communication such as RS-232 or USB. The code loader solidifies the segment to the
address for the old application. After the code reload is finished, the newapplication
starts up again.

3.2 uClinux in ARM

uClinux [8-9] is the mini operation system based on Linux. The uClinux for
microprocessor project is a part of Linux to systems without a Memory Management
Unit (MMU). uClinux is popular in application of ARM. In this application, uClinux
is embedded in ARM and makes ARM run more credibly. The embedded OS
manages the connected modules such as the keyboard, the displayer, the Internet
interface or the other communication interfaces and the communication with DSP.
TCP/IP is embedded in the network file system of uClinux.

4 Application of Power Quality Analysis

Voltage sag, swell and voltage interrupt are the common types in voltage variation
analysis. As for the voltage sag, two parameters are included: one is magnitude of the
voltage sag and the other is duration. Voltage swell and interrupt are the same as the
sag. RMS computing gains the magnitude. The device detects and captures the
voltage variation by comparing the RMS value to the threshold setting for voltage sag
or swell. IEEE Standard 1159-95 [10] recommends the threshold value is 0.9 and 1.1
(of the nominal/rated voltage) for the sag and swell, respectively. If the voltage is
lower than 0.1 (of the nominal/rated voltage), it means voltage interrupt. The
distribution of voltage-duration in voltage variation cases is shown as Fig.2.

As the voltage variation is more popular than the other types, the device classifies
the cases of voltage variation to gain the site-level power quality assessment based on
SARFI-ITIC, SARFI-CBEMA and SARFI-SEMI. The displayer shows the result of
assessment. When necessary for voltage variation analysis in net-level power quality
assessment, the device transmits the data to high-level sever.

The data comes from a branch of Tianjin power supply Co.,Ltd. There are 124
cases of voltage variation from 2002 to 2004. 4 cases 3-phase power interrupt and 52
cases of power variation within 0.9 to 1.1 of rating voltage value. There are 26 cases
of voltage variation in SARFI-ITIC.
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Fig. 2. Distribution of voltage-duration in voltage variation cases

5 Conclusions

(1) The task of ARM and DSP is clear, ARM acts as the core for communication and
human-computer interaction and DSP runs for data processing especially realization
of the algorithms for power quality analysis.

(2) File system of uClinux embedded in ARM includes the TCP/IP. The Internet
interface makes the device works as a terminal of network. Networking of all the
devices not only establishes the platform for power quality assessment, but also
supplies the basic data for the future analysis.

(3) Spot programmable function makes the device work in a more flexible way.
The initialization of device can be based on the special place or special purpose. Also
the software in DSP can be upgraded. Besides, the application of power quality
monitoring is made up of modules in software design, when needed, module for
instant analysis can be added to the device.

(4) In hardware design, FPGA replaces much electric-circuit to establish the
control signals. The design makes the device work more credible. The PLL module
gets the synchronous frequency for sampling and reduces the influence of frequency
variation on FFT.
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Abstract. In order to monitor the ecological risk, it is very necessary to establish
the Chinese ecological risk early-warning indicator system (CEREWIS). Firstly,
the article proposes the principle that should be followed in establishing CEREWIS
and designs the basic framework of CEREWIS on the basis of expert consultation
method. Secondly, the article determines the weights of each indicator through
the further expert consultation and the analytic hierarchy process(AHP), makes di-
mensionless transformation through the maximum and minimum law, and con-
structs the comprehensive evaluation models. Finally, the article comprehensively
evaluates the risk situations of the Chinese ecology in recent 10 years.

Keywords: Ecological risk, Early-warning, Index system, Comprehensive
evaluation.
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1 Introduction

Coordination development of human beings and their living environment is essential
for the society’s healthy operation and sustainable development. Ecological balance
development results in the natural environment adaptive for human existence, and the
natural environment is often the necessary conditions for the development of human
society. Protecting the natural environment just likes controlling the population, is a
China's basic national policy. China is confronted with the hard realities that the
economy has not yet fully developed, but the natural and ecological environment has
been substantially damaged in transition period, which means ecological risk has been
serious risks the public faces. Strengthening early-warning of ecological risk, estab-
lishing ecological risk early-warning indicator system, as well as timely monitoring
and disseminating emergency alarms, can provide scientific basis for government
departments’ pre-control, and correct decision making.

2 Principles for the Construction of Ecological Risk
Early-Warning Indicator System

Scientificity. The construction of ecological risk early-warning indicator system must
have a scientific basis in theory, in practice must be feasible and effective, so as to
gather information and get the performance of the amounts, then make right inductive
analysis and applications accordingly.
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Purposiveness. When determining each individual indicator of ecological risks,
should consider this indicator’s status and role in the whole index system, according
to its nature and characteristics which the particular object of study reflects, to deter-
mine the name, meaning and diameter range of the indicator,.

Affinity. Requires that various indicators of ecological risk early-warning indicator
system must be interrelated and linked with each other in the aspects of meaning,
diameter range, calculation method, calculation time and space range, etc., in order to
understand the magnitude relations, internal relations and its regularity between eco-
logical phenomena in an integrated and comprehensive manner.

Comprehensiveness. This calls for a high degree of generality of early-warning indica-
tors, which can accurately reflect the production and development status of ecological
risk. Thus requires combining static and dynamic indicators, objectively and comprehen-
sively reflecting the conditions and laws of ecological risk’s on-going development.

Maneuverability. Requires each indicator has precise value performance, with a
full consideration of statistical work and the investigation of social status, to ensure
that indicators’ raw data can be collected.

Sensitivity. High levels of sensitivity are required for indicators, and an indicator val-
ue’s subtle change can directly map out the development change status of a risk or a cer-
tain kind of risks. The choice of indicators focuses on simplicity, prevents to be well-
rounded or too complicated, and highlights the functions of risk early-warning forecasting.

Comparability. The designation of indicators must refer to and be with the conver-
gence of the statistical standards and norms domestically and abroad, to carry out
international and domestic comparative analysis. Comparable with the historical data
is also required, early-warning indicators should be relatively stable, which not only
fully reflects the characteristics, conditions and needs of local social development at
that time, but also possesses relative stability to maintain certain continuity for pre-
dicting future development recently.

3 The Structure of Ecological Risk Early-Warning Indicator System

This thesis adopts Delphi method to pre-select the indicators. A total of 12 consultants all
have associate professor’s professional title and above, who are engaged in sociology,
social risks, and social problems for 10 years of research age and above. On this basis,
this thesis establishes a set of ecological risk early-warning indicators system as follows:

Table 1. Ecological risk early-warning indicator system

Primary indicators Secondary indicators Unit
Natural disasters mortality 1/ 10,000 people
Natural disasters Economic losses rate of natural 9
disasters °
Unit GDP energy consumption ton standard coal (TSC) /10, 000

Resources yuan
Cultivated area index %
Forest coverage %
Envi Urban air quality compliance rate %

nvironment :

Compliance rate of surface water %

Urban sewage treatment rate %
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In this indicator system, ecological risks include natural disasters, resources and
environment these three primary indicators and eight secondary indicators.

4 Methods of Ecological Risk Early-Warning

In order to evaluate and monitor ecological risks currently in China., we must adopt
scientific evaluation methods. Comprehensive evaluation method is a method being
widely used currently. There is a need to determine the weights of each indicator and
conduct non-dimensional transformation of indicator values and construct compre-
hensive evaluation models.

4.1 The Determination of Weights of Ecological Risk Early-Warning Indicators

This thesis adoped the analytic hierarchy process (AHP) and clustering methodology
to empower every indicator, based on expert consultation. 11 experts participated in
this expert consultation, respectively from universities and research institutions of
Wuhan, Beijing, Shanghai and Chongqing, where 9 of them have positive senior pro-
fessional titles.

Ecological risk primary indicators include natural disasters, resources and envi-
ronment index. Through calculation, acquire the similarity coefficient of 11 experts;
every similarity coefficient is very close to each other, so there is no need to remove
the individual expert opinions, CR are all less than 0.1, indicating that the judgment
matrixes of experts all pass the consistency. This thesis will use the method of
weighted similarity coefficient to calculate the weights of each indicator, and normal-
ize to get the final weights. The results are as follows:

Table 2. The determination of weights of ecological risk indicators

Experts Similarity Corresponding weights of experts’The largest eigen-CR
coefficients  [judgment matrix value

Expert 1 10.1795 0.3333 0.3333 0.3333 3.0000 0.0000
Expert 2 9.4825 0.3913 0.3043 0.3043 3.0000 0.0000
Expert 3 9.7984 0.2800 0.3600 0.3600 3.0000 0.0000
Expert 4 10.1795 0.3333 0.3333 0.3333 3.0000 0.0000
Expert 5 9.7975 0.3043 0.3043 0.3913 3.0000 0.0000
Expert 6 10.1795 0.3333 0.3333 0.3333 3.0000 0.0000
Expert 7 9.3715 0.3684 0.2632 0.3684 3.0000 0.0000
Expert 8 10.1795 0.3333 0.3333 0.3333 3.0000 0.0000
Expert 9 10.1795 0.3333 0.3333 0.3333 3.0000 0.0000
Expert 10 9.0069 0.2381 0.3333 0.4286 3.0000 0.0000
Expert 11 [8.8637 0.2381 0.4286 0.3333 3.0000 0.0000
Final weights 0.3181 0.3323 0.3496

Through the above study, we can draw the weights of ecological risk early-warning
indicator system at all levels, as follows:
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Table 3. The determination of weights of ecological risk early-warning indicator system

Indicators Primary indicators Secondary indicators
. Natural disasters mortality 0.5360
Naural disasters 0.3181 Economic losses rate of natural disasters 0.4640
Unit GDP energy consumption 0.5323
Cultivated area index 0.4677
Forest coverage 0.2335
Urban air quality compliance rate 0.2515
Compliance rate of surface water 0.2645
Urban sewage treatment rate 0.2505

Resources 0.3323

IEcological risk 1

IEnvironment 0.3496

4.2 The Non-dimensional Approach

After constructing the ecological risk early-warning indicator system, in order to
achieve comprehensive assessments of ecological risk, the dimensions of each indica-
tor must be unified. According to the meanings and data collection’s different diffi-
culty degree of various indicators, this thesis will use three dimensionless approaches
to treat every indicator data. (1) Fuzzy processing method, such as natural disasters
mortality and economic losses rate of natural disasters; (2) Minimax method, such as
unit GDP energy consumption and forest coverage; (3) Interval treatment method,
such as cultivated area index, urban air quality compliance rate, compliance rate of
surface water and urban sewage treatment rate.

4.3 Ecological Risk Assessment Model

The paper use multi-level linear weighted comprehensive assessment method to cal-
culate its evaluation value required for ecological risk evaluation. The formula is

o o— NS m (1)) (2)
Vp = D iy Wi Doy Wi Vg

Where, v; denotes the comprehensive assessment value of ecological risk system in
time period #, Uj(2) represents the j secondary sub-index risk value in time period
t, w; represents the weight of the ¢ primary sub-index corresponding to ecological
risk system, w;;(1) represents the weight of the ; secondary sub-index correspond-
ing to the i primary sub-system.

S Empirical Study of Ecological Risk Comprehensive Assessment
in China

The data collection is a key element of comprehensive evaluation. The data collected
according to ecological risk early-warning indicator system is as follows:
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Table 4. Data sheet of ecological risk early-warning indicators
Specific indicators Units In [n In n [In |In [In [In [n |n
pectiic indicators ! 2000[2001[200220032004[2005[2006[2007[20082009
[Natural disasters mortality 1/100000 6.6 16.81(6.3 4.5416.63(6.09 [7.33,/5.84 18'6 1.93
tEecr:n"m‘C losses rate of natural disas-g, 0061781431391 1.1 |1.17 0.89[3.74 0.74
ton standard coal
[Unit GDP energy consumption (TSC) /10 , 000/1.40 (1.33(1.30|1.36 (1.43|1.43|1.41 [1.34|1.32
lyuan
. . 99.5 98.2196.2 [95.4 (95.2194.9 [94.9 [94.9
Cultivated area index % 100 1 b bk b b B 1
Forest coverage o 16.5116.5(16.5(18.2|18.218.2 (18.2]18.2 [18.2 [20.3
verag ° I S - O O
[Urban air quality compliance rate % 34.434.541.541.4165.8[62.4/69.8 [76.9 [82.4
ICompliance rate of surface water % 51.7[52.9[52.541.6 41 46 [50.055 [57.1
Urban sewage treatment rate % U2.1 43.6 48.4|56 |[59.065.3[72.3

The data is mainly derived from “China Statistical Yearbook”, “Statistical Year-
book of Chinese Society”, “National Economic and Social Development Statistics
Bulletin”, Chinese statistical yearbook database, the relevant years of national statis-
tical database. Unit GDP energy consumptions are computed based on prices in 2000.

By calculating, the risk values from 2000 to 2009 are as follows:

Table 5. Natural ecological risk values from 2000 to 2009

Time

2000

2001

2002

2003 [2004

2005

2006

2007

2008

2009

Risk
value

4.668
5

4.580
8

4.695
2

5.062 |5.480
7 9

5.296
4

5.255
5

4.934
0

6
2

323

4.212

The results can also be depicted by the chart as follows:

IR

e e\,
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1995

2000

HJIA]

2010

Fig. 1. Ecological risk values from 2000 to 2009

From the above chart we can see that the ecological risk of the past decade in Chi-
na has been hovering in the 4-6 point intervals, reaches a peak in 2008 and declines in
2009. According to the risk warning level evaluation sheet, the warning level of eco-
logical risk of the past decade has been the medium warning level, which means that
social risks in ecological areas may occur at any time, in need of public policy-
making sector’s analysis and review of relevant policy decisions and to take measures
to reduce the risk losses to avoid other social risks caused by ecological risk.
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Abstract. Considering the transaction costs and the constraints on trade volumes,
the paper proposes the multiperiod mean average absolute deviation fuzzy
portfolio selection model which the fuzzy return rates are denoted as trapezoidal
fuzzy numbers and the new algorithm—the discrete approximate iteration
method is proposed to solve the model. The algorithm is as follows: According to
the network method, discredits the state variables and transforms the model into
multiperiod weighted digraph; uses max-plus algebra to solve the maximal path
that is the admissible solution; continues iterating until the two admissible
solutions based on the admissible solution are very close. At last, the paper
proves the linear convergence of the algorithm.

Keywords: Multiperiod fuzzy portfolio selection, Mean Average absolute
deviation, Discrete approximate iteration, Fuzzy number.
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1 Introduction

Portfolio selection is an effective way to decentralize the investment risk.In the 1950s,
Markowitz measured the investment risk by the variance and proposed the
mean-variance formulation in a single period.This approach proposed by Markowitz
paved the foundation of the modern portfolio theory[1].However, portfolio selection
inevitably exists fuzzy randomness. Because of the complexity of the stock market and
many subjective factors,it is very reluctant to predict the future trend by the former
return rates..

With the development of fuzzy mathematics, people began to study the portfolio

selection under fuzzy uncertainty situation utilizing fuzzy set theory. In 1997,
Watada[2] studied the portfolio selection on fuzzy return rates. From then on,
numerous studies have focused on promoting the mean-variance approach proposed by
Markowitz under fuzzy investment environment. For instance, Tanaka and Guo[3],

Wang and Zhu[4], Zhangs[5,6], Bilbao-Teros[7], Lacagnina, Pecorella [8]and
Huang [9] respectively proposed mean-variance approach under differently fuzzy
investment environment;Fangs [10], Verchers [11], Guptas [12] proposed Mean

Average absolute deviation approach wunder differently fuzzy investment
environment;Huang[13-15] proposed fuzzy Mean -semivariance, Mean -risk approach;

D. Jin and S. Lin (Eds.): Advances in EECM Vol.2, LNEE 140, pp. 175-[80
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Zhang[16] proposed mean - standard deviation fuzzy model;Lis[17-18] proposed
Mean-variance - partial degrees, mean - entropy ,mean - cross entropy fuzzy

model.Meanwhile, Some scholars study portfolio selection under random fuzzy mixed

situation. For instance, Ammar[19], Hao[20], Hasuikes[21]. But the study above
considered portfolio selection as single phase,namely,assuming investment returns and
risks are changeless and investors haven’t any investment strategy adjustments in the
whole investment period. Obviously,this assumption is not conform to reality.

Considering the transaction costs and the constraints on trade volumes, the paper
proposes the multiperiod mean average absolute deviation fuzzy portfolio selection
model which the fuzzy return rates are denoted as trapezoidal fuzzy numbers .Then this
paper use the new algorithm—the discrete approximate iteration method to solve the
model.

2 Fuzzy Mean Average Absolute Deviation

Definition 1. Let.4,be the rate of return on the ith security, x;be the investment
proportion on Zth security, i = 1,--- ,n, theny, () satisfies: zz;hypothesis fuzzy variables
Aj,for investment yields on the first7kind of assets,/ =1,..- ,n, ;for investment first 7
kind of assets, the proportion of the investment portfolio of yields is

w(X) = M(|min{0, Yo (A - (4)z;)}) = M(maz{0, Zj'zl[.‘l_!{:.-lf)\r; - 4z))}) (1)
where Ais fuzzy variable, w(r)is the mean absolute deviation of the fuzzy returns.

Definition 2. Assume A be trapezoidal fuzzy number, A; = (a;, b;, ¢;, d;)s
For a given level 7, [A]y = ]a; = (1 =—7)c;, b; + (1 —7)d], ¥y € [0,1]. then the

!

possibility mean of A, satisfies:

M(A) = [} v(ai — (1 = y)ei + b + (1 — y)di)d,, = %ith 4 dices 2
According to (1) , (2) ,we have the mean absolute deviation on investment
. b b T oajr; ety dix
portfolio as follows w(x) = L ’”*42'—' L i) (*”122*—’ ST

3 Fuzzy Portfolio on Multi-stage Mean Average Absolute Deviation

As is known to all, financial market are influenced by many improbability factors.
infuzzy uncertainly environment, risk assets' returns couldn't predict accurately. Based
on the above reasons, assuming that there are various risk assets. Let 7;; be the rate of
return about the stage numbered t and risk asset numbered 4, where rit is denoted as
trapezoidal  fuzzy number rie = lai b, e dul, left width ¢, >0, right
widthd, > 0.t =1,....T,i=1,-.- ,n; Let ;;be the investment proportion about the stage
numbered #and risk asset numbered #,;;and Z;;respectively represent buy and sell
quantity about the stage numbered#and risk asset numberedz, Ij+ 1l — Zrepresent
investment proportion about the stage numbered ¢ and risk asset numbered
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2.C;(y; JandC; ( z;, )respectively represent unity transaction costs of buy and sell about
the stage numbered tand risk asset numbereds,Spand.S; respectively represent assets
about the stage numbered 0 and numbered . Let M (ir’},f) represents fuzzy return rates,
f(rp,) Tepresents mean average absolute deviation, then

M (rpe) = 320, [Cadtind 4 Mucd) (a4 gy — 240) 3)
flrpe) = S0 (bugie 4 actdid (g, + gy — 24) (4)
If 7, represents net fuzzy return rates,then
Ipe = M (rp) — >0 [ei(yi) + ci(zi)] ®)
Let U (1. f(r:)) represents utility function about the stage numbered t,then
Ui, [ () = Bi((1 = w) Lyt = wf(rpr)) (©)

where (0 <, <1) means discount factors, ()< <1) means risk preference
coefficient. 3, = 1 means a utility units is the same in each time,w = () means investors
prefer the largest return rates regardless of risk,w = 1 means investors extreme dislike
risk.

Financial market exists transaction costs and volume limit etc. Different investors in
different circumstances has various limit. Its volume and transaction cost function is
multiform. This paper proposes the multiperiod mean average absolute deviation fuzzy
portfolio selection model as follows:

'“*-”-”-'Z?__l Be((1 4+ w)lpy — wf(rp))
Sp = (1 + Tp)Ss 1
0<wyiu <> | jciTii=1,,n @)

s.t.
" 0 < zy < @4

Yirzit = 0

In model (7), the first constraints means the state of final wealth transfer equation about
the stage numbered ¢ — | and numbered ¢;the second constraints means that the buy
quantity of the ith asset can’t excess others’ total quantity, i.e. don’t allow bought,
namly, don’t allow borrow money to buy; the third constraints means don’t allow
shorting about the jth stock , i.e. ,don’t allow borrow shares to sell ; the forth constraints
means does not allow buy and sell the same assets at the same time. The economic
implication of Model (7) means: To meet the four constraint conditions above, how to
allocate various assets to achieve maximum utility for investors.

When there are transaction costs, the forth constraints of Model (7) constant
established[24].

4 Discrete Approximate Iteration Method

The basic steps of the discrete approximate iteration method [24] :

(1) Discreting state variables into four equal parts by ascending order, i.e.,forming
five values;
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(2) Using rotation algorithm can get the objective function values on different status
values.Then constructing a multi-stage empowerment figure; ;

(3) Using algebraic methods to work out the shortest path of multi-stage
empowerment digraph [26] ; If the difference between the k+1 path numbered F**”
and the k path numbered F* ) less or equal (s < 10 - 6) then stop the iteration ,i.e., the

longest path is F**" ; Otherwise continuing iteration based on the shortest path.
(4) Divided state variables the stage numbered k+1 and the minimum and maximum
into equal two parts,then go to step 2.

Theorem. If {/,is concave function, then the discrete approximate iteration method
satisfies linear convergence.

Proof. Let ,(y,j,) be the longest edge of the first stage, /(i,_,, j) be the longest edge of
the other stages, t=2--,T-1, then Uzlir-1.i7) be the longest edge of the T stage, the upper
bound of the optimal solution for model (7) is Uy(0,;)+ -+ Ulip-y.ir).

By discretizating the state variable, we can construct multi-stage empowermental
digraph. And through the great algebra , we can get the longest path from starting point
to terminal point, which is the feasible solution of model (7). Based on the feasible
solution, we can get another longest path through continuing iteration, then the longest
path not less than the previous optimal path. Therefore, feasible solution of discrete
approximate iteration method is monotonic increasing. Furthermore ,as optimal
solution of model (7) with bounded, so the discrete approximate iteration method is
convergence.

Assuming the model's optimal value isz7x then the optimal value of the stage
numbered 4 is {7;;the optimal value of the iteration numbered  +1is g¥*+!, the optimal
value of the stage numbered k+1 is {/*+!;the optimal value of the iteration numbered %

is U/}, the optimal value of the stage numbered ¢ is /) And /" < y/**" Because r, is

concave function, so 0< W KD _up) ie., U}(&-+|} —Ur < {_}.v;m _ U
o e = t
(k+1)
ThenY " (0~ 1) <YL, (U J"—[]SO_M‘(lle M<1Sothe
=1 t=1 e = 3] =
Zr 1 Uy Uyl U U - Ul

discrete approximate iteration method satisfies linear convergence.
Demonstration finished.

5 Empirical Research

Example: In order to illustrate the proposed methods, let us consider the following
thirty securities which choosed from Shanghai 30 stcks:

SL600000),  SH(600005),  Sy(600015), Sy(600016), S5(6000LO), Se(GO002),  Sr(6000B0), Su(GO03E),  S(60004S), Syq(600050),
Su(600104), S, 600362), Sio(600519), S, (6O0900), Sis(6O108S), Sisl60LI1), Sir(BOLIGE), Sigl6OLIES), Si(BO131S), Sy(601328),
S (601390), S(601308), S(6OIG00), Sy (60I601). Ss(BOI62), Si(6OIS5T). S(B01919), Sis(6019R0). S (6O198S), S (G01008).

2

We’ll use the rate of return of the end of each quarter as the sample data from April
2006 to December 2010 (Data from the basic database of Guangdong development
securities Limited company ) . Assuming g — 1. =08, let P, Py, PipandPys O
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represent 5% , 40% , 60% and 95% of rate of return , and
a; = Py, by = Py, ¢y = Pyg — Ps,dy = Pys — Py.50 how to develop the optimal investment
strategy about the five stages on the mean- absolute deviation portfolio selection? This
paper adopts moving average method to estimate the next four stages of rate of return of
thirty securities.

Solution: Using moving average method to estimate the next four stages of rate of
return of thirty securities. Separately calculating five stages of each stock’s
@ir, b, cand o, results.

Using discrete approximate iterative method can work out the optimal five stages
investment strategy as follows:

The first phase of the optimal investment strategy for: a;; =1, a; =0,
i=1,---,30,and i#13 ;

The second phase of the optimal investment strategy for: Without any trading;

The third phase of the optimal investment strategy for: Without any trading;

The forth phase of the optimal investment strategy for: Without any trading;
The fifth phase of the optimal investment strategy for: Without any trading.

6 Conclusion and Expectation

Considering the transaction costs and the constraints on trade volumes, the paper
proposes the multiperiod mean average absolute deviation fuzzy portfolio selection
model which the fuzzy return rates are denoted as trapezoidal fuzzy numbers and the
new algorithm—the discrete approximate iteration method is proposed to solve the
model. At last, the paper proves the linear convergence of the algorithm and it puts
forward a new idea for solving the multi-stage fuzzy portfolio. Through an empirical
study shows that: the discrete approximate iteration method is a good solution to solve
the "dimension disaster" problem of dynamic programming and its convergence is very
good.It’s also used for solving continuous dynamic programming problems, stochastic
dynamic programming problems and sequential decision problems, which have great
application prospect.
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Abstract. The concept of [r,s,t]-colourings was introduced by A. Kemnitz and
M. Marangio in 2007 as follows: Let G=(V(G), E(G)) be a graph with

vertex setV(G) andE(G) Given non-negative integers r, s and t, an [r, s, t]-

colouring of a graph G =(V(G), E(G)) is a mapping C from V(G) U E(G) to the
colour set {0,1,2,--,k—1}such that |c(,)-c(v,)|zr for every two adjacent

vertices Vs Vs c(ei)—c(ej)‘ZS for every two adjacent edges ¢;, €;, and
\u(v,)ﬂ-(e/)\z ; for all pairs of incident vertices and edges, respectively. The [r, s,
t]-chromatic number y,  (G) of G is defined to be the minimum & such that
G admits an [r, s, t]-colouring. In this paper, we determine the [r, s, t]-

chromatic number for join graphs S, +0O,,.

Keywords: Star, Empty graph, Join graphs, [r, s, t]-colouring, [r,s,t]-chromatic
number.

1 Introduction

The [r, s, t]-colouring of graph is a new coloring introduced in [1] by Kemnitz and
Marangio.

Let G=(V(G), E(G)) . be a graph with vertex set v(G) and E(G). Given non-
negative integers r, s and t, an [r, s, t]-colouring of a graph G =(V(G), E(G)) is a
mapping ¢ from Vy(G)UE(G) to the colour set {o1,2... k-1} such that

‘ c,)=cly )‘ > for every two adjacent vertices v,, v,
i J =

C(e,-)—C(ej) ‘ > ¢ for every two

adjacent edges e, , e and ‘ c(v.)—c(e.) ‘ >, for all pairs of incident vertices and edges,
i J

respectively. The [r, s, t]-chromatic number y  (G) of G is defined to be the

minimum k such that G admits an [r, s, t]-colouring.

It is a generalization of classical vertex coloring,edge coloring and total coloring of
a graph. Obviously, a [1, 0, 0]-coloring is an ordinary vertex coloring, a [0, 1, 0]-
coloring is an edge coloring, and a [1, 1, 1]-coloring is a total coloring .

In [1], A. Kemnitz and M. Marangio gave the [r,s,t]-chromatic number of general
graphs of the boundary and some related properties, also discussed the [r, s, t]-
chromatic number of the complete graph of order n. Other results on [r,s,t]-colouring

D. Jin and S. Lin (Eds.): Advances in EECM Vol.2, LNEE 140, pp. 181-[83
Springerlink.com © Springer-Verlag Berlin Heidelberg 2012



182 M. Mo

are presented in [2-4]. In our paper, we determine the [r,s,t]-chromatic number for
Join graphs § 10 .

2 Definitions and Preliminaries

The graphs we shall consider are finite, simple and undirected, unless stated
otherwise, we follow the notations and terminologies in [5,6]. Let G be a graph. We
denote its vertex set, edge set, minimum degree, maximum degree, order, size by
V(G)-E(G) »8(G) » A(G)» p(G)and ¢(G), respectively, and vertex chromatic number,

edge chromatic number and total chromatic number by x(G), x¥(G) and ,(G)
respectively.

A graph G is an empty graph if p(G)=m (#0) and ¢(G) =0, that is, no two vertices
are adjacent, is denoted by O,,. A star is a complete bipartite graph Ki.,, is denoted
by s .

The join G+ H ' of two disjoint graphs G and H is the graph having vertex set
V(G)uV(H) and edge set £(G)U E(H)u{xy|xe V(G), ye V(H) }-

We begin by stating some useful results from the literature. A. Kemnitz and M.
Marangio [1] have proved the following properties for [, s, r]—coloring.

Lemma 1. If H c G then

Zr, 5, r(H) Slr.s.r(G) :

Lemma 2. If /<, ¢ <5, <¢ then

Koy, r’(G) < Zr.x,r (G) .

Lemma 3. For the [, s, /]—chromatic number of a graph G, there holds

max{ r((G)-D+1,s(y(G)-D+1,t+ I}S 2 G <r(G)-D+s(F(G) - +t+1e

ros,t

Lemma 4[5]. Let G and H are simple graphs, then
X(G+H)=x(G)+y(H)-

3 Main Results and Proofs

Let 5 be a star with order n’V(Sn)={Voan"', vﬂ}and E(Sn)z{vovi‘ i=1,2,---,n}, 0, be

an empty graph with order m, v )={v,,v,,---,v, }- The join graphs g 1o is shown

in Figure 1. We are so marked the join graphs g +¢, throughout this paper.
Obviously, (S, +0,)=x(S,)+x(0,)=2+1=3 bylemma4, A(S, +0,)=n+m-
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Fig. 1. Join graphs § +0,

Next we determine the chromatic index for join graphs S, +0,,.

Lemma 5. Let 5 4, be a join graphs of star and empty, then

Y(S,+0,)=A=n+m.

Proof. Let f be a coloring of join graphs § +o with n+m colours, According to n,

m of the size, the proof is divided into two cases as follows:

Case 1. if n>m, coloring the edge of S, +0,,as follows:
fw)=is i=L2,-,n;
fOou)=n+j> j=L2,--,m;

i+j ifi=1,2,---,n-1
Fu)= . s ’
(n+ j+1Dmod(n+m) if i=n, modulusfrom{1,2,~--,n+m}
j=L2 m-.

Case 2. if n<m, coloring the edge of 5 +0, as follows:

fOou)=js j=12,-,m;

fyv)=m+i,i=12,--,n;

roup={T I S NN

! (m+i)modm if j=m

modulus from {1,2,-..m }.

Since adjacent edges receive distinct colours, hence the edge coloring £ is proper,
then

Y(S,+0,)=A=n+m.

m
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Now we determine the [r,s,t]-chromatic number for join graphs 5 +0, -

Corollary 1. For join graphs s +0, , it holds

max{2r+1, s(A-D+1L,t+1}< gy, (0, +C,)<2r+s(A=1)+1+1

r,s.t

Proof. By Lemma 3 , Lemma 4 and Lemma 5, the conclusion is obvious.

Theorem 1. Let 5 4+, be a join graphs of star and empty, if ., +({é—|—l) ¢ and
2

s < 2t, then 2. (S, +0,)=2r+1-

Proof. Let ¢ be a coloring of S, +0, as follows:
Firstly , colour the vertices of S +0, with three colours ¢, r, 2 as follows:
c(vy) =05
cv)=r, i=12,---,n5

c(u;)=2r> j=12,--,m
Secondly, colour the edges of § 1+, withthe A=n+m colours as follows:

A A
In the interval (0, r) is to select f,1+s8,-1 +({E—‘—1)S this {5—‘ colours, in the

. . A . A
interval (r,2r) is to select r+t, r+t+s, -, r+t+(A- 3 —1s this A— 3 colours.

Since 2’ (S, +0,)=A=n+m , hence the edge colouring ¢ is proper, so we abtain
a proper [7.s.1= colouring of S,+0, , hence Zn..(S,+0,)S2r+l [t pholds

Z..0.(5,+0,)22r+1 by Corollary 1, therefore Zr...(S,+0,)=2r+1

Theorem 2. Let 5 +0, be a join graphs , if r>27+(A-1)s , then
XS, +0,)=2r+1-

Proof. Let ¢ be a coloring of 5 +0, as follows:

Firstly , colour the vertices of S, +0, with three colours ¢, r, 2 as follows:
c(vy)=05
cv)=r, i=12,---,n5
c(u;)=2r> j=12,---;m
Secondly, colour the edges of g 1o with the A=n+m colours
tt+s,t+2s, -, t+(A=1)s -
Since y’(S, +0,)=A=n+m , hence the edge colouring ¢ is proper, so we
abtain a proper [r,s,¢]-colouring of g 4+, , hence X0, (8, +0,)<2r+1 - It holds

2o (S, +0,)22r+1 by Corollary 1, therefore 2. (S, +0,)=2r+1-

m
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Theorem 3. Let 5 +p, be a  join graphs , if s>max{r,2t} , then
X5 (8, +0,)=(A-Ds+1 -

Proof. Let ¢ be a coloring of 5 +0, as follows:

Firstly , to colour the edges of § +¢ with the ¥’(S, +0,)=A=n+m colours
0,5, 2s,---,((0, +C,)—1)s, We can make C is proper edge colouring.

Secondly, to colour the vertices of S, +0, with three colours 7,7+, ¢t+2s as

follows:
c(vy)=t>
cv)=t+s, i=12,--,n;

cu)=t+2s> j=12,---;m>

Since  g>max{r2r} We ‘have (t+s)-r=s2>r , (+2s5)-t=2s2r
(t+25)—(@+s)=s2r » |ks—t|=t -+ |ks—@+9)|=t o |s—(t+25)|21 > which
k=0,1,2,---, (S, +0,) - SO C is a proper [rs¢]— colouring, hence

Z,..(S,+0,)<(A=Ds+1, by Lemma 3 we have y (S +0,)>(A-1)s+1, then
2. (S, +0)=(A=Ds+1-

4 Summaries

In this paper, we first precent the chromatic number and chromatic index of the join
graph S, +0,,, then we give the exact values of the [r, s, t]- chromatic number of the

join graphs S, +0,, ifr, s, t meet certain conditions.
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Abstract. The article analysis the problems of the product design for seniors in
our country, such as the lack of eldely ergonomics research data, no concern
about the changing needs and lifestyles of the elderly changes in product
design, Lack of emotional and humanity design, and determine the direction of
older design , toy design, assisted living products, care products and medical
devices, fitness and travel goods design, and give the suggestions when design.

Keywords: product design, seniors, ergonomics.

1 Introduction

The global trend of an aging population, the market of elderly consumer market is
increasingly large. According to National Bureau of Statistics predicts that the next 40
years, China will accelerate the aging of the forecast, tablel is the stream of the aging
in china. Related to age and type of product consumption in the rapid increases in
older industries is a growing potential market. Characteristics of research and
development for the elderly, and the function of reasonable. good quality products
have become competitive in the market for development opportunities. From the
ergonomic point of view, give full consideration to older people's physical
characteristics, psychological characteristics, designed for the elderly to use the
comfortable, convenient, safe, healthy products is the social development needs.

Table 1. The stream of the aging in china

Total >60years old >65years old >80years old

Popul- | Popul- Propo- Popul- Propo- Popul- Propo-
Year | ation ation rtion ation rtion Ation rtion

(billion) Y0 billion Y0 billion Y0

2000 | 12.70 1.31 10.34 0.91 7.13 0.14 10.44
2010 | 13.76 1.73 12.54 1.15 8.38 0.21 12.23
2020 | 14.72 2.45 16.61 1.74 11.83 0.30 12.07
2030 | 15.24 3.55 23.30 244 15.96 0.43 12.07
2040 | 1543 4.09 26.52 3.24 20.98 0.64 15.64
2050 | 15.21 4.38 28.76 3.32 21.81 1.00 2291

1.1 The Lack of Elderly Ergonomics Research Data

The physical and psychological aspects of the elderly and young and middle-aged are
very different, the product design need to get the whole social groups (including the

D. Jin and S. Lin (Eds.): Advances in EECM Vol.2, LNEE 140, pp. 187-ad.
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elderly and disabled) capacity-related aspects of the data, including: physiological
aspects (such as: physical activities, strength, vision, hearing), psychological aspects
(such as: perception, reaction time, memory), and needs to anthropometric data
(human range of body and appearance). This research data can not blindly use foreign
data, with localized features. Therefore, we should focus on the elderly ergonomic
research, with the above information, the formation of a knowledge database, you can
always extract the desired data, provide the basis for the design.

1.2 No Concern about the Changing Needs and Lifestyle of the Elderly Changes
in Product Design

With technological development and social progress, the elderly, changes in
consumer demand. If the product's features, usage behavior, usage and other aspects
of the past, elderly people with different, and constantly changing. On the one hand
with the middle-aged, young people are different; the other hand, the previous
differences in older age groups also. At the present, the products are lack of a clear
market positioning. Such as the market of cheap substitutes, some of the designers of
"lazy design" is also equivalent to the old design,. Seniors product shape, color the
design is too boring, monotonous, modeling language, blunt, can not give a sense of
security, intimacy.

1.3 Lack of Emotional and Humanity Design

Product design should include the experience of the elderly, respect for cultural User
backgrounds; friendly products and services used.

2 Design Direction of Seniors Products

2.1 Toy Design for Seniors, the Changes of Concept Is the Primary Problem

Seniors toy that is developed specifically for older toys, and some activities can help
the elderly wrist, waist, and some have educational functions, for old hands-on brain,
slow thinking, degradation, prevention of Alzheimer's disease.

Psychologists believe that staying at home for elderly people have a tendency to a
return to innocence. The curiosity of the elderly with special emphasis on toys to
satisfy their spiritual needs; some of the elderly living alone, if they can cultivate
interest in favorite toys, flavoring agents will increase the number of life for people
with mild dementia of the elderly, not only can improve the quality of life, but also
promote health and longevity.

In Western countries developed for adults and older toys, toy market has become
hot. In the United States, 40 percent of the toys are specifically designed for adults.
Japan is also a lot of toys in the development of new features for the elderly, such as
electric toys, playground common "combat crocodile," attach a blood pressure
measurement function, as both entertainment and sports features, not only for stroke
patients future nursing home can also be used. In this respect our country still in the
blank.
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2.2 Assisted Living Products

Physical characteristics and lifestyles of older people the correct analysis is to develop
products in the market based on age. China more than 70% of the elderly are healthy,
able to live independently, the demand for assisted living products is outstanding.
Good living environment pleasant for the elderly can be physical and mental health,
maximize their self-care period. Aging industry in more developed Western countries,
the success of this design is very worth learning from. Manufactures really
understands how to cast the like elderly: the French coffee with his grandmother, the
United States, chewing gum dentures for the elderly, the elderly Japanese diaper
production of urine bag. There are also older refrigerators use foot switches, push-
button automatic latch, and so on.

2.3 Care Products and Medical Devices

Care products and medical devices for elderly and sick, the elderly living can not be
completely self-designed products. Such as: wheelchairs, physiotherapy apparatus, the
elderly with the diapers, blood circulation machine. Aging of the population caused
by family size and family structure, family pension functions to continue to weaken,
with the aging population, aging population is bound to the development of sick
disability, life can not take care of the increasing proportion of elderly, with nursing
and medical products can be part of the elderly to achieve self-care.

2.4 Fitness and Travel Goods Design

According to the U.S. Department of Health and Human Services issued a "guidance
report on physical activity of citizens," said long-term regular physical activity
participation can be effective in preventing cardiovascular disease, increase life and
maintain good health. This is the first issued by the authority of the government's
public information, on the positive role of sports fitness.

Scientific studies have shown that regular physical activity with cardiovascular
training, strength training can reduce heart disease, myocardial infarction,
hypertension, diabetes, colon cancer, depression and other risk of complications.
Proven, the effect is particularly evident for the older age groups, for the prevention
of Alzheimer's disease, improve quality of life of older persons has a very positive
role. However, fitness center, sports rehabilitation, and even sporting goods
manufacturers, few of the old market of specialized segments, nor in the products
designed.

3 Suggestions

Design issues involved in the elderly can not but arouse our attention. Related to age
and type of product consumption in the rapid increases in old age has become the
industry's investment in the direction of the 21st century, is one of a growing potential
market. Characteristics of research and development for the elderly, and the function
of reasonable, good quality products have become competitive in the market for
development opportunities. Give full consideration to the elderly physical
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characteristics, psychological characteristics, designed for the elderly to use the
comfort, convenience, safety, health product needs of social development, but also the
social responsibility of the designer. Deal with the problems, given the following
design recommendations.

3.1 Concern the Elderly Consumption Patterns and Behavior Research Found
the Demand Rather Than creating Demand

Development of new products taking into account the age when the user is very
important is to teach them how to be considered in practical design. Only when the
designer has added to the older users, join a design and prototype evaluation of the
experiment, they only fully realize the challenges of significance.

3.2 The Necessary Respect

The United Nations stressed the principle of independence of the elderly,
participation, care, self-fulfillment and dignity. Because the elderly, the disabled, the
"vulnerable" status, the community did not need to do their daily behavior research.
Modern "accessible design", and some specifically for the elderly, the disabled,
design appliances so that they most enjoy everyday life with the same treatment and
normal power.

3.3 The Use of Modern Technology

With the development of technology, there will be more and more new technology
into the lives of the elderly. While older people can not be sure how strong the
demand for technology products, many products design services focus only on the
mainstream consumer group of young, ignore the special needs of elderly consumers,
thereby reducing the elderly desire for consumption, I am afraid that is an
indisputable fact. Considerable number of enterprises in the use of high technology
spare no effort in understanding and to facilitate the use of consumer products is very
high-tech do not mind. Almost half of the elderly suffer from varying degrees of
"technology phobia". How to use new technology to optimize product capabilities,
simplified user interface in the elderly is an important topic of product design.
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Abstract. A time-efficient 256 point fast Fourier transform (FFT) processor
realized in programmable devices(FPGA) based on a novel architecture is
presented. Simulation results indicate that the use of a 16x16 parallel structure
for realizing 256-point FFT leads to a 16 times higher processing speed
compared to its counterparts employing other series techniques.
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1 Introduction

The fast Fourier transform (FFT) is one of the most popular algorithms in digital
signal processing and it is used in communications, radar and reconnaissance
applications. Field programmable gate arrays (FPGAs) have long been attractive for
accelerating FFT processing speed[1]. FFT implementations on FPGA have been
performed by using distributed arithmetic[2], complex multipliers[3], CORDIC
algorithm[4], and global pipeline architecture[5]. However, there is no high speed
FFT processor among them, which is critical for wideband system such as radar, SDR
(software define radio) and reconnaissance[6].

This paper proposes a high speed 256-point FFT processor based on FPGA using a
hybrid-parallel and pipeline architecture. The study has been particularised to
decimation-in-frequency (DIF) FFTs of length 256 points and a 8-bit word-size has
been considered. The whole processor has been implemented using two parallel 16-
point FFT and 16 complex-multipliers between them. Its performance is found to be
suitable with 2GHz streaming input data that is a very speediness effective option for
wideband system.

2 Hybrid Parallel FFT Algorithm

To improve the system operation speed, a hybrid parallel FFT algorithm is used in
this processor. Let us consider a DFT x(n) of dimension N[7].

N-1
X (k)= x(mW* (1)
n=0

Where W' =e ™" and k=0...N-1. If N is the product of two factors, with
N=N1*N2, the indices n and k we can redefined as follows: n=N1*n2+nl, where
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n2=0...N2-1 and n1=0...N1-1, k=N2*k1+k2, k2=0...N2-1 and k1=0...N1-1. Then
we can split Wy as follows

_ 2k 7]-2”(1‘11\’2*1‘2 YNy +my) —jl2n(ky +"72)(nz )
W[\;’k e N =¢ NN, = N, Ny
. 27kany 27k 27k (2)
—_/[272’k1n2+7N +- N + NN k & X
— 2 1 12— 21 1 ek
=e = W Wimw}
Afterwards, we get:
N-1 N1
_ nyky kyny mk;
X (N, +ky) = D 1. x(nyN, +n)W,y W Wy 3)
m=0 n,=0

The N point DFT coefficients X(k) can be calculated by N1 channels of N2 point FFT
in parallel.

3 FPGA Implementation

The structure of the routines implemented into FPGA can be descripted as follow.
Firstly, a DEMUX operation is used to de-series the input data into 16 parallel
channels. Secondly, a global pipeline 16-point FFT is employed to these parallel data.
Thirdly, the outputs of global pipeline FFT are multiplied with 16 complex
coefficients from FPGA internal ROM. Lastly, another global pipeline 16-point FFT
processor is employed to the outputs of the 16 complex multiplies. Afterwards, a
MUX operation is used to make a serial output from FPGA. The 256-point FFT is
calculated using 2 number of global pipeline 16-point FFTs. Synthesis and
implementation of the design proved to take very high speed and consume less power
when implemented on a xc4vsx55 device from the Xilinx family.

Table 1. Device utilization summary for the FFT processor

Source Type Used Available Utilization
Number of Slice Flip 10.717 49.152 2
Flops
Number of 4 input
LUTs 4,615 49,152 10%
Number of bonded
IOBs 502 640 78%
Number of
BUFG/BUFGCTRLS 4 32 12%
Number of
FIFO16/RAMBI 65 32 320 10%

Number of DSP48s 120 512 21%
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Fig. 1. Implementation results of this time-efficient FFT processor

4 Simulation Results

After the design entry of the respective blocks in the FFT processor, applying certain
test patterns to verify the correctness of each block is functionally simulated. This
level of simulation helps in testing the functionality of the design without including
the gate level delays. Simulation of the design after implementation of the design is
also done in order to obtain the delay associated with the FFT processor at the
transistor level. This level of simulation takes more time compared to the functional
simulation and gate level simulation. This level of simulation is known as timing
simulation. Functional verification of the designed FFT processor, is done by
simulating the top level RTL by applying various test patterns using a test bench.
Simulation consumes 108 clock cycles to complete the 256-point FFT using the
proposed hybrid parallel architecture after the data has been applied. The time taken
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Fig. 2. Simulation results of the FFT processor
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for the computation is 128ns(16 periods) at 125MHz internal clock frequency. Thus
the input and output data rates can be as fast as 2GHz, which is 16 times of the
calculation speed inner FPGA chip. Fig.2 shows the timing simulation result of this
design with 3dB Signal-Noise-Ratio.

5 Conclusion the References Section

A 256-point high speed pipeline FFT processor for wideband system is designed,
simulated, synthesized and implemented on FPGA. The whole design is done on
VHDL. The architecture of this time-efficient FFT processor is given. VHDL design
is on Synplify and simulation results are achieved on ModelSim and then synthesis is
done on ISE to get the logic level. The overall resulted design has been implemented
in a Xilinx xc4vsx55-12ff1148 FPGA. The approach presented here reduces the
hardware complexity in FFT processor architectures and implements circuits more
efficiently than global pipeline proposals. Main results indicate that the proposed
time-efficient FFT processor performed with hybrid parallel structure gives up to 16
times operation frequency than the Xilinx cores. On the other hand, the area
efficiency of the proposed 256-point FFT approach is 120% better than for the global
pipeline FFT processor proposed in [5]. With our strategy, a time efficient FFT
processor is implemented that can process data at a sample rate of up to 2G sample/s
using patient resources.
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Abstract. The data of the relations between project communication and project
performance can be collected by questionnaire. Then SPSS software was used
to analysis the data. The research shows that project communication has the
most significant impact on project schedule. And different project
communication factors have the different impacts on project performance.

Keywords: Project communication, Project performance, Correlation analysis.

1 Introduction

Project communication 1is an organizational communication. Organizational
communication has some features, which communication groups are not only the objects
of the relationships, but also the targets of the organizational tasks. In addition to have
characteristics of organizational communication above mentioned, project communication
is flexible and dynamic, that make it have more difficulties and more impacts than
organization communication. Just like Chester Barnard strongly asserted 60 years ago in
his famous book The Function of the Executive, “In the exhaustive theory of organization,
communication would occupy a central place, because the structure, extensiveness, and
scope of organizations almost entirely determined by communication techniques.”

Project communication has been widely recognized that it had the very important
impacts to the relations within the project organization [1], [2], as well as the external
relations of the organization, as owners, partners etc. [3], [4]. Although a lot of
research and practice improved that project communication has the important
influence to the project success [5], [6], [7], there is no evidence shows how
communication factors affect the project performance. This study aimed to the
relation between project communication and performance. Significant correlation
between project communication and project performance should be improved by the
quantitative methods. Then, we further explored the connections among the
communication ways, frequency, channels, feedback and project performance.

2 Methodology

Reference to the empirical methods at home and abroad for the communication, this
study used the questionnaire to collect data and make the quantitative analysis.
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2.1 Questionnaire

A particular questionnaire was designed to explore the relationships between project
communication and performance. There were two parties in this questionnaire. One
was about project performance, another was about project communication.

1. The project performance factors

We must determine what factors were used to define project performance. In
engineering, three factors usually used to estimate the project performance: project
schedule, project cost and project quality. Therefore, we measure the project
performance according to the three factors. That is, shorter schedule (shorted as P1),
lower cost (P2), and higher quality (P3) mean the better project performance.

2. The project communication factors

It must be determined what factors were chose to represent project communication.
Project communication is very complex, and includes a widely range of contents. It is
very difficult and critical to determine the project communication factors. In order to
get the typical communication factors, we have following references:

1) The Communication Satisfaction Questionnaire (shorted as CSQ), designed by
Downs and Hazen (1977). The questionnaire had been used in the more than 50
communication study of different countries, different industries and different
organizations since it came out in 1977. The stability of its communication factors
had been improved by a lot of research [8].

2) On the base of above questionnaire, Xiaojun Qian designed the questionnaire of
employee satisfaction according with China’s actual situation. He made an empirical
study of employee satisfaction for Chinese employee [9].

3) The questionnaire designed by Linda S. Henderson for the exploratory study of
project managers’ competency in two core communication processes — encoding and
decoding [6].

4) The communication advices proposed by J. Rodney Turner and Ralf Muller who
study the relationship between project team and project owners [3].

5) Phillip G. Glampitt and Cal W. Downs explored the relationship between
communication and productivity. The result showed that communication was
perceived to have an above average impact on productivity and the communication
satisfaction factors differentially impacted productivity. The personal feedback factors
had a significant impact on productivity [10].

Combined with the above research results and the features of project
communication, our questionnaire determined 4 factors to represent project
communication: communication climate (shorted as C1), communication channels
(C2), communication frequency (C3), and personal feedback (C4).

3 Communication Items

In order to collect the specific data effectively, we needed some communication items
to descript the four factors. According to the related researches and the features of
project communication, 18 items (showed by Table 1) were chose to descript the
communication.
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Table 1. Project Communication Items

Project Communication factors Communication items

the degree of getting the correct information (X1)
Communication climate satisfaction (X2)
Emergency communication satisfaction (X3)

the degree of getting the change information (X4)
the way of reporting exception (X5)

Communication Climate
(CchH

the degree of joining the plan meeting (X6)

the degree of preparing meeting files (X7)

the degree of changing the unsuited plan (X8)
the degree of repeating communication (X9)

the way of getting the change information (X10)

Communication Channels
(€2)

the frequency of publishing the project performance
(X11)

the frequency of reporting the progress (X12)

the summery of phrase experience (X13)

the publication of summary report (X14)

Communication Frequency
(C3)

the content of publish report (X15)

the degree of understanding the execution of whole plan
(X16)

the degree of understanding the organization’ targets and
policies (X17)

the degree of understanding the personal work estimation
(X18)

Personal feedback
(C4)

4 Questionnaire Designed

Based on the factors and items mentioned above, we developed a questionnaire with
three parts to collect related information.

1) The context of the participants’ basic situation.

In this part, the participants were asked to provide biographical information (e.g.
gender, age, and years of project experience).

2) Project performance evaluated

The participants were asked to give the information about the schedule, cost and
quality of projects which they were involved over the past 3 years.

3) Project communication evaluated

The participants were asked to estimate the project communication (e.g. the feeling
about the communication climate, the degree to get the change information).

The questionnaire used Likert Scale, which measuring the degree to that people
agree or disagree with a statement, usually have 5 items: 5. Strongly agree; 4. Agree;
3. Neither agree nor disagree; 2. Disagree; 1. Strongly disagree.

The participants were asked to evaluate the questions according to their experience
and select the correct option. At last, we should get a score. The higher score stand for
the higher degree. We could make use of these scores to do quantitative analysis.
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To ensure the credibility of the questionnaire, we did a small sample survey at first,
handled the collected data and modified the survey questions. Then, reliability and
validity of the questionnaire were tested. The test result showed the questionnaire
passed the examination. Finally, the formal survey questionnaire was formed.

2.2 Participants Selection

The purpose of this research was explored the project communication impacts on the
project performance. So the sample should be these men or women who ever joined
projects and have the project experience.

The study chose a data collection method previously utilized by Posner, Sotiriou,
and Linda to generate a convenience sample of project management professionals. In
their respective researches, these researchers surveyed a subject participant during
project management seminars. Similarly, we surveyed participants of MBA or
Masters of Engineering of one famous university. The participants had different
background of work and project, and met the demand of the study.

180 questionnaires were sent out and 95 available questionnaires were retrieved,
including 79 males, or 83.2% of the total, and 16 females, or 16.6% of the total. They
are all project managers.

3 Results

The survey items were factors analyzed using Correlation Method by SPSS software.
The collected data was analyzed from two aspects descript by Fig. 1.

| Project Communication (C) |

- e S ——

Communication| |Communication| [Communication Personal 1
Climate (C1) Channels (C2) | |Frequency (C3)| | Feedback (C4)

- - =

le 2o
|Project Schedule (P1)| | Project Cost (P2) | | Project Quality (P3) |:

Project Performance (P) |

Fig. 1. The Factors Analysis System

3.1 The Analysis of the Relations between the Project Communication Factors
and Project Performance Factors

We test the correlation between project communication factors and project
performance factors. The Table 2 showed the results.
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Table 2. Correlation Coefficients between Communication Factors and Performance Factors

The Project Communication Factors The Project Performar}ce Factors
Schedule Cost Quality  Total mount
Communication Climate 0.434**  0.385**  (0.295%* 1.114
Communication Channels 0.223* 0.282**  0.205* 0.71
Communication Frequency 0.286* 0.066 0.086 0.438
Personal Feedback 0.332*%*  0.308**  0.352%* 0.992
Total mount 1.275 1.041 0.938

* In confident coefficient (double measurement) of 0.05, the correlation is significant
** In confident coefficient (double measurement) of 0.01, the correlation is significant

From the table, we could get 2 suggestions:

1) Communication had the most significant impact on project schedule.

The biggest vertical total mount of correlation coefficients was 1.275, which
between communication and project schedule. That mean the greatest impact of
communication was on project schedule.

2) The relations between the communication factors and performance factors were
differently close.

We could see the communication factor which had the most significant impact on
project performance was communication climate, which was significantly positive
with all three performance factors at the confidence score of 0.01, and the total
correlation coefficient was 1.114, the largest figure in horizontal total numbers.
Meanwhile, communication climate had the more impact on project schedule than
cost and quality.

Followed by communication climate, the factor that also had the significant
positive with all three performance factors at the confidence score of 0.01 was
personal feedback. More over, the closest performance factor to personal feedback
was quality, followed by schedule and cost.

The third factor was communication channels which was significant with cost at
the confident score of 0.01, with schedule and quality on the confident score 0.05.
That meant the communication channel had the greatest impact on project cost.

Finally, the factor that had the weakest impact on performance factors was
communication frequency, which only was significant with schedule at the confident
score 0.05.

3.2 The Analysis of the Relations between the Communication Items and
Project Performance Factors

The result was showed in Table 3.

The communication items were the specific communication behaviors. The data
analysis might give us some suggestions to improve performance by changing the
items. We could get some results below:

1) The item the degree of getting the correct information had the most significant
positive with all three project performance factors in all communication items.
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Table 3. The Correlation Coefficients between Communication Items and performance

Project Performance

No. Project Communication Items Schedule Cost Quality Total
Amount

X1 the degree of getting the correct information 0.341** | 0.378** | 0.355%* 1.074

X2 Communication climate satisfaction 0.241* 0.311%** | 0.297** 0.849
X3 Emergency communication satisfaction 0.249* | 0.263** | 0.174 0.686
X4 the degree of getting the change information 0.409%* | 0.264** | 0.261%* 0.934
X5 the way of reporting exception 0.205* 0.164 0.046 0.415
X6 the degree of joining the plan meeting -0.077 0.162 -0.045 0.04
X7 the degree of preparing meeting files 0.102 0.13 0.198 0.43
X8 the degree of changing the unsuited plan 0.173 0.232* | 0.233* 0.638
X9 the degree of repeating communication 0.236* 0.102 0.086 0.424

X10 the way of getting the change information 0.29** 0.21%* 0.107 0.607
the frequency of publishing the project

X11 0.262* 0.048 -0.064 0.246
performance
X12 the frequency of reporting the progress 0.138 -0.16 -0.137 -0.159
X13 the summery of phrase experience 0.293** 0.103 0.158 0.554
X14 the publication of summary report 0.154 0.084 0.133 0.371
X15 the content of publish report 0.189 0.204* 0.104 0.497
X16 the degree of understanding the execution of 0.247% 0187 0174 0.608
whole plan
X17 the degree of understandmg.tltle organization 02825 | 0229% | 0292%* | 0.803
targets and policies
X18 the degree of understgndlpg the personal work 0.149 0145 | 0294% | 0.588
estimation
Total Amount 3.883 3.056 2.3465

The result meant that it was very important to getting the correct project
information for project staff. To get correct information not only improved the
productivity, but also had the positive affection to project team member, just like “the
work support of project team was good, I can get the correct information as soon as
quickly that make my job easier” Or “the team pay attention to my job, what I
needing can get soon”.

2) The items the degree of getting the change information, Communication climate
satisfaction, and the degree of understanding the organization’ targets and policies
had the most significant correlation with two performance factors in confident score
of 0.01, and had significant correlation with other performance factor in confident
score of 0.05.

These items could affect the project performance. The project managers might
make these items better to improve performance.

3) The items had the correlation more or less with project performance factors
except four communication items. E.g. we could see that the item the degree of
understanding the personal work estimation had the significant correlation with
quality factor; item the summery of phrase experience had the great impact on project
schedule etc. The project manager might take corresponding measures to mend
performance.
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4) There were some negative correlation coefficients in the analytical data just like
the coefficients of the items as the degree of joining the plan meeting, the frequency
of reporting the progress. The result suggested that not more meeting, more progress
reporting, the better project performance.

4 Conclusion

The analytic study made use of the project communication questionnaire designed by
ourselves to collect data about project performance and communication, took the
project management staff for the survey samples. The correlations between project
communication and project performance were analyzed. The results suggested that the
communication had the most significant impact on project schedule, and different
communication factors had the different effects on performance. The study could
provide the communication methods to improve project performance.
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Abstract. The Linear Frequency Modulation (LFM) signal is a classical non-
stationary random signal. And the processing method to LFM must expand
from frequency domain to time-frequency domain. The S transform (ST) is a
time-frequency analysis method which has an adaptive window, and the width
changes with frequency. The classical ST algorithm is Time S-transform, and
the corresponding inverse ST (IST) is Time IST. In this paper, the Time ST and
Time IST algorithms are applied to the filtering of LFM. Simulation results
show us that the method is effective to the LEM filtering.

Keywords: Linear Frequency Modulation, Time S transform, Time inverse S
transform, time-frequency filtering.

1 Introduction

The Linear Frequency Modulation (LFM) is widely used in many fields, such as
radar, sonar and communications. It is important to research the LFM filtering
method. The LFM signal is a classical non-stationary signal. The traditional signal
processing method is based on the Fourier transform, which can only describe the
whole time characters of the signal and the local time characters are neglected. And
the time-frequency analysis method must be adopted to describe the local time
characters of the signal.

The S transform (ST) is a time-frequency analysis method which have many good
characters, such as it has an adaptive window, and the width changes with frequency.
In this paper, the Time ST algorithm, the Time IST algorithm and the time-frequency
filtering method are applied to the LFM filtering.

This paper is organized as follows. In Section 2, the time ST and its inverse
transform algorithms are described. In Section 3, the time-frequency filtering
approach and its application to the LFM filtering are described. In Section 4, the
conclusion is made.
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2 Algorithms of Time S Transform and It’s Inverse

The ST time-frequency analysis method was proposed by Stockwell [1], and it has
been applied in various fields, such as geophysics [2], power quality analysis [3], and
climate analysis [4].

The definition of ST is called Time ST, and the corresponding inverse algorithm is
called Time IST.

2.1 Time S-Transform Algorithm

The ST of a continuous time signal is defined as [1]
S(z, f) = J’ h(OW(t — 7, f)exp(—i27 fo)dt , (1)

where w(t -, f) is usually the Gaussian window

‘f 2 p2
wit—-1,f)=——exp(—(t -7 /12), 2
( 5 or p(=(t=7)"f"12) (2)
The center of the Gaussian window is 7 , and the width of the window is controlled
by 7 . The Gaussian window is employed in [1], but other window functions can also
be used [5], [6].
Substitute (2) into (1), the Time-ST in the continuous form is derived as
S(z, f) = ih(z) \‘/% exp(=(t = 7)° £ 1 2)exp(—i27 ft)dt - 3)

In (3), lettingz— j7, f—n/NTand t+—pT, jand n=0,..,N-1,whereT denotes
the sampling period, N denotes the number of samples, the Time-ST in the discrete
form is derived as

SGT.nINT) =S h(p) d
Ji,n = p
=0 NA~27

To make the following inverse operation exact, the average of the discrete time
series is assigned to S(j7,0) with the zero frequency.

exp(-n*(p—j)* 12N*)exp(-i2zpn/ N) > # 0. (€]

1 N-1
S(jT,0)= ﬁZh@) . (5)
p=0

2.2 Time Inverse S-Transform Algorithm
To derive the Time inverse ST algorithm, a time-time function is defined as
x(7,0) = h(t)exp[-(t = 7)* 2 1 2] . (6)

It is obvious that (6) is transformed to x(¢,7) = u(t) at 7 = ¢ for any frequency f . It

supplies a way to derive h(t) via
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h(t) = x(7,1)

oy )
From the window function expression (2), we can derive
exp[—(t—r)2f2/2]=\/]27w(t—r,f). ®)

Substitute (8) into (6), the time-time function can be rewritten as

2z

x(z,1) =‘T_7‘rh(t)w(t—r, . ©)
Appling the Fourier transform to both sides of (9), we can derive
X(r,f)= J:mh(z)w(z —7, f)exp(—i27 ft)dt = \/?S(T, f). (10)

where X (7, ) denotes the Fourier transform of function x(z,7) . And then via inverse

Fourier transform of X (z, f) , the function x(7,#) can be derived as

S, f)

xe.0 =" X(@ frexp@z fdf =2z [ /] exp(i27 fO)df . 1)
From (7) and (11), the Time ST is derived as
h(t) = x(z.1)|,_, =27 J”; S.f) exp(i27 f)df . (12)

/1

Lettingt — jT and f — n/ NT in (12), the Time inverse ST in the discrete form is
derived as

N/2-1

HWjT1= Y

n=-N/2 ‘”‘

@S[j,n]exp(ﬂlznj/N). (13)

3 Application to the LFM Filtering

In the actual communication system, the LFM signal is interfered by noise. We
suppose that all noise is additive white Gaussian noise (AWGN) in this paper unless
otherwise stated. Fig.1a shows the ideal LFM signal without noise. Fig.1b illustrates
the ST spectrum of the signal in Fig.1a in the form of contour. Fig.1c illustrates the
ST 3D spectrum. Fig. 2a shows the LFM signal interfered by noise and the SNR is set
to 5dB. Fig.2b shows the ST spectrum of the signal interfered by noise in Fig.2a. The
ST spectrum in Fig.2b is interfered by a lot of cluttered curves which are caused by
the noise. And the goal of the designed filter is to suppress the cluttered curves caused
by the noise and consequently the noise in the LFM signal is suppressed. Fig.2c
illustrates the ST 3D spectrum of the signal with noise.
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Fig. 1. The ideal LFM signal. (a) The waveform of the ideal LFM signal. (b) The ST spectrum of the
signal in Fig.1a in the form of contour. (c) The ST spectrum of the signal in Fig.1a in the 3D form.
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Fig. 2. The LFM signal interfered by noise. (a) The waveform of the LFM signal interfered by
noise. (b) The ST spectrum of the signal in Fig.2a in the form of contour. (c) The ST spectrum
of the signal in Fig.2a in the 3D form.
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A filtering approach named self-filtering is proposed in [7]. The designed filter is
defined by

Sz, /)|

TFF(t,f)=———"——,
D= s, (5@ 1)

(14)
where TFF(z, f) denotes the designed filter, |S(z, f)| denotes the amplitude of the ST
representation of the signal interfered by noise, and max_,(S(z,f)) denotes the
maximum of |S(z, f)| over the plane (z,f) . In (14), dividing|S(z, )| by its largest value
over the (z, f) plane ensures that the peak amplitude of 7FF(z, f) is 1. Those points in

the (z, f) plane with smaller amplitude are considered to be derived from the noise.

After the filtering operation, the amplitude gets smaller or becomes zero for the points
with smaller amplitude, so the noise attenuation filtering is achieved.

Multiplying the ST representation of the LFM signal interfered by noise by the
user designed time-frequency filter, the ST representation after filtering is derived via

Sz, )

= -TFF )= S
SF(va) S(T’f) (z.vf) S(T’f)maxf.f(‘s(f,f)

; 15
) 15)

where 5,.(z, f) denotes the ST representation of the signal after filtering, S(z, f) denotes

the ST representation for the signal interfered by noise, and 7FF(z, f) denotes the self-

filtering filter.

Fig.3a and Fig.3b show the ST spectrum after filtering. We can see that the ST
spectrum after filtering gets cleaner after filtering operation, and the cluttered curves
caused by the noise are mostly restrained.

The ST has a very useful character which makes the ST time-frequency filtering
possible, that is to say, the integral of ST overr is the Fourier transform of a(r). We

can derive the Fourier transform function of the filtered signal
Hy(f)= [ S,(@.f)dz= [ S@ fITFF(z, f)dz, (16)

where H,(f) denotes the Fourier transform of the filtered signal. And the filtered
signal is derived from an inverse Fourier transformation,

he(t)= [ Hp(f)exp(i2z fi)df - (17)

Synthesizing (14), (15), (16) and (17), the filtered signal is derived as

[z |S(z. /) .
hy (1) = j{hsm f)imax,_f(\S(r,f)\)dT exp(i27 ft) Hdf . (18)

Fig.3c illustrates the waveform of the filtered signal. Comparing Fig.3c with
Fig.2a, we can see that the signal interfered by noise is improved after filtering.
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Fig. 3. The ST spectrum and the signal waveform after filtering. (a) The ST spectrum after
filtering. (b) The ST spectrum after filtering in 3D form. (c) The signal waveform after filtering.

To evaluate the performance of the filtering method, the criterion of the mean
square error (MSE) is introduced. The MSE of is defined as

-1y : 19

MSE_h—EZ[h(m—h,,(k)] , 19

k=1
where h, (k) denotes the ideal noiseless LFM signal. Considering that the real parts of

the complex signals, h(k) and 7,(k) , have the practical significance, the real parts

should be extracted and used in the Matlab simulation for (19).

Fig.4 illustrates the MSE comparison for the LFM signal with noise and the filtered
signal. In Fig.4, the subscript ‘n’ indicates the signal with noise, the subscript ‘f’
indicates the signal after filtering. The simulation was carried out for 20 times.

From Fig.4, we can see that in the 20 times of simulation, the MSEs of the LFM
signal after filtering, MSE_hf, are less than that of the LFM signal with noise,
MSE_hn, which shows us that the noise is restrained after filtering.
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Fig. 4. MSE comparison of LFM signal with noise and the filtered signal

4 Conclusion

In this paper, we applied the time-frequency filtering based on the Time S-transform
and its inverse algorithm to the filtering of the LFM signal, the result of experimental
simulation shows that the noise is distinctly restrained after filtering and the Time ST
time-frequency filtering approach is effective to noise attenuation and useful to the
LEFM filtering.
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Abstract. LZ77 algorithm uses limited window to find matches in previous
text. It must perform string matching with previous cache for each location of
sliding window, the process time of which will increase. Based on analysis of
LZ77 dictionary compression algorithm as well as advantages and
disadvantages of BP neural network, a novel dictionary compression algorithm
BP-LZ77 optimized by BP network was presented. The performance of BP-
LZ77 algorithm is greatly improved while inherits time advantages of LZ77
compression algorithm. The combination reason of LZ77 and BP network was
given. The general idea of BP-LLZ77 was described and details of LZ and BP
parts were also provided. Computation and analysis verify feasibility and
practicality of BP-LZ77.

Keywords: Dictionary compression, BP, LZ77, data compression.

1 Introduction

Data compression technology decrease redundancy by re-encoding data. In 1977,
Israeli mathematician Jacob Ziv and Abraham Lempel proposed a new data
compression coding method Lempel-Ziv algorithm family, including LZ77, LZ88 and
some variants. For its superior characteristics as simple and efficient, it is now the
basis of primary data compression algorithms. LZ series algorithm belongs to lossless
data compression algorithm. It is achieved with dictionary encoded technology, which
mainly includes four major algorithms as LZ77, LZSS, LZ78 and LZW. Among
them, LZ77 algorithm is notable for short compression time. The major compression
tools are impacted from it. The rapid development of neural network technology
becomes application of it in data compression technology reality. Based on through
research on LZ77 and BP network, a novel data compression program BP-LZ77 that
combines these two was presented.

The paper is organized as follows: section 2 introduces advantages and
disadvantages of LZ77 and BP network; section 3 designs BP-LZ77 algorithm;
section 4 analyzes on performance parameters as compression ratio and compression
time and section 5 concludes our work.

D. Jin and S. Lin (Eds.): Advances in EECM Vol.2, LNEE 140, pp. 211-214.
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2 LZ77 Algorithm and BP Network

2.1 LZ77 Algorithm

Jacob Ziv and Abraham Lempel described a technique based on sliding window
cache. The cache is used to store recently processed text. The algorithm is commonly
known as LZ77. LZ77 and its variants found that words and phrases in text stream are
likely to repeat. In case of one repeat, the repeated sequence can be substituted by a
short code. Compression program scanned such repeat and generate code to replace
repetitive sequences. As time goes, code can be reused to capture new sequence.
Algorithm should be designed as extraction program to derive current mapping of
original data sequence.

Current compression position
Encoded data

Sliding window (}aX_WND_SIZE)} — | ‘
; ] I

1} nff‘ Inff+len ‘t
Next character

Longest match

[~ Uncoded data——

Fig. 1. LZ77 algorithm

The compression algorithm of LZ77 and its variants use two caches. Sliding
history cache contains N source characters been processed previously. Prior cache
contains next L characters to be processed. The algorithm tries to match two or more
characters of prior cache with that in sliding history cache. If no match is found, the
first character in prior cache is outputted as 9 bit character and into slide window, and
the oldest character is shifted out. If matches found, algorithm continues scan to find
the longest match. Then the matching string is outputted as triple, namely indicator,
pointer and length. For string with K characters, the longest characters in sliding
window are shifted out. K characters been encoded are shifted into window.

Although the LZ77 is valid and appropriate for current status, it has show
deficiencies. The algorithm uses limited window to find match in previous text. For
very long text blocks related to window size, many possible matches may be lost. The
window size can be increased, which will cause two losses. One is that the algorithm
processing time will increase for it should perform once character matching with prior
cache for each location of sliding window. The second is the field should be longer to
permit longer jump.

2.2 BP Neural Network

BP neural network is also known as back-propagation network, which is a kind of
iterative gradient algorithm to solve minimum mean square difference between actual
output of forward network and expected output. BP is a kind of multiple mapping
network with reverse transform and can correct error, which constitutes input layer,
one or more hidden layer and output layer. In case of appropriate parameters, BP
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neural network can converge to smaller mean square error, which is one of the most
widely used networks [2]. Theoretical studies have shown that neural network has a
strong nonlinear mapping ability. Hornik et al has proved with functional analysis that
three-layer BP neural network can approximate any continuous function and its
infinite derivation as long as enough neurons of hidden layer [3].

2.3 LZ77 Algorithm Analysis

The control on compression time of LZ77 algorithm is stronger than most other
compression algorithms. The dictionary size should be increased to improve matching
probability so as to improve compression ratio. The manner result in enormous
pressure for seeking maximum match of character, such as greatly increase traversal
time and lost advantages of compression time. Furthermore, for some complex data
object, the compression ratio can only be limited increased simply increasing
dictionary size.

The principle and characters of BP neural network determine that it can be used in
data compression. Many literatures have researched on application of BP neural
network in data compression and designed some algorithms. The experiments results
show that compression algorithm based on neural network can indeed obtain a higher
compression ratio. But is has shortcomings as too long compression time and to many
system resources be occupied. In order to get better compression effect, the number of
neurons will be increased exponentially. As to some data file, the number of neurons
may reach 1012 [4], which is clearly unacceptable. This is also the main reason that
mainstream compression tool based on neural network technology has not been
launched. Although it is difficult to overcome bottleneck of compression when BP
neural network been used for data compression, it can be used to optimize dictionary
compression algorithm. Thus, the advantages of these two can be integrated to
achieve a satisfactory result.

3  BP-LZ77 Compression System Design

3.1 Overall Design

BP-LZ77 includes two parts of LZ77 and BP network. After data enter into LZ77, the
maximum match founded output in the form of triple. For the data that has not found
maximum match, it will be inputted into BP with a group of 8 characters. The specific
flow is shown in Fig. 2.

3.2 LZ77 Design

Appropriate reduction of dictionary length will further improve compression rate. Set
sliding window size as 18KB and minimum value of maximum match length as 8
characters. It means the match length greater than or equal to 8 can find the longest
match. For the data has found longest match, record its match length and location
information. The data that has not found longest match is input into BP part.
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Initialize sliding
window

Window read data

Output 8 characters to
Buf B

Input data in Buf B into
neural network

Output compression result

Window slides 8
characters

Output data in
window and Buf B

LZ77 Part

BP Part

Fig. 2. Overall flow of BP-LZ77

3.3 BP Network Design

Firstly, record location information of data been inputted into BP network. Then the
data is sent into buffer Buf B whose size is 256Byte. When the data amount in Buf B
reach 256Byte, it means Buf B is full. These data can be inputted into neural network
for compression.

(1) Neural network layer number and neurons design

Selection of network layer number and setting of neurons weight threshold are
keys to build appropriate BP neural network. As the data amount of input once is
limited to 256Byte, so it only needs to build a three-layer neural network with input
layer, single hidden layer and output layer.

Divide bit string constituted by 0 and 1 into lines each 8 bit according to order, we
can got a matrix with 256 rows and 8 columns. Perform binary coding on row number
of the matrix in order, namely each 8-character row number corresponds to 8-bit data.
Then, neural network is used to simulate mapping between row number and row data.
As the input and output are 8 bit, the neurons number of input layer and output layer
is set 8. The row number and row data are used to train neural network. Based on
mapping character to be simulated, set initial value of weight and threshold as random
number in (-1, 1). Select connection weight and threshold of all neurons and conduct
binary encoding in turn. Provide 16 bit code for each weight and threshold, where 1
bit is sign, 1 bit is to mark decimal point, 7bit used for encoding of latter two code
and 7bit sued for encoding of integer before decimal point [3].
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(2) Improvement of promote ability of BP network
Promote ability is one of important indexes to check whether the neural network be
powerful or not. Based on [5], Bayesian regularization method is used to improve
network training performance parameters from mean square function M to M.

M _Liez —ii(a —a)’ (1)

, 1 &
M :;/M+(1—7)NZCO,~2 )
i=1

Where, e; is error; ¢; is the expected output; g; is actual output; ¥ is scale factor
and @), is network connection weight. In the training process, the value of y will

automatically adjust to optimal.

With new performance index function, smaller weight can be ensured while
keeping training error as small as possible. It is equivalent to reducing the network
size, so as to reduce resource consumption and data redundancy and further improve
compression efficiency.

4 Compression Performance Analysis

4.1 Compression Ratio

Data in compression object can be divided into two kinds, namely string with
maximum match and that has not found maximum match. As to the former, the data
amount after compression with BP-LZ77 and LZ77 is same. As to the latter, LZ77
can not compress, while the BP part of BP-LZ77 can play a role. The obtained
compression ratio is about 7 [6].

For the file with same amount D,, assume the data amount after LZ77 compression
algorithm is D,. Compression ratio is N;. The data amount after BP-LZ77
compression is Dy, and compression ratio is N,. As the compression ratio is the ratio
of size before and after compression, so

NIZ&:—D“ and N2=&= Dy -= D
Dll Dl +D2 D12 Dl +D2 D _lr_&
T

Where D, is data amount after compression with LZ77 algorithm while found the

maximum match; D, is the directly output data amount; D'2 is data amount of D,
after compression with BP network.

For a 500MB data object, 85% data can be compressed with LZ77 and 15% is not
compressed. So the directly output data amount is 500x15% =75MB . Compress the
data object with BP-LZ77, the remaining 75MB data will be compressed by BP part.
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Assume the BP-LZ77 compression ratio improvement is AN compared with
LZ77 algorithm, then AN = (75—77—5)/500 =13.46% .

It can be seen from the above equation that the compression ratio improvement of
BP-LZ77 is very significantly. If the compression object is large amount complex
data as remote diagnosis data and remote sense collection data, the advantage of
compression ratio will be more obvious.

4.2 Compression Time

In BP-LZ77, the principle of LZ part is same with that of LZ77, while the dictionary
part is only 16KB, which can fully reflect fast characteristics of dictionary
compression algorithm. The BP part uses simple three-layer structure. Input and
output neuron number is only 8 and input data amount into neural network is only
256Byte, so as to avoid significantly increase of time and space complexity. In
summary, BP-LZ77 algorithm inherits advantages of LZ77 in compression time.

5 Conclusion

The paper presented novel dictionary compression algorithm BP-LZ77 optimized by
BP neural network. Its overall idea and specific design of each part were also
provided. Based on theoretical calculation and analysis, the compression ratio of BP-
LZ77 is significantly improved compared with LZ77. At the same time, it overcomes
shortcomings of too long compression time based on neural network compression
algorithm, which has strong practical and promotional value.
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Abstract. The designation of Frequency Hopping (FH) sequences is the crucial
factor affecting the quality of FH communication in asynchronous network
(AN). According to the requirement of FH communication in AN, some
definitions are put forward, the frequency similarity, the sequence similarity, as
well as the general similarity, and then the similarity matrix of available FH
sequences is constructed. The method of hierarchy clustering analysis (HCA) is
introduced to mine the clustering structure of FH sequences in characteristic
space. Based on the principle that the similarity of suitable FH sequences used
in different networks should be the least, the optimized sequences can be
designated from different clusters finally.

Keywords: Frequency Hopping (FH) sequence, asynchronous network (AN),
hierarchy clustering analysis (HCA), designation.

1 Introduction

Asynchronous network (AN) is the main mode of FH radio network. Contrast to
synchronous network, it has many advantages, such as high organizing speed, low
fixed time requested. On the condition that the quality request for AN is high, or the
network’s frequency points are limited and the probability of sequences collision is
high, FH sequences in AN must be optimized [1,2]. However, the former researches
are mainly concentrated in sequence generation and the related algorithm, such as
Safer+, M sequence creation algorithm and allelism algorithm ). From which the
sequence is of outstanding randomcity and its properties are decided by the algorithm
itself. However, for the case that the frequency hopping bound is fixed relatively, or
FH points and FH sequence is designated in advance, the algorithms mostly is in low
precision, complex operation, less efficiency and applicability.

In the paper, the research is concentrated in the case that some optional HF
sequences has been given in advance and are to be optimized. That is to select some
most outstanding FH sequences from the set of a serial of FH sequences. Combined
with the properties and requirements of HF communication in AN, the modeling and
optimization are given in detail.

The paper is organized as follows. The process of sequence similarity modeling is
put forward in part two, in which some definitions are given. The optimization is
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presented in third part, including the optimization theory and the process
(optimization algorithm). The forth part is simulation to demonstrate the availability
and good performance of the suggested modeling and optimization. For simplicity,
only two HF network are considered, and the equipment power and channel
attenuation in the AN are neglected.

2 System Modeling

In AN, the first and most important problem is the similarity modeling for the HF
sequences. For the given HF sequences set, some definitions are to be given in array.
FH similarity gives the similarity of random two frequencies in alternative HF
sequence. Secondly, the sequence similarity is defined the relationship between two
HF sequences in certain location. Thirdly, the definition of general similarity is given
to calculate the random two HF sequences, and expressed in the form of matrix
finally. After the modeling, hierarchy clustering analysis (HCA) is introduced in
simulation; the final best two HF sequences are determined. The whole process is
listed in Fig 1.

Denote that n is the number of available frequency points in HF radio AN, the
corresponding frequencies are £, F,;--, F, . As well, m the length of each HF
sequence, X the set of HF sequences.

‘ HF requence set ‘

~_ Input

| v
| ‘ Frequence similarity ‘ \
v |

| ‘ Frequence sequence sililarity | \

T

HF sequences’ 1 \
similarity modeling I

General similarity ‘

\
| |
| | Siliarity matrix ‘ |

—J

7 7] “Output
‘ Optimiazation based on HCA |

HF sequences’
Optimization

‘ Optimized HF sequences |

Fig. 1. FH sequences’ optimization and selection

2.1 Frequency Similarity

For any x,,x; € X, the frequency of position p in x, is f,,, and position g in x; is

[ If f,,equals to f, . direct frequency collision will occur in the corresponding
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positions. That’s we can define the similarity k(f,,.f,,) as 1. If f ~and f are

just neighbors nearby, a certain indirect frequency collision will occur. That is
k(f,.f.,) Justbetween 0 and 1, denoted that0 < k(f,,f,) <1. While, if f,  and f

are in somewhat a distance, there will be not frequency collision at all, that is
k(f o fey) 18 zero.

Combine with the character of FH radio communication and the principle of HF
programming plan, the similarity of f, , and f,  isas

L |fup=f.,| <0.5kHz
k(f,pfug)=10.5,0.5kHz <|f, ,f, | < 4.0kHz )
0, |f,,=f.,|>40kHz

in which, the narrow gap 0.5kHz is decided by the radio frequency gap and excursion
requirement, and 4.0kHz the frequency band and HF point setting requirement. In
different case of networks and radio performance, the values can be justified
adaptively.

2.2 Sequence Similarity

Denote ¢(x..x;) the similarity of sequences x, andX;, in detail the sum of all the

frequencies’ similarity between sequences X, and X;.

{b(xi’x.i)=Z:=1k(f)(,p’fvjp) (2)

Formula (2) shows that the higher the similarity between the two sequences, the
higher the frequency collision probability, and thus the higher the inner interference
between the two HF networks.

2.3 General Similarity

For AN, even if each position of the HF sequences is perfectlly matched with each
other, for the reason that the time delay is different, sequence X, may keep up with

any one of the cycle sequences of ;. Thus, denote general similarity of sequences x;
and x; by ¢(x.X;), which is defined the maximum value of x and all the cycle

series of sequence X; .

ﬂ-x,sx,) =ImX{¢(xI-,.X?]-), (’dxi’xﬂj)" T é(xi’xﬂlml)j)} (3)

r

In which, x""; denote the cycle series of sequence X; while each of the frequency
positions are shifted right r times. Obviously, the position of x;, can be alternatively

substituted by the other, that means @(%;,X;) =@(x;,x,) .
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2.4 Similarity Matrix

After HCA, sequences will be designated to different cluster. Similarity matrix just
designed to expresses the general similarity of each of the sequences in cluster A to
any one of other clusters, such as cluster B, cluster C. Based on the similarity matrix,
according to the principle that the general sequence similarity is direct proportion to
inner interference of AN, the best performance sequence couples are determined from
different clusters.

From general similarity definition, for any x,x;€ X, element D; in similarity
matrix D is denoted by

D; = o(x,,x;) =< 9(x,), p(x;) > (4)

in which, D; is the general similarity of x;, and X; in two different clusters.
Obviously, the input of HF sequences selection is sequence set X, in which any

element is an m-dimension, and any element is just one of n frequency points. In AN,

general HF sequence similarity is corresponding to similarity matrix D, and D; the

distance of x;and x; in a special feature space. The bigger the similarity value, the
closer the two sequences pursuit in the feature space, and vice versa.

3  Optimization Based on HCA

3.1 Basic Theory of HCA

HCA is the most current method in data structure analyzing. The basic idea is
dividing the hierarchy tree, and compartmentalizing some disconnecting groups
according to the similarity in clusters and the difference among clusters [3]. Its
advantage is that many kinds of classified situations can be given varying from coarse
standards to fine ones. The typical clustering result can be displayed by a clustering
tree. There are two subways in carrying out HCA, combination and division. As to
combination (upward from the bottom), every sample is divided into a cluster and
then reduce the number of cluster by combining different clusters. As to division
(downward from the top), all the samples are divided into one cluster and then
increase the number of cluster by dividing the cluster.

New interval collection among different individuals can be defined from the
clustering tree produced [4]. When two different clusters are combined, the interval
between them is defined as the interval including these two clusters. So, the process

of finding clustering tree can be viewed as the transform from original collection 4;;

to new collection 3,\] . 3,\! meets the inequality

dA,.j < max(ozk\,g;) to all the objects i, j,k 5)
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That means the interval between three different clusters can be used to define an
equilateral triangle or isosceles triangle. Symbol d — d is called surpassing quantity

transform.

The following process adopts combination arithmetic in hierarchy clustering
analysis method. FH sequences are optimized by analyzing  the data structure
characters and mode.

3.2 Optimizing Process

Assume that the set of FH sequences has ¢ elements, that means ¢ sequences, and the
similarity matrix is D. Then the process of optimizing FH sequences is organized as
follows

a) Define ¢ sequences as 1 clusters, and the platform height of each cluster zero;

b) Combine the nearest similarity of two different clusters according to similarity
matrix, and make the average similarity as platform height in the clustering tree;

c¢) Calculate the similarity between new cluster and current clusters. If the number
of cluster is 1, turn to d), otherwise turn to b);

d) Plot the clustering tree and confirm the number of clusters and the sequences in
each cluster;

e) Choose one sequence from the last two clusters respectively and form a FH
sequence group. Constructing new similarity matrix by calculating the two sequences;

f) Select the smallest similarity in the new similarity matrix. The corresponding
sequences are the optimized ones meeting conditions.

4 Simulation Analysis

Assume that the frequency up limit and lower limit are respectively 6MHz and
12.5MHz. Select randomly 30 frequency points and construct 20 sequences with
length 10, while all the sequences spanned the set of HF sequences, the corresponding
number is as 1~20. Assume that the frequency up limit and lower limit are
respectively 6MHz and 12.5MHz. Select randomly 30 frequency points and construct
20 sequences with length 10, while all the sequences spanned the set of HF
sequences, the corresponding number is as 1~20.

Via modeling and simulation as bas been formulated, the clustering tree of 20 FH
sequences are listed in Fig. 2, in which sequences 5,11,4,6,17,13,18,8,15,12,16 are
clustered in one set, and the others in the other set. For each of the two sequences, the
more the similarity is, the small the similarity value and threshold value. The results is
shown in Tab.1, in which the first column lists the number of sequences, the second
the cluster that the sequences belongs to, the third the sequences in cluster A, and the
forth the sequences in cluster B. In detail, the similarities of the sequences separately
in two clusters are also given in Table 2.
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0.97
0.857
0.87
0.757
0.77
0.657
o6 1 [ ]
511 4 6171318 8151216 120 2101419 9 3 7
Fig. 2. Clustering tree of 20 FH sequences
Table 1. Results of clustering analysis
Number 1 2 3 4 5 6 7 8 9 10
Y 2 2 2 1 1 12 1 2 2
ind1 4 5 6 8§ 11 12 13 15 16 17
ind2 1 2 3 7 9 10 14 19 20
Number 11 12 13 14 15 16 17 18 19 20
Y 1 1 1 2 1 1 1 1 2 2
indl 18
ind2
Table 2. Similarity matrix after recombining
Number 4 5 6 8 11 12 13 15 16 17 18
1 0.19 0.16 0.16 0.23 0.26 0.20 0.23 0.20 0.20 0.13 0.26
2 0.22 023 0.23 023 023 022 026 0.13 0.23 0.23 0.20
3 0.16 036 0.23 0.20 020 020 0.20 020 0.16 0.20 0.20
7 0.19 0.13 0.22 0.19 020 0.13 0.10 0.20 0.20 0.12 0.10
9 0.10 0.16 0.13 0.13 0.13 036 0.23 020 020 0.23 0.16
10 0.22 0.19 020 0.22 023 0.12 0.13 023 020 0.19 0.20
14 0.20 030 0.20 0.23 020 0.16 0.15 0.13 032 0.10 0.26
19 0.23 0.13 023 0.20 026 022 0.16 0.16 0.16 0.20 0.22
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From the two clusters, one sequence is selected respectively, and a couple of
sequences are constructed. Thus, we can get the similarity matrix as listed in table 2.
From with, we see that the smallest similarity value is 0.1, and the corresponding
couples are (4, 9) (7, 13) (7, 18) and (14, 17). All these couples satisfy the
optimization requirement. That is the inner interferences are low. In practical
applications, in case that sequence couple is selected from the sequences set, the
above suggestion may be available. Sometimes, only one sequence is designated, and
anther sequence is to be found, the results can also be found in table 2.

5 Conclusion

FH sequence designation is a crucial factor affecting the quality of FH
communication in asynchronous networks. In the paper, modeling and optimization
method is introduced. The simulation results show that the presented method is
available and effective. In the coming future, more attention should be paid in its
practical application, and the more complex cases.
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Abstract. Constructing the demographic risk early-warning indicator system
(DREWIS) is an important link of Monitoring demographic risk and optimizing
the demographic policy. The article designs the basic framework of DREWIS
on the basis of expert consultation method. Thus it puts forward the
determination of the weights of indicators through the expert consultation and
the analytic hierarchy process(AHP) and the cluster analytic method, makes
dimensionless transformation through the maximum and minimum law, and
constructs the demographic risk comprehensive evaluation models and risk
rating standard. Based on this, the article comprehensively evaluates the risk
situations of the Chinese demographic in recent 10 years.

Keywords: Demographic risk Early-warning, Index system, Comprehensive
evaluation.
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1 Introduction

Population is the body of social life, thus it is essential to keep away from
demographic risk for the society’s healthy operation and sustainable development.
The birth rate is decreasing dramatically under involuntary situation for family
planning implementation, yet it still maybe rebound and leads to the maladjustment of
population structure and population function. Strengthening early-warning of
demographic risk, establishing demographic risk early-warning indicator system, as
well as timely monitoring and disseminating emergency alarms, can provide scientific
basis for government departments’ pre-control, and correct decision making.

2 Construction of Demographic Risk Early-Warning Indicator
System

Demographic risk early-warning indicator system is composed of a series of
substantive individual indicators which are interrelated and can express the status and
running processes of demographic risks. As a specific measurement tool and
instrument, this index system must possess adequate theoretical basis and scientific
method guidance.
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This thesis is based on vast access to domestic and foreign related literature,
specifically analyzes the advantages and disadvantages of each indicator and
promotes the trade-offs, through the discussions and corrections within the research
group, preliminarily studies out a set of early-warning indicators. On this basis, adopts
Delphi method to pre-select the indicators. There will be a total of 12 consultants, all
of these experts have associate professor’s professional title and above, a number of
doctoral professors are also among them, who are engaged in directions of research
such as sociology, social risks, and social problems for 10 years of research age and
above, and have interest, time and energy to complete the consultation work. Through
the methods mentioned above, this thesis establishes a set of demographic risk early-
warning indicators system as follows:

Table 1. Demographic risk early-warning indicator system

Primary indicators Secondary indicators Unit
IPopulation size Rate of population natural increase (oo
Schooling years per capital year
IPopulation quality [Average expected life ear
Mortality of children under the age of five (oo
; : %o
Population tructure Population aging level
Sex ratio at birth %

In this indicator system, demographic risks include population size, population
quality and population structure these three primary indicators and six secondary
indicators.

3  Methods of Demographic Risk Early-Warning

The purpose of the construction of demographic risk early-warning indicator system
is to evaluate and monitor risks, and to achieve the object, we must adopt scientific
evaluation methods. Comprehensive evaluation method is a method being widely
used currently. When a set of indicator system has been established, there is a need to
determine the weights of each indicator and conduct non-dimensional transformation
of indicator values and construct comprehensive evaluation models, to estimate the
demographic risk values currently in China.

3.1 The Determination of Weights of Demographic Risk Early-Warning
Indicators

This thesis is based on expert consultation, combined with analytic hierarchy process
(AHP) and clustering methodology to empower every indicator, for the purpose of
integrating qualitative analysis and quantitative analysis, through which we can not
only adequately use the experts’ authority knowledge and experience to play the
initiative of experts, but also avoid subjectivity and haphazardry as much as possible
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through certain technical means. Specifically, the determination of weights mainly
includes the following steps: (l)expert consultation; (2) Calculate the similarity
coefficient of expert opinions; (3) removing the matrix of the largest deviation; (4)
Determine the eigenvectors of judgment matrix; (5) Determine the weights of
indicators; (6) Normalization.

There will be 11 experts to participate in this expert consultation, respectively from
universities and research institutions of Wuhan, Beijing, Shanghai and Chongqing,
where 9 of them have positive senior professional titles, a number of doctoral
professors and researchers are also among them, where two of them with the vice
senior professional titles. Through expert consultation, get access to expert advice on
various indicators. By calculating and programming, obtain the indicator weights at
all levels. Specific analysis results are as follows:

Table 2. The determination of weights of demographic risk indicators

Experts Similarity | Corresponding weights of experts’ | The largest CR
coefficients judgment matrix eigenvalue
Expert 1 9.5210 0.2381 0.4286 0.3333 3.0000 0.0000
Expert 2 9.7752 0.2381 0.3333 0.4286 3.0000 0.0000
Expert 3 9.6678 0.3600 0.3600 0.2800 3.0000 0.0000
Expert 4 10.0573 0.2800 0.3600 0.3600 3.0000 0.0000
Expert 5 9.6919 0.2632 0.2632 0.4737 3.0001 0.0000
Expert 6 9.8171 0.3333 0.2381 0.4286 3.0000 0.0000
Expert 7 9.8171 0.3333 0.2381 0.4286 3.0000 0.0000
Expert 8 10.0529 0.3333 0.3333 0.3333 3.0000 0.0000
Expert 9 10.0529 0.3333 0.3333 0.3333 3.0000 0.0000
Expert 10 9.4715 0.3913 0.2174 0.3913 3.0001 0.0000
Expert 11 10.0573 0.2800 0.3600 0.3600 3.0000 0.0000
Final weights 0.3076 0.3153 0.3771

Through the above study, we can draw the weights of demographic risk early-
warning indicator system at all levels, as follows:

Table 3. The determination of weights of demographic risk early-warning indicator system

Indicators Primary indicators Secondary indicators
Population size 0.3076 Rate of population natural increase 1
Schooling years per capital 0.3352

. . . Average expected life 0.2938
Demographic|  Population quality 0.3153 Mortality of children under the age of five

risk 1

0.3710

Population aging level 0.5178
Sex ratio at birth 0.4822

Population structure 0.3771

3.2 The Non-dimensional Approach

In order to achieve comprehensive assessments of demographic risk, the dimensions
of each indicator must be unified, that is to conduct dimensionless treatment of
various indicators different units represent. According to the meanings and data
collection’s different difficulty degree of various indicators, this thesis will use two
dimensionless approaches to treat every indicator data. Schooling years per capital,
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average expected life, Mortality of children under the age of five and population
aging level, the dimensions of these four indicators is unified by minimax method,
whereas, the dimensions of the rate of population natural increase and sex ratio at
birth is unified by the treatment of interval.

Maximum and minimum value and interval value of this thesis are defined mostly
basing on two standards: (1) Regard international practice as reference standard. Such
as society population aging, sex ratio at birth, average expected life, the death rate of
baby and so on all are defined as universal standards. (2) Use the all-round well-off
society indictor and harmonious society indictor as reference standard, such as the
rate of population natural increase and schooling years per capital.

3.3 Demographic Risk Assessment Model

After acquiring weight values and evaluation scores of various indicators at all levels,
we can use multi-level linear weighted comprehensive assessment method to calculate
its evaluation value required for demographic risk evaluation. The formula is

L3 om (1)) (2)

Up = D ey Wi 2y Wi Vit
Where, v; denotes the comprehensive assessment value of demographic risk system
in time period ¢, ©{?) represents the j secondary sub-index risk value in time period

t, w; represents the weight of the 4 primary sub-index corresponding to
demographic risk system, .H‘},}) represents the weight of the j secondary sub-index

corresponding to the ¢ primary sub-system.

3.4 The Levels of Demographic Risk Early-Warning

After calculating the assessment value of demographic risk, determine the levels of
social risk according to the following table, and identify with the appropriate early-
warning signals.

Table 4. Demographic risk early-warning assessment form

Risk value 0-2 2-4 4-6 6-8 8-10
Warning Slight Medium Serious ~ Emergency
level warnings warnings warnings warnings
Signals Green light  Blue light Yellow light Orange light Red light

No warnings

In the table, the green light means the development of the population system is
stable. Demographic conditions are safe, the possibility of risk occurrence is very
low; blue light means that the population development is in a transition period
towards stable or turbulent, the demographic conditions are relatively safe; yellow
light indicates the population development begins to appear small turmoil, the risks
may occur at any time; orange light indicates the population development is in
disarray, the risks have affected social stability; red light means the demographic
condition is in a state of extreme confusion, large-scale risk events can occur at any
time.
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The data collection is a key element of comprehensive evaluation. The data collected
according to demographic risk early-warning indicator system is as follows:

Table 5. Data sheet of demographic risk early-warning indicators

Specific indicators \Units In In In In In In In In In In

P i 2000 | 2001 | 2002 | 2003 | 2004 | 2005 | 2006 | 2007 | 2008 | 2009

Rate of - population  natural, | 758 | 6.95 | 6.45 | 6.01 | 5.87 | 5.89 [5.28,] 5.17 | 5.08 | 5.05

increase

Schooling years per capita year 779 7.84 | 7.88 1793|797 |8.02|825|840 | 848

|Average expected life lyear 714 |71.71]72.02]72.33]172.64|72.95|73.26|73.57| 73.88

Mortality of children under the,, | 39.70{35.90|34.90[29.90|25.00| 22.50 |20.60| 18.10] 18.50 | 17.2

lage of five

Population aging level % 696 | 7.1 | 73 | 75 |76 |77 |79 |803| 83 8.5
. % 115.6] 119.8]117.5] 121.1|118.8|119.5| 125.4

Sex ratio at birth o maloe100 U S e e e 206(119.45

The data is mainly derived from “China Statistical Yearbook”, ‘“Statistical
Yearbook of Chinese Society”. Schooling years per capital and average expected life
based on the theory of China builds a well-off society in an all-round way Process
Tracing developed by the research team of build a well-off society in an all-round
way of the State Statistics Bureau.

By calculating, the risk values from 2000 to 2009 are as follows:

Table 6. Demographic risk values from 2000 to 2009

Time 2000

2001 | 2002 | 2003

2004

2005

2006

2007

2008

2009

Risk value|4.5302

4.3102}4.69024.2137

4.3675

4.1652

4.0449

3.9914

3.9757

3.9035

The results can also be depicted by the chart as follows:
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[ = O I T S
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=t i
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201

Fig. 1. Demographic risk values from 2000 to 2009
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From the above chart we can see that the demographic risk of the past decade in
China has been decreasing in general trend. According to the risk warning level
evaluation sheet, the warning level of demographic risk of the past decade has been
decreased from medium warning to slight warning step by step. This mainly thanks to
the long-term planning family policy and the improvement of education and medical
and healthy system. It is noticeable that population aging is getting severely and the
proportion of the elderly people is rising, which is a tremendous challenge for our
country that is not affluent but infirm. Additionally, we must take sex ratio question
seriously. Currently, the China’s sex ratio at birth exceed heavily the normal range
between 102 and 107, and it undoubtedly will cause long-standing disadvantage
influence to population development, marriage and family, and sexual relationship.
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Abstract. In this paper, a novel sparse recovery method is proposed for
direction of arrival (DOA) estimation on the assumption that source signals are
uncorrelated and the number of snapshots is enough. We demonstrate in this
paper how to solve DOA estimation problem with multiple measurement
vectors (MMV) from the perspective of the correlation rather than from the
view of data which appears in almost all sparse signal recovery methods. By
using this method we remove the effect of noise and attain both DOA
estimation and signal power. Theoretical analysis and experimental results
demonstrated that our approach has a number of advantages compared other
source localization schemes, including increased resolution, lower bias and
variance, unknowing the number of sources, better performance in low SNR,
decreased computational complexity.

Keywords: Direction of arrival (DOA), multiple measurement vectors (MMYV),
correlation, uncorrelated sources, sparse representation.

1 Introduction

Direction of arrival (DOA) estimation has always been an active research area. Some
methods have been developed over the years to provide high-resolution and high-
accuracy in estimating DOA [1], which can be divided into three broad categories: 1)
Beamforming algorithms or data-adaptive spatial filtering algorithms like Capon’s
method; 2) Subspace algorithms like MUSIC and ESPRIT; 3) Parametric methods
like the maximum likelihood (ML) and stochastic ML (SML). The topic of sparse
signal representation [2] and compressed sensing (CS) [3] have evolved very rapidly
in the last decade. There also has potential application in the context of DOA
estimation [4]-[7]. Recursive weighted least-squares algorithm called FOCUSS [4]
and sparse bayesian learning (SBL) algorithm [5] can be used to estimate DOA for
the single snapshot case, and the extensions of FOCUSS and SBL to multiple
measurement vectors (MMYV) are M-FOCUSS [6] and M-SBL [7], respectively.
However, these methods aforementioned will suffer from some properties degradation
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while the number of sources is unknown, and the methods for multi-snapshot case are
almost all based on the perspective of the data to solve a sparse-joint recovery
problem and do not take good use of the statistical properties of the data.

In this paper, we address the issue of recover sparse signals from multi-snapshot
via constructing a rather different framework, where the number of sources is
unknown. We start from the traditional model and then extend it to the sparse
representation model. At last, we consider /;-norm penalty for sparsity which leads to
a convex optimization problem. Theoretical analysis and experimental results given
subsequently demonstrate that our algorithm works well.

2 Algorithm Scheme

Consider K™ zero-mean and uncorrelated signals u(t), k£ € {1,..., K}, impinging on
an uniform linear array (ULA) of M omnidirectional sensor corrupted by additive
Gaussian noise n,,(t) resulting in sensor outputs x,,(t), m € {1,....M}. Let
{#.,....,0k} be the location parameters and 6}, is the direction of the kth signal. In the
narrowband case, the array output vector can be represented as

x(t) = A(@)u(t) +n(t), t € {t1,...t7} . ¢))

Where A(0) = [a(0;),...,a(f)] is a M x K matrix, u(t) = [u(ty),....u(tx)]" is
the source waveform vector at time f. The steering vector corresponding to the kth
source for a far-field ULA is given by

a(ly) = [Lve. v )71 ()

Where v, = ¢~ %5%#m(0%) )\ is the signal wavelength and d is sensors interspace.
We consider a multi-snapshot case. Let X = [x(#1),x(t2),...,x(t7)], and define
U and N similarly. Then, (1) becomes

X=AU+N. 3)

Where X is data matrix and (3) is equivalent to (1). Now, we try to turn out (3) into a
vector form. Define

K
rm = E{r,x]} = { {Z v u;\{! + n,n(!)} [Z up(t) + n’[(!)} } . 4

k=1 k=1

Assume signals and noise are both Gaussian distribution and zero-mean, and the
power of kth signal is P,,. According to the assumption of correlation, we can get

]7“[
P,

_ _ _ Uz
- —[;f’” ! 7 l.m.vi_” ']- . 5)

P,
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Then we can define a vector of the correlation as follow:

ro v vy e Vi P,,
2 2 2
rs vy Vs cee Vi P,,
r=1|.|= . . . . | . | =BP. (6)
. M—1 M-1 M—-1
U8Y) 2 Vo SRR 7 P,

In the model above, DOA and the power of each signal are concerned, but we can
not determine B and P in (6). To solve this problem, we extend (6) into a sparse
signal representation model with an overcomplete set ® and a sparse vector s.

Let {#,,02,...,0y,} be a sampling grid of all potential of arrival. Then we can
represent (6) by

r=®s . @)

Where ® = [a(6y),a(0s),...,a(0x,)], a=[v,.v2. ...vM7 Y, ne{1,2,..,Np}.
The nth element s(n) is non-zero and equal to P, . 1f kth source comes from 6,,.

Note that @ differs from B that it contains steering vector a for all potential
DOAs, rather than only the source signals DOAs. Hence, @ is known and does not
depend on the actual DOAs.

Now we consider DOA estimation as a convex optimization problem, which can be
solved by using CVX [8]. Through this method, we can not only reserve the
information of multi-snapshot, but also remove the effect of the noise. Figuring out
this convex optimization, we can get both source localization and the power of every
signals. We define the optimization criterion as follow:

min ||r — '1'S||3 st Is|h € aProtar - ®)

Where P4 is the total power of all signals, and o is a performance parameter set
here an experiential value of the range from 0.3 to 0.9.

Next, we consider how to estimate the total power of the signals. Assuming that the
power of the noise is known as P, the total power of all signals takes the form

M
1
P!ofu.f = 1_1, Z E{J':—”.I‘,‘} - Pn . (9)
=1

We only need a rough estimate for P, due to o has a value of wide range. Also, it
means that this algorithm has good robust to noise, especially under low SNR case,
which would be discussed in the part of simulation result.

After we get the sparse solution s, if some element s(n) is bigger than the
detective threshold, we can determine the presence of one signal and the index
corresponding to s(n) is the DOA of this signal. When we get the estimate of the
location parameter, B can be reconstructed by B with {91 B i }- Then we can get
the least squares (LS) solution by

P = (BYB) 'B” . (10)

Using this method, we can precisely estimate the power of each signal.
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3 Simulation Results

An ULA of M = 8 sensors separated by half a wavelength of the actual narrowband
source signals is considered. We consider two zero-mean uncorrelated narrowband
signals in the far-field impinging upon this array. The number of snapshots is
T = 200, and the grid is uniform with 1° sampling Ny = 180. We compare in Fig. 1
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Fig. 1. (a) and (b). Spatial spectra for beamforming, Capon’s method, MUSIC, and the
proposed method for mean-zero and uncorrelated sources. DOAs: 62° and 67°. Top: SNR =10
dB. Bottom: SNR =1 dB.
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the spectrum obtained using ours method with those of beamforming, Capon’s
method, and MUSIC. SNR is set asl0 dB and 1 dB in the top and bottom plots,
respectively. And the sources are closely spaced (5° separation). In the top one, our
algorithm and MUSIC can resolve the two sources, while Capon’s method and
beamforming method merge the two peaks. When SNR decrease to 1 dB, and only
our algorithm can resolve the two sources.
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Fig. 2. (a) and (b). Bias of the proposed method in localizing two sources as a function of
separation between the two sources SNR =10 dB. Top: M = §, Bottom: M = 16.



236 M. Yin, D. Xu, and Z. Ye

Next, we consider the bias of this algorithm in the closely spaced sources case. The
reason for the bias is that in this case, the steer vectors will be similar and the
correlation of these steer vectors will be enhanced. It is obvious that improving the
SNR can enhance the estimation accuracy. However, increasing the sensors number
can also achieve this goal, for in this instance, the correlation of these steer vectors
will decline greatly and the accuracy of DOA estimation will be improved greatly.
Now we explore bias more closely via varying the angular separation to estimate
DOAs of two sources with different sensors numbers. The snapshots are 7' = 200, and
SNR is 10 dB. Assuming that one source locate 50°, the other one changes the
location. We get the bias plot shown in Fig. 2, where the sensors numbers are M = 8
and M = 16 in the top and bottom plots, respectively. The plot shows that the bias
decreases when the sensors number increases. And the bias only exists when the SNR
is low and disappears when sources are separated respectively by more than 20°.

4 Conclusion

In this paper, we propose a novel method for DOA estimation when the signals are
zero-mean and uncorrelated. We start from a traditional model and then derive the
sparse representation model. With this preprocessing, we successfully transform the
joint-sparse problem into a single sparse vector inverse problem under the multi-
snapshot case. Then the computational complexity decreases greatly. Due to the
process of correlation and removing the effect of the noise, the robust to noise
increases. The following work is to solve the DOA estimate problem that the sources
are coherent, near-field and the non-linear array geometry.
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Abstract. With the network-induced time-delay in Networked Control Systems
NCS the performance of, control systems degrades even destabilizes. Also in
practice the states of some systems are unmeasured.In this paper two state
observers are designed to estimate the states and when data packet losses the
state observers can compensate it.Then exponential stability theory is used to
analyze the stability of the close loop system and the method of how to
calculate the control parameter,is given.At last a motor is used to simulate.

Keywords: Networked Control Systems (NCS), state observer;data, double
closed loop control.

1 Introduction

Introducing the network into the control system can expand the region of control
system and meanwhile guarantee the low link cost of the system, and make the system
easy to maintain and diagnose, therefore, the Network Control System(NCS) has been
paid more and more attention, and constantly more and more popular. For example, in
the reference [1], the position AC SERVO system with the Three-Loop Control
Structure can make the speed and position loop do the network control to satisfy the
application requirement of the network servo system in industry.

Based on the two outputs, this paper designed the double output control system of
the state observer which can compensate for the random time-delay in order to adapt
to the quality requirements of the servo system and the double output control system
in the similar position.

2 The Description of the Problems

The diagram of the network control system is shown in figure 1. From the figure 1 it
can figure out the system has two outputs: the sensors in the system inner ring and
outer ring control. In the system, the sensors encapsulate the output outputs of the
inner and outer loops, and transfer to the controller through the CAN general line,
then the controller calculates the control signal of the inner and outer loops and
encapsulates to a packet to send the actuator. The timer samples the controlled objects
and the controller drives for the event.
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actuator ‘ sensor ‘
‘ 7, Network

ukT+7,.,)

controller

—  Continuous signal
— = Digital signal

Fig. 1. The structure model diagram of the network control system

In the network control system there are upper bounds from the sensor to the
network time delay of the controller 7, from the controller to the network time

sc?

delay of the implementation 7, . 7=7,_ +7,<T . According to the time delay

statistics the most appropriate and the biggest 7

sc,max

was designed. Take the k cycle

for example, if a packet arrives in the te[kT,kT+7 the controller will

calculate the control amount using the time of arrival.

Due to the two outputs in the system, and in the process the state can not be
measured directly, therefore, in the following paragraphs the output feedback is used
to construct the two observations to reconstruct the state of the controlled objects.

3  The Design of the State Observer

If in the X (kT) te[kT,kT+7, . ] pack arrival is S1, the probability of S1
occurrence will be A ,First, the previous circle calculates the value of the state
observation X, (kT') , and using the value it can fix the state value of the moment k---
X,(kT) , then the value of the state observation in the following circle--- X, ((k + 1)T) ,is
estimated. x,(kT")is the corresponding state value of y,(kT)and L, is the output

feedback array of the state observer.
1) Use the output to modify respectively the state observation in the X moment:

% (KT) = 2 (KT) + L,(y,(KT) — C %, (KT)) (1)
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2) Calculate the state value of the state observer and the input signal in the

mome kT +7,, , Here. u,(kT) = y,(kT)=Cx,(kT):
R (KT +7,,) =" % (KT) + j:: * M B i (KT) )
u, (kT + Tek ) =K% (kT + T+ K, X, (kT + Tek ) 3

3) Calculate the state value of the state observer- %,[(k+1)T] in the moment (k+1)T:
A A(T=T,0) o DTy (k)T 1)
X[(k+DT]=e YRKT+T )+ J en € B.dtu, (kT) 4)

Because £ ((k+DT)=% (kT +7,,)and y,[(k+DT]=y,[kT +7,, ]in the period
te[kT,(k+DTT], from the formula (3) X,[(k +1)T] can be got:

[k +DT1=%,((k+DT)+ L {y, [(k+DT]-C.% [(k + DT ]}

= 8 (k+DT)+ Ly, [kT+7,, |-Cx [kT+7,, |}

(k41T I (5)
oA AT I)Biui (t)dt

kT +7 4

= MTOR T T, )+ |
+L,C,(x, (kT +7,,,)— X%, (kT + 7))
4) From the formula (4) X,((k+DT +7,,,,) canbe got:
S(hHDT 47, =" T O [+ DT+ [ eV B [(k+ DT
= M TR (KT T+ OT T M B, (KT +7,,,)

+LCe" T (x (KT + 7, )~ R (KT +7,.,)) ©)

= q)i (fk )21 (kT + Tsc,k ) + Iﬂi (fk )Mi (kT + Ts(r,k )
+l’iqq)i (4:k )(‘xi (KT + Tk )— )Aci (KT + Tk )

S ay
Here &, =T+7 Toi» P (&)= et Fi(6)= .[o et Bydt.

sek+l T

4 The Analysis of the Closed Loop System

4.1 The Error Analysis

Define the error variable e, (k): e, (k) =x,(k)—X, (k).

Define the state augmented variable z(k):

2(k) = (x,(k), x,(k), e (k),e,(k),u (k))
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From the above derivation we can get z((k+1)T +7,,,)=A,z(kT +7,), in which
i=1,2 and they respectively respond to the defined T1. T2 above, there into:

_&)1 +1——‘ll<l _2K2 _1_—‘1K1 _fsz 0_

I,C o, 0 0 0

A=l 0 0 ®-LCO 0 0

0 0 0 ®,-LCD, 0

L Kl Kz _Kl _Kz 0_
[ @, 0 0 0 T, |
r,c, o, 0 0 0
A,=|-T)K, -T)K, ® -LC® +TK, K, T,
0 0 0 ®,-LC,D, 0
|0 0 0 0 1]

4.2 The Stability Analysis

Theorem 1: For asynchronous dynamic system T1, T2, T3, T4 has determined, if the scalar ¢

exists, a; >0, (i=1,2,3,4) and there also exists positive definite matrix X, € R™" |

X, 0 0 0 0
0 X, 0 0 0
X,eR™ , Y,eR™ |, Y,eR™ , ZeR™ ,A=| 0 0 Y, 0 0}, the
0 0 0V O
0 0 0 0 Z

conditions will be satisfied:

Ny h,m, "
a'a,?asa,t >a>1

-2 T
q,=|"a A Mg
AA S —A

Then the system is stable and the attenuation rate is y=q,"a,”a; a,"* .
5 The Simulation Example
Apply three-phase permanent magnet synchronous motor model to do simulation

study, and make speed loop and current loop do network control. Make use of CAN
general line network with network bandwidth 1.60x10°bit /s .



Compensation of Double Closed Loop Control Systems 241

0 -1.66x10° 1.91x10°

C, =[1 0],A, =[0], B,=[1],C,=[6.67x10""], and set the attenuation to meet the
feedback parameters of the attenuation rate y =1.23 . The feedback parameters

are K1=l—2.16,—3.21><10'3J and K2=l—7.85><1011 .The sampling period

isT =5.00x107"s , the maximum delay is 7,, =3.00x10™"s and the network delay

is any value less than a sampling period. The rate of the network packet from the
sensor to the controller and from the controller to the sensor is set to 20%. Take

o,=105,a, =092 ,; =088 , ¢, =0.85 ,then calculate decay rate y=1.23.
Using the LMI toolbox in matlab, the solution is:

0 1 0
According to the literature [1] we can get: A ={ },Bl :{ },

| 263 -1.88x10° | 473 -336x10°
'1-1.88x10°  2.30%10° ' 13.36%x10° 3.98x10°

Y, =[345x107], Z=[3.16x10'], L, =[1.68;-6.12 ><102], L, =[1.00].

} . X, =[345x107 ],

Give the initial state (x,(0), x,(0), x3(0))" =(2,2,2)" and make the simulation in
the MATLAB’ s “truetime” simulation platform. The figure shows that the system
can reach very good stable state under the adjustment of the controller.

position y

y11{]
. y2

i i ‘ ‘ i ;
o 005 01 015 02 025 03 035 04 045 05
time t(3)

70

Fig. 2. The output y curve

6 Conclusion

According to two unmeasured output control systems, two state observers were
designed for state reconstruction. And according to the conditions of the delay in the
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network control system. a system model is established. Besides, this paper uses the
exponential stability theory to analyze the conditions of the system stability, uses the
simulation way to verify the results, and proves the effectiveness of its methods.
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Abstract. This study proposes the optimization design to improve the integrity
of the voltage signals of a conventional differential-mode structure. In this
paper, we employ the electronic packages simulation software SPEED 2000 to
perform an analysis of signal integrity. Simulation results show that the
enhanced differential-mode transmission lines have less EMI than the
conventional differential-mode lines at both of the near-end and far-end
voltages. Accordingly, this study provides an enhanced signal method by
increasing the number of transmission lines that can efficiently diminish EMI of
the conventional differential-mode transmission lines and further increase
signal integrity.

Keywords: Differential-mode, Common-mode, Signal integrity, EMI.

1 Introduction

Since the CPU transmission circuits are much shorter and smaller than those in PCBs,
CPU can sustain higher pulses than a PCB. Short transmission lines result in high
signal integrity because they reduce energy consumption. EMI phenomenon must be
reduced to improve the transmission efficiency. Designing transmission lines with
low EMI is therefore an important issue in high-speed digital technology. Because
both capacitance and inductance effects occur between parallel transmission lines as
they near each other, these two effects can result in cross-talk, problems in signal
integrity, and limitations in clock speed [1-2]. Shi, W. et al [3] and Novak I. [4] have
mathematically modeled cross-talk in parallel lines, and many previous studies [5-7]
discuss this topic as well. Conventional differential-mode lines suffer less signal
energy loss while still maintaining reasonable signal integrity. This study presents
enhanced differential-mode transmission lines for improving the signal integrity of
conventional differential-mode transmission lines.

2 Interference Analysis of Common-Mode and Conventional
Differential-Mode Lines

In this section, we describe the equivalent circuit models of common-mode and
conventional differential-mode transmission lines. The common-mode structure is
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characterized by an in-phase signal (see Fig. 1(a)), while the conventional differential-
mode structure has an out-of-phase signal between two transmission lines (see Fig.
1(b)). V, and V; are voltage of 1** and 2™ parallel lines, respectively. Figures 2(a) and
2(b) show the equivalent circuits of capacitance and inductance. In Fig. 2 (a) and (b),
I, and I, are the current of 1** and 2™ parallel lines respectively, C is the ground
capacitance of 1 and 2™ lines, C,,is the mutual capacitance of two parallel lines, L is
the self-inductance of 1 and 2™ lines, and L,, is the mutual inductance of two parallel
lines.

(a) (b)

Fig. 1. The equivalent circuit models: (a) common-mode lines, (b) differential-mode lines

— L

Vi L N—
T° WA

¢ I Va2

L
(@ (b)

Fig. 2. The equivalent circuits: (a) the capacitance effect (b) the inductance effect

2.1 Capacitance and Inductance for Common-Mode Lines

As the system supports an even mode with voltage V;, = V,, the equation of the
analysis of the capacitance effect for common-mode lines is derived as follows,

I{_:CdViJrCm dV,-V)  where i = 1, 2 )
dt dt

In Eq. (1), the 1% term is the currents of the lines for the ground and the 2™ term is
that of the mutual capacitance. As the current conditions is /; = I,, the analysis of the
inductance effect for common-mode lines is as follows,

VizLﬁJerﬁ,whereizl,Z )
dt dt

The common-mode inductance effect L. from Eq. (2) equals L + L,,. In Eq. (2), the
1" terms are the voltages of the lines for the ground and the 2™ terms are that of the
mutual inductance.
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2.2 Capacitance and Inductance for Conventional Differential - Mode Lines

As this system supports an odd mode with voltage V, = -V,, the analysis of
capacitance effect for conventional differential-mode lines is written by:
I =Cﬂ+C M, where i = 1, 2 3)
' de " dr

In Eq. (3), the meanings of the 1% and 2™ terms are same as Eq.(1). The
capacitance effect equals C+2C,, from Eq. (3). In the odd mode, the currents
relationship between Line 1 and Line 2 is I; = I,. The analysis of the inductance effect
for conventional differential-mode lines is as follows,

Vi=Lﬂ+Lmd(_Ii), where i = 1,2 (4)
dt dt

The conventional differential-mode inductance L, from Eq. (4) is given by L-L,,.

2.3 Interference for Common-Mode and Differential-Mode Structures

Table 1 compares the results of interference from each mode. The interference from
the capacitance effect does not change in the common-mode lines, while the
inductance increases L,. In the differential-mode lines, the capacitance effect raises
C,,, but the inductance effects lowers L,,.

Table 1. Comparison of capacitance and inductance of common-mode and differential-mode

Mode Capacitance effect Inductance effect
Common-mode lines Constant L+ (increase)
Differential-mode lines c+2C, (increase) L-L, (decrease)

3 Structure and Analysis of the Enhanced Differential-Mode

Fig. 3 depicts the structure of the enhanced differential-mode lines. Lines 1-2
represent signal lines, and lines 3 — 4 represent auxiliary lines. The phenomenon of
interference that Line 2 disturbs Line 1 indicates the enhanced differential-mode
effect, and Line 3 with disturbing Line 1 indicates the common-mode effect.

ey
&
I A e Sy GOV

Fig. 3. The structure of the enhancing differential-mode transmission lines
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3.1 Analysis of Capacitance Effects

We consider that the current of Line 3 interferes with Line 1 for common-mode lines
Fig. 3. The total induced current on Line 1 is as follows,

av,

I,=C—*
dt

dav, dv,
+(C+C,)—=2C+C,)— 5
( m) d[ ( YH) d[ ( )
From Eq. (5), the effect of induced capacitance on Line 1 increases from C to 2C +
Ch.

3.2 Analysis of Inductance Effects

The inductance effect on Line 1 that is interfered by Line 3 and Line 2 does not
increase, as revealed in Eq. (6). The induced interference resulting from the
capacitance and inductance effects, which imply that Line 2 is disturbed by Lines 1
and 4, are the same as those of the interference on Line 1 according to the above-
mentioned method. The inductance effect induces greater interference than the
capacitance effect in transmission lines, but the enhanced structure proposed in this
study can therefore counteract a very high level of EMI ( inductance effect ).

dl

— (6)

4 =(L+Lm)ﬂ+(L—Lm)ﬂ=L
dt e di

4 Simulation

This study uses SPEED 2000 software to simulate the different modes with an
unfixed length. The simulation was performed with the following parameters: a layer
of 1.5 mm thickness and a layer medium of 4.3 mm thickness, a line of 0.035 mm
diameter and 60 mm length, sinesquare wave for input signal with 2 V (highest
voltage) and OV (lowest voltage), 10 ps ascending and descending times, and 1020 ps
period. Fig. 4 (a) illustrates the near-end voltage wave of the conventional
differential-mode lines, where V,,.; and V,.denotes the near-end voltage for the first
and the second line, respectively. V,, and V, are the absolute difference which is
between the undisturbed and disturbed voltages at the high and low levels,
respectively. The simulation results in Fig. 4(a) are V;; = 0.032V and V}; =0.033V.
Fig. 4(b) shows the far-end voltage wave Vj,; and V,,with the 1* and 2" lines of the
enhanced differential mode, where V;,; = 0.092V and V,, = 0.064V. Fig. 5(a) illustrates
the deviation voltage of high and low level near-end waves, where V,; = 0.021V and
Vi« = 0.020V. Fig. 5(b) illustrates the far-end voltage wave of the enhanced
differential modes, where V,; = 0.035V and V;; = 0.025V.
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Fig. 4. The signal wave of the conventional differential mode (a) Near-end, (b) Far-end

Voltage (V)

(a)

Voltage (V). ...

Voltage (V)

(b)

247

Fig. 5. The signal wave of the enhanced differential mode. (a) Near-end , (b) Far-end

Table 2. V,, and V,, of near-end in different modes ( unit of V,, and V,, are voltage)

(a)

(b)

Rise time Conventional differential Mode Enhanced differential mode
(ps) Vha Vi Vha Ve
10 0.032 0.033 0.021 0.020
20 0.033 0.030 0.014 0.014
30 0.032 0.032 0.015 0.014
40 0.030 0.030 0.011 0.012
50 0.030 0.030 0.012 0.011
60 0.030 0.031 0.012 0.013
70 0.030 0.030 0.011 0.012
80 0.030 0.030 0.010 0.011
90 0.030 0.030 0.010 0.010
100 0.030 0.030 0.010 0.010

These simulation results in which the V,; and V,; of the near-end and those of far-
end voltages occur at different ascending times are described in Tables 2 and 3. These
results demonstrate that the enhanced differential mode has less interference than the
conventional differential mode at both the near and far ends. Additionally, the
enhanced differential modes offer superior signal integrity between these both modes.
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Table 3. V,, and V), of far- end in different modes ( unit of V}, and V,, are voltage)

Rise Time Conventional Differential Mode Enhanced Differential Mode
(ps) Via Via Via Via
10 0.092 0.064 0.035 0.025
20 0.081 0.079 0.030 0.030
30 0.040 0.021 0.014 0.008
40 0.011 0.030 0.003 0.011
50 0.016 0.014 0.004 0.005
60 0.015 0.010 0.005 0.004
70 0.007 0.011 0.001 0.001
80 0.005 0.003 0.001 0.001
90 0.007 0.006 0.001 0.002
100 0.004 0.004 0.000 0.002

5 Conclusions

The enhanced differential mode offers much better anti-interference and signal
integrity than the conventional differential mode. The difference of anti-interference
and signal integrity between these two different differential modes gradually increases
with transmission speed increases. That is, a higher speed circumstance leads to better
anti-interference in enhanced differential mode. In summary, this study presents an
optimization method of transmission lines that offers better transmission quality while
maintaining good signal integrity.

References

1. Walker, C.S.: Capacitance, Inductance and Crosstalk Analysis. Artech House Publishers
(1990)

2. Castillo, S., Mittra, R.: A Study of Crosstalk and Distortion of High-Speed Pulse in Digital
Cirsuits: Research Report R-1033. University of Illinois-Urbana, Illinois (1985)

3. Shi, W., Fang, J.: Evaluation of Closed-Form Crosstalk Models of Coupled Transmission
Lines. IEEE Transactions on Advanced Packaging 22, 174-181 (1999)

4. Novak, I.: Modeling, Simulation, and Measurement Considerations of High-Speed Digital
Buses. In: Proceedings of the Instrumentation and Measurement Technology Conference,
pp- 921-925 (1994)

5. Gilb, J.P., Balanis, C.A.: Pulse Distortion on Multilayer Coupled Microstrip Lines. IEEE
Transactions on Microwave Theory and Techniques 37, 1620-1627 (1989)

6. Homo, M., Marques, R.: Coupled Microstrips on Double Anisotropic Layers. IEEE
Transactions on Microwave Theory and Techniques 32, 467470 (1984)

7. Talgat, R.G.: Far-End Crosstalk Reduction in Double-Layered Dielectric Interconnects.
IEEE Transactions on Electromagnetic Compatibility 43(4), 566571 (2001)



Coordinate Transformations in Satellite Navigation
Systems

Pengfei Zhang', Chengdong Xu', Chunsheng Hu', and Ye Chen’

' School of Aerospace Engineering, Beijing Institute of Technology,

No.5 South Zhongguancun Street, Haidian District, Beijing, 100081, China
%School of Information and Communication Engineering, North University of China,
No.3 Xueyuan Road, Taiyuan, Shanxi, 030051, China
successful.2008@163.com

Abstract. The methods of coordinate transformations in the same satellite
navigation system and among different satellite navigation systems were
summarized. The former includes a transformation between Cartesian
coordinate and geodetic coordinate in Earth-Centered Earth-Fixed (ECEF)
coordinate system, transformations among Cartesian coordinates with common
point of origin, and a transformation between ECEF Cartesian coordinate
system and local geographical coordinate system with uncommon point of
origin. For the latter, seven-parameters Bursa model which is one of the most
commonly used transformation methods was introduced. Finally, the
transformation process of common coordinate systems in satellite navigation
systems was concluded so that the data of satellite navigation and
communication system could be processed conveniently.

Keywords: Satellite navigation, coordinate system, transformation process.

1 Introduction

The positioning function of satellite navigation system is realized by measuring the
distance between receiver and satellites[1], so determining the position of receiver is a
basic task in satellite navigation system. However, coordinate of the receiver position
needs to be described in the selected reference coordinate system in satellite
navigation system. Firstly, different satellite navigation systems have different
reference coordinate systems. Secondly, selections of the reference coordinate system
are different from each other in the same satellite navigation system according to
different navigation tasks. Finally, there are different representation methods in the
same coordinate system. Therefore, it is very important to research the transformation
between different coordinate systems and representations for the processing of
navigation data and result comparison. Transformations among different coordinate
systems were summarized in this paper, including transformations in the same
satellite navigation system and among different satellite navigation systems. At the
end of the paper, transformation process of common coordinate system in satellite
navigation system was concluded so that the user could get the different forms of
coordinate as quickly as they want.
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2 Coordinate Transformations in the Same Satellite Navigation
System

2.1 Transformation between Cartesian Coordinate and Geodetic Coordinate
in ECEF Coordinate System

In Earth-Centered Earth-Fixed (ECEF) coordinate system, the origin is located in the
center of the earth, XY plane coincides with the equatorial plane, X-axis points to the
orientation of 0° longitude, Y-axis points to the orientation of 90° east longitude, Z
axis is perpendicular to the equatorial plane and points to the geographical Arctic.
Transformation between Cartesian coordinate and geodetic coordinate (latitude,
longitude, height) is needed in geodesy and navigation data processing[2]. As shown
in Fig. 1, point P (X, Y, Z) which corresponds to the geodetic coordinate is (B, L, H).
Positive latitude indicates north latitude, positive longitude indicates east longitude.

Fig. 1. Cartesian Coordinate and Geodetic Coordinate

(1) BLH ==> XYZ
X =(N+H)cosBcosL
Y =(N+H)cosBsinL @))
Z=[N(-¢€*)+H]sinB

Where:

a2 a

N=IP'El =
(a*cos’ B+b*sin® B)>  (1—e*sin®* B)"? »

a=l0D| b=OCI_

a represents the semi-major axis of reference ellipsoid, e represents the eccentricity
of reference ellipsoid. Reference ellipsoid model and parameters of common satellite
navigation systems are shown in Table 1.

Table 1. Reference ellipsoid model and parameters of common satellite navigation systems

Navigation  Reference Coordinate Semi-major  Oblateness
system ellipsoid system axis a (m) reciprocal 1/ f
GPS WGS1984 WGS-84 6378137.00  298.257223563
GLONASS  PE1990 PZ-90(PE-90) 6378137.00  298.257839303
GALILEO  GTRF ITRF-96 6387136.49  298.256450000
BD-1 Krasophuskiil940 BJ-54 6378245.00  298.300000000

BD-2 GRS80 CGCS2000 6378137.00  298.257222101
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The relationship between Ellipsoid oblateness f and eccentricity e is:

e=y2f-f*.
(2) XYZ==>BLH
-1
B = arctan —2 (1—& N] (When Z<0,B=-1BI)
Vx2+y? N+H
arctan(Y / X) X <0
L=<arctan(Y/X)-m X <0,Y<0 . 2)
arctanY / X)+nr X <0,Y>0
2 2
_NXTHY
cosB

It can be seen that latitude B and altitude H affect each other from the above
equation, so B and H should be calculated through iterative methods. When the
absolute value of the gap between the last two calculated results is less than a very
small value, the iteration ends.

At high latitudes area or high altitudes area, the iterative formula above will be

unstable[1], so B and H should be calculated following the formulas below:

NXP4Y?
cotB=——
Z+AZ . (3)
H=X*+Y*+(Z+AZ)' =N
Where:
) .
AZ =l OE 1=l AE Isin B= ¢*N'sin B =< Sn8__
\1-¢*sin* B

2.2 Transformations among Cartesian Coordinates with Common Point
of Origin

As shown in Fig. 2, there are two Cartesian coordinates, respectively O—X Y Z,

and O-X,Y,Z, . They have common point of origin, so the one of them which only
needs to rotate successively at most three times can coincide with the another[2][4].

Z,  Z[(Z)

Vi
Kk,

Fig. 2. Cartesian Coordinates with Common Point of Origin
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Assuming that the transformation is from coordinate system O-X Y Z to
O0-X,Y,Z, . Firstly, rotating & anticlockwise around Z,-axis (from the positive
direction of the axis to the original point of view) can get X,¥,Z,, and then rotating
B anticlockwise around X, -axis can get X,Y,Z,, finally, rotating 7 anticlockwise

around Y, -axis can get X,Y,Z, . Then

X, cosy 0 —siny||l 0 0 cosa sina 0|l X,
Y, |=| 0 1 0 0 cosf sinf||—sina cosa 0|Y, |. 4)
Z, siny 0 cosy |0 —sinf8 cosf 0 0 1]z

There are many Cartesian coordinate transformations with common point of origin
in satellite navigation system. Such as transformation between local geographical
coordinate system and carrier coordinate system, transformation between satellite
orbit coordinate system and ECEF Cartesian coordinate system. The most commonly
used transform angles of the former are ¥ : yaw angle, 6: pitch angle and 7: roll
angle, and the most commonly used transform angles of the latter are @ : argument
of perigee, i: orbital inclination and €Q : right ascension of ascending node.

2.3 Transformation between ECEF Cartesian Coordinate and Local
Geographical Coordinate with Uncommon Point of Origin

The local geographical coordinate is used to describe the north, east and vertical
direction of a carrier’s position. According to the differences of the axis positive point
orientation, there are some different selections of the coordinate system such as north-
zenith-east (NZE), east-north-zenith (ENZ) and north-west-zenith (NWZ). This paper
takes NZE coordinate system for example below. The establishment of local
geographical coordinate system is changing with the movement of a carrier, so the
real-time position of the carrier should be known before coordinate transformation. As
shown in Fig. 3, P(B,L,H) is the real-time position of the carrier, then the local

geographical coordinate system can be established like the Figure shows.

Fig. 3. ECEF Cartesian Coordinate System and Local Geographical Coordinate System

There are two different kinds of transformation commonly used in this situation.

(1) Transformation of Velocity
Because velocity is a vector, translation can’t change the coordinate. As