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1 Introduction

For decades, places around the world, particularly in many developing countries,
have been experiencing intense urban development, rapid expansion of infrastruc-
ture, and massive population and economic growth. At the same time, many other
cities, especially in developed countries, have been experiencing a different situ-
ation. Shrinking cities have become a widespread phenomenon, and they are now
found on every continent around the world (with the exception of Antarctica).
While the root causes of population loss vary from city to city (e.g., deindustrial-
ization, suburbanization, demographic shifts, etc.), the effects of that population
loss are often quite similar and manifest through vacant and abandoned buildings,
loss of municipal services, and a struggling economy.

Consider two very different American cities: Detroit, Michigan, and Phoenix,
Arizona. In 1900, Detroit was burgeoning into a thriving hub of manufacturing
and shipping industries, its strategic position along the Great Lakes made it pivotal
for shipping and global commerce. In 1900, it was the thirteenth largest city in
the United States in terms of population, with 285,704 residents and growing. At
this point, Detroit was on the cusp of massive population and economic growth
centered on the nascent automobile industry, and by 1920 it had jumped to the
fourth largest city in the country with a population of 993,079. Indeed, Detroit
experienced the industrial boom that swept through the Northeast region of the
country at that time, capitalizing on its optimal location for shipping, and expand-
ing its boundaries to encompass the thousands of people migrating to the city to
take advantage of the economic opportunity.

Meanwhile, seventeen hundred miles southwest of Detroit, Phoenix, Arizona
was a tiny agricultural and resource extraction outpost of 5,544 residents. Heavily
dependent on large-scale irrigation to grow crops, Phoenix was limited in its ability
to expand both economically and in terms of population. In 1900, it did not even
rank among the top 100 most populous cities in the United States. Phoenix grew
slowly through the first part of the twentieth century, and by 1920, its population
had barely eclipsed 29,000 residents.

Fast forward to 2014. Detroit is in crisis. The spatial reorganization of the auto
industry and population out-migration has impacted the city for decades. Since its
population peak in 1950, out-migration has left only 680,250 residents in the city,
dropping it down to only the eighteenth largest city in the United States. With a
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declining number of residents, the city is unable to fund itself through taxes. There
is little money to support the government. Eventually, the city files for bankruptcy.
Meanwhile, seventeen hundred miles to the southwest, Phoenix has rocketed up
the urban hierarchy with a diverse economy based not only on agriculture now but
also on strong finance, real estate, and technology sectors. People have flocked to
Phoenix to take advantage of the economic opportunities and mild climate, push-
ing Phoenix up to the sixth most populous city in the country with an estimated
1,537,058 residents.

On the surface, this example may appear to be just a tale of two cities, each
with unique extenuating circumstances that disconnect them both from the
overall story of the American city. Beneath the surface, however, the divergent
histories of Detroit and Phoenix are representative of significant economic and
social changes taking place in urban spaces across the United States, in particu-
lar throughout the second half of the twentieth century and continuing into the
twenty-first century. The foregoing example is a story of the decline of once
mighty economic powerhouse cities in the industrial region (often referred to as
the Rust Belt) stretching from the Northeast through the Great Lakes and into
the Midwest and the growth of cities in the southern and western United States
(often referred to as the Sun Belt), where people are attracted to the warm cli-
mate and mild winters. Detroit is only one of many cities experiencing decline.
Former industrial powerhouses such as Buffalo, New York; Cleveland, Ohio; and
Pittsburgh, Pennsylvania, have also suffered debilitating economic and popula-
tion losses as well as smaller but once-thriving places such as Gary, Indiana, and
Scranton, Pennsylvania. Cities outside the Rust Belt are not immune to shrinkage
either. St. Louis, Missouri, has suffered a similar fate as Detroit, Buffalo, and
Pittsburgh, while New Orleans, Louisiana, faced a rapidly declining population
in the wake of Hurricane Katrina.

Despite the acute cause of shrinkage, the challenges facing shrinking cities are
extensive and complex. Population loss is often only one of many dimensions of
shrinkage. As people migrate out of a city in search of jobs or a better quality of
life, the city loses a vital tax revenue. Without a stable tax base, cities often can-
not maintain critical services (e.g., police patrols, garbage pickup, etc.) across the
entire extent of the city and are forced to cancel or reduce utilities. A byproduct of
reducing services is the elimination of even more jobs from the area — furthering
even more out-migration in some cases. A decreasing tax base also means that
the funds needed to combat decline through economic incentives to stabilize or
re-grow the city are not available. Shrinking cities have tried myriad approaches
to “plugging the dam” including “pro-growth” agendas that support policies for
investment, population, and job growth as well as “smart decline” strategies that
seek to manage the loss of population, industry, taxes, services, and many other
factors in a manner that supports those residents that have elected to remain in the
city. We acknowledge the complexity involved with understanding shrinking cit-
ies. and in this book we offer both empirical analyses of the patterns of shrinkage
and decline observed in the United States as well as discussion of the underlying
processes and policies.
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In cities, when a particular change affects one part of the system at a given
point in time (e.g., a specific industry closes during a recession), a cascade of
effects, which may be orders of magnitude greater than the initial change, may
ensue (Martinez-Fernandez et al. 2012). This observation follows from Nobel
Prize-winning economist Gunnar Myrdal’s (1957) concept of cumulative causa-
tion (Emery and Flora 2006; Hospers 2014). Generally speaking, it means that
once a change originates in a given area, inter-connections between the changed
variable(s) and other local variables give rise to self-reinforcing feedback ;;ro-
cesses. Prior to World War II, these feedback processes almost unanimously
pointed to a virtuous cycle of urbanization. Simply put, cities grew. Throughout the
world, prewar industrialized cities enjoyed steady, positive inflows of people, jobs,
income, and built structures. Indeed, the field of urban planning emerged around
the same time largely from the need to control and manage these widespread,
seemingly unabating patterns of city growth (Hollander et al. 2009). Urban growth
did not cease after World War Il — in fact, the urban share of global population
has increased in every decade since 1940 (United Nations 2014) — however, by
1950 the phenomenon became far more narrow in its geographical scope. That is,
whereas prewar urbanization was mostly distributive, in that it affected virtually
all cities, postwar urbanization has been comparably parasitic, fueling growth in
some cities while contributing to stagnation, shrinkage, and/or decline in others
especially in the United States (Beauregard 2006). .

Acknowledging that there is no universally accepted definition of the concept of
shrinkage (Pallagst, Wiechmann, and Martinez-Fernandez 2013), this book inter-
prets the concept to reflect sustained, downward, quantitative adjustments to the
population of a given geographic community (e.g., Schilling and Logan 2008).
Stated another way, urban shrinkage involves long-term, “persistent” decreases in
the total number of people who dwell in an affected, shrinking area (Beauregard
2009). Frequently, this sort of sustained population loss is accompanied, either
before or after, by downward quantitative adjustments (i.e., shrinkage) in the size
of the economy and built environment of the depopulating community. In other
words, population loss tends to go hand in hand with both job loss and property
abandonment (which is often followed by property demolition) in a shrinking
place: While the precise chain of causality involved in this complex relationship
remains unresolved (GroBmann et al. 2013), most researchers and practitioners
agree that these linkages between population, the economy, and the built environ-
ment are characterized by cumulative causation (Hospers 2014).

On that backdrop, unlike the pre-W WII era characterized by distributive growth,
the Cf)r‘ltemporary era of parasitic urbanization has placed countless shrinking com-
munities across the world into a downward spiral (negative cumulative causa-
tlon)‘ofdemographic, economic, and physical change. As American urban scholar
Lewis Mumford (1961: 486) observed in his book The City in History, decreases in
the population, economy, and physical structures of a city often lead to a “breakup
of thehold urban form” (as cited in Beauregard 2006: 41). As a result, parasitic
llrbamzation tends to have deleterious effects on a shrinking city’s existing urban
functions, putting pressures on policymakers and other stakeholders.
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While the quantitative adjustments (e.g., population loss) related to shrinkage
invariably coincide with qualitative change or overall decline in the urban fabric
or form of an affected place (see Hollander 2011: 9-10), the latter phenomena can
oceur in the absence of the former. In other words, decline can be experienced by all
types of communities, regardless of whether their population is growing, shrinking,
or stable. Decline, it follows, has been actively operating in geographic communi-
ties since long before the notion of urban shrinkage came to the attention of aca-
demic researchers and planners (Schilling and Mallach 2012). For that reason, the
study of urban decline is a relatively mature area of social science inquiry that has
been subject to ongoing research for more than a century. By comparison, scholar-
ship on urban shrinkage is still young, having origins that trace mostly to the 1990s
(per Beauregard, as quoted by Schilling and Mallach 2012: 24). Nevertheless, lit-
erature on both topics — and their many intersections and interrelationships — has
exploded in recent decades, with new books and academic articles on “shrinking
cities” entering the discourse of academics and practitioners.

The goals of this book are to expand the discussion on patterns of shrinkage and
decline in the United States, introduce the difficulty in unpacking the complex pro-
cesses that have produced these patterns, and examine broader policy frameworks
that have been under consideration to address shrinkage in U.S. cities. Chapter 2
describes several indicators of urban shrinkage as well as the data sources from
which those indicators can be acquired. Patterns and trends in those indicators are
then explored at a variety of geographic levels across the United States. Chapter 3
performs similar analyses on indicators of urban decline. Like all useful attempts to
prove the existence of patterns and trends, the main objective of Chapters 2 and 3
is to provide readers with empirical evidence of, and selected analytical tools for
studying shrinkage and decline, and the various dimensions of and relationships
between them. across the United States. Accordingly, to better situate the empirical
findings in urban theory, Chapter 4 synthesizes classic and recent scholarship on
factors or processes that lead to shrinkage and decline in central cities. More pre-
cisely, the chapter provides a general introduction to theories of intra-urban change.
Chapter 5 widens the geographic perspective of that discussion to examine factors
that lead to shrinkage and decline beyond central city borders. In that chapter,
it becomes clear that “urban” shrinkage and decline are not strictly city-specific
issues. Chapter 6 focuses on pro-growth approaches to planning and policymak-
ing. As part of this approach, strategic efforts and investments are geared toward
re-growing a shrinking city to its former glory, rather than accepting that such an
outcome might be unattainable (Leo and Anderson 2006; Hollander 2011).

In Chapter 7, the book begins to explore opportunities for “rightsizing” (Hummel
2015) by which planners, policymakers, academics, and other stakeholders seek to
embrace and accept shrinkage, rather than pursue pro-growth policies to reverse
the trend (Haase et al. 2014). Rightsizing therefore involves a major shift in how
we perceive and respond to phenomena related to shrinkage and decline. Above
all, rightsizing means “planning for less — fewer people, fewer buildings, fewer
land uses” (Popper and Popper 2002: 23); which is a clear break from the pro-
growth approach in planning and policymaking discussed in Chapter 6. Chapter 8
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discusses the trends in metropolitan governance in the United States with a specific
focus on how governance is addressing problems related to shrinkage and decline.
Specifically, the chapter draws attention to the needs of intergovernmental coop-
eration, which is a strategy that has received ample attention (and some practical
experimentation) in the United States in recent decades. Chapter 9 continues to
explore alternatives to pro-growth by introducing the growing planning perspec-
tives of sustainability and resilience. The chapter argues that sustainavbility and
resilience concepts can both reinforce and enhance the rightsizing movement that
is introduced in Chapter 7. This chapter offers a discussion on efforts toward creat-
ing resilient, livable, and more socially equitable communities. Finally, in addition
to summarizing the key issues and ideas from the book, Chapter 10 suggests new
directions for research by taking into account recent demographic shift:

With all the talk of ““shrinking cities”, it is easy to lose sight of the fact that nei-
ther shrinkage nor decline are likely to apply to the whole of any one settlement
Indeed, even cities that have experienced substantial population loss typically fea;
ture thriving (even growing) internal neighborhoods where residents have access to
ample amenities and enjoy high-quality urban experiences. Accordingly, where pos-
sible, this book emphasizes the importance of studying patterns of actually existing
s‘hrinkgge —that is, the distribution of spaces and places where downward quantitab-
tive adjustments in population, the economy, and/or the built environment have in
f'aCt occurred. Among other reasons, this spatial perspective has important implica-
tions for resource targeting and strategic planning (Schilling and Mallach 2012).
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variables. More precisely, while it is common for variables such as population to
experience short-term fluctuations, the presence of long-term shrinkage suggests
that there are other factors at work within the urban system (Hollander 2011). The
next section explores the various patterns of shrinkage across the United States.
i The subsections below feature discussions of the data indicators, data sources, and

‘ analytical techniques used to explore shrinkage in the United States.

I \ Patterns of shrinkage in the conterminous United States
[
|

To study urban change and, by extension, urban shrinkage within a large and
| diverse study area like the United States, it is typically necessary to define a “uni-
\ versal simple measure” that allows for “comparison in space and time” (Pumain
“ 2006: 6). Arguably the most suitable and readily accessible variable that satisfies
this demand is the (changing) population of a geographic unit (Beauregard 2009).
Indeed, the size of a place’s population has critical implications for what is needed
! in terms of the place’s built environment, production and consumption activities,

j I“ ‘ and public service provision, among other things (Batty 2013).
In a very broad sense, scholars of urban shrinkage use two approaches to
: identify shrinking places based on population change. First, in what we call the
l binary method, researchers classify a city based on its absolute population change
between a given set of time periods. Places where the total population increased
or remained static from the first to the last time period analyzed are labeled as
growing or stable, while places where the overall population decreased between
the same two time periods are categorized as shrinking. The binary method pos-
sesses the desirable quality of being non-arbitrary, in that population growth and
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shrinkage are defined in very precise — and literal — manners. At the same time, the
classification scheme does not differentiate between locales experiencing tempo-
rary and anomalous population contraction with those undergoing long-term and
potentially transformational shrinkage. Therefore, when using the binary method
to identify shrinking places, it is important for researchers to give proper consid-
eration to the prevalence (the number of times population decreased during the
study period), severity (the magnitude of population decrease), and persistence
(the sequential nature of multiperiod population decreases) of any observed popu-
Jation downturns (Beauregard 2009).

The second approach for identifying shrinking places, referred to here as the
threshold method, relies on a pre-specified critical value of population loss to
operationalize shrinkage. Places that experienced population loss greater than or
equal to the adopted critical value between a given set of time periods are labeled
as shrinking (Schilling and Logan 2008). The threshold method suffers from arbi-
trariness, insofar as different researchers employ different threshold values, and
no optimal threshold is available (or appropriate) to adopt as a bright line test for

Box 2.1 Accessing population and other data for the
United States

Census and other urban data, as well as geographic boundary files for use in
geographic information systems (GIS), are obtainable from a number of online
sources. Free sources include the Census Bureau’s American FactFinder.
National Historic Geographic Information System, and the Longitudinai
Tract Data Base. Commercial sources requiring a paid subscription or license
include Social Explorer and Esri’s Business Analyst and Community Analyst.

The Census Bureau conducts nearly one hundred surveys and censuses
every year. By law, no one is permitted to reveal information from these
censuses and surveys that could identify any person, household, or busi-
ness. Data from the following surveys and censuses are available in Ameri-
can FactFinder:

American FactFinder (AFF) is the U.S. Census Bureau’s official online

detecting all urban shrinkage. Nevertheless, the method has considerable utility for
academic and policy research. Namely, following the reasoning from the preceding
paragraph, the method recognizes that the simple event of population contraction
must necessarily be unfolded into more complex considerations of severity and
persistence. More succinctly, the degree and duration of population loss matters. If
the magnitude of loss is not severe (i.e., at or beyond the adopted threshold), then
a place is not classified as “shrinking”.

As Hollander (2011) and others (Glaeser and Gyourko 2006; Weaver and Knight
2014) have pointed out, cities that are built for a certain level of population tend
to experience metamorphic (frequently negative) physical and economic changes
following severe and persistent population loss. The same can rarely be said for
cities that endure comparatively marginal or temporary reductions in population.
These issues are addressed further in Chapter 3, which explores patterns of urban
decline. For now, it is sufficient to conclude this subsection by noting two of
the most commonly cited thresholds employed by scholars in the shrinking cities
literature. First, Schilling and Logan (2008) define shrinkage as a 25 percent or
greater loss in a place’s total population over the course of four decades. Second,
Hollander (2011) adopts the slightly more conservative, but quite similar, thresh-
old of 30 percent over four decades. While, again, these thresholds are somewhat
arbitrary, they are values that have been put forward by urban planning and policy
experts to define the parameters of population shrinkage based on their collective
knowledge and experience. As such, these thresholds will be referenced through-
out the remainder of this chapter.

Population data for the United States

The premier source of population (and many other) data for the United States is the
U.S. Census Bureau (see Box 2.1 on accessing Census Bureau data). While the Cen-
sus Bureau creates and distributes a wide variety of products and tools that describe

data distribution portal for all Census Bureau surveys dating back to
2000. The Census conducts and reports data for more than 100 surveys
and censuses, including the Decennial Census, American Community
§urvey, Economic Census, Census of Governments, and American Hous-
ing Survey. Given the depth of surveys and censuses, available data
includes demographics and socio-economic; housing; industrial and busi-
ness; and employment. Although not available directly in AFF, the Census
also offers geographic boundary files for GIS. Since the census is both
collector and reporter, one of the key benefits of the AFF is that metadata
and resources are provided. Users can select data by census geography,
program, year, and variable, allowing for custom downloads of geographi-
cally specific data to the block level. For those seeking current data for
a specific geography, such as a zip code, the Community Facts search
c.apab‘ility provides quick and easy access to frequently requested popula-
tlf)n, income, and housing data. AFF also provides limited online map-
ping, for example the Census Flows Mapper which allows access to
c?l}nt}./-to-county migration data. However, better online mapping capa-
bility is available with other, albeit fee-based, resources including Social
Explorer or Esri’s Business Analyst or Community Analyst.

The Minnesota Population Center at the University of Minnesota hosts and

maintains the National Historical Geographic Information System
(N HQIS). This excellent free online source extends the data available in
American FactFinder to include data and boundary files for decennial
census data for all geographies from the original 1790 census to the pres-
ent. The Data Finder allows users to filter their data search by geographic
level, years, topics, and database. One useful feature is that once the data
have been selected, the user can also select and download the correct
geographic boundary file in the same request. Recently, the NHGIS
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estimated and made available block-based data for ten geographies from
the 2000 census standardized to 2010 boundaries, offering researchers the
ability to analyze from 2000 to 2010 change more accurately.

For researchers seeking to analyze decadal change going back further than
2000, the Longitudinal Tract Data Base (LTDB) at Brown University
provides the ability to do so back to 1970. LTDB was developed to
help researchers tackle one key issue with respect to analyzing historic
data — the modifiable areal unit problem (MAUP). Simply put, the
boundaries of census geographies change over time, limiting the ability
of researchers to track changes within the same geographic area over
one or more census periods. The LTDB estimates common data variables
for prior census tract-level data within the 2010 census tracts, which
users can download for the 1970-2000 Decennial Censuses. Users with
their own data aggregated to census tracts can use the LTDB to estimate
this data within the 2010 tract boundaries.

Social Explorer offers a wealth of downloadable data and an excellent
mapping interface, but the fully functional site requires a paid sub-
scription. The available data includes all U.S. decennial censuses from
1790 to 2010 and all American Community Survey data from 2005
to present. Social Explorer has two significant advantages. The first
is a user-friendly interface that allows new users to quickly and easily
select and download data. The data selection interface is nearly identi-
cal to the popular prior version of the AFF, utilizing dropdown menus
to select and download data in common database formats, including
Excel. The second advantage is the mapping tool, which allows users
to easily map variables to visualize data spatially. The mapping tool
also allows the mapping of multiple variables as well as a side-by-side
mapping capability allowing a user to map variables from two different
censuses side by side in the same geography.

Esri’s Business Analyst and Community Analyst are two subscription-based
tools for geographically focused, data-driven, strategic decision-making.
Each has ostensibly the same data but is intended for two different types
of users. Business Analyst is geared toward real estate, economic devel-
opment, retail, and marketing. In Business Analyst, users can download
existing or create custom summary reports and maps of business counts,
employees, total sales, consumer spending, and the market potential of
a given area for certain goods and services. Community Analyst is aimed
at policymakers and planners and has much of the same data and func-
tionality. The value of these databases lies in their ability to create
ready-made maps and reports based on user-defined geographies, elimi-
nating the need to download, analyze, and report the data oneself, as
one would from the census or NHGIS. An additional benefit is that each
offers five-year and ten-year projections for common variables such as
population, households, income, and housing.
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characteristics of the people, housing units, economy, and government structure of
the United States (MacDonald and Peters 2011), the data and visualizations presented
here rely exclusively on two of these items: (1) the decennial census and (2) the
Topologically Integrated Geographic Encoding and Referencing (TIGER) products

By Constitutional mandate, the Census Bureau is required to perform a full popu;
lation count for the United States at least once every ten years to facilitate the pro-
cesses of political reapportionment and redistricting (Bullock 2010). Hence, since
1790, the Bureau has conducted a population census once every decade, suéh that
these decennial censuses correspond to years ending in zero. Among other variables
each decennial census (also called the “full count™) includes data on the number 01;
people, families, households, housing units, [owner- and renter-] occupied housing
units, and vacant housing units for a variety of geographic levels of analysis. Further
the majority of these variables can be broken out by age, age group, gender. race’
and ethnicity (though, with respect to the latter, refer to Yanow’s 2003, book 0;1 ho“;
the Census Bureau’s race and ethnicity constructions severely limit one’s ability to
report one’s own, self-authored identity to governmental data collectors). For current
purposes, the decade-to-decade changes in a place’s total population that are cap-
tured in the decennial censuses offer, as argued above, a “universal simple measure”
for studying patterns and trends in urban shrinkage (Pumain 2006): universal in the
sense that the decennial census is conducted and reported on in a uniform fashion
for the whole United States; and simple in that population growth or contraction is
an obvious indicator of place-based change (Beauregard 20?)9).

T}}at said, if the goal is to explore patterns and trends in decadal population
loss in the United States, then it is necessary to specify where in the United States
population loss can be studied. Answering this “where” question calls for a basic
understanding of the geographic framework of the U.S. Census Bureau. Table 2.1

Table 2.1 Basics of the U.S. Census geographic framework

Statistical Areas Political Areas

Cparse resolution Nation Nation

Fine resolution Census region State and territory
Census d1v1si0n_ Congressional district
Core-based statistical area County
Census tract Vote tabulation district
Census block group Place

i Census block American Indian area

ook il ) s
ng Units listed above are Units listed above are not perfectly

perfectly nested —i.e., nested

higher levels completely
contain lower levels

Relati 4 e

7 tlggortlrslhlps Core-based statistical areas Counties fully contain census

ot other area full.y contain couqties, tracts and all sub-tract statistical
which fully contain census areas; however, places can cross

tracts and all sub-tract units the borders of core-based statistical
areas, counties, census tracts, and
all sub-tract statistical areas
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presents a non-exhaustive summary of this framework, where geographic units of
analysis are classified into political areas and statistical areas. Political areas are
units of analysis that correspond to political jurisdictions. They include areas such
as the nation as a whole, congressional districts, states and territories, counties, and
places. Of these political areas, places are the closest correspondent to municipalities
(e.g., cities and towns). Places include both incorporated places as well as census
designated places, which are unincorporated but identifiable by name.' Importantly,
because there is “no . . . centralized source of data on [municipal] boundaries” in the
United States, scholars often rely on the census place geography to study phenomena
(e.g., population shrinkage) at the city level (Kodrzycki and Mufioz 2015: 114).
Statistical areas are spaces delineated by the Census Bureau, typically in con-
junction with state and local officials, for ongoing data collection purposes. Cru-
cially, although persons are surveyed at their residential addresses, and census data
are therefore collected at the household level, the Census Bureau only reports data for
aggregated spatial units to protect respondent confidentiality. The smallest statistical
area, a census block, facilitates this objective. The census block is used as the basic
building block for constructing all other statistical areas. As the following section
discusses in more detail, the Census Bureau’s rolling American Community Sur-
vey (ACS) collects data on various socioeconomic characteristics of the population.
Because these data are based on a sample of the population, and as a further guard on
the confidentiality of sensitive socio-economic information, they are reported for units
of analysis larger than census blocks. Most (but not all) such data are available for
small clusters of census blocks, which are fittingly called census block groups; and all
of the ACS data are generally available for census tracts, which are slightly larger, and
strictly contain census block groups. Despite being imperfect proxies for neighbor-
hoods (Kwan 2012), census tracts are generally used to study phenomena at a “neigh-
borhood” level (Hollander 2011). When research questions are more macroscopic in
nature, census core-based statistical areas (CBSAs), which encompass metropolitan
and micropolitan areas, are typically used as proxies for urban regions that include
both a city and its surrounding communities. Finally, the Census Bureau divides the
United States into four distinct, large geographic regions — West, Midwest, South, and
Northeast — that are in turn divided into nine geographic divisions (Fig. 2.1). These
multistate areas allow researchers to track broad spatial trends in population and eco-
nomic phenomena over time, as demonstrated in in the following section.

For all spatial units included in the census geographic framework, each indi-
vidual geographic area is assigned a unique code based on the Federal Information
Processing Series (FIPS). These FIPS codes are what link tabular census data to
locations in space. In order to spatialize census data within a geographic informa-
tion system (GIS), the Census Bureau provides TIGER cartographic boundary files
for each of its various geographic levels of analysis. The TIGER files are available
as shapefiles (a spatial data format native to Esri software), geodatabases (a spatial
database format native to Esri software), and KML files (a spatial layer format
native to Google Earth). Every spatial entity included in the TIGER files is linked
to a unique FIPS code, meaning that TIGER spatial data can be joined with tabular
census data (e.g., the full count dataset) in a GIS.
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One of the major challenges of performing multitemporal spatial analysis with
census data is that cartographic boundaries frequently change. Boundaries of sta-
tistical areas such as census tracts tend to change with each decennial census, while
political boundaries, such as place borders, can change through annexation or
various other processes. Accordingly, studying patterns of population change over
time in the United States requires one to normalize these changing geographies
of data collection. A dataset produced by Logan, Xu, and Stults (2014), which
is freely accessible through Brown University (see Box 2.1), provides interpo-
lated data from past decennial censuses for current (2010) census tract boundaries.
More explicitly, the Brown University dataset provides users with high quality
approximations of key variables from the 1970, 1980, 1990, and 2000 decennial
censuses — as well as the corresponding (known) variable values from the 2010
census — all within current census tract boundaries. The data therefore allow for
consistent “comparison in space and time” (Pumain 2006: 6). However, because
the entire United States was not yet “tracted” in 1970 — that is, by 1970 the census
tract system had not yet been implemented for the entire country, only for mostly
urbanized areas —analyses that wish to study population change going back to 1970
are limited to a subset of mostly urban locations throughout the United States This
sgbset of locations is depicted in Figure 2.1 for the conterminous United States.
Figure 2.1 also pictures the four U.S. Census regions and their nine constituent

CENTRAL

Legend

9 U.S Census Regions

L. U.S. Census Divisions

#¥ Census Tracts with 1970-2010 Data

gure 2. ] Cer}sus tracts included in the Brown University dataset, for the conterminous
United States, by U.S. Census region and division
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divisions, which are used below to explore macro trends in patterns of shrinkage:
(1) the West region is made up of the (i) Pacific and (ii) Mountain divisions; (2) the
South region consists of the (iii) West South Central, (iv) East South Central, and
(v) South Atlantic divisions; (3) the Midwest region includes the (vi) West North
Central and (vii) East North Central divisions; and (4) the Northeast region con-
sists of the (viii) Middle Atlantic and (ix) New England divisions.

The next subsection draws on the Brown University dataset to analyze popula-
tion shrinkage in the United States since 1970 for the collection of census tracts
pictured in Figure 2.1. Alaska and Hawaii are excluded from the analysis on the
grounds that their relatively recent statehood (1959) precluded them from par-
ticipating in the formative years of major federal urban policy initiatives, such as
the Federal Highway Act (Kinevan 1950). Because these federal policies played
major roles in shaping patterns of post-World War II urban development, the initial
ineligibility of non-state territories to participate in these programs is sufficient
justification for limiting the analysis to the conterminous states.

Analysis of population change, 1970-2010

This subsection presents results from a series of related analytical operations that
are collectively intended to describe geographic patterns and trends in urban popu-
lation shrinkage in the United States. While each analytical operation requires its
own caveats, which are made explicit at appropriate points below, three global
study design choices apply to all of the analyses. First, the full temporal (1970—
2010) and spatial (Fig. 2.1) extents of the empirical exercises are determined by the
data currently available in the Brown University LTDB (see Box 2.1). Second, and
related, the census tract is the foundational unit of analysis employed throughout
the subsection. Analyzing population change at the tract level contributes to an
understanding of actually existing urban shrinkage, rather than wholly classifying
cities as “shrinking” without any consideration of intra-city patterns of popula-
tion change. As such, tract-level studies regularly demonstrate that even so-called
“shrinking cities” contain growing and thriving neighborhoods (Hollander 2011).
Third, at least for the purpose of classifying census tracts, the analyses implement
the threshold method of identifying shrinkage as described earlier in this chapter.
Following existing studies (Schilling and Logan 2008), the adopted threshold is
25 percent population loss over forty years (i.e., from 1970-2010). Although this
threshold — and all thresholds for that matter —are arbitrary, the 25 percent critical
value features in one of the most influential recent articles in the shrinking cities
literature, which was authored by planning experts with extensive experience in
and knowledge of the topic (Schilling and Logan 2008).

With these global research design choices in mind, the remainder of this subsec-
tion attends to the following five questions:

| Where are the census tracts that meet the adopted threshold for shrinkage

located?
2 Where are census tracts that appear to be on target to meet the adopted forty-

year threshold for shrinkage over the next ten, twenty, and thirty years located?
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3  Where are the census places® that meet the adopted threshold for shrinkage
located?

4 . Are ther.e growing (shrinking) tracts within shrinking (growing) places?

5. Are shrl'nkmg census tracts found disproportionately in shrinking places?
Does this pattern appear to be changing with time?

Before engaging directly with these research questions, the adopted shrinkage
threshold of 25 percent population contraction over forty years is used to derive
a thresh.old exponential rate of population change. A common assumption in
Popula:uon geography is that the rate of population change in a given spatial unit
is “an instantaneous one that may be applied continuously” (Plane and Rogerson
1994: 59). Such an outcome can be described with an exponential population (de)
growth function:

okl (1]

le.le're R is thfe popplation of the geographic unit after 7 time periods, P, is the
1n1tla}l population, e is Euler’s constant (approximately equal to 2.718), andor is the
continuous rate of change. To solve for the annual rate of change (r) that produces

a 25 percent population loss over forty years, Equation 1 can be algebraically
rearranged to yield:

In ﬁ i
F,

Observe now that a 25 percent population loss over four decades implies that a
z‘ge'o.graphlc unit’s population at the end of forty years is equal to 75 percent of its
initial population. As such, one can solve for the appropriate annual (threshold)
rate of exponential population change as:

e *100. 2]

2 ln(0.75)

* 100 =—0.719. [3]

{:a(;:h_e(; ;Vlogrds, census tracts (or. places) whose populations contract at a rate of at
ir .719 percent per year w1.ll shed a minimum of 25 percent of their popula-
nover a forty-year period. This rate becomes especially important in addressing
ilsliitl;)n :#2 from above, which concerns the locations of census tracts that appea;
) ol gndg:fg; :0 meet the adopted threshold to be considered “shrinking” in the
frol:%[]:;ngi w1‘dL1J q}lestlpn #1, Figure 2.2 maps the distribution of census tracts
B ]97\2/)nth niversity LTDB whose annual rates of exponential population
i :iough 20'10 e.xceed the adopted threshold of —0.719 percent per
o rlw9r s, the highlighted tracts are those that shed 25 percent or more
Using abpsopl)utatlon over the course of- the fqur most recent decennial censuses.
e ute pf)pulatlon-loss as a weight, Figure 2.2 also depicts the population
age centroid, or weighted geographic mean center of the shrinking tracts.
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Following Plane and Rogerson (1994: 31), the population shrinkage centroid is
computed as:

ZI:I Lr'xl = ZIHZILI.VV [4]

X= 5 Py e

Zr”:l L: ZLL;

where X and y are the coordinates of the shrinkage centroid, L, is the absolute
value of population that was lost in tract i between 1970 and 2010, and x, and y,
are the coordinates of tract i’s centermost point. It should be noted that none of the
tracts shown in Figure 2.2 experienced population growth during this timeframe.

In line with Hollander’s (2011) findings that population shrinkage is not strictly
a “Rust Belt” phenomenon — where researchers conventionally place the Rust
Belt in the Midwest and Northeast Census Bureau regions — Figure 2.2 shows that
shrinking tracts are found throughout the conterminous United States. At the same
time, the “center of gravity” (Plane and Rogerson 1994: 48) of population shrink-
age with respect to the 25 percent threshold, as given by the population shrinkage
centroid located in Indiana in Figure 2.2, strongly suggests that, on average, long-
term population loss has been more prevalent and severe in the Rust Belt relative
to the rest of the country (Beauregard 2009). One can reach this conclusion by

Legend
] U.S Census Dlivision
## Shrinking Census Tract
“ Non-Shrinking Census Tract
+ Population Shrinkage Centroid

@ Center of Population (1970)

Figure 2.2 Distribution and loss-weighted centroid of shrinking census tracts in the United
States (n = 7.386 shrinking tracts)
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comparing the location of the population shrinkage centroid to the mean center of
population in 1970 (the latter is symbolized as a dark circle located in Illinois in
Fig. 2.2). If census tracts experienced population change evenly across the study
area, then the population shrinkage centroid would lie on top of the mean center
of the 1970 population. In Figure 2.2, though, the former is located approximately
190 miles (as the crow flies) to the east of the latter. which suggests that the magni-
tude of population loss from 1970-2010 was greater in tracts in the eastern pa;t of
the country. Hence, in response to question #1, one can say that the distribution of
shrinking census tracts in the United States is geographically dispersed; but, align-
ing with common perceptions, population shrinkage has been more pronounced in
the Midwest and Northeast compared to the South and West.

Regarding question #2, the threshold [annual] rate of exponential population
change (-0.719 percent per year) can be used to identify census tracts that are on
pace to be shrinking in the coming decades. In other words, the rate (r) from Equa-
tion 2 can be computed for each tract for four possible starting years: (1) 1970
which has already been done to create the distribution pictured in Figure 2.2, anci
for which 7 was set equal to 40; (2) 1980, for which 7 is set equal to 30 (i.e., there
are 30 years between 1980 and 2010); (3) 1990, for which 7 is set equal to 20; and
(4) 2000, for which ¢ is set equal to 10. The resulting rates can then be com;;ared
to the threshold to classify tracts as being “on pace” to experience a 25 percent or
greater loss in population over forty years.

To understand how this classification process works, consider the four hypo-
thetical census tracts described in Table 2.2. Data collected for Tract A begin in
1970 with an initial population of 1,000 persons and end in 2010 with a cﬁrrent
population of 700 persons — a 30 percent contraction. The annual rate of exponen-
tial population change between 1970 and 2010 is therefore -0.892 percent, which
exceeds the threshold and qualifies this tract as already shrinking by 2010. :l"ract B
starts with a population of 1,000 and experiences [mostly] continuous population
loss but only to the tune of 13.5 percent over the four-decade time period. As
such, .the annual exponential rate of population change in Tract B from 1970 to
2010 is —0.363 percent, which does not meet the threshold for labeling the tract as
already shrinking. However, upon closer inspection, one can see that the annual
rate of exponential population change in Tract B from 1980 and 2010 was —0.740
percent — greater than the threshold rate of —0.719 percent. For this reason, Tract B
1S on pace to be classified as shrinking by 2020. Similar considerations sh’ow that
although Tract C and Tract D gained population between 1970 and 2010 they are;
currently on pace to be classified as shrinking by 2030 and 2040, resp;ectively.
g::e?d, by 2(?10 Tract C lost 22.7 percent of its 1990 population (Leots0): and,

Pite growing by 120 percent between 1970 and 2010 (M) Tract D shed
ro}lghly 19 percent of its population between 2000 and 20 l(l)o.okcc’ordingly, not-
:lvllthstandmg their .hi‘storical population growth, researchers might wish to flag

er'e tracts for exhibiting more recent tendencies toward shrinkage.
sy lﬁlfg B2.3hmaps the distribut?on of all census tracts from the Brown Univer-
- i that are already shrinking or on pace to be shrinking over the next
O thirty years, where the latter classifications follow from the reasoning and




Table 2.2 Analyzing the relationship between population shrinkage and economic

shrinkage
Year (Y) Tract A Er Tract B T Tract C A Tract D Lo
Pop. Pop. Pop. Pop.
1970 1000  —0.892%* 1000 -0.363% 1000 0.371% 1000 1.971%
1980 995 -1.172% 1080 -0.740%* 1200 —0.113% 2000 0.318%
1990 860 —1.029% 999 -0.720% 1500 —1.285%* 2445 —0.528%
2000 770  —0.953% 933 -0.757% 1275 -0.945% 2440 —1.035%*
2010 700 n/a 865 n/a 1160 n/a 2200 n/a
Summary:

— Tract A is already shrinking (crossed threshold in 1970)

— Tract B is on pace to be shrinking by 2020 (crossed threshold in 1980)
— Tract C is on pace 1o be shrinking by 2030 (crossed threshold in 1990)
— Tract D is on pace to be shrinking by 2040 (crossed threshold in 2000)

or :[/n(%)uzouwn. i:{A. B.C. D). ¥:{1970. 1980. 1990. 2000} * indicates r crossed the

adopted annual population change threshold in census year Y

egend
7] U.S Census Division

4% Shrinking or On Pace to
be Shrinking Tract

Non-Shrinking Tract

ﬁ*\;

Figure 2.3 The geographies of all “already shrinking™ and ““on pace to be shrinking™ census
tracts
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examples laid out above. Given the fine grain of a census tract and the substantial
extent of the conterminous United States, Figure 2.3 does not make an attempt to
visually distinguish between already shrinking and soon-to-be shrinking tracts
Instead, the population shrinkage centroid is used to highlight how the center'
of gravity of urban shrinkage is likely to shift in the coming decades based on
observable rates of population change. Whereas the current population shrinkage
centroid (labeled “2010” in Figure 2.3) is well within the geographies of the Ruc;t
Belt (Beauregard 2009), this location is moving rapidly to the south and west. In
fact, the shrinkage centroid for tracts that have been losing population at a r'ate
of —0.719 percent or greater since 1990 (and thus are on pace to be classified as
shfin.kir}g by 2030) lies fully to the west of the Mississippi River. Inasmuch as the
Mississippi River marks a commonly used heuristic for dividing the conterminous
United States into “east” and “west” sections, the evidence presented in Figure 2.3
offers reason to believe that population shrinkage is on track to become an increa.s-
ingly “western” phenomenon in the United States.

That the population shrinkage centroid is moving to the south and west supports
the thesis that the American “Sun Belt” (see Hollander 2011: 48 for a common
cartographic depiction of the Sun Belt) is experiencing emerging patterns of severe
and .per‘si‘stent population contraction. To explore these changing patterns in more
fietall, it is possible to measure the degree to which population shrinkage is, and
1 on pace to be, concentrated in or evenly distributed between the nine différent
US Census Divisions shown in Figure 2.1. A location quotient is a parsimonious
mqlcator of how concentrated a given phenomenon is or is not in the geographic
uplts that make up a larger study area. With respect to shrinking census tracts, a
simple location quotient can be computed for each large area Census Divisiém
(Fig. 2.1) as:

Siln,
Q"'S/N’ [5]

Wherfe ©, is the location quotient for Census Division i, s is the number of tracts
classnf'ie‘d.as shrinking in Census Division i, n_is the total rllumber of tracts in Cen-
sus anlslon i, 8 is the number of tracts class’iﬁed as shrinking in the full dataset

an(.i N is Fhe total number of all tracts in the dataset. Insofar as Q is a ratio 01;
lratlos, it is a.continuous, unitless measure that takes on non-negatlive values. A
igcé;f;, qlgnltle.:n_t eq.u.a] to 1 means that the fraction of tracts classified as shrinking
it tusd 1:131011 715 exactly equal to the fraction of tracts classified as shrinking
g lycoreta as a whole. Yalues of O equal to 14 therefore imply that Census
e Whn am]a prf)portlongte share of the nation’s shrinking tracts. Along
b popmaﬁ,on i:ln‘akocatlion quotient takes on a value other than 1, the distribution
. }? rn; <age is not evenly spread‘ across Census Divisions. A location
e tan ] indicates that a Census Division has a lower share of shrinking
oty to the study area; apd a val.ue greater than 1 implies that shrinking

are relatively concentrated in the given Census Division.
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Figure 2.4 plots the location quotients, by Census Division (Fig. 2.1), associated
with currently shrinking tracts as well as tracts that are on pace to be classified as
shrinking in each of the next three decades (Fig. 2.3). The pattern of results reaf-
firms that the geographies of population loss are in flux in the United States, and
that population shrinkage is beginning to be distributed more between the Rust

Belt and Sun Belt (Hollander 2011). Whereas already shrinking tracts — those
that lost 25 percent or more of their population over the last four decades — are
expectedly concentrated in the Northeast and Midwest, i.e., “Rust Belt” regions (in
addition to the Deep South and Appalachian states that make up the “East South
Central” Census Division); tracts that are on pace to be shrinking by 2020, 2030,
and 2040 are far more dispersed across the country. For instance, if current rates
of population change persist into the future, then Mountain states will experience

a sharp increase in their historically low shares of shrinking tracts, while the shares

2010 2020 2030 2040
i i3 i 1
East South Central

i3 1 1 3
EastNo#hCentral . .. ..l ... Niddie Atlantic

Pacific

Mountain

Shiinkage Location Quotient, by Census Division

T T

T T T
2010 2020 2038

T T T
2010 2020 2030 2040
Census Yeas in which Tracts are Classified as Shrinking

unit of analysis: census tract

- 2.4 The changing concentration of “already shrinking™ and “on pace to be shrinking”

Figur
tracts in U.S. Census Divisions as measured by location quotients
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;f s]tqgnll(inglt]rafcts in the Middle Atlantic and West North Central portions of the
ust Belt will, for the first time in recent history, b i i
e ry, become relatively representative
At this plomt it. is clear that actually existing urban shrinkage in the United
States aé)plles neither to whole cities nor exclusively to locations in the Mid-
west an lTl\lorthe.a.st. Neverth.e!ess. images of a shrinking Rust Belt likely endure
because those cities or municipalities where aggregate population loss has been
most severe and perszste'm.are more prevalent in this region compared to other
parts of the country (Schilling and Logan 2008; Beauregard 2009; Schilling and
l\gallacl:i}(]) 12). On that note, and in the context of the third research question posed
;1 (;\;e é‘)) ;Ire are 2thse(c;:ns.us places that meet the adopted threshold for shrinkage
ocated?), Figure 2.5(a) maps the distribution of census i hirnun
: i sus places with a minimu
population of 50,000 in the 2010 decennial census. Highlighted in the map is tl?;
subset of these places that lost population at an annual rate of —0.719 percent (the
ad(l,;pted threshold for s}'zrmkage from above) or greater over the last four decades
. ;cause the. boupdarles of census places can change quite frequently, and sincé
2 c; 1 r<?wr{ U;nversny LTDB provides historical (geographically normaiized) data
xclusively for current census tracts, analyzing i
; . s, g population change for cens
places is somewhat challenging. For this exercise, the decision was made to atmrlelf
g?;e tr;ct-lzve! datl': from the Brown University LTDB to current (2010) c:ncsus
ce boundaries. However, because tracts are not i
' ; ver, all fully contained by plac
:t(;u;fianes, this aggregation process is necessarily imprecise. For instanceyt(F)) cre?
bt lgture .2.5, tracts. were aggregated to places on the basis of the forme;s‘ cen-
ofSOO(S)OI())O'm;Sd l”l;)l;athls, each tract was assigned to the place (minimum population
,000 in that contains the tract’s geographi i i
e ; graphic centroid. A half-mile buffer
entroid was applied to this joi imi
the likelihood that the full ext PR - S
ent of a place would be captured in th i
many places are intersected by i Fomgkr b < oy
y irregularly shaped tracts that lie mostly withi
. . . th
plaFcie boundaries, t')ut their centroids fall outside those boundaries 7 -
e Sglgiers2t.5itczntr1bl(11tes hto the existing shrinking cities literature in two important
! » It expands the scope of the analysis to i
- nlilp : ysis to include all census places that
inso?‘ar:::?(l)ug] populatlor} 0f 50,000 persons in 2010. This expansion ispimportant
- federaf u?g persgtl?s is used as a marker of eligibility to receive funding from
an initiatives. In other words, places with
i ; Ve / ith at least 50,000 perso
e o%n ;etr}?;ls}é cS(I)Ir]lsll;ierec.i cities by the U.S. government. Prior studies haveptendg(j
Sl ! : S
el persorcllstl((;iolirlznzj cogglldle;ratlolr]l, focusing instead on places with
e nder , or those that crack “top-50” populati
given decade (B g i T
e add(rezzlirecarthOO‘)). .Second. by applying the same analytical
oy - esearc questlo.ns #1-2 above, panel (b) in Figure 2.5
e 2000 R 2(r)e I0n track to experience a 25-percent drop in population
. .y . In other' words, Figure 2.5(b) maps the distribution of
e pace to be class.lﬁed as shrinking in the next thirty years.
¥ . merates the specific places (cities) highlighted in th
gure 2.5. Observe that with the e i Orle: et
ahandt] or . xcq?tlon of New Orleans and, more recently,
st communities whose populations were presumably
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Legend
o Shrinking place (2010)

Non-shrinking Place
] U.S. Census Division

(b) Shrinking Places in 2040

Legend
| @ Shrinking Place (2040)
- Non-shrinking Place
| 7 U.S. Census Division

: 5

Figure 2.5 Distribution of ~already shrinking™ places and places “on pace to be shrinking

by 2040

negatively affected by Hurricane Katrina, shrinkin.g 'cities do indeed seem to l‘)‘e.i
“Rust Belt” phenomenon. Moreover, unlike the shifting patterns of c{ctua//y ex I.sa—
ing urban shrinkage that are described in Figures 2.3 and 2.4, the spat'lal .concellﬁ’r_n
tion of shrinking cities in the Rust Belt is not expected to change significantly |

the coming decades (Fig. 2.5b). While far fewer places are on target to experience

Measuring and mapping urban shrinkage 23

Table 2.3 List of “already shrinking” and “on pace to be shrinking” places (cities) in the
conterminous United States

Already Shrinking Places

Places On Pace to be Shrinking in 2040

Akron, Ohio

Baltimore, Maryland
Buffalo, New York
Canton, Ohio
Charleston, West Virginia
Cincinnati, Ohio
Cleveland, Ohio

Dayton, Ohio

Dearborn Heights, Michigan
Detroit, Michigan
Dundalk, Maryland
Flint, Michigan

Gary, Indiana

Hammond, Indiana
Lakewood, Ohio

New Orleans, Louisiana*
Niagara Falls, New York
Pittsburgh, Pennsylvania
Pontiac, Michigan
Rochester, New York
Royal Oak, Michigan
Saginaw, Michigan
Scranton, Pennsylvania
St. Claire Shores, Michigan
St. Louis, Missouri
Syracuse, New York

Terre Haute, Indiana
Tonawanda (city), New York
Utica, New York

Warren, Michigan
Youngstown, Ohio

g=31

Akron, Ohio

Buffalo, New York
Cincinnati, Ohio
Cleveland, Ohio
Dayton, Ohio

Detroit, Michigan

Flint, Michigan

Gary, Indiana

Gulfport, Mississippi*
Lakewood, Ohio
Lorain, Ohio

Metairie, Louisiana*
New Orleans, Louisiana*
Niagara Falls, New York
Pensacola, Florida*
Pittsburgh, Pennsylvania
Pontiac, Michigan
Saginaw, Michigan
Springfield, Ohio

St. Louis, Missouri
Toledo, Ohio
Youngstown, Ohio
n=22

“Minimum population of 50,000 persons in 2010; Place-level populations were computed using
Census tracts whose centermost points lie fully in 2010 place boundaries; italicized text in the first
091umn indicates places that have not been losing population at or above the adopted threshold rate
since 2000, and thus do not appear in the second column; bold text in the second column indicates
places that do not appear in the first column; * indicates Sun Belt state on the Gulf Coast

25 percent or greater population loss between 2000 and 2040 relative to the num-

ber of cities that shrank between 1970 and 2010 (Table 2.3), the distribution of

these places remains highly concentrated in Rust Belt states, especially Michigan

and Ohio,

su;‘:nml.lnd out tl}e population analysis (questions #4—5 from above), Table 2.4
arizes the distribution of shrinking tracts and tracts that are projected to be
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Table 2.4 Distribution of “shrinking” and “on pace to be shrinking™ tracts by their location
in shrinking or non-shrinking places

Shrinking Place (Current) Non-Shrinking Place

1.582 3.867

Shrinking Tract (Current)
664 24.796

Non-Shrinking Tract
» Shrinking places account for 7.27% of all tracts, but 29. 03% of shrinking tracts
Shrinking Tract (2020) 1.330 3.098
Non-Shrinking Tract 916 25.565

» Shrinking places account for 7.27% of all tracts, but 30.04% of shrinking tracts
Shrinking Tract (2030) 1.274 3.380
Non-Shrinking Tract 972 25.283

» Shrinking places account for 7.27% of all tracts, but 27.37% of shrinking tracts
Shrinking Tract (2040) 1.323 5.186
Non-Shrinking Tract 923 23477

» Shrinking places account for 7.27% of all tracts, but 20.33% of shrinking tracts

Notes: (1) Chi-squared tests on all four contingency tables are significant with p << 0.001. suggesting
that shrinking tracts are disproportionately concentrated in shrinking places: (2) of the 52.380
conterminous census tracts included in the Brown University LTDB.n = 30.909 have their centroids
in places with a minimum (2010) population of 50.000 persons

shrinking in the next ten to thirty years, according to their location in the (non-)
shrinking places pictured in Figure 2.5(a). While it is quite clear that shrinking
places contain a disproportionate share of these shrinking and soon-to-be shrinking
tracts in the overall study area, there are signs that a reversal in this trend could be
on the [distant] horizon. For instance, whereas 70.44 percent of tracts in shrinking
places shrank between 1970 and 2010 (1,582 of 2,246), if current rates of popula-
tion change continue, then this rate will fall to 58.90 percent (1,323 of 2,246) by
2040 — an 11.5 percentage point drop. Meanwhile, the corresponding change in
non-shrinking places is a 4.6 percentage point gain in shrinking tracts. Thus, one
can conclude that shrinking places are not wholly comprised of shrinking tracts
(question #4). Furthermore. the fraction of tracts classified as shrinking in such
places is on track to decrease markedly in the coming decades (question #5).

Per capita and aggregate income

Another important subject to understand shrinkage is the wealth of a geographic
unit. Wealth in a community exists in multiple dimensions, some of which (e.g-
financial capital) are tangible. and others. such as social capital. are intangible
(Flora, Flora, and Gasteyer 2015). It is beyond the scope of this subsection t0
examine these various forms of community wealth. Instead, here it is claimed that
per capita income and aggregate income are [imperfect] indicators of the financial
wealth present within a given geographic unit at a specific point in time.?
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Data. on the income level and other socio-economic characteristics of people in
the United States are available through two main Census Bureau surveys Upnlike
the decennial censuses, which aim to be “full counts” of the population' census
survey data are compiled from samples. The first important source of sampie-based
data dlscusseq here is the Census Summary File 3 (SF3), which contains data on
respondents’ income, education, migration, household costs, and living arrange-
ments. Up to and including the year 2000, the SF3 was distributed to approj(i-
mately one in six U.S. households as a long form attachment to the standard (i.e
short fqrm) decennial census. Since 2005, however, the SF3 has been replaced‘b“
the roll.m‘g American Community Survey (ACS), which samples approximately
3.54_mllllon addresses per year. To ensure that its estimates are reliable and of hi i]l
quality, ACS data are often reported as period as opposed to point estimates Tf%at
is, for small geographic units such as census tracts, ACS estimates are rep'orted
for five years’ worth of data. The Brown University LTDB that has been used
throughout this chapter contains selected ACS data, at the census tract level, for
th.e 2096—2010 five-year vintage of the survey. Among the ACS variables éon-
1‘;a1ned in the dataset is per capita income (PCI). PCl is the total dollar amount of
income reported in a geographic unit, divided by the population of that unit. PCI
can therefore be multiplied by the total population of a geographic unit to d.erive
a measure of that unit’s aggregate income (in U.S. dollars).

Re'gar.dless of which variable is the first to change, it is generally believed that
a shrinking population is directly correlated with a shrinkitr}lg economy or wealth
base (Sch.illing and Mallach 2012). As will be expanded upon in later chapters
urban. shrinkage is often connected to a process of household mobility knc)\ra:/n a;
!ilteru_lg. In short, relatively wealthy households relocate from depreciating hous-
ing u.mts to newer units, thereby making their depreciated homes (in terms of both
Phys'lcal'quality and economic value) available to lower-income households. The
implication is that older neighborhoods are eventually “succeeded by” groups.with
lower average income relative to the neighborhood’s erstwhile occupants (Grigsby

et al. 1987). Together, these observations 1 : »:
B e stions: s lead to the following two additional

6 Did ita i i i
per capita income (i.e., average income per person) decrease in tracts

th.at experienced population shrinkage from 1970 to 2010?

lsilr(}ntl:aicts that expe_rienced populgtion shrinkage from 1970 to 2010 also

e n aggreg:ate income (ar.ld vice versa)? In other words, is population
inkage associated with shrinkage in economic wealth (i.e., income)?

502f,tll:)es 5(3,93 2;0 contermmou§ census trac.ts included in the Brown University LTDB,
- usi;l ptehrcent) c9nta1n va!ld ent.rles for PCI in both 1970 and 2010. However,
ey thi[ ; }tlese van.able§ to investigate research questions #6-7, it is necessary
B il e.rLommal income data from the 1970 census long form survey
diﬁ'erently g w1t. the nom'ma] income data from the 20062010 ACS. Stated
e f(; | va'nable BCI in 1970 from the Brown University LTDB must be

r inflation. Hence, in consultation with the inflation calculator provided
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by the U.S. Bureau of Labor Statistics (BLS), the 1970 PCI data are inflated (i.e.,
multiplied) by 5.62 to represent their equivalent value in 2010 dollars (BLS n.d.).

With comparable measures of PCI for 1970 and 2010 in hand, question #6 can
be addressed using a paired (related) sample statistical test on the set of shrink-
ing tracts that were identified in Figure 2.2. Among the 7.386 shrinking tracts
pictured in Figure 2.2, 7.226 (97.8 percent) contain valid entries for both of the
PCI variables. As with virtually all income data in the United States, the distribu-
tions of these variables are extremely positively skewed (skewness equals 4.17 for
inflation-adjusted PCl in 1970, and 3.34 for nominal PCI in 2010). For that reason,
a non-parametric Wilcoxon rank-sum test, which effectively compares the medians
of two related samples, is used to evaluate whether PCI decreased in shrinking
tracts from 1970 to 2010. Table 2.5 displays the results from this test. From 1970
to 2010, median PCI in tracts that experienced population shrinkage (a minimum
of 25 percent population loss over the four decades) declined by $2,333.92. The
difference is highly statistically significant (p << 0.001), which supports the notion
that population shrinkage plausibly accompanies — O is accompanied by — the
type of residential filtering described above. Moreover, Table 2.5 also shows the
results of a parallel related samples Wilcoxon test for the non-shrinking tracts in
the study area (n = 44,879 valid observations). During the same time period that
PCI significantly decreased in shrinking tracts, the median PCI in non-shrinking
tracts experienced a statistically significant increase of $1,417.20.

Next, regarding research question #7, PCI in 1970 (inflation adjusted) and 2010
are multiplied by their corresponding total population values to create measures
of aggregate income for each of the two time periods. These derived variables are
then used to compute the percentage change in aggregate income for all census
tracts for the four-decade period from 1970 to 2010. Adopting the same threshold
for shrinkage that was used in the earlier population analysis (i.e., a 25 percent of
greater loss over 40 years), all tracts are coded as “shrinking” or “non-shrinking”
with respect to their economic wealth. A useful tool for detecting a relationship
between the statuses of population shrinkage and this latter form of economic
shrinkage is a contingency table. In Table 2.6, rows classify tracts according to
their population shrinkage status, and columns do the same for economic shrinkage
status. The cell frequencies allow one to tally the number of tracts that experienced
both population and economic shrinkage. As shown in the table, 5,715 of 52,105
tracts fall into this “shrinking-shrinking” category. If there were no association

Table 2.5 Wilcoxon related samples rank-sum test for equality of medians by tract type

Population Median Per Median Per Difference n
Status Capita Income, Capita Income, (20108)

1970 (20103) 2010 (20108)
Shrinking 21.191.42 18.857.50 0 9 B Rl 7.226
Non-Shrinking 25.326.80 26.744.00 ol 92073 s 44.879

*rkp << 0.001
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be'tween population shrinkage and economic shrinkage, then one should expect
this number tq be approximately 1,393. That is, the probability that a tract e;( peri-
enced population shrinkage in the overall sample is 7226/52105 = 0.1387 ang th
probafbility ofheconomic shrinkage is 10041/52105 = 0.1927; so, the éxpec{ed nume-
Eeg_(l)gjt;-?;is ; 2a;toe;><]pjr:§1;(;e.d both population and economic shrinkage is [(0. 1387

Clearly, thf:re is a large discrepancy between the observed and expected num-
ber of tracts in this category. When expected and observed values are com ared
over all four table cells in this manner, a Pearson’s chi-squared statistic cgn be
C.omputed to test.the null hypothesis that there is no relationship between popula-
tion an(.i economic shrinkage. This null hypothesis is easily rejected (p << 0 80 1)
which implies that population and economic shrinkage are dependent: kn(;win 5
that a t.ract experienced population (economic) shrinkage improves on.e’s abili :
to predict whether the tract also experienced economic (population) shrinkage &

I.Jambda (1) is a common measure of association used to quantify the de :eé to
which knowledge of one variable improves one’s ability to predict the valfe of a
secon'd Yariable (Agresti and Kateri 2011). Lambda is an asymmetric measure of
assoglatlon'that ranges from 0 (no improvement) to 1 (variable 1 can be perfectl
predlcte.d given knowledge of variable 2). The fact that A is asymmetric means thayt
one Varlab.le is always designated as “dependent” and the other as “independent”
Tab.le 2.6 indicates that & equals 0.192 when population shrinkage is the dependeni
variable, and. 0.419 when economic shrinkage is the dependent variable. In plainer
terms, knowing that a tract experienced economic shrinkage (independet;t va]?‘iable)
decr'eases t'he number of errors one would make in attempting to predict cases of pop-
l'llatlon shrinkage (dependent variable) by approximately 19 percent. Similarly. kr?ov?-
gg that a tract experienced population shrinkage (independent variable) de’creases
; hiilr:;(l;ntéerdof er(rjors one would make in-attempting to predict cases of economic
<y fiu é izpen' er.lt Varlat?le) by approx1mately 42 percent. The magnitude of this
i qu1t? impressive, ar'ld potentially suggests that population shrinkage is
L Chanve of economic shrinkage tha.n the converse. Nevertheless, regardless
. ge occurs ﬁrs:t, the r.esults d.erlved in this subsection demonstrate rather

qu3vocally that population shrinkage is associated with reductions in median PCI
(question #6), as well as shrinkage in overall income (question #7).

Table 2. i i i
6 Analyzing the relationship between population shrinkage and economic shrinkage

Shrinking Aggregate ~ Non-Shrinking Total
- Income Aggregate Income
Nh“nkmg Population 5,715 1,511 7
TOtn-IShrmking Population 4,326 40’553 44?;2
ota : )
. 10,041 42,064 5 5
A (row variable is dependent): 0.192 vioias

A(column variable is dependent):  0.419

Pears 5 i
on’s chi-squared test: x* [1]= 19.3 x 10%, p << 0.001
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Housing units (and occupied housing units) per acre

Drawing on the context laid out in the introduction to this chapter, the results of
the preceding subsection paint a picture of a slow negative feedback, operating
through the mediator variable income, which contributes to long-term population
shrinkage in selected census tracts. Namely, population shrinkage was found to
be strongly associated with economic (wealth) shrinkage, such that patterns of
out-migration in shrinking areas leave behind populations characterized by lower
average economic status relative to the pre-shrinkage population. The implication
is that areas affected by sustained population loss tend to have fewer financial
resources with which to maintain residential structures, relative to the stock of
resources available prior to the onset of shrinkage. An expected outcome of this
situation is a lower average level of residential property maintenance (Galster,
Cutsinger, and Malega 2006). This outcome, in turn, can make a shrinking neigh-
borhood a physically less attractive place to live. One response to a downgrade in
a neighborhood’s physical appearance is for more households to relocate (Bourne
1981). Thus, economic shrinkage can create a feedback effect that reinforces pat-
terns of population shrinkage (Hospers 2014).

An additional variable subject to shrinkage, and which is directly implicated in
the feedback processes described above, is therefore the residential built environ-
ment. Economists Edward Glaeser and Joseph Gyourko (2006) cite the durability
of housing as one of the most important factors involved in the ongoing production
of urban shrinkage and, ultimately, urban decline (Ch. 3). That is, because homes
are typically “built to last” (and expensive to demolish), the pace of household
out-migration is far faster than the rate at which housing units are removed from
a shrinking place’s urban fabric. Therefore, urban shrinkage is likely to produce
a mismatch between the scale of an area’s population and the scale of its built
environment. Such situations are expected to result in high rates of vacancy and
property abandonment, substantially lower property values, visual blight and dis-
order, and increasingly concentrated poverty (Glaeser and Gyourko 2006; Weaver
and Bagchi-Sen 2013). While many of these phenomena are manifestations of
urban decline, and are consequently discussed in the next chapter, the notion that
the residential built environment can undergo [relatively slow] shrinkage leads to
at least three additional research questions:

8 To what extent, if at all. did the scale of the residential built environment
shrink in census tracts that experienced population shrinkage?

9 How did contraction of the residential built environment in shrinking tracts,
if any, compare to the magnitude of population loss in those tracts?

10 What do the answers to questions #8-9 imply about residential land use
change in shrinking tracts?

To address these questions, it is once again possible to rely on the “full count”
(decennial census) data available in the Brown University LTDB. As stated earlier:
data on the total number of [occupied] housing units are standard outputs of the
decennial census. Of the 7,386 census tracts in the Brown University dataset thal

were identified as shrinking in Figure 2.2, 7,384 (99.97 percent) of them contain
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valid en.tries for housing units and occupied housing units in both the 1970 and 2010
decennial censuses. For this set of 7,384 tracts, Esri’s ArcGIS® was used to (:0
pute _each tr_act’s physical area in acres. Following Hollander (2011), the numbern(;
housing units per acre (“housing unit density™) is assumed to be a reiiable indicat
of the sc?le of th? residential built environment of a census tract; and the numb(e)r
of occupied housing units per acre (“occupied unit density”) is taken as a surrog tr
measure for Fhe extent of residential /and use in a census tract. When evalu:tacei
in tanderp with _Ihe number of persons per acre (“population de;nsity”) in a traSt
changes in housing unit and occupied unit density between 1970 and 2010 sho lci
reveal critical information about the magnitude, relative pace, and land :Jse im I'u
ti0n§ of shrinlfage in the residential built environment of shr}nking census tr;ctlsca-
S.mce housing unit, population, and occupied unit density are all count variabl.
(adjusted. for area), their distributions are positively skewed. For that reason, n ¥,
parametric Wilcoxon rank-sum test like those used in the previous subsecti(;n -
performed here to evaluate median changes in the three density variables fi ot
1970 to 20'10. Table 2.7 contains the results from these tests. First, from 1972)0?(1)
2010, median housing unit density in tracts that experienced popula{tion shrinkag
decrez_ised by —0.58 units per acre. The difference is highly significant (p << 0.00 1ce
meaning that shrinking tracts did in fact experience contracvtion in their [m .d' -
residential built environment scales (question #8). e
Also, median population density in shrinking tracts decreased by approxi
mately —4.40 persons per acre over the course of the four most recent delen i Ii
censuses (p << 0.001). In other words, the observed change in median onla
lation d.ensny was roughly 7.6 times greater in magnitude than the obSZr\E)uci
change in median housing unit density. Note that the median number of pers .
per h.ousmg unit in the sample of shrinking tracts was 3.04 in 1970 Hencg 'f(:lrlls
median chgnge in the residential built environment was somewha; ro or:tl' el
to thfe median change in population, then one might expect mediar? . lIO'na
density to decrease at around three times the rate t1’Ch i i it s
L e of housing unit density. In fact,
e : nsity fell near.ly eight times faster than median
. ty (‘questlon #9?, thereby supporting the thesis that a place’s built
(Glaesgin::; lcs}slowkto adjust to much faster-moving changes in its population
o iyourko 2006).
e cph;cnagtéoi?ls n?: (;ihese Tresul.ts for. reside.ntial land use are stark. Namely, the
et hanvo‘ccupzed unit de'nsny was approximately —0.85 units per
nd a half times the magnitude of the observed change in median

Table 2.7 Wi m
% ilcoxon related samples < {
- S es rank-sum tests g ity of medians i i
ol p a tests for equality of medians in various den-

Variable
"’tlc’a’icm Median Difference
3 in 1970 in 2010 '
ousi i - :
Popull:tg Unit De.nsnty (units per acre) 3.48 2.90 —0.58%**
OccupielgnUD-enSlty (persons per acre) 10.55 6.15 74.40***
—°C it Density (units per acre) 3.32 247 _0.85%%s

n= 7,384 of S
7.386 shrinking census tracts (see Fig. 2.2); ***p << 0.001
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overall housing unit density. That both median population density and median occu-
pied unit density seemed to decrease in shrinking tracts far faster than median total
housing unit density suggests that population shrinkage does in fact create a scale
mismatch: following periods of long-term population shrinkage, the rapidly fall-
ing number of residents in a given place is insufficient to occupy the place’s only
marginally decreasing number of housing units (question #10). The expected results
of this mismatch include systemic issues of residential property disinvestment,
vacancy, and abandonment (Schilling and Mallach 2012). Because these issues are
generally considered to be indicators of urban decline, they are skipped over here

and picked up in the next chapter.

Concluding remarks

This chapter set out to describe patterns and trends in urban shrinkage in the United
States, with a particular emphasis on changes that have occurred at the census
tract level over the past four decades. Two overarching objectives were pursued
throughout the chapter. First, readers were introduced to a variety of data sources.
indicators, analytical tools, and empirical approaches for studying urban shrinkage
in the United States. This chapter combined the threshold method of identifying
shrinking areas with time-varying population shrinkage centroids and location
quotients to explore current and projected patterns of tract-level urban population
shrinkage in the United States. The chapter adds to the suite of tools currently
available for analyzing shrinkage with quantitative data. Second, the chapter posed
and attempted to answer ten inter-related questions that probed the multiple dimen-
sions in which — or stock variables on which — shrinkage operates. The ten ques-
tions are repeated in Table 2.8 for convenience.

Table 2.8 Questions addressed in Chapter 2

Where are the census tracts that meet the adopted threshold for shrinkage located?

Where are census tracts that appear to be on target to meet the adopted 40-year

threshold for shrinkage over the next 10. 20. and 30 years located?

Where are the census places that meet the adopted threshold for shrinkage located?

Are there growing (shrinking) tracts within shrinking (growing) places?

Are shrinking census tracts found disproportionately in shrinking places? Does this

pattern appear o be changing with time?

Did per capita income (i.e.. average income per person) decrease in tracts that

experienced population shrinkage from 1970 to 2010?

7. Did tracts that experienced population shrinkage from 1970 to 2010 also shrink
in aggregate income (and vice versa)? In other words. is population shrinkage
associated with shrinkage in economic wealth?

8. To what extent. if at all. did the scale of the residential built environment shrink in
census tracts that experienced population shrinkage?

9. How did contraction of the residential built environment in shrinking tracts. if any-
compare to the magnitude of population loss in those tracts?

10. What do the answers to questions #8-9 imply about residential land use change in

shrinking tracts?

K s

o

&
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The tentative answers to these ten questions that were derived throughout this

chapter offer the following five key ideas or takeaway points:

The mo.st prominent and widely studied form of urban shrinkage is
population shrinkage. While at least two different techniques are used b
researchers to identify shrinking places based on population loss, it is Oenez
ally agreefi that urban shrinkage involves severe, persistent, aI;d pre?)a/em
decreases in the t.ot'?ll number of persons living in an affected area (Beauregard
1223;(;]3,23(1););), Schilling and Logan 2008; Hollander 2011; Schilling and Mal-
,.4ctually existing geographies of urban population shrinkage are surpris-
ingly dispersed. That is, population shrinkage does not apply exclusivel
to f)lder industrial cities in the Midwestern and Northeastern parts of thz
United States. To the contrary, shrinking tracts are found all throughout
the country (Fig. 2.2), including in “non-shrinking” cities (Table 2.4) ?n the
:routth e.md wte}ft (I_Tig. 2.2}2. What is more, the prevalence of shrinkiﬁg census
acts is on the rise in the “Sun Belt” ile it i i
bilized in the “Rust Belt” (Fig. Z.Z)T L e
Still, the distribution of shrinking cities remains highly concentrated in
:}l:e “Futst Bdelt”. Moreover, current rates of population change suggest that
is clustere inking i i igni
e fug?rt;ezgi(;.f ;}.1;1)1.1kmb places is not likely to change significantly
P.opulation shrinkage is not independent of economic shrinkage (and
vice Yersa). Population shrinkage is strongly and statistically significantl
associated with shrinkage in the per capita and aggregate income of a giveill
census tract (Tables 2.5-2.6). When population shrinks, the wealth of the
shr¥nk1ng area is prone to shrinkage as well. In cases where economic
shrlgkage (a mediator variable) lowers the quality of and demand for resi-
dential dwellings in a given census tract, further out-migration is a likel
outcome (Hospers 2014). This slow-moving negative feedback is therefori
;&;l:)zﬁog}aptsr' 1 called a “downward spiral”: population shrinkage begets
g (HOI;;:nsd errlnzk(;llgle), which begets additional population shrinkage, and so
mp::::IOI} sl:mnk.age (‘)ccurs' disproportionately faster than shrinkage in
iy le a;)t tW ele] re51de'ntlal built environment. Residential housing is generally
oy ho{, Nhen r§51dents move ogt ofa sh.rinking location, they leave behind
i andsglg units, many of which remain empty for long periods of time
o yo(lilrko 2006). Ir? census trac.ts characterized by population shrink-
wh{ch 8 gm:ruu e of population de-densification has far exceeded the rate at
B > 7};tyTi1 cturTs 'can be removed'from the residential built environment
S are. to.o fesv rresg dt is usefully described as a scale mismatch. Simply put,
. :Srll u?:;s to (t)ﬁcc?;))y t'he numt?er of gvailable housing units. As
R, in‘ - er of occupied housing units per acre has decreased
e nking census tracts (Table 2.7). The implication is that the
of vacant and abandoned — and thus potentially deteriorating — housing
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units increases as a place experiences population shrinkage. Such an outcome
constitutes a qualitative change to a place’s urban fabric that has the capacity
to break up the place’s existing urban form (Mumford 1961; Hollander 2011).
In other words, urban shrinkage is seemingly inextricably linked to wurban
decline (Ch. 1). Hence, the focus will now shift (in Chapter 3) to analyzing
patterns of and trends in urban decline in the United States.

Notes

https://www.census.gov/geo/reference/gtc/gtc_place.html

As tracts are the foundational unit used throughout the analysis. places were constructed
from aggregate tract-level data from the Brown University LTDB.

Strictly speaking. income is a flow variable (i.e.. a variable that contributes to a stock at a
rate per unit time). not a stock. However. existing national data sources do not presently
offer better measures of wealth that are readily accessible for multiple time periods and
levels of geography (see Box 2.1). As such. income is adopted as a proxy for wealth in
this part of the analysis.
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3 Patterns and trends

Measuring and mapping
urban decline

Urban decline is often perceived to be synonymous with urban shrinkage (Dewar
and Thomas 2012; Ryan 2012). As the evidence from Chapter 2 demonstrates,
severe and persistent population loss is often strongly associated with reduc-
tions in an area’s wealth base; and it typically creates a dysfunctional mismatch
between the size of the affected area’s population and the area’s built environ-
ment. Together, these observations imply that as a place shrinks, it becomes ever
more vulnerable to issues of concentrated poverty, neighborhood disinvestment.
property abandonment, and chronic vacancy. These changes, in turn, can reinforce
existing patterns of change or shrinkage as part of a «downward spiral” (Glaeser
and Gyourko 2006; Hospers 2014).

Recall from Chapter 1 that shrinkage is not a necessary condition for decline.
Decline can manifest in all varieties of settlements, regardless of whether they are
growing, stable, or shrinking. For instance, a 2014 report published by the Brook-
ings Institution found that the population of Charlotte, North Carolina, increased
by approximately 30 percent from 2000 through 2012. During that same time
period, the population of “poor” persons in the city increased by 98 percent. The
number of such persons living in “high poverty” census tracts — where the report
defined “high poverty” tracts as those where 40 percent or more of the total popula-
tion lives below the federal poverty level — increased by a staggering 640 percent
(Kneebone 20 14). In plainer terms, distressed census tracts within a fast-growing
city ostensibly declined. Poverty became substantially more concentrated in Char-
lotte. such that the city’s “high poverty” areas became more disadvantaged or
were worse off than they had been at the beginning of the study period (Kneebone
2014).

If both growth and shrinkage are capable of producing declining neighborhoods,
then why does decline often appear synonymously with shrinkage in the urban
literature? One reason could be that shrinkage is arguably a sufficient condition
for decline in the near term. Namely, the fast pace of depopulation in shrinking
places usually guarantees that such places cannot quickly adapt to their changing
circumstances — and this lack of ability to adapt can lead to a downward spiral. For
example, insofar as local government finances tend to rely heavily on property tax
revenues, massive population (i.e., taxpayer) loss greatly reduces municipal oper
ating budgets. It follows that shrinkage, at least in the short term, lowers the quality
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and quantity of goods and services that cities are able to provide to their resident
(Mallach 2010). Additionally, population shrinkage translates into fewer “e esn .
the streets”, which may increase the likelihood ofvproperty and neiﬂhborhogd df)n
investment (Jacobs 1960). These ideas are well established in urb:n scholarshfs-
and thus they are referenced as part of the theoretical survey found in Chapter ;P-
A second ar.ld more immediately relevant reason that decline and shrinkau.e
are so closely intertwined in the literature is that, due to the mutually reinfo ':0
feedback effects discussed above, decline might be more prevalenyt ersisrtcemtc
and severe in shrinking — as opposed to stable or growing — areas In 'Ehlias cha tz ;
patterns a‘nd tren'ds in both decline and the co—occurrenceuof shrink.aoe and decplinre:,
are examined using the Brown University LTDB (see Box 2.1). Thbe next section
looks at two concepts that are related to decline — distress and disadvantage — and
then uses those concepts to operationalize a definition of urban decline th -
measured at the census tract level. A

Decline, distress, and disadvantage

Muf:h likfe shrinkage, decline is a relative concept. In this sense, decline is not
§ta}nc varla.b]e that can be measured or evaluated at a single poin; in time Rat(f)l :
it is an active phenomenon that must be detected over time to determine .whether.
a given place becomes “weaker”, and thus more vulnerable. o
t[‘.wo comparatively static concepts that relate to this idea of a place’s vuln
ability to adverse changes are distress and disadvantage. These two terms .
rat}}er freql.xently in urban scholarship (Groffmann eE al. 2013), where tthpear
glc;lly given operational definitions to facilitate quantitativeq analysis (Kynzge-
refl;;h(l)léi). ‘l‘n most c’flses, the operation'al definitions are indistinguishable, despite
e Lg ‘(j)bldlstress (Kas?rda 1993) in some cases, and “disadvantage” (Man-
simi];ri tl; e ta;ii,t'clt?;;sQuermaéOO‘)) in others. Qne potential explanatioB for their
B e qugntl able. r'epresentat'lons of distress and disadvantage
. . e;ioretlcal definitions that situate the concepts, together with
oy 3 oader Foqceptual framework. Here, we first define distress and
o antage. Then, by linking the two concepts with decline, we present a repli-
D:si;r:::gg ffior detecting decl.ine in empirical investigations.
e need”’ (&; On]esd) by thg Memam-Webster dictionary as “state of danger or des-
g detrimem, Tar;1 e interpreted as the.degree to which a community is vul-
Bt Whae rz :r:igiesaAlong tho.se.lmes. d.istress is necessarily a function
- [0;? | rete dsa .vadntage is “a quality or circumstance that makes
B Esnre state] u.nusua?l!y difficult” (Merriam-Webster
e (o oo exgp; i eoncail Iogdeoglr.aph-lc elltme's is to avoid harmful changes
B noicior, 0. e nz' ecline is a “desired state” to be “achieved”).
B il el ofa l.sadvantag§ weakens a place’s ability to realize
°fde<:1ining " places leth more d.lsadvantages are in greater “danger”
ive to places with fewer disadvantages. Using the terminology

ed here, the implication i
gure, implicatio - i i
g p n is that place-based disadvantages increase place-
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Figure 3.1 A framework for operationalizing ~decline”

From this perspective, it is reasonable to conclude that a place is veritably dis-
tressed (i.e., in a state of desperate need, or in danger of decline) if it is charac-
terized by concentrated disadvantage (Sampson. Morenoff, and Gannon-Rowley
2002). Concentrated disadvantage (CD) exists when multiple layers of disad-
vantage intersect in a single location. Several authors have proposed strategies for
quantifying CD in the United States with indicators from Census Bureau datasets
(Sampson. Morenof. and Gannon-Rowley 2002: Manturuk, Lindblad, and Quer-
cia 2009). These contributions inform our own development of a CD index using
data from the Brown University LTDB in the next section. For more immedi-
ate purposes, the remaining task is to connect the concepts of CD, distress, and
decline. Figure 3.1 illustrates how this can be done. The framework presented in
Figure 3.1 is highly simplistic. resting on three key propositions.

First, as argued above, distress is an increasing function of concentrated disad-
vantage. This relationship is represented in Figure 3.1 by an arrow that extends
from the latter concept to the former. The plus sign (+) near the end of the arrow
signifies the positive nature of the relationship. In short, per the preceding defini-
tions. while distress might be affected by a host of endogenous and exogenous
sources (Adger and Brown 2009), endogenous increases in CD necessarily make
a place more distressed. Second, comparable measurements of concentrated disad-
vantage can be observed at different points in time. At least in principle, the layer-
ing of multiple types of disadvantage in a single location can be documented with
empirical data (Sampson, Morenoff, and Gannon-Rowley 2002). Finally, decline
is detected via comparisons of these multiple, consistently measured, time-varying
values of concentrated disadvantage. More precisely, the difference in CD between
two time periods is a rough indicator of whether a place has become more dis-
tressed. or, in other words, declined over time.
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Consistent with the two prominent approaches used to identify “shrinking”
places that were presented in Chapter 2 — the binary and threshold methodsi
Figure 3.1 creates two broad possibilities for classifying places as “declining”.
First, under th.e binary method, any geographic unit for which CD increased
petween two time periods (# and 7 + k) are categorized as declining. Under this
approach, the parameter 7 in Figure 3.1 is set to zero, such that decline is detected
whenever CD, > CD,. Alternatively, under the threshold method, 7 is set to
some critical value greater than zero such that only those geographic units that
experienced increases in CD beyond 7 are classified as declining. As we did in
Chapter 2 with urban shrinkage, we adopt the latter of these methods for much of
the remaining analysis.

Measuring concentrated disadvantage
with U.S. census data

Disadvantage comes in many varieties, and it is impossible to conceive of, let
alone enumerate, all of the qualities or circumstances that weaken a place’s ability
to avoid decline. Consequently, any measure of concentrated disadvantage (CD)
is imperfect. With that limitation in mind, social science researchers generally con-
cede that CD is measured for geographically-based populations. More accurately.
social scientists have largely quantified CD based on attributes of a place’s peoplé
rather than on attributes of the place itself (Sampson, Morenoff, and Gannon-Row-
ley 2002). There are many reasons for this choice, but at the heart of the approach
li_es the premise that certain population subgroups in the United States are, and
historically have been, systematically disadvantaged in their collective abiiities
to succeed and achieve the same goals as other population subgroups (Sampson
2009). 1'30r now, Table 3.1 merely lists several of the variables that consistently
feature in some of the most widely cited operational definitions of CD. The second
column in the table indicates whether data for the given variable are available for
all of the time periods (1970-2010) covered by the Brown University LTDB.
One possible method for measuring CD is to use the geometric mean of the
first ﬁ.ve variables listed in Table 3.1. (Recall that “Yes” in this column of the
table indicates that the variables are included in the Brown University LTDB.) A
geometric mean is a type of average calculated from the product, not the sum ;)f a
set of values. A product-based average is appropriate when the mean is intend:ed to
;kilft:ilre a com.pourfd effect (Spi'zman and Weinstein 2008). Because concentrated
re:(l) Ve_ln.tage implies that multiple distadvamages coexist in the same place — and
reinfgolilz.mg that, taken t(_)gether, multiple forms of disadvantage tend to be self-
Vi cing or compoqndmg (Sampson, Morenoff, and Gannon-Rowley 2002) —a
guanltlig'based mean is argggbly both better equipped and more appropriate for
im;)lememtg gD than an addmve.approach. Furthermore, a geometric mean can be
ofva]uesn leJ .for Varlfibles on different numeric scales and with different ranges
iy The( nited Nations 2015). In our case, though, all variables are on the same
geom. . Y are percentages that r.ange in value from zero to 100. Therefore, the
€tric average of the five available indicator variables listed in Table 3.1 can
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Table 3.1 U.S. Census variables commonly used to measure concentrated disadvantage

Available in the LTDB

Variable
(1970-2010)?
1. Percentage of the total population that is non-white Yes
2. Percentage of households headed by a female with Yes
children present in the household
3. Percentage of persons 16 and over. in the civilian Yes
labor force. who are unemployed
4. Percentage of persons. for whom poverty status is Yes
determined. living below the federal poverty level
5. Percentage of persons aged 25 years or older with a Yes
high school degree or less
6. Percentage of households headed by a female No (but see #2)
7. Percentage of households headed by single parents No (but see #2)
8. Percentage of persons aged 16 to 19 not enrolled in No
school and not high school graduates
9. Percentage of the population receiving public No
assistance

Sources: Kasarda (1993): Sampson and Raudenbush (1999). Sampson. Morenoff. and Gannon-
Rowley (2002). Manturuk. Lindblad. and Quercia (2009)

likewise range in value from zero to 100." making the resultant measure of CD
easy to interpret and consistently measurable across time periods. Finally, with
a geometric mean, a change of x percent in one of the constituent variables has
the same effect on CD regardless of which variable has changed (Spizman and
Weinstein 2008).

That being said, the adopted geometric index (G-index) of concentrated dis-
advantage is computed as:

G, = [(Percent Nonwhite,)
* (Percent Female Headed Households )]
x (Percent Unemployed,) * (Percent in poverty,)
« (Percent Low Education))s, i: | SR [3.1]

where i is an index that ranges over a set of n geographic units of analysis (e.g-
census tracts), and the five variables on the right-hand side of the equation cor-
respond to the first five variables listed in Table 3.1. Original data for these five
variables, and all other variables enumerated in Table 3.1, are available through the
U.S. Census SF3 (2000 and earlier) and the American Community Survey (Ch. 2).
However, we rely on the Brown University LTDB to obtain data on the selected
variables for 1970 and 2010 for current census tract boundaries.

The next section employs the G-index in an analysis of decline — and the
relationship(s) between decline and shrinkage — for the same set of conterminous
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U.S. census tracts (Fig. 2.1) that was used to study patterns of urban shrinkage in
the preceding chapter.

patterns of decline in the United States

Concentrated disadvantage, 1970 and 2010

Of the 52,380 conterminous census tracts in the Brown University LTDB (Logan

Xu, and Stults 2014) that contain interpolated data for current census tract bound:
aries going back to 1970 (Fig. 2.1), 51 ,784 (98.9 percent) feature valid entries for
all five of the variables named in Equation 3.1 for both 1970 and 2010. This sample
of 51,784 tracts allows us to analyze concentrated disadvantage (CD) over the
same four-decade period for which we analyzed patterns of shrinkage in Chapter 2

The following three questions are answered below: ;

|  Was CD in 1970 greater in census tracts that were about to experience
population shrinkage during the ensuing four decades relative to those that
did not?

2 Was CD in 2010 greater in census tracts that experienced population shrink-
age from 1970 through 2010 relative to those that did not?

3 Did the gap in CD between shrinking and non-shrinking tracts if any, widen
over the four-decade period of shrinkage (i.e., from 1970 to 22)10)? l,n other
zor:ii, did CD increase in shrinking tracts more rapidly than in non-shrinking

acts?

S.lmilar to the analysis of income variables in Chapter 2, the time-varying distribu-
tl'ons of the G-indices (Equation 3.1) in the sample dataset are highly skewed to the
right. As a consequence, questions #1-2 are evaluated with nonparametric [indepen-
g'ent sampl‘es] Wilc.:oxon signed-rank tests, which effectively compare the median
sﬁgﬁrf;ie. in a variable between two groups. Table 3.2 presents the results of two
= mediz. o(r}le. that compares thg mf:dmn G-ifldex for shrinking tracts in 1970 to
makesthen -index for. non-shrinking tracts in 1970 (question #1); and one that
o Gfaiine comparison for values of the G-index in 2010 (question #2). Recall
o G-index can range in value from zero to 100 (in the limit; see Appendix A),
ere higher values indicate greater/more severe CD.

Tabl i i i
e 3.2 Wilcoxon independent samples signed-rank test for equality of medians

Ce o (G
nsus Year Meo.llan G-Index, Median G-Index, Difference n
Shrinking Tracts Non-shrinking :
Tracts
1970
%an ;28 6.42 7 Aperx 51,784
- 20 10.92 £14 OREEH 51,784
P <<0.001
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Table 3.3 Comparison of a change in G between shrinking and non-shrinking tracts®

Tract Type Mean AG? Standard Deviation® n

Shrinking 11.7 11.4 7.195
Non-Shrinking 8.3 8.9 44.589
Difference:(Shrinking — 05, 0.14 (std. err.) 51.784

Non-Shrinking)

“Equal variances are not assumed; " The overall mean change for the combined sample is 8.9: The
overall standard deviation for the combined sample is 9.4: *** p << 0.001

Table 3.2 confirms that median CD, as measured by the G-index, was statisti-
cally significantly higher in tracts that experienced population shrinkage (Ch. 2)
relative to non-shrinking tracts in both of the time periods under investigation. The
implication of these results is that shrinking tracts appear to be more distressed,
and thus more prone to decline, than non-shrinking tracts (Fig. 3.1). On that note,
observe that the gap between the median G-index in shrinking and non-shrinking
tracts widened over the forty-year period from 1970 to 2010 (question #3). In
1970, the median G-index in tracts that were about to experience four decades of
persistent and severe population loss was 7.46 points higher than the median in
all other census tracts. By 2010, this difference nearly doubled to 14.28 points.
While median CD rose in all types of tracts over the given time frame (Table 3.2),
the (small) increase was much greater in shrinking tracts relative to all other tracts.

To test the hypothesis that CD increased faster in shrinking tracts relative to
non-shrinking tracts in a more formal way, we compute the forward difference in
the G-index for each census tract in the sample as:

A G, =AG, = Glsgry= Gijargs i1 2555 2]

1970—2010
where the Greek letter A is read as “change in”, G, is the G-index for each census
tract i in the set of 51,784 (n) census tracts, and the subscripts 1970 and 2010
refer to the starting and ending years under investigation, respectively.* Table 3.3
presents the results of a t-test to check if the average (mean) change in CD is
equal in shrinking and non-shrinking tracts. The average AG, in shrinking tracts
exceeds the average AG, in non-shrinking tracts by 3.3 points. In simpler terms,
whereas CD increased on average in all types of census tracts, the increase
observed in shrinking tracts was significantly greater (i.e., more severe) than in
all other, non-shrinking tracts (question #3).

Detecting decline with the G-index

One of the broad questions posed at the outset of this chapter was whether there
exists an association between decline and shrinkage. To assess whether there is
an association between shrinkage and decline, it is necessary to operationalize the
latter using either the binary or threshold method. Recall that the binary method

‘_vf
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advises us to classify a given census tract as having “declined” between 1970 and
2010 if CD in the tract increased during that forty-year interval (Fig. 3.1). One
issue with this approach is implicated by the results of the t-test found in Table 3.3.
The average tendency among all census tracts in the conterminous United States
was for CD to move upward from 1970 to 2010. Indeed, CD — as measured by
the G-index — increased in 45,442 (87.8 percent) of the 51,784 census tracts in the
sample dataset. It is hard to justify a claim that nearly nine out of every ten census
tracts in the United States declined over the past forty years. Rather, following the
reasoning that led us to adopt the threshold method for identifying urban shrinkage
in Chapter 2, we acknowledge here that the magnitude of change matters. If the
increase in CD is not severe (i.e., at or beyond an adopted threshold), then a tract
ought not to be classified as “declining”.

Importantly, unlike shrinkage, for which planning experts and authorities on
urban population loss have proposed quantitative thresholds for empirical analy-
sis (e.g., Schilling and Logan 2008; Hollander 2011), there are no comparable
established thresholds for the level of CD increase that corresponds to decline.
Consequently, we adopt the following generic decision rule: decline is an atypi-
cal increase in concentrated disadvantage. Drawing on commonly used heuris-
tics (Kasarda 1993), we define an “atypical increase” in CD as an increase in the
G-index (from 1970 to 2010) of one or more standard deviations above the mean
forty-year change. For a normally distributed variable, approximately 15.9 percent
of all possible values lie one or more standard deviations above the mean. In our
case, 15.7 percent of all tracts in the sample experienced a G-index increase that
was one or more standard deviations above the mean change — which suggests that
our adopted decision rule is useful for identifying “atypical increases”.?

With these points in mind, the balance of this subsection is directed toward
answering the following three additional research questions:

4 Where are the census tracts that meet the adopted threshold for decline
located?

5  What is the geographic nature of the relationship between patterns of decline
and patterns of shrinkage?

6 s there an association between shrinkage and decline?

Concerning the first question (#4), Figure 3.2 maps the distribution of the 8,133
conterminous U.S. census tracts from the Brown University LTDB that experi-
er.lced decline from 1970 through 2010. In other words, the tracts highlighted in
Figure 3.2 witnessed atypical increases in CD, as measured by the G-index, over
the past four decades. As was the case with urban shrinkage in Chapter 2, declining
tracts are found all across the United States.

Notice in Figure 3.2 that declining tracts appear to be far less concentrated in
the Middle Atlantic and North Central U.S. Census Divisions — which make up
ﬁ}e majority of the American Rust Belt (Beauregard 2009) — compared to the
distribution of shrinking tracts from Figure 2.3. To add empirical weight to this
eyeball conclusion, a location quotient is computed for each of the nine large area
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Figure 3.2 Distribution of census tracts in the conterminous United States that experienced
decline from 1970 t0 2010 (n = 8.133 declining tracts)

Census Divisions (Fig. 3.2) with respect to its share of declining census tracts. The
procedure to calculate a Division-specific location quotient for declining tracts is
the same as it was for shrinking tracts in the preceding chapter. Namely, for each
Census Division, the location quotient for decline is given by:

Lo
et

—_—
(9]

W:d,/ni.
I STD¥N

where W is the location quotient for Census Division i. d, is the number of tracts
classified as shrinking in Census Division i, n, is the total number of tracts in Cen
sus Division i. D is the number of tracts classified as shrinking in the full dataset.
and N is the total number of all tracts in the dataset. As before, values of 1 indicat¢
that a given Census Division contains a proportionate share of the nation’s declin-
ing tracts. Values greater than 1 indicate a relative concentration of decline, while
values less than 1 describe disproportionately low shares of declining tracts.
Figure 3.3 plots the values of W for the nine U.S. Census Divisions. The graph
shows that tract-level decline from 1970 through 2010 was relatively concentrated
in the West South Central, East North Central, and East South Central Cens¥
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Divisi i
mmzﬁiy(l::)i?&g. ;)f t}l;ese large geographic areas, only East North Central is
e ed to ca part of the Rust Belt (Beauregard 2009). This Divi-
s oo iSsplroportlon.ate shar.e of the nation’s so-called “shrinking cities”
, _0;1 B also associated with the greatest concentration of tract-level
matlmﬂaﬁon betweefe }?Y:( the past four'dec.ades (Fig. 2.4). While there is an evident
B o decsl‘ rinkage and deFllne in this part of the Rust Belt, it is essential
DOt the 5o, 1o (me Eas most highly concentrated in the West South Central
B iy o N seeO ollander 201 1). Even though this Division contains the
e Sanv: : rleans, Lou15|qna (Table 2.3), it is predominantly made
i i ple of tracts us.ed in the analysis — of fast-growing Texas cit-
18 that, as stated earlier, shrinkage is not a necessary condition for

decline

: (questi i i
" question #5). Decline operates in even the fastest-growing regions.
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Table 3.4 Analyzing the relationship between population shrinkage and decline

Declining All Other Total

Tracts Tracts
Shrinking Tracts 1.849 5.346 7,195
All Other Tracts 6.284 38.305 44,589
Total 8.133 43.651 51.784

¢ =0.110%**
Pearson’s chi-squared test: x* [1]=630.3 (p << 0.001); ***p << 0.001

Still, just because decline and shrinkage do not follow identical geographi-
cal patterns does not mean that the two phenomena are not closely related. To
the contrary, as argued many times in this book, shrinkage and decline tend to
be mutually reinforcing (Glaeser and Gyourko 2006). Hence, regardless of the
fact that both growing and shrinking places can decline, we hypothesize that
decline is both more prevalent and more severe in shrinking areas relative to
non-shrinking areas. The latter of these issues (severity) was studied above in
Tables 3.2 and 3.3 and is taken up again in the next subsection. Here, a contin-
gency table analysis (Table 3.4) aims to reveal whether decline is indeed more
prevalent in shrinking census tracts compared to all other tracts. As a byproduct
of this analysis, the magnitude and statistical significance of the association
between shrinkage and decline in our sample of census tracts is quantified and
interpreted (question #6).

The rows in Table 3.4 classify census tracts as “Shrinking” or “Other” based
on the four-decade analysis of population change from Chapter 2 (see especially
Fig. 2.2). The columns in the table divide the sample of tracts into those that
experienced decline (Fig. 3.2) and those that did not, according to the analyses
undertaken thus far in Chapter 3. The contingency table reveals that approximately
25.7 percent of tracts that experienced population shrinkage (1,849 of 7,195) also
experienced atypical increases in CD (i.e., decline). Among all other, non-shrink-

ing tracts, this figure was 14.1 percent. Interpreting the table in a slightly different
way, while shrinking tracts constitute only 13.9 percent of the analytical sample,
they account for 22.7 percent of the declining tracts. A chi-squared test of the
null hypothesis that shrinkage and decline are independent of one another reveals
that this disproportionality is highly statistically significant (p << 0.001). Stated
another way, there is a direct association between shrinkage and decline. In the
final row of Table 3.4, this association is quantified by the parameter phi (¢)- ¢ is
a symmetrical measure that, for a two-by-two matrix like Table 3.4, is tantamount
to a correlation coefficient (with a maximum positive value of 1 .0). In our sample:
¢ — again, a measure of the association between shrinkage and decline — is highly
statistically significant, which supports our hypothesis and reinforces the results
of the chi-squared test. At the same time, the relatively small magnitude of
serves as a reminder that decline is not associated exclusively with shrinkagé
Instead, as Figures 3.2 and 3.3 demonstrate, decline is a geographically dispers®
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phenomenon that affects places irrespective of the directi
. ect .
population changes. ctions and degrees of their

The severity of decline in shrinking census tracts:
indicators and evidence

There a_ppears to be an interaction effect between shrinkage and decline h
that. their co-qccurrence makes places worse off than they wcould be if th A

subjected to either shrinkage or decline alone, but not both. To test this asey r\:'/ere
we leverage rt?sults' already derived in this book to classify census tractsse frlon’
the.Brown Umve@ty LTDB into four groups: (1) tracts that expérienced neitﬁm
shn.nkage nor decline from 1970 to 2010 (“Neither”); (2) tracts that experie e;
shrml‘(age, but not decline, from 1970 to 2010 (“Shrink only”); (3) tFr)a t nChe

experienced decline, but not shrinkage, from 1970 to 2010 (“Deciine onl C;’S't .
(4).tracts‘that experienced both shrinkage and decline from 1970 to 201 On(‘?/B)1 ;Td
Usu{g tl.us classification system, we are able to analyze group differences i b )
ous indicators to address two additional critical research questions: ;i

7 Are th; people in tracts that underwent both shrinkage and decline now
more zstressec.l than the people in tracts that experienced (a) one but not
both, or (b) neither of these phenomena?

;&;e the hoz;smg units of tracts that underwent both shrinkage and decline
W more distressed than the housin i i
g units of tracts that experienced
~one but not both, or (b) neither of these phenomena? - -

popRslcz::ﬂ):(t))v:tt;zL Soh:;];?)gls]tweas found to (zr}erate not only on an area’s human

¢ . ' nvironment (Table 2.7). For that reason, a
glect;g:a (l)rl: ;gebhypothe.sged mteractign effect between shrinkage and decl’ineclii?;;
e di)s/t:::am}nmg gr(?up (.hfferences in various physical indicators that
. (Asg S0 anarea’s built stru'ctures. The U.S. Census American Com-
e en)‘/, irOnm) provides at. l.east.51x se.rviceable indicators of physical dis-
i ‘exzt vu.lne.rabllxty) in a given area. First, the ACS reports the
o ‘?Smb uglts in each census tract, along with the number of those
o f()\;ziczmt ; Th.e fractl(?n of all housing units that are vacant offers
o vacancy in the given tract. It should be noted that vacancy
B [S)ancy, that is, a vgcant housing unit is not occupied by a full-
B St.ll econd, vacant units are broken down by type (e.g., vacant for
by (1 Censues, éeasonal, andiother). In discussing the classification scheme
and Logan el llller:oat:;llutt0ha551gn a ty;:e to a vacant housing unit, Schilling
. o il gab da the category “Other Vacant” is a suitable surrogate
o an onmfent. Aband.m-lr.nent occurs when an owner stops
ownership responsib(')lr}é es§ent1a] responsibility of property ownership, where
¥ R ilities include, among others, maintenance, taxpaying, and

Vmp‘an p ach 2005). Compared to si - ’

donment 5, oy npared to simple non-occupancy (vacancy), aban-
¢ likely to result in visual blight and neighborhood decay (Sc’hilling
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and Logan 2008). Third, the ACS reports the number of housing units constructed
during ten-year intervals, where intervals start with a year ending in zero, begin-
ning with 1940. That is, the ACS reports the number of units built before 1940,
between 1940 and 1949, between 1950 and 1959, and on down the line. Because
housing units are durable structures that depreciate in quality and value over time,
the fraction of a place’s housing stock that is considered to be “old” is an indica-
tor of the amount of depreciation already present in the place’s built environment.
Whereas “old” is a subjective characteristic, it is generally agreed that old housing
stock can be measured as the fraction of units that were built at least thirty years
ago (Spatial Structures in the Social Sciences 2012).

The fourth through sixth physical distress indicators considered here are part
of an ACS table called “Selected Conditions”, and they are used to assess “the
quality of [a place’s] housing inventory”. As such, planners and researchers use
these indicators to measure the “vulnerability” (i.e., distress) of places’ housing
stocks at given points in time (Community Commons 2015: 6). While the Selected
Conditions ACS table also features variables that deal with housing finances (i.c..
social indicators), the three physical indicators of distress included in the table are:

«  The count of housing units for which the number of occupants exceeds the
number of rooms — this situation results in an occupant-to-room ratio greater
than one, which is expected to increase wear and tear on a housing unit
beyond that which comes from normal use;

«  The count of housing units that lack complete plumbing facilities — complete
plumbing facilities include (1) hot and cold running water, (2) a flush toilet,
and (3) a bathtub or shower. If any one of these items is not present in a
housing unit, then the unit is said to “lack complete plumbing facilities”
(Community Commons 2015: 7); and

«  The count of housing units that lack complete kitchen facilities — complete
kitchen facilities include (1) a sink with a faucet, (2) a stove or range, and
(3) a refrigerator. If any one of these items is not present in a housing unit,
then the unit is said to “lack complete kitchen facilities” (Community Com-

mons 2015: 7).

Table 3.5 summarizes the social and physical indicators that are drawn on in this
subsection to address questions #7-8 from above. All data for the indicators listed
in the table come from the most recent five-year vintage of the ACS (2010-2014),
which was released in December 2015.*

Because the thirteen variables enumerated in Table 3.5 are all assumed to con-
tribute to distress, the values of these indicators are expected to be highest in tracts
that experienced both shrinkage and decline between 1970 and 2010. A corollary
of this proposition is that the indicator values in these tracts will be statistically sig-
nificantly higher than their corresponding values in tracts that experienced either
shrinkage or decline, but not both. If, as we argue above, the co-occurrence of
shrinkage and decline intensifies the severity of these phenomena, then this latter
outcome is an observable implication of the interaction effect.
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ble 3.5 Census variables use el e ettt :
Ta ari sed to analyze the interaction between shrinkage and decline

——

Social Indicators

Physical Indicators

percentage of persons, for whom poverty
status is determined, living below the
federal poverty level (poverty)

percentage of persons aged 18 or younger,

for whom poverty status is determined,
living below the federal poverty level
(childhood poverty)

percentage of persons, for whom poverty
status is determined, living at or below
50 percent of the federal poverty level
(extreme poverty)

percentage of families with children
headed by single parents (single parents)
Percentage of households receiving public
assistance income (public assistance)
Percentage of persons 16 or older, in the
civilian labor force, who are unemployed

dorce 7 o1 1
Percent of housing units that are vacant
(vacancy)

Percent of housing units that are vacant and
classified as “Other Vacant” (abandonment)
[see Schilling and Logan (2008)]

Percent of housing units that were built
more than thirty years ago (old housing
stock) ‘

Percent of housing units with 1.01 or more
occupants per room (high occupancy)
Percent of housing units that lack complete
plumbing facilities (lack of plumbing)
P_erccnt of housing units that lack complete
kitchen facilities (lack of kitchen)

(unemployment)

Percentage of persons aged 16 to 19 not
enrolled in school and not high school
graduates (school dropout)

:,li::::l zor ?1[(;]53 l\jaéiaglcs were acquired through Social Explorer (Box 2.1) for the 2010-2014 five-year
ge of the U.S. Census American C i ey (ACS i | i i
o merican Community Survey (ACS), which was released in December

The. Kruskal-Wallis (K-W) test (Tabachnick and Fidell 2013) can loosely be
conce}ved of as a test for equality of medians between more than two groups “The
rows in Table 3.6 show the results of one-way K-W tests that were gxecftéd 0
each of the indicator variables listed in Table 3’.5. The low p-values reported in thz
ﬁzﬁh co.lumn of th? table mean that the four groups of census tract — (1) Neither;
fiij)f::ler;?;(:gi};‘(i) IDecltlne onlyi and (4) Both (see above) — exhibit significantly
e alues for all of the selected social and physical contributors to

: at are named in Table 3.5.

can\:/;;zeuthzi?;values rf:ported in Table ?.6 are t.elling — in that they reveal signifi-
r Omnibﬁs e t:rﬁlanceshm the medians of the indicator variables — each K-W test is
e I510.t glot er words..‘a K-W te'st a'llf)ws us to conclude that groups are
R ,we e aF one specxhc group'ls.c?lﬁerent from another specific group.
g n,ow i olmvestlgatefhe pOSSlblllt.y that tracts in the “Both™ category
ol goriecatnht y worse off than trac_ts in the “Shrink only” and “Decline
i mgakins, en we need to_engage in post hoc analysis. Post hoc analysis
R testgg)an’fwwe (':omparlsons between the‘different groups involved in a
. - So, for example, a pos} hoc analysis of the K-W test for poverty,

epresented in the first row of Table 3.6, involves the following median
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Tuble 3.6 Kruskal-Wallis (K-W) tests for equality of medians. by census tract status as
shrinking. declining. neither. or both

Neither Shrink Decline Both K-W Evidence of Stronger

Only  Only p-value Interaction Tendency
Social Indicators
Poverty 9.7 186402293 39.9 <0.001 Yes Decline
Childhood poverty  11.5 26.0 417 56.1 <0.001 Yes Decline
4.0 7.9 11.8 18.2 <0.001 Yes Decline

Extreme poverty

Single parents 11.2 178 2638 33.9 <0.001 Yes Decline

Public assistance L 219 4.5 7.0 <0.001 Yes Decline
Unemployment 7.6 10.2 13.8 21.0 <0.001 Yes Decline
School dropout 0.0 0.0 83 6.1 <0.001 Ambiguous Decline
Physical Indicators
Vacancy 6.9 11.7 10.9 21.1 <0.001 Yes Shrinkage
Abandonment 5.9 7.4 .3 14.6 <0.001 Yes Shrinkage
High occupancy 1.5 1.3 7.1 2.9 <0.001 Ambiguous Decline
Lack of plumbing 0.0 1.8 1.3 6.5 <0.001 Yes Shrinkage
Lack of kitchen 1.3 3.1 2.7 9.3 <0.001 Yes Shrinkage
91.5 <0.001 Yes Shrinkage

Old housing stock  61.5 SR TR 9.0

an percentages (€.g.. 9.7 in the first cell refers to
mple tracts that experienced neither shrinkage nor
h row of the table are statistically significant at
between the two types of non-declining tracts.

Notes: The values reported in the table are medi
9.7 percent. which is the median poverty rate in sa
decline). All possible pairwise comparisons in eac

p<0.001 except for (1) the school dropout comparison
and (2) the same comparison for the two types of declining tracts. Post hoc pairwise tests were carried

out with Conover’s test for multiple comparisons of independent samples (Pohlert 2014) using a false

discovery rate p-value correction method (Benjamini and Hochberg 1995). Bold text indicates the

largest value in each row (i.e.. the largest group median for the given variable). While one-way K-W

tests were performed to facilitate the post hoc pairwise comparisons. an approximative multivariate
K-W test (Johnson et al. 1993) was also carried out for all of the variables simultaneously using
the coin package in R (Hothorn 2015). Consistent with the one-way p-values reported here. the p-value
for the multivariate test was also <<0.001. Hence. there are meaningful patterns of differences in the

group medians of the selected social and physical variables.

NB: n = 51.356 census tracts with valid entries for all thirteen variables in the 2010-2014 ACS

comparisons: (1) 9.7 percent poverty to 18.6 percent poverty; (2) 9.7 to 29.3;
(3)9.7 10 39.9: (4) 18.6 t0 29.3: (5) 18.6 t0 39.9: and (6) 29.3 to 39.9. The same
logic holds for all other rows in the table. As the footnote on Table 3.6 discusses

in greater detail, we carried out these pairwise analyses with Conover’s test for
multiple comparisons (Pohlert 2014) using a false discovery rate p-value correc
tion technique (Benjamini and Hochberg 1995). With the exception of the school
dropout variable, all pairwise comparisons revealed statistically significant differ
ent group medians at the 0.001 level of significance.
To make the foregoing results more interpretable i
tions. Table 3.6 features two important modifications. First, bold text is u
highlight the largest group median for each indicator. In all but one cas
exception is high occupancy), these bold values appear in the “Both” colu

n the context of our ques®
sed 10

e (the

mn: =
|
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That is, of thirteen selected disadvantages i
tress, twelve are most severe in the trafts tthhaitCC::(::':;::;I;OS?;:;:EUS tdradcvs'di&
ﬁ'opl }79‘7072010. Second, the column in Table 3.6 labeled “Evid e
action” is used to summarize the results of two specific post ho ince v
fow. T‘E)e twi) tests correspond to the pairwise comparisons betwce ESt}f o e?Ch
in th.e Both (f‘()lump and (1) the median in the “Shrink only” coluen t edmedlan
medlan“m thi Decline only” column. If the post hoc tests found t;lmt] 2:1“ i Fhe
for the “Both” group was significantly larger than the medians for ba }: o
tery t‘\?/Yoeg’r,O}Jps,h thr«in tze relevant row in the “Evidence of lnteraction’(')tcoi)lfr;hne la'tl-l
sa s”. In short, “Yes” in the Evidenc igni s
of shrinkage and decline is associated ;i‘;}? Irl;n;:eséil\qzleﬁrzsc;ihs?:etge COI‘OFCU”enCG
sm%,ular occurrence of shrinkage or decline alone. Where the \?vredaf‘Ive tO. -
ous ?ppfaars in the.evidence column, one of these two pairwis - Amplgu-
“;;s;)z]lgénﬁcant and in the hypothesized direction, while the othei ?gr[ﬁrtlsgns
lsn o ;(())fi)}l;l: Efé&}:l ;rilnel:ilanlf(ir the “Both” group was significantly larger tha;'n tl’(l);
. med.on }; grm{}) but”not for the “Decline only” group. For
o 4 vy Ol:lr; ”orrt(?j .11330th. group was significantly larger than the
B i o group.g p; but it was significantly /ess than the median
The i
B e o
i : . ; conly” an “Decline only” groups. Th i
worl;lesocl;ilctgrr:; s1st }f;)nlt(iieerggnfye takif) mdlcz:itor's for which shrinkage all:())ne isetizgl?;
B g ”ne, an .v1(.:e Yersa. Hence, for any given row, i
o é‘cz)rntlhi i})lrmkhonly gr‘f)up is significantly larger than ihi median f(:f
o o );h égn t;lxp, the w:)rd S.hrlflkage” appears in the final column. If the
o Socia] o e word “Decline” appears in the last column. The findings
. elscsl.seems to be more of a function of decline than shrink-
e fOrmyer al distress seems to be more dependent on shrinkage th
of these results is most certainl i I
:Isnployed to operationalize decline. Recall that degliilneavl;/t;fad Ofthe e
: tooy ! 4 S operation
8 eas;tzglgil liz::;zﬁse in c;oqcentrated disadvantage (CD). Beiause C]a)] li}; iiﬁ:ﬁs
e pggg;ﬂ&ns and not physical structures (Sampson, Morenoff,
. defmii/ion (Se,e Fa'mtl;rlllk, Lm.dl?lad, and Quercia 2009), declining:
. | embei 1gT.h .l), exhibit greater degrees of social distress
e Shrinkin. 4 e attgr r.esult — viz., the relatively high degree
B e g tracts — is interpreted here as further evidence of
it kage creates between the size of a place’s populati
uilt environment. N 1 i i
i ol amely, w}.len an area experiences rapid,
e Prhe 10nlo.ss, the size of its [durable] built environment
mEHnam;‘ el con.s t result is that tl.lere are substantially fewer people left
mmanagnses e :EL isltto;lfvci)rl; }rl]ousmg unit§. As such, property disinvest-
= e;?iiplace (schin.ing o Ma”aChr;c(:)n]tz(;].‘ shrinking places depreciates at an
——tvely, the findings from Table 3.6 suggest th ine i
B s -6 sugges that decl-me is most likely to
: ge is most likely to amplify physical distress
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in a given geographic area. However, when and where the two phenomena occur
together, both physical and social distress become significantly more intense
(severe). In other words, there is an interaction effect between shrinkage and
decline, such that the two phenomena are mutually reinforcing.

Concluding remarks

As an extension of the previous chapter’s analysis of urban shrinkage, this chapter
attempted to describe patterns and trends in urban decline in the United States,
again emphasizing changes that have taken place at the census tract level over the
past four decades. In addition to introducing readers to various indicators, ana-
lytical tools, and empirical approaches for studying decline, Chapter 3 generated
novel [tentative] answers to eight research questions that pertain to the association
of — and interaction between — shrinkage and urban decline. These eight questions
are repeated in Table 3.7 for convenience.

Chapter 3 investigated the questions in Table 3.7 with a series of analyses that
were carried out on the Brown University LTDB (Logan, Xu, and Stults 2014;
Box 2.1). Taken together, the results from these exercises offer at least four major

takeaways:

«  The ability to empirically detect decline in a consistent manner across
space hinges on the availability of longitudinal data. By definition, decline
involves change. As a consequence, decline cannot be quantified with vari-
ables that are measured at a single point in time (c¢f, Downs 1999). Rather,
evaluating whether a place “tended toward a weaker” or more vulnerable

Table 3.7 Questions addressed in Chapter 3

1. Was CD in 1970 greater in census tracts that were about to experience population
shrinkage during the ensuing four decades relative to those that did not?

2. Was CD in 2010 greater in census tracts that experienced population shrinkage from
1970 through 2010 relative to those that did not?

3. Did the gap in CD between shrinking and non-shrinking tracts. if any. widen over the
four-decade period of shrinkage (i.e.. from 1970 to 2010)? In other words. did CD
increase in shrinking tracts more rapidly than in non-shrinking tracts?

4. Where are the census tracts that meet the adopted threshold for decline located?

5. What is the geographic nature of the relationship between patterns of decline and
patterns of shrinkage?

6. Is there an association between shrinkage and decline that cannot be explained by
chance alone?

7. On average. are the human populations of tracts that underwent both shrinkage and
decline now more distressed than the human populations of tracts that experienced
(a) one but not both. or (b) neither of these phenomena?

8. On average. are the housing unit populations of tracts that underwent both shrinkage
and decline now more distressed than the housing unit populations of tracts that
experienced (a) one but not both. or (b) neither of these phenomena?
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state calls for comparisons over time. In this sense, decline — an active/
dynamic phenomenon — is plausibly reflected by an increase in distress. In
turn, one surrogate/partial measure of distress is concentrated disadvantage
(CD), or the coexistence of multiple attributes that diminish a place’s ability
to withstand decline (Fig. 3.1). The G-index of concentrated disadvantage
developed in this chapter provides a means for quantifying CD with time-
varying U.S. Census (socioeconomic) data that are available for a fixed set
of geographic boundaries. As such, the G-index can be measured at multiple,
static points in time, which gives researchers the ability to detect “atypical
increases” in CD over time and space. Put differently, the G-index enables
researchers to identify places that became more distressed between two
given time periods.

« Shrinking tracts exhibit higher concentrations of disadvantage relative
to all other tracts. Furthermore, the difference in CD between shrinking and
non-shrinking tracts widens as population shrinkage progresses (Tables 3.2—
3.3). In slightly more technical terms, there is an association between shrinkage
and CD.

» The geographic distribution of decline is dispersed, such that it affects
all types of growing, shrinking, and stable settlements; however, decline
is significantly more prevalent in shrinking tracts relative to all other
tracts. The actually existing geographies of decline are somewhat surprising.
While there is a relative disproportion of declining tracts in the East North
Central part of the Rust Belt (Fig. 3.2), where there is also a significant
concentration of shrinking tracts (Fig. 2.4), declining tracts in our sample
dataset are most heavily concentrated in the fast-growing West South Central
part of the Sun Belt (Fig. 3.3). Yet, as Chapter 3 demonstrates, shrinkage
is not a necessary condition for decline. That being said, regardless of these
surprising macroscopoic patterns, at a finer- (census tract-) level of analysis,
decline is indeed significantly more prevalent among shrinking tracts com-
pared to all other tracts (Table 3.4).

* In addition to being more prevalent, decline is also significantly more
severe in shrinking tracts relative to all other tracts. More generally,
the co-occurrence of shrinkage and decline is far more distress-inducing
than the singular occurrence of shrinkage or decline alone. Indicators of
distress in both the people and the residential built environments of census
tracts reveal strong evidence of an interaction effect between shrinkage and
decline. Tracts in which both phenomena occur over the same time interval
(here, from 1970-2010) appear to be substantially worse off than tracts
where either shrinkage or decline occurred in isolation, or not at all.

Chapters 2 and 3 performed a variety of statistical analyses using a national longi-
tlld~inal dataset (Logan, Xu, and Stults 2014) to reveal patterns and trends of urban
shrinkage and decline in the United States over the past four decades. In the next
two chapters (4-5), the book discusses some of the processes that are assumed to
contribute to the production of these empirical patterns and trends. Two broad ideas
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inform our presentation: (1) shrinkage and decline are related but conceptually
distinct phenomena that do not necessarily occur during the same spatiotemporal
intervals or with the same degrees of force; but (2) where both phenomena are in
fact active and appreciable, they tend to reinforce one another in ways that leave
places in “desperate states of need”. In other words, comparisons are needed to
investigate some of the circumstances under which shrinking places have, at least
for the moment, resisted sufficiently severe decline. Only then can we begin to
identify what options are available for intervention to halt or reverse a downward
spiral or negative cumulative causation. However, we claim no ability to success-
fully disentangle the extraordinary intricacies and complexities of distressed urban
systems or develop policy solutions. Instead, from this point forward we seek only
to provide readers with a primer on some of the contexts (e.g., place-specific) and
processes that make escape from these adverse outcomes unusually difficult.

Notes

[ Additional details provided in Appendix A.

2 Unlike the distributions of the time-varying G-indices that were analyzed in Table 3.2.
the distributions of the AG, variables are bell-shaped and clos. to symmetrical (skew-
ness = 0.60 for non-shrinking tracts. and 0.22 for shrinking tracts). While these distribu-
tions are considerably more peaked than a normal distribution (kurtosis = 1.04 and 1.43.
respectively). their shapes allow us to evaluate differences in the mean of AG, [between
shrinking and non-shrinking tracts] with a t-test. For large samples. t-tests are robust to
slight departures from the assumption of normally distributed data. When given a choice
between a parametric t-test and a nonparametric Wilcoxon rank-sum test. the former
tends to have greater statistical power (Verzani 2005).

3 NB: the overall mean of AG, for the sample of 51.784 census tracts is 8.9. with a standard
deviation of 9.4. Hence. the threshold used to detect decline in this chapter is T = 18.3
(Fig. 3.1). For future studies. we recommend performing a sensitivity analysis that opera-
tionalizes decline as a G-index increase in the range of 15 to 20 points over four decades.

4 Notice that the set of social indicators listed in Table 3.5 is more comprehensive than
the set of indicators that was used to construct the G-index of CD earlier in this chapter.
Because we are interested in creating a current snapshot of social distress in our sample
of census tracts. we are no longer dependent on the variables that are presently included
in the Brown University LTDB.
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4 Explanations of urban
shrinkage and decline

Statistical analyses in Chapters 2 and 3 uncovered several trends that offer essen-
tial guidance for examining the processes that give rise to shrinkage and decline.
Namely, actually existing shrinkage and actually existing decline are phenomena
whose spatial distributions are not characterized by one-to-one correspondence
(Table 3.4). As we saw in Chapter 3, not all places that experience population
shrinkage also experience decline (as measured through atypical increases in con-
centrated disadvantage), and vice versa. In other words, if planners and policymak-
ers are interested in the “downward spiral” in which some shrinking places find
themselves (Hospers 2014), then understanding the differences be‘:ween places
that (1) shrank and declined and (2) shrank but did not decline, might reveal some
general features of urban landscapes that help to break — or even forestall the
development of — negative cumulative causation. Toward those ends, this chapter
has four specific objectives. :

First, we combine analytical findings from Chapters 2 and 3 to map the geo-
grap.hic distribution of U.S. census tracts that experienced both shrinkage and
decline over the four-decade period covered by the Brown University Longitudinal
Tract Database (LTDB; see Logan et al. 2014). Doing so is not intendedcto spark
another lengthy round of data analysis but rather stimulate a discussion about the
processes that might have produced patterns. The second objective of the chapter
lsto_examine the role of three common processes underlying urban shrinkage and
decline (deindustrialization, suburbanization, and demographic change) in relation
to the patterns of shrinkage and decline. We argue that although these three fac-
tors are indispensable to understanding urban shrinkage and decline, they are not
sufficient to explain why some shrinking places decline and others do not. Con-
Sequentl.y, the third objective is to try to explain the patterns of coupled shrinkage
and de.clme using existing urban theories. Finally, we support several of the claims
made in this discussion through empirical analysis using the LTDB data.

?atterns of coupled shrinkage and decline
N the United States

ﬁ;awing on'ﬁn.dings from Chapter 2 (Fig. 2.2) and Chapter 3 (Fig. 3.2), Figure 4.1
ps the distribution of U.S. census tracts — for which four decades’ worth of
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longitudinal data are available in the Brown University LTDB (Box 2.1) — that
experienced both shrinkage and decline (measured as atypical increases in con-
centrated disadvantage) over the past forty years. Also pictured on the map are the
geographic mean center of the tracts that both shrank and declined and the standard
deviational ellipse associated with this set of tracts. The geographic mean center
is the unique point derived by obtaining the arithmetic averages of the respective
vectors of x- and y-coordinates for the highlighted tracts’ centroids. The standard
deviational ellipse (SDE) is created by computing the standard deviations of those
x- and y-coordinates and using the resultant values to define the axes of an ellipse.
The axes are then rotated at an angle that corresponds to the spatial orientation of
the distribution (Lee and Wong 2001). Hence, the shape and area of the SDE con-
vey valuable information about distributional trends in, as well as the geographic
territory containing the majority of, the shrinking-declining tracts.

In Figure 4.1, nearly three-quarters (1,356 of 1.849) of all census tracts that
experienced both shrinkage and decline between 1970 and 2010 are enclosed by

the SDE (Note: the SDE is labeled “Core Area of Shrinkage and Decline” in
Fig. 4.1). Moreover, the SDE is slightly elongated from northeast to southwest,
extending from the center of the Middle Atlantic Census Division to the northern
edge of the West South Central Division. These results seem to justify common

PACIFIC

MOUNTAIN

|| Legend

|| (] U.S. Census Devision

i @ Tracts that Both Shrank

and Declined

| (> Core Area of Shrinkage
and Decline

WEST SOUTH
CENTRAL

+ Geographic Center of Shrinkage
and Decline

Figure 4.1 Distribution of census tracts in the conterminous United States that cxpcrit‘nced
both shrinkage and decline from 1970 to 2010 (n = 1.849 tracts)
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perceptions that current manifestations of urban shrinkage and decli
?{ust BF:lt ('B.eau-regard 2009) phenomena that appear Tnost fre umetlare' .
1ndu§tr‘1al cities in the Northeastern and Midwestern regions of tgeelrjl 4 ](;] g
(S.ch]lllng and.MalIach 2012). Thus, while it is certainlvhnot the case thmte v
within the depicted core area endured shrinkage and/orddecline duri Et e
exter.n ofhour study, the co-occurrence of these two phenomena i :gt s <
lent in this area than in the rest of the country. T A
.The preceding inference could probably be made with anecdotal evi
?v1thout the need for rigorous data analysis. The image of a shrink'ooa e(;’lden?&
ing Rust Belt has been inundating American popula:culture and nlnc o d?Clm-
decfacsie;/.’Fruo/m tllle p(;lrtrayal of severe distress in Baltimore Marylane(;v ?nnt‘lfg l:lé?)r
series The Wire,' to the MSNBC special fi ¢ Belt: 1i it
in De_d_’.ne,'2 to national coveragep()f Deti?)tiLtl’r: lﬁ}slfoijil:[bfri[ktfu()fccelMllﬁhty'c o
trla.l cities in the'Northeastem and Midwestern United States aﬁe >\:v IOI ker v
fhelr str}xgg]es with prulation loss, economic collapse, physical decil : a?l(()iwn f'o;
gequal:‘tyl. lnithat vein, the pattern of coupled shrinkage and decliney,pictu:s;lfl
igure 4. might not reveal sufficiently “new” information to students of -
shm'lk.age —.but nor are.they intended to do so. Rather, the point is :h(é)lt o
gzrnncggznéi r:?()l;-t;?:}]] ipéocl:lhcy dlscgurseshfocus on deindustrialization, suburb;]iazn;
. : ange given the co-occurrence of shrinkage i
:p&?;tf:c:rlll)t/h? l;}:gtR;sltt B;It (Fig. 4.1). Put another way, because (%f t?lr;?r iicxre]
o Chazg e( a fea:,::ﬁ?;j] 2006f)f, deindustriali.zation. suburbanization,
ers” of shrinkage and decline (Eroﬁnfaflrnoete;idzi)sl t3h)e e T

Deindustrialization, suburbanization,
and demographic change .

( g
Me thlee plllllaly dll\relS SC]II”IH a“d lvla”ach 20]2 ()1 ur ba“ Sll] l“kage are

B f .l. 3oLk o] 2 3

- [t]he rapi i
k: '[]; 1 rr:*.ga)lc(i)tl}(])ss of factorles and factory-related jobs to other parts of the coun-
e er n'atlons or to the cessation or sharp reduction of producti
ies in key industries for any reason. : e

i
(Bluestone, Huff Stevenson, and Williams 2008: 556)

Lts

Put differe i
ntly, drawing on the definitions set forth in Chapter 1, deindustrializa-

>fers to shri i 2
R quanrtlii::tqge I[dl a place’s manufacturing operations: it is a substantial
q, ive adjustment to the total stock of .
R . ck of employers and employee
B ﬁr;);uctlon of manufactured goods. Given that manufacturﬁ](rywaz
L citiesgdurl'em of thf: population and economic booms that occurrced in
deindustria]img' the nineteenth and early twentieth centuries (Beauregard
zation left vast scores of urban workers in the Northeastband
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Midwest unemployed. One response to the massive relocation and out-migration
of manufacturing jobs was commensurate relocation and out-migration of people
(population shrinkage).

Second, suburbanization involves the outward, horizontal expansion of built-
up land relative to a central city. As new modes of transit enabled some urban
workers to distance themselves from employment centers and high-density hous-
ing conditions in central cities, such workers responded by buying larger lots, and
building larger homes, at the urban fringe. This conversion of open space into
comparatively low density residential — and. later, commercial and other — land
uses attracted critical masses of urban residents out of central cities in search of
higher qualities of life (Ch. 5).

Third. natural demographic change operates through a place’s birth rate, death
rate, larger death events (e.g., natural disasters), and ageing and age structure. In
addition to these natural tendencies, demographic change is also a function of
migration — including the migration that results from deindustrialization and sub-
urbanization. Migration is an obvious staple of population shrinkage. If the total
number of out-migrants from a place is not matched by an equal or greater number
of in-migrants, then population loss seems inevitable. Perhaps more subtly, though,
beyond the absolute number of in- and out-migrants, the age structure of those
migrants can have important feedback effects on urban change. For example, it is
typical for a meaningful fraction of recent high school graduates to emigrate out
of their home cities to attend college in other cities. Such out-migration shrinks a
segment of the population that would otherwise make direct contributions to the
birth rate and workforce of their home cities (Weber 2010). Therefore, it is not just
the total number of people living in a city that matter for shrinkage but also the age

structure of that population. Ageing affects urban shrinkage by removing retired
people from the workforce, thereby lowering the overall income being produced
per capita in an ageing city (Weber 2010). Additionally, an ageing population leads
to increased dependence on younger populations. If a younger care-giver — say the
adult son or daughter of an ageing resident — is living in a different city from the
ageing person, then the older individual has an increased likelihood of emigrating
out of their current city (and immigrating to the care-giver’s city to receive care).
In this case, like deindustrialization and suburbanization, ageing also results in
migration.
Together, deindustrialization, suburbanization, and demographic chang®
unquestionably reshaped the landscape of the Rust Belt (see Beauregard 2000)-
h the notion that these three structural forces can be used
to explain shrinkage and decline in general is that similar levels of each do not
produce uniform outcomes. Presumably, much of the Rust Belt — especially places
located within the highlighted area in Figure 4.1 — experienced deindustrialization:
suburbanization, and demographic change with relatively comparable force. In
reality, of the 19.068 census tracts that intersect the “Core Area of Shrinkage an

Decline”, only 24.2 percent (4,617) met the adopted threshold of annual pOPUla'

tion loss to be classified as shrinking (Fig. 2.2); and only 29.4 percent (1,356) 0
these shrinking tracts also endured decline [in the form of atypical increases It

However, one issue wit
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concentrated disadvantage] between 197 ig. 3 i
fraction of shrinking tracts in the “Core 22:;1 2a(l)slooe(:;])%'ri3e.rfllc)l SdQ Yhy d'd_onl)’ .
observed forty-year period of shrinkage? Spsiea 1
One plausible answer to this uestion i iti ¢
th'e (.iires':tion of urban change (Tqurchinn’z:)SOI_“ah)?Ttt:ll:td ;tsl():jclfﬁ%tro o dete.rmi"e
mahza_tlon, Suburpanization) cause crises in aﬁ‘ected.places thrc(fz ’(lf?h 'de”!dus-
fm s'OCI'al and polltical institutions (Turchin 2007). To the extent ich t ilr ef'fetCts“
mstltu.tlons varies widely from place to place, this observation im Iiez '[:] s i
or sl.lrm.kage is context-dependent (Kearns and Forrest 2000). In olzh atdgrowth
erahzaﬂons about shrinking places based solely on trends ir; “de-e(e:r i,
d'e-p.opulatlo.n. and de-urbanization” (Hannemann 2004) disreuardonomlzatlon‘
tial information about the places’ functional, spatial, cultural a:d io-political
. - : socio-political
Second, “context” is not an aggregate property of cities. Whereas a famili
approac.:h' to understanding urban shrinkage involves oener-atin 1 ]a émlhar
of131}1n1c1pal- or.metropolitan-level empirical data (Sclfilling andéMypl(l) 0}%155 oy
];;):cfltc‘;ﬂ andhsomal circ.umstances exhibit as much or more variationaw?tchin Siltize)s:
- ei:ee:tt e(rin (Reckien an'd .Mal.'t!nez—Femandez 2011). Nonetheless, city-level
- fom e? ]t30 treat municipalities as “black boxes” with relatively homoge-
e Suburte)gnsi.Z attil(t) r:f, js argued.above, the direction of urban change depends on
e th,e epopulation, and economic transitions interact with local
o ci,;, Ben one s}?ou]d expc?ct §uch outcomes to manifest differently
B th.at }(]:a.uie eterogenel'ty is a defining feature of cities (Laursen
ofany’ i O; tr}ln age and decline will not apply uniformly to the whole
o an.d/or Stg c'ontlrary, even sq-called “shrinking cities” exhibit pat-
e sis alongside their characteristic spaces of population
Finally, “growth and i -
s rfe;ality g (tis(::]l:? nie:)e:rt(:;fteach other (Beaure'gard 1993: 21). Recog-
e point that local shrinkage can be the result
ljustments to global proce i
B e oo g p sses, and we need to continually track
mm@maﬁons - -p sses, and (re)gleﬁne interventions (e.g., policy). Below.
’ ntra-urban change are discussed to show the evolution ofthought.

Ttk

gﬁected geographical theories of intra-urban change

Intra-urban i i
i oft;lhrz(;rsli;;)flurl}an shrinkage and decline are generally categorized
ot . ols oh thoug'ht — ecological, subcultural, or political econ-
ﬁﬂhe Chicago-sch onlg t‘e ea.rllest attempts at theorizing intra-urban change
.. mOdeloo o? Socmlqu’s ecological models (Park and Bur(ve;s
i anorhsrpfosn that cities are made up of individuals who c?)m-
e to(:}r] L{rban. space, the result being that households self-
e 20gl()- 15e7lr ability to [pay for] different sites and situations”
. .7 l9). Notable wgrks that are linked to the ecological
. Ng. s’ (1925) Concentric Ring model, Hoyt’s (1939) Sector
eighborhood Stages/Life Cycle models often connected to
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the U.S. Department of Housing and Urban Development (see Metzger 2000),
and the Filtering/Vacancy Chain models proposed by Hoyt (1933) and used in
other income-succession-based frameworks (Grigsby et al. 1987). While these
models have noteworthy differences between them (Table 4.1), they and other
ecological models tend to follow the same broad line of reasoning. Specifically,
purposive household-level location decisions produce neighborhood units that
are characterized by relatively homogeneous within-neighborhood social and
physical fabrics. and relatively heterogencous between-neighborhood social and

physical fabrics.

On this backdrop, elements of the physical urban fabric depreciate over time.

This natural tendency has two mutually reinforcing consequences. First, it reduces
the level of satisfaction that existing occupants have in their current housing situ-
ations, thereby creating demand for newer, less-depreciated housing units. Since
undeveloped land is often scarce in the urban core, new housing units are typically
constructed at the urban fringe. At the same time, lower-status households are
priced into formerly higher-status neighborhoods by the depreciating real estate
values. Where these two forces operate in unison, the social fabric of an affected
neighborhood begins to change on a downward socio-economic trajectory, which
leads — gradually, over sufficient zons — to a qualitatively different
neighborhood characterized by a downgraded physical fabric and accompanying
reductions in social investments and institutions (Temkin and Rohe 1998). Gordon
(2008: 8) refers to this dynamic process as the *“iron law of urban decay™

ly long time hori

[r]ising incomes breed suburbanization. Suburbanization robs inner cities of
their tax base. Inner city concentrations of poverty widen gaps between urban
residents and substantive economic opportunities, and between suburban resi-
dents and urban concerns. And all of this encourages more flight, not only

from the metropolitan core, but from decaying inner suburbs as well.
ausible explanations for neighborhood change

that the school of thought focuses too nar-
s it

While ecological models offer pl

and patterns of decline, critics note
rowly on exogenous forces — i.e.. it claims that because housing depreciates 2

ages, all neighborhoods eventually decline (refer to the so-called “law” of urban
decay quoted above). In contrast, some arguc that this tendency can be overpow:
ered by collective action on the part of neighborhood residents (Firey 1945). That
is, signs of disinvestment in a neighborhood trigger balancing feedback effects
such as residents coming together in unified fronts against ecological transformd
tion. This perspective, which is associated with a class of subcultural models
of urban change, therefore implicitly recognizes that complex interactions and
non-linearities are defining features of urban systems. Accordingly, subculturalists
view neighborhood change as an endogenous process, and not, as suggested by the
ecological school, fully determined by exogenous variables.
To subculturalists, then, neighborhoods can decline, remain stable, or evef
improve depending on the strength of local social ties. Notwithstanding this prop”
sition’s real-world verifiability (Goodwin 1979), scholars note that the subculturd
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school ls'not well-suited to theory-building or generalization (Pitkin 2001). I
not exollcate a mechanism responsible for crgating the social envirhonm). tt d(})fs
can resist decline; nor does it pay sufficient attention to higher levels ofen Slt ?t
Maner and Bagchi-Sen 2014). With respect to the latter, th: school’s t viuingg
mg]}./ lmply that strengthening social ties alone will arrest or reverse ne'e:}?lt)s Sﬁem-
decline (Kitchen and Williams 2009). This outcome is likely untenablelic . (')Od
for to some extent the capacity for collective action depeods on exo ," e
::]%hle{r;:]eevil()ga;)to;shouoh as the presence of existing, effective institutio%lesn(oTl::Srninii
. This issue is implicitly recogni i
Poli!;ical economy, which examines the%nter—rgelzlj;sodn:t)l/iSSﬂk])lert(\ivse(:rllos 1 O'f [lhOUght~
ity, 1_nequallty. and the fate of neighborhoods (Pacione 2003) sl
.lee urban ecological models, political economy model‘s frequentl
nelg?\bo.rhood change in exogenous terms. Unlike the ecological (:cho ly I;Oftray
decline is not natural and inevitable to a political economist. Instead ito' ’ lta e
:bou? by fallurrte of the free market to produce equitable outc.omes in’ fo:Sinsrgrli}:
ousing opportunities (Sassen 1990). The ar; i : i ~
d.uce geographically uneven patterns) of deve]g(;;anr]ne:rf;S(ftz}ilf)ittz:?gkcieitsterc'gnm: .
tions where the gains to be made are greatest. Namely: 7 s

Eltl]::u(:lg;re;ltlﬁl use of space by capital in search of profit creates a mosaic of
at all geographic levels from global t
: . o local. Consequentl
one time certain . . . regions, cities a caliti ] . i
e ; nd localities will be in th ]
throes of decline
as a result of the retreat of capital i i . e
: ) f capital investment, while others will b ]
ing the impact of capital inflow : i AR
s. At the metropolit 1
. : politan scale the outcome of
even development process is . . . sociospatial variations in life quality
(Pacione 2003: 316; emphases added)

= e;l:;v:lﬁ}s;zﬁe ll?ks growth, shrinkage, and decline in a dynamic relationship
outcomes occur simultaneously in th i

e . « Ita y in the same regional and 1
fucm]ed b. F:r(:;n ]thlS vantage point, t.he political economy school arnges that, whe(t)l:Zrl
Mmﬁgfm (La anced power relations in which growth machines control political
.. 1990)0%)?2 :;d Mol(t))t.ch 1987), restructuring in response to globalization
i : e combination of these, mark i i i
. ome ¢ ' f et mechanisms invariabl -

rim ng};t;:tliresutiﬁntlal segregation. The most disadvantaged neighborhogdcsrien
‘hm ° ons then experience self-reinforci i i
B p self-rein orcing shrinkage and decline, as th
dic byrzsc(())l]lrcos needed to coll.ectwely resist the types of negative change pree)i
Ww&s gy ;)glcal models (Pacnooe 2003; Galster, Cutsinger, and Malega 2006)
e ha'v s}liggests, t.he ecological, subcultural, and political econom;/ schools.
m, Being th: ad varying degre.es of influence on urban theory and policy over
time. o sin::;;t r;a;;r(;t. (polmcal economy has been a leading input to urban
m» ; e s (Pacione 2003).* Nonetheless, i i

nl . Nonetheless, its relative recency and

K. thi::hotn contemporary theory do not automatically make it “the” fr)allme—

eeologica]o sthudy pattoms of coupled urban shrinkage and decline. Indeed
e school, oohtnoal economy tends to treat neighborhoods as inter:
_ us — considerations of within-neighborhood diversity are barely




Table 4.1 Overview and examples of the three schools of thought on neighborhood change

Earliest Period
of Influence

School of Thought and
Example Authors

Summary

1920s

1940s

1980s —
present

Ecological models:
Concentric Rings model
(Burgess 1925)

Sector model (Hoyt 1939)

Life Cycle models (Babcock
1932: HOLC 1940)

Vacancy Chain/Filtering
models (Hoyt 1933: Grigsby
etal. 1987)

Subcultural Theory (Firey
1945: Kolb 1954)

Political Economy:
Urban Growth Machine
(Logan and Molotch 1987)

A city is composed of six concentric
rings: central business district,
industrial. slums, working class
housing, higher class housing,
commuter housing. Growth of the
city leads to lower classes expanding
into formerly higher class housing
areas.

Growth occurs in sectors determined
largely by transportation arteries.
physical features. previous land use
patterns. and amenities. Sectors will
maintain similar socio-economic
characteristics as they expand outward
along these corridors.
Neighborhoods inevitably trend
toward decline. The Life Cycle theory
has had significant impact on urban
renewal planning and mortgage
lending policies in the U.S.

As higher-income residents leave
for newer. better-quality housing.
lower-income residents replace
them as their vacated homes
become affordable. This leaves

the oldest. lowest-quality housing
either abandoned. or serving as very
low-quality housing for the lowest-
income residents.

Social cohesiveness and community
integrity influence the trajectory

of neighborhoods. Strong social
ties and presence of positive social
influencers can serve to protect
neighborhoods from decline by
maintaining social order. property
investment. etc. If this influence

is disrupted or diluted. a cycle of
decline may commence.

Cycles of growth and decline are
driven by an elite class who view place
as a commodity to be developed to
maximize profit and gain for the elites.
often at the expense of lower-income
residents who are displaced.
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Spatial Mismatch (Kain There is a disconnect between where
1968) the urban poor live and where the jobs
they are qualified for are being created.
New jobs being created in the city are
high-value, high-education jobs and
current residents often do not have

the skills for those jobs. The service
and manufacturing jobs have moved
to the suburbs, which may not be
accessible to the inner-city residents,
leaying them with limited employment
options.

Deindustrialization, capital
concentration in “global” cities, and
changes in employment, have left
cities with significant challenges,
including strained public sector
budgets, high unemployment,
abandoned buildings, and residents
with limited access to employment
opportunities.

Urban Restructuring (e.g.,
Sassen 1990)

addressed (Pitkin 2001). This feature is essentially the inverse of the critique of
the subcultural school — that it concerns itself too much with micro-level behaviors
while overlooking higher-level political/economic constraints (Kitchen and Williams
2009). All told, then, the three schools of thought face similar general criticisms: they
have‘ narrow theoretical foci on either internal or external influences but not both
and inflexible empirical foci on single geographic levels of analysis. Consequently

fhere‘have been calls for, and attempts to establish, balanced approaches that (1) are;
flexible; (2) “recognize forces from both within and outside of neighborhoods™;

and (3) “analyze change at multiple geographic™ levels (Pitkin 2001?20—22) The;
next section covers one such attempt in an abridged manner. .

A social capital model of intra-urban change

In an effort to explicitly link the three aforementioned schools of thought, Temkin
and Rohe (1998) put forward a model of intra-urban change, which poZtuiates that
20!:$egl1tbofrh00fi’s traJ:ectory hinges on its internal supply of social capital. The
e é)x.o :rocml' caplt.al fec.elves ample at.tention, and thus a multitude of defini-
e 1?: om mterdlsc1plm.ary social scientists (see: Portes 1998). Drawing on
theorist,R 1ppears that T'emku.] an'd Rohe (1998) follow prominent social capital
suchastmot ert Putnam in taking it to mean the .“features of social organization,
& Leonsm’- (ril.orms, and nerorkﬂs that can . . . facilitat[e] coordinated action” (Put-
(;apacity ;, and Nanetti .1993: 167). More concisely, social capital describes
5 of a group or nelghborl}ood to act collectively (Turchin 2003). Hence,
espect to urban growth, shrinkage, and decline, social capital is a stock




64 Explanations of shrinkage and decline

ighborhoods that are facing pressure to
1ge. Neighborhoods with sufficiently high social capital
ainst decline, while those with deficient stocks fol-

resource that can be drawn upon by ne
undergo qualitative char
are able to act cooperatively ag
low the paths of decline predicted by the ecological models.

Like all other resources, social capital exhibits an uneven geographic distribu-
tion. According to the model advanced by Temkin and Rohe (1998), the positive
social capital available in any given geographic neighborhood is a function of that
neighborhood’s (1) socio-cultural milieu and (2) institutional infrastructure. Socio-
cultural milieu is a construct made up of identity, interaction, linkages, affect,
and opportunities. Namely, a strong socio-cultural milieu exists in a given space
when: (a) residents consistently identify with that space and attribute to it some
symbolic meaning; (b) residents passively and actively interact on regular bases;
(c) the space is connected to, but not necessarily an extension of, areas “outside”
of the neighborhood:; (d) identity is accompanied by affective ties to the identifi-
able space (refer to [a]); and () there are opportunities to engage in social activity
(e.g., shopping, recreation, and worship). Institutional infrastructure refers to
the existence and quality of “formal organizations” in the neighborhood. More
precisely. it relates at once to the presence of [for instance] neighborhood associa-
political efficacy of those organizations. When a neighborhood is
characterized by both a strong socio-cultural milieu and efficacious institutions, it
is said to possess the requisite stock of social capital to defend against exogenous
(higher level) or endogenous sources of change. Such neighborhoods either remain
stable or gentrify over time, while neighborhoods without adequate social capital
experience downward succession, and, presumably, contribute to citywide percep-
tions of urban shrinkage and decline.

Perhaps the most significant contribution of the Temkin and Rohe ( 1998) model
for present purposes is its specification of a variable, social capital, on which
the “drivers” of shrinkage and decline — suburbanization, deindustrialization, and
demographic change — operate to influence the direction of urban change. In this
vein, the model offers a potential explanation for why vastly different outcomes in
aggregate population occur in cities that exhibit similar trends in these variables.
In particular, social capital varies spatially and in magnitude between and within
cities. No two cities will display identical (local) patterns of social capital, nor will
they share the same (global) stocks of the resource. For that reason, it is necessary
to dig deeper into the intra-urban processes that produce patterns of these events.
The Temkin and Rohe (1998) model suggests that social capital is a pivotal part

tions and the

of these underlying processes.

Thinking operationally about social capital for large-area analysis

ctives (see Portes 1998)
and trace
ut

The literature on social capital includes differing perspe
It is well outside the purview of this book to engage with these debates
the complex history of the concept. Hence. in this section we merely sketch 0
several of the more consensual points about social capital, with an eye toward
identifying indicators of the concept for empirical research.
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First, the :socml capital of a geographic community is largely intangible (Flor
Flora, and Gasteyer 2015). It cannot be observed and meaeréd dircc:ll\ LF()' t)lm.
reason, rcsearch.er:s have proposed a variety of survey instruments ((‘l]%-zd(] ']a[
Lott 20I0).. participatory research designs (Allen et al 2012) c\ o ‘?” ki
ethnog.raphlc studies (Barr, Ensminger, and Johnson 2.0?0) _m.]d‘ prt)”'n']e'm“']'l P
gTemkm and Rohe 1998; Rupasingha, Goetz, and [-‘resh\\'alc;r 70()2)(f:))r ‘a”“k_’lf‘v*'
ing components or dimensions of social capital at dit'ferenl—weo"m I 'q‘“?')‘“f.‘.'
Amon.g these methods of operationalization, surveys, parlicipa:tor\: ]‘p IIL"Ikv'ds.
expenmen.tal and ethnographic studies tend to be costly timc-c'm f“a'“ " fmd
often restr{c‘tcd to manageable (narrow) study areas and ‘popul'uio]nulmtlvl«],g~ dn~d
l-!owever. if wel!-dcsigned. they can be extrémel\' effective at(uncm»/ZriTliour')SA
cial c‘onte.xt-spcACIﬁC qualitative social and behavioral (inter)actions that ott . C'I' L‘l-
remain h'ldden in larger scope quantitative investigations. In contrast t(l) ‘]er‘W'“‘\
q.uantltallve proxy variables from existing sccondar:' dataéeits is relativ ;l / i ’u's e*Ot
sive and ban typically be accomplished for extcnsi&c and di;c}'se gtudi “ 'l?'u!'x{]-
as the United States (Rupasingha, Goetz, and Freshwater 2006) chér?lllt’(lls\s‘u%h
suggested a‘bove.v l‘his strategy is impersonal: it generally cannot r.e‘vefil as c( 6551~ .
a picture ot'specmc social relations as compared to a more qualitati‘ve ;1 0'.“P Tte

’Ijhe previous paragraph implicates at least one key trade-off in e .‘..ffploac}
caplt.al research — between maximizing depth and context-scnsit;C'ILm'p” K'?] 5_0‘3”1]
g:;tt:]“gv: mvT.sti%z.llt.ion on one hand and maximizing scc;pe ;111d ][[:elrI;:pl:ltaotlleI;

neralizability with a more quantitative invcgtiﬂalion on the oth pt ”
that the proxy variable strategy carries low operati lc S e R?Cﬂ”
decision-makers, planners, and students or olphe llonfa COStS-fOF v pir
this attribute is attractive. Indeed, cost effectiver:e:)'“'- OT un-'tfmded ’iesca':Cher&
own decision to study social capital with sccondal S cliS e I?SPOI'ISlb]e fOV.OUF
More importantly than cost though, we fg)cus l?h a‘ta late'r At
analyzing patterns of shrinkage (;nd decline a ‘On [‘ e} s o O‘rder " C'Ommue
In this way, we aim to providg an example r‘( v t*]'e s 0
[aspects of] social capital so that rez;d(ersplv:t(f)l ir::)nduw'ng " Ia‘r'gc-'area v
e . : - erests in multijurisdictional study
techniqui’ emplgsg(ljlt;:l;i%lons) can augment their toolboxes with some of the

Components of social capital

"l"'he . . ~ .

Don(es:t(s:]zlf‘iaozl[tjll :l],o,?,el/.or|nejghb0ﬂm0d change postulates two constitutive com-
B SOCio-cunural/mia“.e( )socno‘-cultural m.llleu an(‘1 (2) institutional infrastruc-
. e l‘)()g)u g}clilpsglfates the ideas of collective norms and trust
. o . that. '“.0 (iCtl.\i norms are “shared patterns of behavior,
200 e th(, j a)c.thuu\d via :S()Clal learning” (Henrich and Hen-
ey — e )e}geu ot belief .that one or more other persons will
. m;cmb) . 'IS ermpllhed by rlsk—tak.mg. such as consigning one’s
t? . ‘ tls’o a group under the‘ belief that he or she will be able
tim, rees of equal or greater value from the group at a later point in

€ (Camer,
er 2003 >cific fi B i
003). A specific form of trust that is relevant to social capital is
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generalized trust. Generalized trust is an “abstract preparedness to trust [and
engage in actions with]” anonymous others (Stolle 2001: 205). If such a predis-
position to cooperate with strangers exists in a community, then the potential for
working collectively (€.g., pooling resources) to solve neighborhood-level prob-
lems is enhanced.

Next, the institutional infrastructure component of the social capital model relates
to the concept of social networks. A social network is a set of relations between
[groups of] people (Kadushin 2012). Just like financial capital, networks have value.
Networks give individuals and groups access to resources and knowledge that they
themselves do not possess. For instance, neighbors might keep a watchful eye on
one’s property when one is out of town (Putnam 2007). This type of social support
is a product of bonding networks, which are characterized by dense internal con-
nections between persons who share something (e.g., spatial location or identity)
in common. As another example, one might benefit from information, say about an
upcoming job opening, which originated with a proverbial friend of a friend. This
type of resource comes via a bridging network, in which persons or groups are
connected to parts of the social system to which they would not be exposed but for
their relations with a broker (i.e., the friend who has the friend).

Together, social networks. collective norms, and trust come together to form
what is sometimes called “Putnam’s three-legged stool” (Rogers and Jarema 2015:
16), named for the American political scientist whose oft-cited definition of social
capital mentions these three elements. Notably, Putnam’s research (Putnam, Leon-
ardi., and Nanetti 1993; Putnam 2000) is largely credited with placing social capital
on (inter)national policy agendas. While this work is not without critics (Portes
1998), research on the history of social capital suggests that the elements that
make up Putnam’s “three-legged stool” have been constant features in definitions
of the concept since it first appeared in the literature (Rogers and Jarema 2015).
Thus, networks, norms, and trust are assumed here to be accepted constituents of
social capital.

In addition to the components that form Putnam’s three-legged stool, two
other concepts feature quite regularly in discussions of social capital in the con-
text of intra-urban change. First, social cohesion describes a society that “hangs
together”. where «conflict between societal goals and groups . . . are largely absent
or minimal” (Kearns and Forrest 2000: 996). In other words, a cohesive society
is one in which most people contribute to the collective well-being. From this
perspective, social cohesion can be viewed as a “bottom-up process founded upon
local social capital” (Forrest and Kearns 2001: 2137; emphasis added). Like social
capital, social cohesion is a subject of ongoing re-theorization, and we will not
engage with the concept’s voluminous body of scholarship in this book (see Stan-

ley 2003). Rather, we note only the widespread agreement throughout the literd”
ture that inequality strongly undermines cohesiveness. Put differently, inequality
enhances the propensity for inter-group conflict and disruptive behavior within
given geographic space (Larsen 2014).

Second, while diversity is critical to the long-term health, sustainability,
resilience of systems (Page 2011), in the short term, and during periods of transit

and
jon,
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diversity “c.ha‘llenges social [cohesion] and inhibits social capital” (Putnam 2007:
138). -ln brief, the capacity for collective action in a geographic communuit i
sometimes a p(?sitive function of community homogeneity. Like individuals ty l;
to cool:.)erat.e with, and build trust in, like individuals. This observation ex osen

unegat‘]v‘e side” of social capital (Portes 1998). Namely, it is possible for ne?w:ska
afinleldl'lalS to share norms and trust one another but in ways that lead ‘rhemrtS
act collectively toward exclusionary or other socially harmful ends. For instan v
strong b.ondifzg networks might coordinate to keep “outsiders” fro.m penetratize;
thelr social circles, even when these bridging interactions might link members éf
the group up t(? profitable economic or cultural opportunities (Portes 1998). In tl?

&]lonlng section, bonding and bridging networks, collective norms trust. sociael
cohesion, and community homogeneity are used for investigating thé: impé)rtance

of social capital in understanding : S
e anding patterns of coupled shrinkage and decline in the

Social capital indicators in shrinking and shrinking-declining tracts

Dra'wmg. on existing literature, this subsection leverages data from the Brow
University LTDB, the most recent (2010-2014) American Community S ;
(ACS), and Esri Business Analyst 2014 (Box 2.1), to obtain proxy mea};urzgvfey
the components of social capital identified above. With those proxy meas &
we‘address a ce‘ntral question at issue in this chapter: what are somz conte::trlj3 Si
erab.les that might take on significantly different values in shrinking census tra ‘:
ﬂw did not df:cline, relative to shrinking tracts that did decline over the cours » 81;
@study peflod? Because the contextual variables that we examine hereinafte::ll
??a.te.to s.ocml (':apita], we necessarily consider the more specific question: do
mmon in social capital, as the Temkin and Rohe (1998) model of intra—.urb:;
:?;ie suggests, appear to be a key factor in producing patterns of coupled urb
age and decline? e oo
ﬁg&fg;ﬁi Fhat,.WIth one exception, th.e secondary data we rely on for proxy
E Obtails Fr?lrg f](l)(rward are not available in the Brown University LTDB.
&md eﬁ‘e’ E. n the bu of our dat? fr(}m alternate datasets. Consequently, we
. oos 1;’16 y testing obse‘r\‘/able implications of the social capital model of neigh-
Cm : i: ange. Ne?me.ly, if social capital played a substantive role in forestalling
- e some shrmklrfg tracts but not others, then we should be able to detect a
lev(; lstl:)essopz}ttlems in current indi(.:ators of social capital. More precisely, cur-
B cia -caplt.al-related variables should be higher in tracts that shrank
b ot decline, 'relatlve to tracts that both shrank and declined.
:l ethat caveat in mlnq. we collected data for various indicator variables to
a two-part analysis. First, ample research suggests that housing tenure

,#* ca}rlltly correlated with neighborhood-level outcomes (O’Brien 2012). In
f:x K:Il';o (())(rinii(\)l\::ne:s atre ml(.)r‘e likely Fh.an r.enters to develop collective norm.;' of

e e Fent,hpo itical participation, and other forms of civic engage-
o . For z?t reason, tht’f perceptage of occupied units inhabited by

established indicator of social capital (Glaeser, Laibson, and Sacerdote
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2002; Rupasingha, Goetz, and Freshwater 2006). Data on owner-occupied housing
units are available for all of the time periods (1970-2010) covered by the Brown
University LTDB. Accordingly, this variable is the one indicator for which we
investigate change over time. rather than static differences in current values. More
explicitly, we compare the difference in the mean percentage of owner-occupied
units between the two tract types in 1970 to the corresponding difference in 2010.
We hypothesize that the gap in the mean values of the ownership variable widened
between the two time periods. In other words, we expect that tracts that shrank but
did not decline exhibited stable or growing ownership rates (a constant or increas-
ing stock of one type of social capital); while tracts that both shrank and declined
exhibited decreasing ownership (an erosion of one type of social capital).

A useful method for testing this hypothesis is difference-in-differences (DiD)
analysis (Gerber and Green 2012). For any given quantity of interest, a DiD esti-
mator subtracts the mean difference in that quantity between two groups before
some event from the mean between-group difference after the event. Any observed
pre-event difference is presumably the result of unobserved variation in group-
level attributes. Assuming that these unobserved attributes do not vary with time,
the “before” difference between groups should equal the “after” difference, plus
any effect from the event.

Table 4.2 presents the results from a DiD analysis for the ownership variable
from the Brown University LTDB. The mean percentage of owner-occupants in
tracts that shrank but did not decline was 54.6 percent in 1970. The comparable
value for tracts that both shrank and declined was 51 .5 percent. Hence, in 1970
the mean percentage of owner-occupants was 3.1 percentage points higher in the
former type of tract relative to the latter type. If all shrinking tracts experienced rel-

urban change (€.2., deindustrialization, suburbanization, and
demographic change) similarly during the study period, then in 2010 we should
also expect a difference in the mean percentage of the ownership variable of about
3.1 percentage points. In fact, while mean percentage of owner-occupants in the
former tract type remained roughly the same (54.6 percent in 1970 and 54.8 per-
cent in 2010), in the latter shrinking-declining type of tract, mean percentage of
homeowners dropped from 51.5 percent in 1970 to 42.4 percent in 2010. Thus, the
gap in mean percentage of owner-occupants between the two tract types widened

evant forces of intra-

Table 4.2 Change in housing tenure. 1970-2010

Tract Type Owner Occupied, Owner Occupied. n
1970 (Mean % of 2010 (Mean % of
Occupied Units) Occupied Unilts)
Shrank Only 54.6 54.8 5.346
Shrank and Declined 51.5 424 1.849
Difference: 3.1 12.4 7.19
Difference-in-Differences: 9 qx*+! g

#xkp << 0.001 *pseudo p-value obtained via randomization inference (9999 permutations)
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considerably, from 3.1 percentag i
and 2010, ge points to 12.4 percentage points between 1970
The difference in these differe
e arp nces (9.4 percentage points) is our Di :
vv;]l:l‘llzht(l)sthlghly statistically significant (pseudo p << 0 001)) In (l)ltrhl:rll\?vce)szilmate’
. " - I -
:hrinkagerz;;ts (tjhatl.shran.k and did not decline, tracts that experienced coi rleeld
o ec (ljne witnessed a substantial drop in homeownership ratespzh
R ial capitalp (%TZes:y ihffls)ce alone. If homeownership is a useful indicator 215‘
r, Laibson, and Sacerdote 2002), th i
: : : , then this result impli
'tlhi;ltl:ofli:ltizp;talhmay have decreased in these shrinking-declining tra::lt; allrsnahfls
il uiation ShCr.Sli at are able to keep their homeownership rate:stead dur'e .
mr . tra”; RESauay be more resistant to decline via social capitaly On ltrl:g
hmneownérshi(;s ” Wh];:‘ pt:)Pulatlon shrinkage is correlated with a redu.ction irL:
— possibly because out-migrants were h
. . s ) omeowne i
wsly coptrlbuted posmvely to neighborhood social capital — brS who previ-
to experience decline. may be more likely
- Next, gi !
g d:ciiilevri:‘athe l';.stl;l.]ts from Table 4.2, it follows that tracts that shrank but did
e ciinin ty exhibit gr f?ater current levels of social capital relative to shrink
Wy gssociatifn ract§. That. is, the DiD analysis implies that homeownershi l: (;
ﬁs - ;f’c};all capital, has a legacy. Where homeownership is maini)e;inl;d
Thus - t)[/]atlg _ evels, pl'aces appear to be less likely to experience declin
o (i oy resisted decline over our forty-year study period may have inh .
mve;s;l fi e pqssess) relatively high stocks of social ca italr1 er(i
R ind}i/ca(t)cr,rtizcrt‘s ;?at de(clmed. On that backdrop, we obtained cutient’(f;ta
i iables to (imperfectl
ﬁl‘m discussed above. . Phshoamieriihsivcaminpan st gioobiol
irst, followi .
e int,ty(; :;Vz')lfnignl’utnam (1993) anq Rupasingha, Goetz, and Freshwater (2006)
B o Ckirporated organizations convey information about the inst:
the number of * orks that are present in geographic communities. I s
» _.0 er of “Religious, Grantmaking, Civic, Professional and's-rl Plélﬁlgu]ar,
ions™ i i : S ? , imila: v
n netr\liv?) fi“’eg Space 188 rough indicator of the formal collective-;inrc%ad
try "lassiﬁcati:; SSt at exist in that location. Within the North American lndue
egin with the thI:fe }’;Fefn (NA‘]‘CS): all such (hereinafter “civic”) Organizatiorf;
. e-digit code “813” (U.S. Census Bureau n.d.). Accordingly, we

extracted all civi S :
; all civic organizations with the NAICS prefix “813” from Esri Busi
ness

yst 2014 (B i
- Og‘ : :zofl;(l)z,atae :atas.e't th-at prov1d.es comprehensive information on
e fn(;mes in the Um?ed States. The civic organizations
k. differencis ignabe t ;0 our gegspatlal census tract dataset (see Ch. 2).
. 0()(5 po‘pulatlon and area, we then created a measure
oy connectio;]s s i;tple]z'rsons (per square mile) to serve as a proxy for
B s e o in census tracts.
g compmaﬁonalrtl Iiis.mess Analyst.dataset and by way of similar
B o o echniques, we derived a measure of government
e thmﬁ hA Zruf;e mile) for each census tract.® One resource that
s gh bridging networks is political capital (Flora, Flora
s . The greater the presence and accessibility of governmen£
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offices within a given census tract neighborhood, the more potential opportunities
there are for persons living in that neighborhood to interact with public decision-
makers who might not otherwise be part of their social networks. Of course, this
logic assumes that all persons are equally likely to get through the doors of govern-
ment offices, which is certainly not the case. Thus, the true degree to which more
government offices translates into greater accessibility to government resources
cannot be evaluated with our large-scale secondary data sources. For that reason,
we are left with an admittedly weak surrogate measure of bridging networks but
one that allows us to proceed with our investigation.

Third, we have already noted that homeownership is an established indicator
of social capital (Glaeser, Laibson, and Sacerdote 2002), in that it suggests the
existence of at least some collective norms (Fischel 2001). Taking this argument a
step further, given that collective norms are 2 product of “social learning” (Henrich
and Henrich 2007), one should expect norms to be stronger the longer individuals
interact in environments where social learning takes place. In that context, for each
census tract we measure the percentage of occupied housing units that are inhab-
ited by owners who have lived in their current units for a minimum of twenty-five
years (i.e., they have been at their residences since at least 1989). This measure
of long -term owners COMEs directly from the current U.S. Census ACS, which
reports data on housing tenure by the year households moved into their residences.

Fourth, in a study of cultural identity in the American Appalachian region,
weaver and Holtkamp (2016) proposed that expenditures on used goods contain
at least some information on generali:ed trust in society.” The sellers (perhaps
including intermediate sellers) of used goods always have more information about
the quality of those goods than prospective buyers. Hence, the act of purchasing
a used good is, albeit very weakly (Weaver and Holtkamp 2016), a sign that a
used-good buyer (rusts that the used-good seller did not knowingly put a dam-
aged or dysfunctional good up for sale on the market. For all geographic units in
its dataset, Esri Business Analyst provides data on the local “retail potential” of
a given economic sector, where local retail potential is tantamount to household
expenditures in that sector in the overall economy (Esri 2014). For each census
tract in our dataset, W€ therefore extracted the total volume of these used-good
expenditures from the Esri dataset and divided by the tract’s total population to
obtain a measure of used-good expenditures per capita.

The first four variables described above are all hypothesized to relate positiv
to social capital. In other words, the higher the value of the variable, the higher
the (assumed) stock of social capital. In contrast, the final two variables included
in this analysis are hypothesized to relate negatively to social capital. The fifth

lity, is measured with the popular Gini coefficient (Todaro

ely

variable, income inequa

and Smith 2014). The Gini coefficient of income inequality ranges from 0 to 10

(when multiplied by 100, which we have done), where higher values indicate 1es%"
equitable distributions of income. The Gini coefficient is available di
U.S. Census ACS, and it is a widely used measure of inequality in both the Unite
States and the international community.® Insofar as inequality is known
mine social cohesion, a higher Gini coefficient is suggestive of lower social capita®

rectly from the

to under
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Finally, re-call that in the short term, and during periods of transition such i
age jlld d;Clllqne, ethnic diversity is correlated wi?h lower social capital lIISCy efijtz:glir(l)l:
community homogeneity is linked to higher so i ital i . .
2097). For every geographic unit in the daiaset, Ezfgi{:?rizasls I:nt:lessf rcaseri (Pu'mam
action-based ethnic diversity index, which measures the probabilityythate tp e 8
sc?lected persons from a given unit of analysis (for us, a census tract) a e ra“domly‘
fhﬁ:erent racial or ethnic groups. The index ranges from 0 to 100, wh r’;f"embers o
mdl?at‘e more diversity or less homogeneity (lieese-Cassal 701;1) s -

Similar t.0 several other variables that have been exan;ined t'o this point i
boo.k, the six proxy measures described above are characterized by sk pomc;[ i th'e
b},mons. For that reason, we evaluate differences in the variables isi iw\;/'ldlsm—
slgned-rank tests, which loosely compare the medians of two inde 0. d B
ples. Table 4.3 presents the results of these tests for each of our six 'pec?' o
ex.pec_ted, the me(_iian values of the first four indicators — for bondinc:n ‘Cat0r§- o
brldgm.g .connec.tlons, collective norms, and generalized trust, res c Co'nnecnon&
all. statlstlcal.ly significantly higher in tracts that experienced (; u];):c“‘/el}f e
:;tshoz&z‘l decll(rll'e, compared to tracts that endured both shrinka?;eimd clizr(:l?trl]tramll(iige
divee;Si t; Tzr éasr}[ avt?sl?iiz Icl)t tshie ﬁ.rflial two mdicatgrs — income inequality and ethn?c
o [)e(:line”ytra Cgtrsu cantly lower in “Shrink Only” tracts relative to
m;:z:zse(;(;glrzl cFa];())lrtal is z(iin intangible asset that cannot be directly observed and
B indic,ator a, anh Gasteye‘r 2915), this subsection employed multiple

o lainls in what was effectively a weights-of-evidence type of inves-
e l;; - dyﬂt‘)\:lvede.vﬁaluated the same underlying hypothesis with seven
e odi .erent .anal)./ses (Tables 4.2 and 4.3), with the hope that

ests would collectively implicate a link between social capital indicators

Table 4.3 Wi i
Wilcoxon signed-rank tests for equality of medians in independent samples

Variable

Shrink Only Shrink and ~ Difference  Indicator of:

: Decline
“ivic Organizations
(per 1,000 24
é;!c:‘sws per square mile) e iy gonding
vernment Offices (per 1,000 riosp
¥ 0.3 idgi
Llersons e 0.2 Dl &5 ?rldgmg
ong-Term Owners (% of et
;%upied e 1450 16.4 TR Collective
B . Norms
e penditures Per 5
ianplta (Us$) 25.0 14.9 1A% x Generalized
come Ine i ' s
quality Index 432 45.4 =) Qe Social Cohesion
%ﬂic Diversity Index !
: > 38.9 48.7 G gk Homogeneity (—)

.
ﬂ,\ 5,253 1,839

“Bxeludes cases with missi
ases with missing data ***p << 0.001
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mes. Indeed, such a link seem
terparts in our study,
ergo severe qualitative decline now se€

s to manifest in our results.

shrinking census tracts that
m to have:

and neighborhood outco
Compared to their declining coun
capably withstood pressures to und

. stable homeownership rates;
a relatively high number of civic organizations;
a relatively high number of government offices;

«  a greater share of long-term stakeholders;
o agreater predisposition to trust others in transactions characterized by asym-

metric information;
« slightly lower income inequality; and
«  greater internal community homogeneity.

ut, then it would be difficult
act-level outcomes vis-a-vis
d in the expected direc-

If only one or a few of these hypotheses panned 0
to claim a connection between social capital and tr

shrinkage and decline. That all results are significant an
tions, however, makes a persuasive circumstantial case that to better understand

patterns of shrinkage and decline, researchers, planners, community activists,
political decision-makers, and other stakeholders would do well to view those
patterns in concert with local variations in social capital. Engagements with dein-
dustrialization, suburbanization, and demographic change are unlikely to be suf-
ficient on their own for explaining the variability in intra-urban patterns of growth,
stability, shrinkage, and decline. Rather. as the model proffered by Temkin and
Rohe (1998) posits. and as the results from Tables 4.2-4.3 imply, social capital
appears to be an important aspect of intra-urban change.

That being said, the findings in this section should be considered as starting
points and not as conclusive proof that high stocks of social capital, as measured
through various stock indicators, necessarily fend off downward spiral. While we
followed established practices for operationalizing and analyzing various compo-
nents of social capital (Putnam, Leonardi, and Nanetti 1993; Putnam 2000; Rupas-

ingha, Goetz, and Freshwater 2006), discovering that census tracts that declined
sibly lower social capital than tracts that did not decline “is not

| unless one understands why some places are able to develop
han others” (Brown and Schafft 2011: 228). In other
al capital stocks are largely missing a discussion of the
litate stock accumulation.
ocial capital stocks and outcomes can be very
useful for placing social capital on political agendas, as Putnam’s work seem’
to have done at a national level (Portes 1998). Nevertheless, a crucial next step
at the local and intra-urban levels is to identify ways of building efficacious and
inclusive social networks, facilitating the creation of shared prosocial norms. an

creating a sense of trust and collective mindedness within communities. Amopg
other tactics, recent research suggests that participatory planning and commun‘.‘y
strategic visioning are useful tools for establishing these components of socid
capital in intra-urban settings (Walzer and Hamm 2012). More generally, efforts "

may possess osten
particularly helpfu
stronger [social capital] t
words, discussions of soci
factors or conditions that faci

Statistical associations between s
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fg};?:z)c; t;godqe)greedto whi;h diverse stakeholders communicate with one another
3) and are able to participate meani i i
: 3) ningfully in collective decisi
. §a's Ol]-
[fr;?kblzﬁa rirr11(())n tltorlng, and enforcement activities (Ostrom 1990) are effective means
g trust, norms, and efficacious networks i i
: ! ns s in neigh
these ideas will be revisited in Chapter 7. i g o

Concluding remarks

z}::ec;?;eglzhows t.ha.t urban change is context-dependent. There is as much or
-place variation as there is inter-place variati i
e in Bage. ' iation. This means th
“shrinking cities” contain s i e
paces of growth and stability within thei i
R oo th ty within their boundaries.
1 proaches to theorizing about urban shrink i
at the city level can result in the lo iticald e
ss of critical information ab isti
shrinkage and decline. To brin i A
; g these ideas to bear on studies i d
: ' of shrinkage and
:i:clme,.thlsdchapter suryeyed selected theories of intra-urban change Theglitera—
relrev?w r;lws'attentlon to the variation in social capital as a crulc:ial part of the
::fhe;na 1(;n 0 'shrmkage and decline — that is, the local context is also contributin
& Val;;(rj(i)tyuc‘?;)hn. of patterns and trends in urban shrinkage and decline. To asses%
of this statement, the chapter presented .
: : . ) results from data anal
e he chap! alyses that
oe;a:lllsn;d ?ﬁfﬁrenc.es in m.ultlple indicators of social capital, between sillrinkino
- Iellicfs r:n allt dld- and dl}? not undergo decline during the analyzed period Thz
. y point to the conclusion that variation i iakeapi
is correlated with variation in nei - e
eighborhood outco Shrinki
- : | neig ' mes. Shrinking census tracts
p tl'actsstt l?etve;e .declme seem mgl.y possess higher stocks of social capital relative
ol at s imk apd decline in unison. Several policy implications of these
expm(gﬁn re exp o(ged in Chapter 7. In the nearer term (Ch. 5), we turn attention to
g our understanding of the conditions ;
1g 0 that produce patt i
and decline in the city (urb i : Y
an) to include explanations fi i
b urb € exp ions for how (or if) these patterns
oun, or are beginning, to form in suburban settings. 3

Notes

% EZ B e ety st oo,
. j > -of-pov
4‘ gi:g‘i‘;vgggé/:\zl\fg;gém‘les.com/2() 1 3/07/19/uz/getrori)t-f?ﬁ/—?%rh-tgzlnkruptcy.html‘.’
n"lﬁiﬁ!'ticul;r’];}s\:;;]tfélgsc?é du?r::\\/)\c/gg(ti:r\;]el(;gment a'rld neoliberal policy instruments are not
s‘l‘gy@?if;l:gfzzgi;zmdorc 21902): urban policy (for examples, see the volume edited
ﬁ;;%lsiz(:t;rdote 200i)a_ mix of these strategies is certainly desirable (e.g., Glaeser, Laibson,
Wlth . t\?v gfz?;::;dogédu()s;nagﬁ l'fls>iihﬁcat.iqn (SIC) system, all government offices begin
w2 1'4&]) e . All such entities were extracted from Esri Business Analyst
I, el %edaiﬁzrlzt‘:vdi;t(gggn;[?hggg 156) found that used-gooc!s sales are not positively cor-
§ 0 S?gft(t)g.elte g latte.r, uggests that the former is not simply an expression of,
p://hdr.undp.org/en/content/income-gini-coefficient
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5 Shrinkage and decline
beyond the central city

In this chapter we ex
. plore several of the th i i
B of shrink . eoretical economic foundation
e i tréxé\ife an.d dec.lme: suburbanization and deindustrialsizoaftFWO
o decisigns R ays\m which economic incentives influence (1) h i
oo igrate from central cities to suburbs and (2) ma fOUSC-
e i to(; relocgte plams from older urban cores to ;101'6 nrl(l)f?ull)lr_
el cited ;SPIEClaIC :lqu why suburbanization and deindustrFi)aIiz:tl' 3
etal. 2013). Aligning w-ne ;?am causes” of population shrinkage (Grofin w
. shrinka;e L bd dl N t e arguments and findings from Chaptber 4,h T
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o ich households (and thei
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qualites of life, This :3:11?(: pfé”ed P I AP Of?iz’sre
e t-)lo stox.‘y. tends to imply that shrinkage and declinc -
. hp.ro ems: cities hollow out and undernovne"at' g
- - 3! e their surrounding suburbs grow and . 1 W? e
) of city-suburb dichoto i i e a——
R o ' my diverts attention from im v
. zst.mg shrinkage and decline, which et iy
ity borders in the United States. We ;)n ; C‘an A
. . ce again draw on longitudinal
mmm emonstrate these patterns and s
4 .Phenomena e and present findings that suggest that
‘Men-l the beginning stages of“a lonoer’-tzr;mcloggled Shrinkage T A
| gner B 2nd beyond g shift away from central cities toward
‘ provide an exa .‘
: mple of h
v Rl e p g 9w these shifting patterns might ift
8 I T present a brief illustrati s
m .°p011tan e e o ive case study of the Greater St. LBuis
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our analysis of social capital variables from Table 4.3 for the full set of non-core-
city census tracts from the Brown University LTDB that experienced recent (over
the period 2000-2010) population shrinkage. Given our prior findings about the
association of social capital with urban shrinkage and decline (Ch. 4), we argue
that this important contextual variable is much needed to understand the broader

patterns of shrinkage and decline.

A basic model of urban land expansion

To understand how places beyond central cities experience shrinkage and decline,
it is helpful to first consider how those places initially grew. A simple but popu-
lar model that grapples with this question is the bid-rent model of urban eco-
nomics. The bid-rent model was proposed in the 1960s by Wwilliam Alonso to
explain patterns of metropolitan land values and the distribution of land across
different classes of end users (€2 businesses, high-income households, low-
income households, etc.)- Although Alonso addressed several possible patterns
of urban land use in his work, his model is probably best known for its appli-
cation to monocentric cities. Monocentric cities are a classic pattern of urban
development in which there is 2 high-density city center characterized by high
land use intensity: and where the city center is surrounded by roughly concentric
circles of decreasing land use intensity (€.2- culminating with a zone of large
lot, single-family residences). As it turns out, many older American “shrinking”
cities exhibit development patterns that approximate these abstract theoretical
expectations (Jessen 2012). Accordingly. the bid-rent model, as it is applied to
monocentric cities. is an accessible starting point for thinking about (sub)urban
settlement and development patterns.

The bid-rent model is grounded in an apparent trade-off between one’s accessit
bility to the urban core (city center) and the quantity of land owned. All else being
equal, the model assumes that the most desired location in a monocentric city i
the core central business district (CBD). Prior to the era of mass automobility
(i.e. relatively ubiquitous automobile ownership; discussion to follow), a city’s
major employers clustered in the CBD. For producers of goods, location in the
CBD minimized transportation COsts. Manufacturers could produce and sell goods
in the same (central) location. which meant they did not have to transport the bulk
of their products t0 faraway marketplaces. Because cost minimization positively
affects a company’s profits, companies naturally demanded land in or near the
CBD for these reasons. Moreover, firms typically possess more capital assets than
households, so they could generally out bid prospective residential users for C
lands during the early stages of a city’s development. In this way, CBDs becamé
hubs of commerce and industry.

Meanwhile. residential land users depended on the urban labor market for
and wages. As firms spatially concentrated in city centers, the labor markets ©
CBDs became larger and more robust. Job growth acted as a pull factor that dreW

rural residents into cities. Much as producers sought t0 minimize the costs
transporting their manufactured goodstoa marketplace, participants in urban |abo"

jobS

fgymi] Hypothetical b
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markets sought to minimize commuti
g muting costs between thei <
B e of it g ‘ eir workplace and home
y development — prior to ma i :
2 ss transit and the ri
- rise
ill;;oWitt})lllbeoﬂ n;lost urban households demanded land as close to the CBD as Ogsth'e
ties, k. 1d rms and heuseholds creating demand for CBD land in large Ft)x S]'-
Ven,ica” S :Sn .tegwent rapid expansion in two dimensions. First, CBDs bexqar?(ri]tlc;
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Over time i 4
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e ' users saw o -
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e g portation costs between work a
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X e same time, however, relatively | i —
. - ow-inco
wh01'n the mereased transportation costs of movi / op o0 e
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at low-income households are unable to absorb the high trans-
portation costs associated with living far from where they work (i.e., the CBD),
low-income households tend to “outbid” (or out-demand) high-income households
for residential land in, OF surrounding, the CBD. On the other hand, high-income
households are typically willing and able to trade-off higher transportation COsts
for more land and newer housing at the urban fringe. Such households therefore

outbid lower-income residential users for land in these territories. The bid-rent

curve for higher income households is labeled “AB” in Figure 5.1. The general

pattern that emerges from these tWO bid-rent curves promotes residential income-
based segregation: high-income households convert undeveloped land at the urban
fringe into residential use; and, in doing SO, they separate themselves from the
low-income households who remain in close proximity t0 the commercial and
industrial employment opportunities in the CBD.

In formulating the bid-rent model, Alonso called attention t0 what appears to
be a residential paradox. The paradox is that, within the model, low-income
households occupy some of the highest-valued urban land in or near the CBD,
and high-income households occupy the cheaper land at the urban fringe. To

resolve this paradox, Alonso made two key observations. First, transportation
costs represent @ Jarge and increasingly burdensome percentage of low-income
center city workplaces. More

households’ budgets the farther they live from their
explicitly, the decrease in the price of land associated with distance from the
city center does not compensate for the rising transportation costs incurred by

low-income households in the bid-rent model. Second, residential land uses in
or near the CBD occur at much higher densities relative tO residential uses at the
urban fringe. These high-density residential living arrangements — and the older
and smaller dwelling units to which they are predominantly connected — are
less frequently demanded by high-income households. The trade-off is there-
fore between low transportation costs and larger quantities of land and housing:

High-income households in the model have the capacity to take on added trans”
me more land and housing farther from the CBD, while

the assumption th

portation costs to consu

low-income households do not.
On this backdrop, on¢ outcome of residential Jand transactions in the bid-rent

model is the creation of suburban communities. That said, whereas early phase®
of suburbanization outwardly followed the trajectories described above, changes
in transportation technologies and the geographies of labor markets eventually

made it possible for more diverse mixes of households to relocate t0 suburbal

communities. Thus. the common perception that suburbs have always been more
n, and it hides the

or less homogenous and prosperous is a vast overgeneralizatio
complex challenges that many suburban (and rural) communities are curref!

facing with respect t0 shrinkage and decline. The next section briefly Uf\PaC.S
key phases in the history of urban expansion in the United States, starting W!

the processes described by the classic bid-rent model. This short history sets t,e
stage for exploring some of the ways in which communities beyond central i
ies are experiencing the same (Or similar) conditions that have traditiond

attributed to “shrinking” cities.

1y been
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A brief history of the American suburb il

Suburbanization can be conceptualized
puilt-up land relati alized as the outward (horizontal) ex ion of
banizafion therefct)lr\e/ei.:(\),jl cent'ral cnty.. Consistent with the bid-rent)lsg(ri):lnssll?lr)] iy
e coccitically I;/esdmcrfleas.mg the iptensity of land use at or bey~0nd tlilre
R ccectcd this Conyve eveloping previously open space. As the preceding
B e residential space rSIOn process predominantly results in the prod 2
B United States ea:l) ) Sl;at-éeast dgrlng the early phases of suburbanizati:)lc-
o the pursuit,of th}; : ur 'an residential developments took on forms thn'
B living in d tme}:'lczm'Dream: they tended to be communities altC
B i ot vor chiac gd, smgle.-family homes on comparatively Iar(r)
B Smmercial and industrial lanI:i]e to be guiet, safe neighborhoods separated fro%e
e substandard uses, and }qulated from other urban push fact :
B oo SUbl}:rrgfzretc}:azotr:)deltlo?s, and concentrated poverty ors
cities unto themse ’ " volve new forms, with som comi
. formslzs(sj. (;A‘ei, 21 consequence, suburbs are diverse, and theisbjlic\(/)enr]slflg
ties vulnerable to the same ;}:ment patterns have made many of these commu:_y
ge [ : of this section tfancie:sg:i zr§t§:serviblebin several central citie:
: ough time. In doing so, we adopt i urban development pattems.
R clope O, p th_e following working definition:
(see Ch. 8)ptl?ata o (;umde a gentral city, either incorporated o?l:nlnolr;cz ek
s eature a mix of land uses but is predominantly resiJSI?tzzﬁed

The walking city, pre-1815

Prior to the advent o i
e walkin; t‘l:ii a::-()m(l)]blle and pgblic transit, people generally walked
e wa)sf deas the norm prior to 1815, and it had five distinctiv
g:ople . m.ile - pe()l;?z 2111: nf(())rnegdef(t)eg. DenTities soared as high as 75 OO(e)
B e casily disting e as close to the CBD labor ma;rk t
L i asily distinguished from the surrounding count e
i Citi: oundgry such as the end of the pavement, or i » ohu
o . a.physwal boundary such a i s ﬂ']e o
ﬁmce:::gi:i:t Sci):urb-atlon that contained the totalsit&)l/\z\)llil lc;alTl}}f] 1;:;:;232’ o
e ict:.re mte.rspe'rsed with residential properties comn.ler(c)yelmment
e ies, .W.l'[h little delineation between land’uses E oo
- il - il -?ummpal commuting, as residents lived in cloée Ounh’ Fhere
@CBD . {heastly, th.e mos.t sought after and valuable land wzzo'xnmty ¥
eransit - precedmg dlscgssion of Alonso’s bid-rent mod lm Bitons
ogies made it possible for residents to take on lo(r)ltrZr)anfore
ger-distance
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. ly commuting city, 1815-1890
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improvements — beginning with steam ferries, the horse-drawn omnibus, com-
muter railroads, and cable cars — increased the rate and magnitude of suburbaniza-
tion by providing more people with lower-cost options for commuting to work.
The steam ferry had an immediate impact on suburbanization. The first con-
tinually scheduled ferry service began in 1814 in New York City, connecting
Brooklyn to Manhattan. The low cost of commuting into Manhattan from outside
boroughs, along with new home construction in less congested neighborhoods,
helped Brooklyn attract a generally socially homogenous and wealthy population
relative to the diverse population of Manhattan. Ferry services across the East
River grew rapidly, and the number of daily crossings climbed into the thousands
by the 1850s. Brooklyn’s population (as King’s County) grew from nearly 6,000
in 1800 to 138,000 by 1850, and reached more than a million by 1900. The steam
ferry had similar effects on other U.S. cities, such as Boston in the East, Cincinnati
in the Midwest, and Oakland in the West.
The steam engine’s role in the industrialization of U.S. cities was connected
directly to transportation, namely railroads and street cars, which were supporting
increased and more dispersed suburbanization by the mid-1800s. Although some
cities had local commuter train services as early as the 1830s, regional railroads
did not provide access to areas farther from the city until the latter half of the
nineteenth century. For instance, the commuter railroad was a dominant factor
in the development of suburbs such as Llewellyn Park outside New York City.
Construction for Llewellyn Park began in 1853 on 400 acres west of Manhattan.
The original parcel was located within a mile of a railroad station that offered a
thirteen-mile railroad commute to Manhattan. Llewellyn Park was developed as
the romantic visualization of the country manor that ameliorated the trappings of
city living with one- to ten-acre lots, more open space, and increased privacy. It
also was one of the first planned communities in the United States, pioneering
many of the characteristics evident in newer suburbs, including curvilinear streets,
a break from the efficient grid pattern, and restrictions for residential uses only.
The commuter railroad was dominant in the development of Chicago’s suburbs
as well. The city was a hub of economic activity connected to radiating spokes of
railroad lines. along which suburbs sprouted up in the mid- to late-1800s, including
Evanston, Aurora, Hyde Park, and Lake Forest, an exclusive suburban enclave of
well-planned streets and finely designed houses. By the end of the 1880s. Chi-
cago’s suburban commuting population was more than 300,000.

Electric streetcars and the early automobile, 1890 to 1945

suburbanization was driven by newer transporta”

tion technologies, each successively opening up new areas outside the city for
development — primarily for the wealthiest residents of America’s cities. Howeveh
the development of the electric streetcar changed the urban/suburban landscap®
and began to make the suburbs accessible to the middle class.

The first reliable and successful electric streetcar system was
constructed in Richmond, Virginia, in the late 1880s. As it proved effic

Up until the late 1880s,

designed and
jent am
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effective in movi :
e mum;vilnlgt.commuters to and from the city, it was quickly replicated
| —— steamp p(l)\::& S}’ ]b21390, the streetcar had all but replaced thep ho?sia
e -powered cable street car. With i : m
F increased speeds, the electric street car could Ca::yli:]:'ger passeln e
- more rapidl : : ore people to fart
y ﬁgher-czpazi than sdteam engines. A direct consequence of thF;s new. fal;: areas
: i ty mode o.f transport was therefore more development f i
A Ac.':n ahcny (as predicted by the bid-rent model) pment farther from
t roughly th i 5 )
'Y:‘lnmmutegthz nef(tsime time as the .electrlc streetcar was revolutionizing the urb
i ﬁe inven;ion -y great tumlﬂg point in suburban form was taking shape. N e
{ of the automobile near the end of the ni R ——
‘mately take the magnitude, location, and form of t;nett)eemh century would ulti-
18 : ’ SRS of suburbanization i i
.wk'ﬂOWn t 5 on mnto
te Rty lg(l;r(;tsotrg. Although still relatively unattainable for most Amtfrrif:;loust:y
‘ : n
- American’s preferer:ezidummdobl]e was already starting its meteoric rise to becor?‘;inz
| Bability o th mode pftransportation. From 1915 to 1925, the increasi .
yﬁ‘ ﬁn ] o
 States from 2.3 m?lﬁgto?lolt)’}lg pushed the number of registered cars in the Unsiizz
e . n to 17.5 million. The relatively si
cars (i.e., pa & vely simple surfaces n {
’ B guburll))a\rlleger\?aldS) compared to the infrastructure needed for rail tra\?:ld;d v
e careSOPtment no longer needed to follow the linear patterns ofera n:
Bt the ystems. Instead, the automobile offered a gateway to und "
n B ; arthest reaches of urban commuting zones S y to undevel-
~ Despite the ;
autimobile r::lil?rebw Slc]lbur?an and rural worlds that were made accessible b
i ) an development did slow duri Y
- — , uring the 1930s as th i
B - ﬁearelnczd the Great Depression. During this time, unemployme:t [\J:l:te}(j
- ne}"N SrLebOL:)t of every four Americans in 1932-1933 decrea;ed tllc]
- i wasu(r’ an homes. ln.addition. the rate of foreclosure on existine
e growing, resulting in, among other things, banks bein lesg
d, but it did not :el;’;gaﬁes. A}]UtomObile ownership also slowed durin«g; this
; altogether. That would cha ipes gl
s, when mass automobility became the norm Dipbchisinibiv e iagpiouiog

ISS automobility part 1, 1945 to 1970

egl;;eti?;g i);;st i:zferrl(]ed to the period from 1945 to 1970 as “the Short
e e —- o ——
' W S o
t:‘giii;na;;iu%fir:)enralfprosperity (Beauregarc{ 2)(/)e06‘)).Ientlflll R e
e (;hgitw homes dyrmg the Great Depression left the United
vl returrgfin S age of available housing at the end of World War II
e ris% rom the war and the economy ramping up, the conﬂu-'
o, fro;n then[gJ \g/a%es, and low housing supplies was met by new
- hou. : .Oederal government that were designed to insure
e (s\;[n;D stocks. The Federal Housing Administration
ol : ) mortgage programs supported a massive build-
) number of new home starts increase from 114,000 in 1944

n

Million b i
y 1950. Homeownership rates, which were generally stable from
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1900 to 1940, spiked from 43.6 percent in 1940 to 61.9 percent in 1960. It was at
this point that the percentage of people living in cities began to decline. In fact,
during the same time interval (from 1940 to 1960), the percentage of Americans
living in suburbs doubled from 15 to 30 percent (Leyden and Goldberg 2015).
These patterns of migration were largely enabled by massive federal government
investments in the 1950s and 1960s toward establishing an autocentric transporta-
tion network consisting of state and interstate highways.
The result of these substantial housing policies and associated construction was
a significant change in development patterns. The new development patterns exhib-
ited five characteristics that were markedly different from earlier urban forms. First,
new suburbs and subdivisions were geographically and economically disconnected
from the central city. It was no longer necessary for residents and businesses to be
close to rail or streetcar lines, as the freedom offered by the automobile — together
with the new network of highways and roadways — opened up vast areas outside
the city for people to enjoy suburban life. Second, density declined as individual
lots became larger. Consider Brooklyn, where most brownstone rowhouses were
20 feet wide with lots only 100 feet deep — a typical lot size in the early twentieth
century U.S. city. By comparison, new single-family homes in Levittown, NY,
the self-anointed “First Suburb” of America, were being built on lots triple that
size (60x100 feet).” Third, new building materials during this time period enabled
homes to be mass produced. The result was large subdivisions of homes with little
architectural variation. Fourth, homeownership became an affordable option for
a much larger percentage of the population, due in part to rising wages, federally
backed mortgages, and economies of scale in mass home production. Lastly, sub-
urbs tended to be racially and economically homogenous (Jackson 1985). Low-
income and minority populations — in many cases one and the same — were Jargely
excluded from post-World War 11 suburbanization. This exclusion occurred through
then-legal discriminatory lending practices, o, in the case of the builder of Levit-
town, NY, the outright refusal to sell to anyon€ who was not white. In fact, the deed
signed by purchasers explicitly stated that the owners were not permitted to allow
the property to be used or occupied by anyone who was not white.

The driving force behind this post-War suburbanization that disconne
suburbs from the city was the automobile. The auto gave homeowners a vehicle
from which to access almost any location in a given region, and homebuilders
responded with new subdivisions on the urban fringe.

cted the

Mass automobility part 2, 1 970 to present

As people relocated farther and farther from the city, commerce and industry
responded similarly. Where CBDs of older industrial cities lost (generally mant”
facturing) jobs at alarming rates, the emergence of large retail malls and bl}S“
ness parks beyond city limits gave way t0 suburban edge cities: business districts
or suburban cores with considerable office and retail space, and, by extensiof:
ample white-collar and service-based employment opportunities (Garreau 1991)
As shopping centers and spaces of consumption, edge cities eventually becam®
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attractive to relatively lf)w—skil]ed (and lower-income) workers. Namely, suburban
emp:oyment centers off.ered a host of retail and hourly wage jobs. Witl; low-skill
eml;:i oyment f)pporturTltles drying up in center cities, many lower-income house-
ho s~ ?on51stenF .w1th the logic of the bid-rent model — sought out jobs and
housing in ec.ige Cltl.eS. Workers who found low-wage employment in edge cities
couldfm¥mmlze tl.lelr transportation costs by migrating to those edge citiez rather
ﬂlanh acing thf: high commutmg costs associated with remaining in cente; cities
AI': ltmzessn;e tlng, rglgtlvely wealthy households began to build newer housing.
0 eloped land beyond the built-up areas of edge citi i i
further rounds of suburbanization. : ey A
With the formation of edge cities (i.e., suburban cores) and the corresponding
emergsnce of new suburbs beyond the boundaries of edge cities, commuting pat-
terns efgan shifting frqrp suburb-to-city to suburb-to-suburb during the second
Phase of mass automoblll.ty. In 2000, for example, the highest percentage of com-
g;es };o l\:vork, about 1 in 3, were suburb to suburb (American Association of
] 1%1 V\;lay and Transportatlon Officials 2015). As suggested in the previous
‘pa:?lgra}l)] , these geographic chagges to the metropolitan landscape coincided with
geaior c alzi%es to urban economies. In the early 1970s, which marked the end of
E :;fng.ar s Shprt American Century, the United States was experiencing a deep
hh - (1)(;‘ {ec;,rssmn. Newl waves of deindustrialization saw manufacturing jgbs van
i y from central cities but from the United Stat -
scales. This sort of economic re: ing i s
structuring in America, which is ti i
tion of the world econom AN e 81
y, has not played out evenly in all i i
e 0 y in all metropolitan regions.
5 parts of) cities have shrunk and declined whi
’ . ile others hav
?;n many‘suburban spaces haYe experienced sharp shrinkage and decline — therebe
: Tf against popular perceptions of the wealthy and growing suburbs -
;ii.thee Irjlre);;t (sje;t:on u;packs some of the details of how economic restructuring
n ed States has contributed to the emer i l i
& at ' gence of shrinkage and d
wond central cities. Prior to beginning that discussion, how ; e'C]me
e g ever, Figure 5.2 illus-
e pproximate) patterns of urban and suburban growth in the United
%&m ce 850'. The data come from the U.S. Census Public Use Microd
o ple (PUMS), in which survey respond i ivi oy
i vey resp ents are categorized as living (1) within
'ﬁlmitan - area or (2) not. in a metropolitan area. Residents who live in metro-
- eas are further f:lasmﬁed as living (a) within the principal city of a metro-
wﬁan._ area or (b) not within the principal city of th i
B e (e ciy) boudar pal city of the metropolitan area. Although
B ty oundaries may change from decade to decade, this
B B ? ion scheme is consistently available in the PUMS data datin
i 0.’ Figure 5.2 therefore provides a useful (th i :
e . ough approximate*) sum-
. ends that have been articulated in this section.
y, during the early commuting phase of urbanization (1850—1890), prin-

‘;7 "."“J ci A 3 .
popu ty populations grew steadily, while “outside principal city” metropolitan

lations — i
e ta;):tlisa L (ée:oi;e;ii I:n t_he 1graph as “sgbu.rbs" - 'remained essentially static and
- thgrou hgt l11n 890,. as principal cities attracted large numbers of
. gh the promise of CBD. employment opportunities, some
s took advantage of new transit modes (e.g., the electric streetcar)
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al city and suburban growth then continued

e hen the economic hardships of the Great

batedly through roughly the 1930s, w ’ I e
l[l)neaprissio)r; placed new constraints on most households geographic mobility. As

5 . e il
World War 11 came to an end, principal city growth 'most(;y stijgnalteg \:g]](l)lfa?e .
i ici ic upturn motivated residents : i
federal housing policies and an economic | e
iti i Since the 1950s and 1960s, principal ¢
suburban communities at a rapid pace. . o
i ecially in shrin
i tly flat or even ticked downward (esp i shrinkif
growth has remained mos : ‘ : o
iti i izati steadily. Overall, the pop
cities), while suburbanization has risen B e vor il
i i ities and suburbs) has far exceede
metropolitan areas (predominantly ci . < s
tion li‘\)/ing in non-metropolitan (rural) areas (refer to the solid lines in Figur

Local consequences of national ecqnomic
restructuring and deindustrialization
ure 5.2 reflect three key shifts in U.S..econ(z)pu_
activity over time. First, the ove:\ggglmiqg ru:::lr gﬂg}r}a::;zr :efrtik(\)z ;'\(r)r;etrriza: L?lking
lation through the mid- to late- s —ie. ‘ o
1 early commuting city — describe a national economy dep o
i)lgl::fyt:eector i}r)ldustries. Primary sector industrie§ are those ctihat' rcie'lz’ o;;\iteuthe
resource extraction and include activities such as agriculture an ml'r:3 wza -
earliest days of European exploration, the Unilted Statgs has bleeln v(; o
of abundant natural resources. Plentiful supplies of cultivatable lan Consequenﬂ)’~
s fueled much of the country’s early economic development.

mic
The overall trends pictured in Fig

rial
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the nation’s peoples tended to locate in close proximity to these predominantly
rural resources. Second, from the early 1900s through World War 11 — the electric
* streetcars and early automobile period described above — America excelled at
‘making “things”. Technological and procedural innovations paved the way for
] s-produced goods that could fill rising consumer demands quickly and rela-
ely inexpensively. Although technology did allow for more automation in manu-
acturing processes during this time period, assembly lines and task specialization
still required ample manpower. The promise of new, higher-paying jobs in these
econdary sector industries (manufacturing and construction) therefore pulled
residents from lower-paying jobs in rural communities into central cities. Urban-
‘jzation occurred at a remarkable pace and scale, to the point where the average
- U.S. resident lived in an “urban” metropolitan area by 1920.
~ As cities became more congested, and the end of World War II brought about
ower aggregate demand for manufactured products being made in the United
es, another round of economic restructuring began. In this third shift, second-
ry sector jobs were relocated, first to more profitable parts of the United States
the South and West where many jobs were not unionized), and then to other
ations where wages and production costs could be lowered even further in pursuit
er profits. This movement of capital assets across national borders is a mani-
ation of globalization. In a very simple and broad sense, globalization refers
the increased integration of economic activity across national political borders,
yhich results in increased international economic interdependence (Bluestone, Huff
venson, and Williams 2008). Globalization has taken place at lightning speeds
the end of the Short American Century, as advances in transportation and com-
cation technologies drastically reduced the costs of moving and exchanging
physical, intellectual, and financial capital assets between locations. Global
iesses are now able to offshore their production processes to (often developing)
untries with favorable regulations or low-cost labor supplies, all while managing
tics from headquarters in the United States and investing profits in Europe or
e Caribbean. According to Friedman (2005), the world is flat(tening) — capital and
tural resources traverse space seemingly effortlessly in the era of globalization.
the context of a globalized economy, the third shift in U.S. economic activity
nced above can be explained using the concept of comparative advantage.
nists use the term comparative advantage to refer to situations in which
€entity (e.g., a country or region) can produce a particular good or service at a
Ver relative cost than a second entity. Relative cost in this sense is the quantity
value of goods or services forgone when a given labor supply produces a given
Of commodity with a fixed set of inputs (also called opportunity cost). For
€, if a given labor supply is capable of producing two different goods — say,
d textbooks — then the relative cost of producing textbooks is the amount
\ that could have been produced by the labor supply using the same set of
- Assume that with the same set of inputs, region A can produce one textbook
€€ barrels of beer, and region B can produce two textbooks or four barrels
€L In this case, region B enjoys an absolute advantage in producing both
- it can produce more textbooks and more beer than region A using the
Set of inputs.

s
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cost of producing beer is higher for region

B costs B 2 of a textbook,
a textbook. In these terms,

ion. Comparative advan-
in (i.e., us€ its
e in text-

ever, that the relative
Every barrel of beer produced by
y A costs A only Y5 of
dvantage in beer product
egion A should specialize

Observe, how
B than for region A.
while each barrel produced b
region A has a comparative a

tage theory therefore recommends that r
inputs exclusively for) beer production. while region B should specializ

book production. The two regions can then trade with on€ another, so that each is
able to obtain more of both goods than what would have possible under a regime
in which both regions attempted t0 produce both goods “in house”.

On that backdrop, it is often acknowledged that developed countries such as
the United States have a comparative advantage in knowledge- and service-based
(tertiary) industries. At the same time, developing countries tend to have a com-
parative advantage in primary and secondary industries. Differences in labor regu-
lations, labor force education, cost of living, quality of life, and local purchasing
power, among other things, generally allow firms to engage in primary and second-

ary economic activities at much lower costs in developing, as opposed to developed,
nations. For these and other reasons, globalization has brought about new geogra-
phies of labor specia\ization. Labor intensive (especially secondary industry/ manu-
facturing) jobs and production processes have and continue to be exported from
the United States and other developed nations to developing countries; which has

paved the way for developed nations t0 specialize, increasingly, in tertiary sector

industries and establish knowledge- and service-based economies (Dicken 2007).
my has meant mas-

For the United States, this restructuring of the global econo
Figure 5.3 depicts average annual data from the U.S.

sive deimluslriali:ution.
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jobs, housing opportunities also became increasingly accessible in the suburbs as

deindustrialization progressed.
As discussed above, post-World War 11 federal policies (1) made homeowner-

ship more affordable for more people and (2) created vast automobile-oriented
infrastructure networks to support new development and facilitate commuting
beyond the urban fringe. In the shadows of both these federal policies and the
macro-economic restructuring toward the tertiary sector, many urban dwellers
were pulled to existing suburbs. As older suburbs grew in size and population,
new suburban communities were established even farther from city centers, and
the built landscape continued its horizontal/outward expansion.

This process resembled the filtering model of intra-urban change introduced
in Chapter 2 and discussed in greater detail in Chapter 4. In this case, though,
intra-regional filtering involved depreciation of homes and congestion in the older
suburbs and construction of newer (typically larger) homes in newer, more dis-
tant suburbs. As relatively wealthy households left the older, so-called “first ring”
suburbs for newer developments, their former (now depreciated) homes became
affordable to relatively lower-income households. The result was a “downward
succession” or “income filtering” process by which the physical and social fabrics
of suburban communities underwent qualitative change — much like city neighbor-
hoods in the urban filtering model (Ch. 4) — from tite inside out.

While the idea that metropolitan regions experience succession and change from
the inside out is vastly oversimplified — as were the concentric ring or sector
models to which intra-city housing filtering was originally thought to apply (see
Ch. 4) — it is a useful abstraction that speaks to the fact that “the suburbs” are not
a homogeneous class of human settlements. Indeed, many suburban communities
are now experiencing the same downward quantitative and qualitative adjustments
that have traditionally been attributed to cities. Along these lines, notions that
suburban communities have uniformly prospered while central cities have shrunk
and declined are often unrealistic. Recent scholarship has challenged these notions
through various attempts to highlight the diversity of suburban communities and
articulate how (or if) those communities experience decline. For now, we turn to
the longitudinal census tract-level dataset featured in Chapters 2-4 to empirically

investigate the extent to which actually existing shrinkage and decline exist in

non-central-city communities.

Patterns of non-central-city shrinkage
and decline in the United States, 1970-2010

Chapters 2 and 3 introduced consistent and replicable approaches for identifying
shrinkage and decline using empirical data from the Brown University LTDB
(Logan, Xu, and Stults 2014). For shrinkage, we adopted the threshold pr0p05€d
by Schilling and Logan (2008), by defining shrinking tracts to be those that lost
25 percent or more of their total population over a four-decade time horizon (fro™
1970-2010). From there, we computed the annual average [exponential] rate 0
population loss needed to achieve this forty-year threshold. This threshold raté
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can be' used to identify tracts that are currently on pace to lose 25 percent or mo
~ of their total population in the next ten, twenty, or thirty years. Hence, bas r;
on obsgrvable population change data from the U.S. decennial c'ensus (;ne ]

* determine which tracts have been shrinking — i.e., losing population at z; rate tchall
s greater than or equal to the threshold rate — since, for instance, the year 2003
~ Such tracts can be said to have endured relatively recent populatié)n shrinkage .

Along those same lines, to operationalize decline we developed a variable ilied
the G-index of concentrated disadvantage. The G-index is a proxy measure for the
degree of concentrated disadvantage (CD) in a geographic unit at a static point in time
(Sec. 2.5.3). Because CD is an indicator of distress, comparing change in the G-index
over time allows researchers to identify places that became more distressed — or, in

-~ other vYorQS, declined — between two given time periods (Fig. 3.1). lnAthe anal Rsis

of decline in Chapter 3, we leveraged the G-index to identify all tracts that decliﬁed
(i.e., experienced atypical increases in CD) during the same forty-year interval, from
1970 to 2010, for which we previously analyzed population shrinkage. Note tl{ou h
i '(hat.beca-use the G-index is derived from time-varying census databw.e are ;1150 atg)lé
_——‘”Q'pmpomt tracts that have had more recent experiences with decl}ne. In particular.
- with the B‘rown University LTDB data we can compute each tract’s G-index in, sa :
L 3000, and identify all tracts that have experienced atypical increases in CD sincc; the)ll;
| ﬁme.'Such tracts can be claimed to have endured relatively recent decline
- With these points in mind, it is possible to compare the distributions. of census
n'acts that have undergone long-term (1970-2010) shrinkage, decline, or coupled
jhnnkage and decline, to the distributions of tracts that h;ve experi’enced tﬁese

»ﬂlenomena more recently (2000-2010). Crucially, the Brown University LTDB
;ﬂ.ogan, Xu,_ and Stults 2014) includes a dichotomous variable that indicates

_‘%.ether a given census tract is part of the core city in its metropolitan region
:‘i:msmg.thls variable, we can uncover the rough extent to which long-term at%em.
~ of shrinkage and decline, and/or more recent patterns of shrinkage and decﬁine d :

do nf)t concentrate in central cities. o

¥ It is important to once again note that the set of census tracts for which all rel-
a t data are available for the full temporal extent of our analysis (1970-2010)
S not cover the entire conterminous United States. Recall that the United States
not 'fully “tracted” in 1970, meaning that the whole country had not yet been
% v»:d into census tracts by the start of our study period (see Ch. 2). The parts
= .cour.m'y that were tr'acted. and which accordingly contain all relevant data
: . .I‘J;lglﬁzlrlg/hl]ocateld within met.ropolitan regiops (see Fig. 2.1). Thus, the result;
. , P evaluzr:styhmost readily tg metropoll.tan areas, and additional work is
ooy o ol Coisztye.nt to which our findings are applicable in non-metro-
In this subsection we address two primary questions:

Tfi)e(::]ciir;t(;al cg}es cbontam a disproportiopate share of census tracts that shrank,
-y Zila{:r .bor' oth shranlf and declined over the past forty years?

-_-(m-c stri ptlons of shrmkag-e.and decline between central cities and
r entral cities appear to be shifting? More specifically: (a) are the census

4
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tracts that experienced long-term shrinkage and/or decline (from 1970-2010)
different from the census tracts that experienced more recent shrinkage and/
or decline (from 2000-2010)? And, if so, (b) are these phenomena more or
less concentrated within central cities?

ortions of Tables 5.1 through 5.3 address question #1 by, respectively,
ienced (i) population shrinkage (Fig. 2.2), (ii)
decline (Fig. 3.2), and (iii) both shrinkage and decline (Fig. 4.1), from 1970-2010, are
distributed between central cities and non-central cities. The contingency tables reveal
that all three of these phenomena are disproportionately and significantly concentrated
within core cities. Thus, shrinkage and decline have the appearance of being “city” or
“urban” issues (though the fractions of shrinking, declining, and shrinking-declining
tracts found in non-central cities are all significantly greater than Zero).
Nevertheless, our efforts to answer question #2 suggest that these “urban”
issues might be shifting away from central cities. The lower portions of Tables 5.1

The top p
showing how the tracts that exper

Table 5.1 Distribution of tracts that shrank between 1970 and 2010 and tracts that shrank

between 2000 and 2010. by their location

In Central City Not In Central City

5.136 2.250
19.158 25.835

Shrank (1970-2010)

Did Not Shrink (1970-2010)

» Central cities account for 46.4
Shrank (2000-2010)

Did Not Shrink (2000-2010)

» Central cities account for 46.4% of all tracts and 66.1% of shrinking tracts

% of all tracts and 69.5% of shrinking tracts
5.903 3.024

18.391 25.061

ts on both contingency tables are significant with p << 0.001. Shrinkage is

Notes: Chi-squared tes
ation loss of —0.719 percent or greater (see Chapter 2).

defined as an annual exponential rate of popul

Table 5.2 Distribution of tracts that declined between 1970 and 2010 and tracts that declined

between 2000 and 2010. by their location

In Central City Not In Central City

5.653 2.480
18.337 25.314

Declined (1970-2010)

Did Not Decline (1970-2010)
» Central cities account for 46.3% of all tracts and 69.3% of declining tracts
Declined (2000-2010) 3.380 2.601
Did Not Decline (2000-2010) 20.624 25.293

» Central cities account for 46.3% of all tracts and 56.3% of shrinking tracts

ngency tables are significant with p << 0.001. Decline is defined
deviations above the mean G-index change for a given
dex from 1970-2010 was 8.9 points with a standard
20002010 was 1.6 points with a standar
ed from the analysis.

Notes: Chi-squared tests on both conti
as a G-index increase of one or more standard
time interval. The mean change in the G-in
deviation of 9.4. The mean change in the G-index from
deviation of 5.4. Observations with missing data are exclud
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1 Jable 5.3 Distribution of tracts that shrank i
: ' and declined between 1970 S
that shrank and declined between 2000 and 2010, by their loizgozr?w -

: In Central City Not In Central City

—
* Shrank and Declined (1970-2010) 1,547 302
All Other Tracts (1970-2010) 22,443 27,492

‘.!;‘ Central cities account for 46.3% of all trac

g i ] ) racts and 83.7% of declini 5o

‘. e @n'ank and Declined (2000-2010) 1,003 ol ol lr‘i’:‘:)
~ All Other Tracts (2000-2010) 23,001 27,504

, % Central cities account for 46.3% of all tracts and 72.0% of shrinking tracts

T:s (Sfl;l—zsi?]:a;eg lfestsdog t‘)o_th contingency tables are significant with p << 0.001. See notes on
; .2 for definitions of shrinka, ] i g aan
B ooy i ge and decline. Observations with missing data are

ough 5.3 _sh.ow how tracts that have been shrinking, declining, and both shrink
and deFllnlng since 2000 are distributed between central citie; and non- : rtm l-
.locatlons. These tracts were identified using the approaches descr?gndm‘ ¥
Section 5.6. The contingency tables reveal that, while more recent manifestai' "
o :ilnt;:ec .;:hen(;lrrena are still significantly and disproportionately concentr:'::;
in ities, the magnitude is decreasing in all iti
ot.her words, .(i.) 66.1 percent of tracts thatghave btel:er:es:;flisi:;)rsic::t:rg(])g(l)“: 2
2n cer.ltrfi'l cities compared to 69.5 percent of tracts that shrank between 197r8
and .010, (i) 565 percent of tracts that declined between 2000 and 2010
i m cegtr.gll cities compared to 69.5 percent of tracts that declined from 1970a:§
‘ ‘10, :;2 W(lltllll)m7ie(:l ge;cgnF of tracts that shrank and declined between 2000 and
: 1ined s o toazgllt(x)f':s compared to 83.7 percent of tracts that shrank and
a‘l‘)li:ts)ai.’ ’l .throug:)l 5.3 suggest not only that shrinkage and decline are more
» B Mlssues yt also thgt patterns of these phenomena might be de-con-
8. More precisely, shrinkage and decline are seemingly becomin
p alent in places beyond core/central cities. i
‘gtljsg \;vhether this implied tendency is statistically significant, Tables 5.4
; " 2(.)1 F)re;:n; the results of two-sarr}ple McNemar tests (Adedokun arid
L : Statuses. ascS hreirrll]]?irn:stdsecézliir; i(:lete;t s;}gniﬁcance in patterns of census tracts
us . 3 g, both, or neither, “change” over ti
p;g,l g)lts p}?syble for a tra.ct that experienced long—tem% shrinei(ra;?z"r];(r;r
L trac? z.iv}:e l;)ad a re!atlvely stable population from 2000-2010. Thus,
o llg‘lg.ft e cla5.51ﬁ ed as sfzrinking based on forty-year observations
. Same,t if we are mteresFed in recent events, then we would probably
 dund eratct as ﬁot shrinking based on ten-year observations from 2000—
e sths rtna e these sorti of co.mpar.isons over an entire dataset using
e z} compare tracts cIaSSIﬁc,tatlons for one time period (rows) to
" g classifications at another time period (columns). Two-sample
I tests go a step further to compare how inter-temporal changes observed
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hrinkage

Tuble 5.4 Two-sample McNemar test for

between tracts inside and outside central cities
In Central City Not In Central City

(% of column total) (% of column total)

Tract Tended Away from Shrinkage 2.208(42.6) 1.314(38.6)
Tract Tended Toward Shrinkage 2,975(57.4) 2,088(61.4)
5.183 3.402

All Changing Tracts
—13.3; p <0.001. Bold text indicates the

stronger direction of change in each tract type.

Notes: ¢ [1]

e McNemar test for differences in changing patterns of decline

Table 5.5 Two-sampl
cts inside and outside central cities

between tra

Not In Central City

In Central City
(% of column total)

(% of column total)

Tract Tended Away from Decline 3,444(74.7) 1.406(48.0)
Tract Tended Toward Decline 1.166(25.3) 1,523(52.0)
4610 2.929

All Changing Tracts
55.5,p << 0.001L. Bold text indicates the s

tronger direction of change in each tract

Notes: \*!1]=5
type.

nces in changing patterns of coupled

McNemar test for differe
de and outside central cities

Table 5.6 Two-sample
d decline between tracts insi

shrinkage an

In Central City Not In Central City
(% of column total)

(% of column total)
207(41.2)

Tract Tended Away from 1,054(67.4)
Shrinkage and Decline
Tract Tended Toward 510(32.6) 297(58.8)
Shrinkage and Decline
All Changing Tracts 1.564 502
ronger direction of change in each tract

Notes: \*1]=108.2;p << 0.001. Bold text indicates the st

type.
her

al cities) differ from the changes observed in anot

in one sample (here, centr
sample (non—central cities).

A more detailed descrip
along with a step-by-step illustration of how it W
Appendix B. For now, it is sufficient to say that the
out all census tracts whose classifications as shrinking, declining, b

ther “changed” for the two time periods analyzed above (i.e., th

tion of the nature of the two-sampl il
as carried out is prov! enl
test operates bY sing!!"s
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from 1970-2010 and
the recent period
enon of inte : period from 2000-2010). F
- brez:lizto(j:]tr}:r;k;fef dfeclllme, and coupled shrinkezge 2:1; a(;::cl?::)rlotl:-
; ol of all “status changing” i , the
1) cent changing™ t /
gn)dur:drglocgly tt.racts that tended away from tl%e F%her:?)flzserllr:)t: four categories:
for shrinkafe ?r(l)(r): ;ggnkage from 1970-2010 but did not me(e(:.%l; A
phenomenoan; i 0-2010); (2) central city tracts that tended etot\»};reiih()ld
i () non cent.ral-cny tracts that tended away from th ard the
o Icen.tral-cny tracts that tended toward the phe the phen_Om-
of non-central ial evidence contained in Tables 5.1-5.3 / hpomenon, o
! entral-city tracts could tend foward shri oo g g
central city tracts. nkage and decline relative to
Indeed, these ex i
J pectations are su
(Tables 5.4-5.6 (, pported by the three
population shrin)J;aA e whose long-term (1970-2010) et/iacerjieemar e
g Ff)é d1 ered from their more recent (2000-2010) b tnceshwuh
) redominant tendenc = outs with this
over, the tendenc : y was to move toward shrink
B cental-city | g’C;z:)Vssrd shrinkage was statistically signiﬁcantll; :ﬁz Mor?_
e o compared to central cities (Table 5.4). Thes g
decline. Concernin thi:efp ronounced for cases of decline and cot;pled s(; Paltfems
“changed” for the t\%v " timOrmef, among cc?ntral city tracts whose declinersll1 o
ity tended away from d l.e periods under investigation, the overwhelmin atuses
might be stabilizing or fi:;me. The }lpshot is that conditions of central cit: gdma{'or-
BB, In contrast, the mpr.ov'mg in our sample of census tracts (refer t(})/ Aec &
k ) ajori . cn-
:hﬂt}ec.l toward decline — inéicattyin(;tlsl?ttl:):tihanglr;’gdtraCts VR ‘():Ii)ties
evolving as well emns of decline a ;
o (Table 5.5). As Table 5.6 shows, these sam}e)pealr Enmethgidly
" The findi I’T;S of coupled shrinkage and decline conclusions were
B ngs from Tables 5.1-5.6 i .
‘be considered, and | 1-5.6 imply that shrinkage and decli
are mcreasinglyn:ffl;t?ly never were, exclusively urban issues Bccl)ltrlie SthUId o
B deciine i Stlrll-;g. communities outside core cities F;)r inst:n enome}r:a
.. arting to display inch i ' eysat-the
cities, the : nchoate signs of stabilizi '
Ause it is somi}lsgomenon IS.OH the rise in other parts of metrzomffli(‘zr YeVemeg
1 shifts across a na?itogfracttlcal and prohibitive to map thesepﬁneazrzr%lon:.
3 extent, the next i i pat-
emerging ge - section engages m - .
study auggmger?tfrtiph]es of suburban decline through : shor([) rcilgelretaclly i
e results from above with a visual analysis thatsill;usyt.rztze
S

i 81‘011(11 E=as OI )] )()Se(l (8] 1 y —~ 1 I
. .

i
2 g suburban decline: St. Louis, Missouri

»:v::‘ '0n oﬂers a ]. =
1tan region, Thf;:gligfe lfm;) the Ch?"ging patterns of decline in a singl
scale B 1o pr(c)) V'Fde exedrCISe is twofold. First, it localizes t%ee ;Trl;?;-
= ide readers with a si r
g decline withi ith a simple explorato
. a
. Suthxr(l) ITetropollt‘an areas. Second, using the Gzatgfrsiaih er
pports our claims that decline is de-concentratin(,.'W}(:llls
g: where
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conditions of socioeconomic decline were once seen almost exclusively as urban
issues, they are noW spilling over into, or perhaps independent\y arising within,
communities outside principal (in the case of St. Louis, shrinking) cities. In effect,
then, the St. Louis case serves as an illustrative opportunity for us to yisualize an
example of the changing geographies of decline on a map-

St. Louis, Missouri, is a former transportation hub located on the Mississippi
River in the Midwest United States, o0 the border of Missouri and 1llinois, and
across from the smaller city of East St. Louis, Ilinois. Given its locational advan-
tages With respect {0 water and rail transport routes, the city grew rapidly in the
late nineteenth century becoming ON€ of the nation’s premier manufacturing cen-
ters. The population of St. Louis exploded from 16,469 people in 1840, to 77,860
people in 1850, and 821 960 people by 1930. After a slight drop-off in population
between 1930 and 1940, the city reached a peak of 856,796 people in 1950. Since
that year, popu\ation has dropped continuously, t0 the point where the city reported
only 3 19.294 residents in the 2010 U.S. decennial census. Meanwhile, the popula-
tion of the Greater St. Louis metropolitan area has grown in a
( 970-80) since 1930. During that time span, the number of people in Greater St.
Louis more than doubled, from 1.14 million in 1930 to .79 million in 2010. The

picture painted by these numbers seems to be one of a shrinking and declining

central city surrounded by growing and thriving suburbs.
Nonetheless, pictures painted by aggregate data can often be misleading. To
challenge the image of a suburban St. Louis insulated from the principa\ city’s
“urban prob\ems"', decline is evaluated here using the G-index of concentrated
disadvantage (CD). Speciﬁcai\y. we extracted all census tracts from the Brown
University LTDB — for which forty years’ worth of data are available — that fall
within the U.S. Census Bureau’s current definition of the Greater St. Louis met-
ropolitan statistical area (n=571) Figure 5.5(a) maps the distribution of all tracts
from this sample for which the G-index in 1970 was one or more standard devia-
tions above the mean 1970 G-index for the Greater St. Louis region as @ whole.
With almost no exceptions, these “high CD”or distressed census tracts lie entirely
within either the city of St. Louis (dark outline immediate\y to the west of the pic-
tured Missouri—il\inois state boundary), OF the city of East St. Louis (dark outlin
immediately t0 the east of the state boundary)- !
The implication is that, in 1970, high-concentrated disadvantage Was prin-
cipally an urban problem in the selected metropolitan region. BY compariso®
Figure 5.5(b) depicts all tracts for which the 2010 G-index was one of m.ore
standard deviations above the mean 2010 G-index in Greater St. Louis- Notice”
ably, high CD (distress) has penetrated the boundaries of St. Louis and East
st. Louis, and is now a prominent feature in many adjacent ("ﬁrst-ring”) subu”
ban communities. i
The preceding visual analysis for Greater St. Louis demonstrates not on Y t:

suburban communities are subject 10 decline, as captured by the changing ¢ ; "
tion of census tracts characterized by high-concentrated disadvantage )
it further suggests that the geographies of suburban decline might be at

tially consistent with expectations from the filtering model and relate
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(a) 1970

HLLINOIS

MISSOURLE™

(b) 2010 ‘
: Lower or Average CD h

f@‘ St. Louis CBD
[’:} MO-IL State Boundry
7| Data unavailable

%5.5 B o
\n exploratory analysis of regi
‘ i Arco 19,. ysis of regional decline in the S ;
, 19702010 (Data source: Brown Uni\’:reirfLE;[r;Agtrop()litan Statis-
y )

.
!E, andecline (Ch. 4
.4). Observe fi .
. trated disadvantage S?;ﬂirgm Figure 5.5 that conditions of atypically hi
connected territories v e. tc spread outward, or spillover, from th y B
(refer to Fig. 3.1), th ver time. If this increase in distres; is i P
atOf (Sub)urbari growetrlli pﬁtterns of decline appear to be followlin te?;reted :
el at th at were expli f ng the initi
X € outset of this chapter ¢ explicated in the context of the b,-d.,.eii
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i Becen.t shrin.kage, decline, and vz'lr.iation Table 5.7 Wilcoxon signed-rank tests f ge a’?d a’eclme beyond the central city 99
~ in social capital beyond central cities | 717/ s for equality of medians in independent samples
Of course, just as suburbanization, associated patterns of filtering, and dein- | : - Shrink Only ~ Shrink and ~ Difference  Indic :
dustrialization are not sufficient explanations for urban shrinkage and decline b it Decline W
in general (Ch. 4), nor can these forces be fully responsible for producing pat- , (C‘::r'i %B%anmf“"f’s 3.5 2.4 | [#e+
i terns of suburban shrinkage and decline. Rather, we contend that the compiex, square m“gzm)n‘\ o ' go"di"g
5\‘ \ context-dependent conditions that lead to shrinkage and decline within cities " Government Offices onnection
\ J'Wwﬁm‘u“\ are also operating outside cities. The theoretical survey and analyses from (per 1,000 persons p;cr 0.6 0.4 0.2***  Bridgin
it Chapter 4 offered persuasive justification that social capital is at least one ' square mile) Connecﬁon
, \\‘ important condition. Here, we replicate the analyses of social capital indica- '—«Long-Tenn Owners 20.1 16
-_ W\\ tors that were presented in Table 4.3, for non-central-city tracts that have had ! (% of occupied units) - 3.5%%*  Collective Norms
n 1 recent experiences with shrinkage or decline. In other words, the universe of .I}sed-G(')od Expenditures 28.0 -
il ‘”\ analysis in this section is the 3,024 non-central-city census tracts identified in 't "‘Cﬂp“a (US$) . 7.6%%*  Generalized Trust
| i \ il Table 5.1 that lost population between 2000 and 2010 at an annual rate that " Inequality Index 41.0 425
| | exceeded the threshold for shrinkage. Within this set, 2,870 tracts (95 percent) pEeic Diversity Index 37.9 50.5 ~1.5%** . ‘Social Cohesion ()
& 2,482 388 Ry | § 4

|
i included data for al
ables used to construct t

| indicators).
ji Selection of this set of census tracts is motivated by a desire to see if the pat-
‘ terns of differences that were observed in social capital variables in conjunction
d decline (Table 4.3) hold for situations of

with long-term urban shrinkage an
kage and decline. If similar patterns of differ-

| of the variables needed for the analysis (i.e., all vari-
he G-index to identify decline and all social capital

ssing data; <0 3 v ( S al d
: s 7 3 S > P 001. universe: el cts outside central citie
old for populallon shrlnka.,e from 200 2010 (n ol 12] susot:}aSIC i tll: C()ll‘l[) tt.rlcl (l‘aitai g
me! the hresh e 0 ,87 CS WI let t )

ncluding remarks

rstanding patterns of shri
shrinkage and decli
B Gif riot m ecline beyond central city b i
] i giiee;:(zgsl(c}i tz;m) understanding how these tgrogeregseer: lpsl:]l S
~ing illustration .4). Consequently, the discussio E ‘
s and analyses presented in this chapter are far frcl)n:] Z;md }S]UPPOIT- |
exhaustive

| contemporary suburban shrin
| || ences in social capital can in fact be observed for these two seemingly different
1 scenarios — i.¢., long-term urban shrinkage/decline versus recent suburban shrink-
|| {l age/decline — then it seems reasonable to make the relatively broad conclusion

| ‘W\“ it G
|18 t gL 4 i
| H\\ M p S’gllal;: 2;%76 r?rr::(:e(:xet?tlt?ee rl:sglet: Lfrrgrlr.\ applying the Wilcoxon signed-rank tests from A d kage and decline are not localized phe
R )| § : } : y an A 3 o nomena t )i e sirie
| ‘ Table 4.3 to the set of census tracts described above. For more information on the - ‘l’;g)i’gv:llthlg tttlelr political borders. These probleml;a;rszlectt‘m'ues Aatnd
ored by other municipalities i ; ot “city problems”
palities in a region. The i
. y are regional issues

and expected differences between

likely :

[ require coo i :

R tion — espeCia“pe{)atlve regional responses. Nevertheless, intra-regi

e acl{ie\??i]:en syburban municipalities and C(;re citiesgloiza]
regions affected b : IRt

note, the next g y shrinkage, decline

ernance F;attems anf((j)ur;haptefs focus on existing policies, new a . bﬁth'

E ] a discussion of urban sustainability/rési“encfproac es,

;M‘ ‘ choice of indicator variables, data, methods,
“\\‘ it the indicators, refer to Chapter 4. What matters most here is that similar pat

terns of results that were observed for the case of long-term urban shrinkage an
decline in Table 4.3 are also observed in Table 5.7. Specifically, compared t0 theif
declining counterparts, non-central-city census tracts that (1) experienced reC?“I
population shrinkage but (2) did not endure significant qualitative decline during

this period of population shrinkage seem to have:

1"“‘ l . . CH) d a0 d aQ
ademic lltelatule on Sl,ll)u i p y In recent decades
" / : rl)an dCCllne ha< €X] i i
i e panded ra ldl
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. a greater share of long-term stakeholders;

« agreater predisposition to trust others in transactions characterized by asyms
metric information;

. slightly lower income inequality; and

o  greater internal community homogeneity.
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100 Shrinkage and decline beyond the central city

3 NB: Figure 5.2 excludes the data categories “Not Identified” and “Unknown™.

4 Note that the PUMS dataset does not include a “suburban™ geographic category. As a
consequence. the “living within a metropolitan area. outside the principal city™ category
described in this paragraph is used as a proxy for suburban population.
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Pro-growth urban policy

‘and decline, often within “downward spirals” from which escape seems impos-
‘sible (Emery and Flora 2006). Robert Beauregard has referred to these patterns of
‘development, whereby some places thrive as others are left behind, as parasitic
“urbanization (Ch. 1). Whereas urbanization was once thought to bring growth to
all cities in a relatively distributive manner, contemporary parasitic urbanization
’is associated with “winners” and “losers” in competitions for residents, economic
investments, and other forms of capital (Beauregard 2006; Logan and Molotch
- 1987). As a starting point, it is useful to note that one belief still alive and well in
‘many policy arenas is that parasitic urbanization might be a temporary departure
~from an equilibrium, or normal condition, of more distributive urban growth
(see the discussion by GroBman et al. 2013). For instance, consider that cities
- where population shrinkage has taken a firm hold are often those that experienced
- growth in the past, perhaps as a result of a manufacturing boom, which could not
“be sustained in an era of globalization. In such cases, returning to prior levels
- of population and economic activity is highly improbable (Leo and Anderson

~ 2006). Nevertheless, urban planning and policy instruments in such cities remain

- overwhelmingly targeted toward these very scenarios. Put differently, there is a
i belief that shrinkage will eventually be followed by a return to growth (Hack-
~ worth 2014).

The next section reviews this pro-growth approach within the context of neolib-
- eral ideology and neoclassical economic theory. Crucially, the worldview formed
at the intersection of these paradigms predominates in, and simultaneously struc-
tures, contemporary political and policymaking arenas in Western cities (Peck
-and Tickell 2002). Engaging with this worldview therefore facilitates a discussion
- of the prevailing development logic in U.S. municipalities that Kantor (2010)
calls the American model of urban development. Subsequent to the discussion of
~ this American model, the chapter highlights selected policy instruments that are




; bl W‘\
[‘; u \‘
il
i

“ I %
i 4

: i ‘M‘

\" ;h ;zdm

e\ \W
| 'u W\lh i

“ ‘ ﬂu‘\!ﬁh\h

|
\ u‘\ il
A ‘MHHM

i
li 1 \m
)

‘\ i ﬂ |

]

102 Pro-growth urban policy

repeatedly deployed in shrinking cities to reverse their trajectories. This exercise
is intended to illuminate the context of public policies. In doing so, we draw on
numerous practical examples, as well as empirical data, from shrinking cities in
the United States. Finally, the chapter concludes by summarizing recent calls for
decline-oriented development logics to supplant growth-first mentalities in shrink-
ing cities. This topic is continued in Chapter 7.

Neoliberalism and neoclassical economics

To better understand the thought process that underlies the development of many
of the conventional policy tools used to combat shrinkage and decline in U.S. cit-
ies, it is necessary to grapple with both the values of, and theoretical propositions
used by, proponents to rationalize those policies. That being said, a full treatment
of these ideas requires its own volume. Here, we paint the requisite picture in
relatively broad strokes.

Neoliberalism is construed as a doctrine (Glassman 2009) or an ideology
(Brenner and Theodore 2002) that is predicated, minimally, on the following
beliefs:

i~ that open and competitive markets, which are characterized by capital mobil-
ity and well-defined property rights but are otherwise unregulated, are the
ideal mechanisms for allocating resources in a society;

2 that such market-based resource allocation leads to optimal socioeconomic

development outcomes, wherein aggregate gains from economic (growth)

activities are maximized;

that individuals are both free, and have the individual responsibility, to make

claims on these aggregate gains in their roles as entrepreneurs operating

within the bounds and rules of the market; and

4  that the public sector’s role in economic development should be limited to
protecting property rights and supporting the creation and functioning of
private markets.

(5]

With respect to the latter of these points, more than simply advocating for a lim-
ited role for government, many strict adherents to neoliberal ideology propound
an all-out moratorium on collectivist policies (Peck and Tickell 2002: 381). In
place of such [redistributive] actions, they suggest that, similar to their views on
the roles of individuals, governments should behave as entrepreneurs that compete
in market-like systems for residents and economic development projects (Peck,
Theodore, and Brenner 2009). Skilled government-entrepreneurs will attract exter-
nal economic investment, which, in turn, can draw in new residents (and wealth)
and make all of a city’s citizens better off in the process.

Competition is therefore a means for city-level economic accumulation. The
more competitive a city, the larger will be its economy. In this way, as the term
implies, the rewards from ‘competition’ (namely, economic development) are
institutionalized metrics of success. It follows that to shrink is to fail. Hence,
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shrinking places, in attempts to improve their relative positions on this success-
failure continuum, tend to put economic expansion at the forefront of their policy
- agendas (Leo and Anderson 2006). That is, because of the stigma associated with
arban decline, and the attendant lack of established planning tools for managing
~ decline (Dewar, Kelly, and Morrison 2012), even shrinking cities exhibit a pro-
growth approach in the ways they plan for and govern urban change.
- Together, the preceding ideas form much of the foundation of neoliberal ideol-
‘ogy. This ideology gained significant momentum in the wake of economic and
 fiscal crises in the 1970s, as the crises were framed as failures of the “big govern-
- ment” spending programs from earlier decades. Subsequently, a roll-back version
of neoliberalism swept through the United States (under President Reagan) and
‘the United Kingdom (under Prime Minister Thatcher), where investments into
- social welfare programs were regularly substituted for market-based policies that
sought to make individuals personally responsible for their well-being. This roll-
back project would later be accompanied by a roll out version of neoliberalism
that established new institutions for addressing social problems through market or
- market-like mechanisms.’
The steady rise in neoliberalism’s popularity since the 1970s has meant that
the foregoing beliefs now influence public policies at all levels of government
~in the United States, including the local. Keep in mind, though, that these are
- normative ideas. That is, they are beliefs — about optimal mechanisms of macro-

~do normative beliefs materialize from nothing. In the present case, the tenets of
- neoliberalism are inextricably linked to propositions from neoclassical economic
- theory. Whereas neoliberalism is understood as an ideology, and therefore con-
 tains statements about how the world ought to work (see the beliefs enumerated
“above), neoclassical economics is a school of thought about how the world does
~work. It strives to be a positive science, and, like all scientific theories, it makes
' several assumptions and abstractions. The following theoretical propositions from
- neoclassical economics capture fundamental simplifying assumptions and implica-
 tions that feed into the neoliberal belief system.

Economic agents (e.g., individuals, firms, and governments) are rational,
informed, and self-interested decision-makers. They are aware of the costs
and benefits of alternative choices, and they choose only those strategies
that maximize their individual well-being.
* In the absence of high transaction costs and the presence of well-defined
property rights, market exchange produces an efficient allocation of resources.
More precisely, given a distribution of resources across a population of
rational agents, competitive exchange in unregulated markets moves society
(as if being led by an invisible hand) to an outcome in which no one agent
can be made better off without reducing the welfare of another agent.

*  This unregulated, “invisible hand” style of social organization works because
relative prices convey information. Rational responses by economic agents
to market signals (i.e., prices) are equilibrating. Price adjustments move
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markets to outcomes wherein the demand for and supply of goods and
services are equalized. At such outcomes, no rational agent has an incentive
to unilaterally deviate from his or her equilibrium strategy: all producers
who wish to sell goods and services at a going market price are doing so;
and likewise for all consumers who wish to purchase goods and services at
that price.

The upshot is that the assumptions of individual self-interest and rational choice
from neoclassical economics have several logical, theoretically grounded conse-
quences that, if true, are quite appealing. Above all else, because rational actors
only make mutually beneficial transactions with one another (hence their rational-
ity), allowing those actors to have control over their own decisions in free market
environments is the least costly means for ensuring that all welfare-enhancing
transactions in a society are made. Put differently, whereas a central controller or
government would need to acquire perfect information about the personal (private)
preferences of all economic agents if it were to facilitate all “mutually benefi-
cial” transactions in a society, markets perform this function seemingly automati-
cally. Consequently, neoliberal thinkers, who tend to accept the individual rational
choice model as a useful representation of reality, hold up the market as the ideal
mechanism for engaging in socio-economic development. The influence of this
above ideology is readily apparent in the prevailing American approach to urban
development and the policies that flow from it.

The American model of urban development

While the following conditions are not specific to the United States, the Ameri-
can metropolitan landscape is recognized for its local, non-coordinated, and non-
uniform land use controls, which are overlaid onto patchy, decentralized patterns
of settlement (Dewar and Thomas 2012). Kantor (1995) observes that what does
distinguish the United States from other developed nations, however, is that its
decentralized settlement patterns are generally combined with overt resistance to
higher levels of government. This resistance is arguably a manifestation of Ameri-
can neoliberal thinking. Specifically, from any given municipality’s standpoint,
horizontal cooperation with another municipality, under the (vertical) coordination
of a regional institution, is individually costly and inhibits competition. As a result,
- regional solutions are likely to be perceived by neoliberal thinkers as “‘anti-market”
(Hackworth 2014: 4). The particular development logic that is formed from these
conditions and beliefs — the American model of urban development — is held
up by three key pillars: devolution, inter-governmental competition, and public
entrepreneurship.

Devolution

The notion that local government is better attuned to local needs than, and can
simultaneously constrain the powers of, a central authority extends throughout
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American history (Wood 1992). This dual confidence in the local and suspicion
of the federal led to a preference for decentralist urban policy, which has framed
America’s response to post-industrial change (Kantor 2010: 5). In short, deindus-
trialization of America’s urban manufacturing centers motivated many geographi-
cally mobile households to relocate from central cities to the urban fringe. Federal
push factors incentivized out-migration, as national policies set up homeowner-
ship inducements and infrastructure (e.g., highways) that connected urban house-
holds with larger lots and newer housing opportunities farther from the city center
(Ch. 5). What is more, state-level policy frameworks enabled fleeing households
to incorporate into autonomous municipalities and set up their own local govern-
ments (Ch. 7). Through land use controls, these new communities were effectively
able to insulate themselves from what they saw to be undesirable features of the
declining urban landscape.

Over time, this process brought about a sort of suburban explosion, with numer-
ous [at least initially] thriving suburban towns encircling a rapidly depopulating
central city. The resultant fragmented political landscape offered geographically
mobile households the opportunity to self-sort into communities according to the
packages of local laws and public goods that they most preferred. Put another way,
households could move to independent towns whose newly established land use
controls and property tax systems made it possible to consume relatively more (and
newer) housing services farther from the conditions of poverty and blight that were
being left behind, and accumulating, in the city (Kantor 2010). This tendency to
“yote with one’s feet” is commonly known as the Tiebout hypothesis, named for
the economist who popularized it in the 1950s (Tiebout 1956).

The fragmented migration patterns associated with the Tiebout hypothesis —
and with suburbanization — were accompanied by neoliberal preferences for a
“hands off” federal government approach to (sub)urban development. Whereas
early and mid-twentieth century American federal policy played a significant role
in shaping cities and funding urban renewal programs, expensive federal city-
building programs became unattractive to taxpayers in the suburbs. Accordingly,
independent jurisdictions pushed for greater autonomy in local growth (decline)
management. Moreover, the documented failures of the nation’s top-down urban
renewal programs of the 1950s and 1960s buttressed neoliberal arguments that fed-
eral intervention into local affairs is harmful (Schilling and Mallach 2012). These
sentiments led to a downward shift in governmental responsibilities, reflecting the
political belief that individual municipalities benefit from permitting neoliberal
forces, such as market-based competition, to guide changes in development (Kan-
tor 2010: 6).

Inter-governmental competition

Together, rapid metropolitan fragmentation and devolution of growth (decline)
management policy to the local level formed a sort of spatial marketplace. Like
geographically mobile households in the Tiebout model, businesses (and private
capital in general) are increasingly mobile in post-industrial cities. As former
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manufacturing cities transition from production to knowledge- and service-based
economies, their corporate residents are no longer characterized by spatial fixity.
Instead, corporate actors choose to locate in areas where land use controls, tax
structures/incentives, and cultural and physical geographies make doing business
most profitable for their companies and stakeholders. This reality can have the
perverse effects of local environmental deregulation (Peck and Tickell 2002), pub-
lic “giveaways” (i.e., large subsidies; see Weber 2002), and any number of other
actions that effectively subordinate municipal authorities — and, by extension, their
citizens — to the private sector (see Logan and Molotch 2007).

Nonetheless, viewed through the lens of neoclassical economics, this sort of

“race to the bottom™ is a rational reaction to existing circumstances. Devolved
decision-making in a fragmented metropolis promotes inter-governmental com-
petition. Under the given rules, cities that do not attract private development are
branded as “losers”, are perceived negatively from the outside, and develop an
internal sense of powerlessness that feeds back to reinforce negative external per-
ceptions (Leo and Anderson 2006). Consequently, even in shrinking cities that are
unlikely to re-grow, public officials remain committed to pro-growth strategies,
especially those aimed at attracting large (e.g., multinational) private businesses
(Schatz 2012).

Public entrepreneurship

As intimated in the preceding section, local and state governments “routinely sub-
sidize urban business investment with . . . tax, loan, regulatory, and other busi-
ness incentive programs in an effort to bend the pressures of the marketplace to
their favor” (Kantor 2010: 7). While these entrepreneurial programs take on many
forms, most of which are heralded as public-private partnerships, they all point
to the inseparability of the public and the private in the American model of urban
development (MacLeod 2002: 256). Explicitly, the “role of public authorities
has . . . changed from those who produce [metropolitan space] to those who pro-
mote and regulate its production” (Madanipour 2006: 181). That is, where public
actors were once key place-makers. in the post-industrial, fragmented, pluralistic
metropolis they have become place-marketers, whose focus has shifted from inter-
nal quality of life to external perceptions of businesses, tourists, and other holders
of mobile capital (Blomley 2004).

The commitment to this entrepreneurial approach to urbanism has echoed
throughout the halls of American government, as even the U.S. Supreme Court
ruled that municipalities may seize property to sell to private developers for the
purpose of local economic growth (Kelo v. City of New London 2005). In light
of this ruling, arguments that a “growth-first” paradigm of urban development is
normative in Western, particularly American, cities are all the more compelling
(Peck and Tickell 2002: 47). Indeed, the pro-growth approach and entrepreneurial
mentality are so entrenched in and imprinted upon the cultural and political land-
scapes of America that even the outwardly grassroots/collectivist policies used
in shrinking cities to arrest decline are often rolled out in search of economic
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growth. This latter issue is engaged with as part of the next section, which dis-
cusses conventional policy responses to urban shrinkage in the United States.
The common criticism of all of the policies examined herein is that their focus on
economic growth neglects the socially and spatially uneven outcomes that neces-
sarily accompany market-based development.

Pro-growth policies in U.S. shrinking cities

This section describes a non-exhaustive selection of conventional growth/decline
" management strategies for shrinking cities, through the lens of the American

~ model of urban development. Several real-world examples are used to concret-

ize the generic, “standardized” policy tools (Roth and Cunningham-Sabot 2012).
" Note well, though, that the following categories are not mutually exclusive — in
- fact, most of the examples could fall under more than one of the subsequent

'B! headings.

.
:;ii' Large-scale urban development projects
~ Within the American model of urban development, municipalities are positioned
' against one another in what is essentially zero-sum competition for private invest-
ment. To bolster the relative competitiveness of their localities in these head-to-
head transactions, one strategy that public authorities routinely roll out is the
large-scale, subsidized, typically downtown development project (Swyngedouw,
Moulaert, and Rodriguez 2002). While the specifics vary from case to case (see
Table 6.1), these large-scale projects fit a general pattern and follow a general logic.

 Table 6.1 Recent large-scale urban development projects in the United States

City Project — Type Year Approximate Cost per
‘ Cost Person™ (2010
: population)

~ Hartford, CT Hartford Stadium —new ~ 2015** $56,000,000  $448.81
: downtown minor league
g baseball stadium
- Detroit, MI Cobo Center — major 2012¢ $279.000,000  $390.88
expansion to downtown
convention center

~ Johnstown, PA Peoples Natural Gas 2011 $4.000,000  $190.68

y Park — indoor/outdoor

- concert and festival

i~ venue

" Roanoke, VA* Taubman Museum of 2008 $68.000,000  $700.80
‘ Art — downtown fine art

museum

*See note 1 regarding the inclusion of the Taubman Museum in this table. ** Denotes in progress
"Denotes year renovated and/or expanded, not year built ** This column reflects the total cost of the
project, not of the public investments.

oy
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Namely, highly visible, “signature” developments such as waterfront improve-
ments, downtown convention centers, sports stadia, business parks, and festivals
are undertaken to produce a sense of spectacle, enchantment, and/or re-vibrancy
in or proximate to areas experiencing decline. These endeavors are rationalized
on at least two interrelated bases that embody neoliberal faith in competitive mar-
kets: (1) the Bilbao Effect and (2) trickle-down economics.

The Bilbao Effect refers to the successful economic transformation of the city
of Bilbao (Biscay, Spain), which is often attributed to construction of the Bilbao
Guggenheim Museum in the 1990s. In brief, Bilbao made its early mark as a ship-
building, industrial, port city on the Spanish coast, and it grew rapidly throughout
most of its history. Negatively affected by deindustrialization, however, the city
lost over 14 percent of its residents between 1980 and 1990. The city’s waterfront
was hit especially hard, as abandoned industrial activities left the port area visibly
scarred and untended. In response, and as part of a larger master-planning effort,
the city hired renowned architect Frank Gehry to design an avant-garde waterfront
building that would house a contemporary and modern art museum. Construction
of Gehry’s building was funded by city, state, national, and supranational public
entities, while a private foundation agreed to manage the institution and provide
for its operating expenses. The museum, which exhibits a contextually-sensitive
design that fits well on the former industrial waterfront, was an instant success and
has been a continued source of tourism and economic activity for the city of Bilbao
since it opened in 1997 (Knox 2011).

Trickle-down economics refers to the more general notion that singular, large-
scale developments like the Bilbao Guggenheim will improve the whole of an
area through positive spillover effects and by acting as magnets for new economic
opportunities and private investment. More colloquially, it adopts the premise that
a “rising tide lifts all boats” (Teaford 2000). In the present context, large-scale
development projects are believed to raise nearby property values, increase an
area’s aesthetic appeal, and thus stimulate reinvestment in a city. In this vein, it
is claimed that large-scale projects kick-start a chain reaction of local economic
development in the cities where they are implemented.

Although these rationalizations sound reasonable, in reality they tend to be
repositories for misplaced confidence. For one, observers note that the Bilbao
Effect would be better named the “Bilbao Anomaly™, as numerous copycats of the
_ design-led strategy have been unsuccessful at recreating the intended effect —even
in cases where the same architect/designer (Frank Gehry) participated in the pro-
cess (Rybczynski 2008). This result is plausibly because the Bilbao Guggenheim
was part of a larger-scope, geographically inclusive master plan, whereas many
of its offspring efforts appear to be single-shot, site-specific solutions (Swynge-
douw, Moulaert, and Rodriguez 2002). In the second place, the trickle-down eco-
nomics of large-scale developments rings of design determinism, which refers
to a belief that development projects will alter individual behavior, despite not
altering the contextual circumstances that generated pre-project conditions (Knox
2011). In other words, such projects do not outwardly improve the lives of most
local residents, particularly the socio-economically disadvantaged, in ways that
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~ would substantively enhance their prospects for geographic and/or socio-economic
- mobility.

~ Nonetheless, despite criticisms of both the Bilbao and trickle-down rationales
' for “signature” economic development projects, the strategy remains quite popular
 and oft-practiced in growing and shrinking cities alike. This outcome is not alto-
‘ ' ether unexpected, as the approach fits comfortably in the American (neoliberal)
 model of development: it is premised on place-competition and attracting external
~ investment to enhance a municipality’s relative position in the spatial marketplace.
A As a consequence, signature projects are found all across the U.S. metropolitan
~ landscape and have featured prominently in critical urban scholarship (del Cerro
. Santamaria 2013). Table 6.1 summarizes a handful of selected recent examples
| 3 from U.S. shrinking cities.?

~ Tax foreclosure and public auctions

~ One of the most prominent physical manifestations of urban shrinkage is an over-
1 supply of housing. Built environments that were constructed to accommodate
" multiples of a city’s current population do not scale down at the same rate as the
~ shrinking population. Rather, buildings are durable structures that remain fixed in
~ place after their occupants vacate them. Further, because many spaces in shrinking
~ cities are characterized by weak real estate markets (Schilling and Mallach 2012),
* vacant buildings sited in the least competitive neighborhoods of declining cities
~ rarely sell in private transactions. Hence, these properties are tendentially aban-
~ doned by their owners, which is to say that deed holders abrogate their ownership
~ responsibilities but do not officially alienate their rights. Under these conditions,
~ owners discontinue paying property taxes, abandoned buildings suffer physical
deterioration through both natural (e.g., weatherization) and manmade (e.g., van-
~ dalism) processes, and such structures turn into eyesores that perpetuate negative
~ external images of affected neighborhoods.

~ The antisocial norms that are communicated by these circumstances are likely
~ to erode a community’s internal social capital, thereby leading to wider-spread
~ local property abandonment, and, eventually, decline of the neighborhood (Ch. 4).
* Moreover, because neighborhoods are spatially interconnected, such outcomes are
_' capable of spilling over to nearby communities, thus leading to even larger foot-
- prints of decline. Accordingly, addressing vacancy and abandonment is a critical
issue for urban policy in shrinking cities (Hollander et al. 2009).

Many options are available to deal with vacant properties. For instance, an
upcoming subsection considers the conversion of vacant parcels into community
gardens and related projects. Further, the next chapter explores the creation of /and
~ banks — temporary public holding strategies — in the context of rightsizing. Yet,
~ while these and other alternatives (Schilling and Logan 2008) exist, two options

have come to predominate in shrinking cities: (1) tax foreclosure auctions and
l (2) structural demolition, often at a large scale. The former of these strategies is con-
~ sidered here, and the latter is taken up in the next subsection. The particulars of both
strategies vary from context to context, but in the main they take on general forms.
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Concerning tax foreclosure auctions, properties associated with delinquent local
property tax payments, outstanding user fees, and/or unpaid municipal water and
sewer charges may be foreclosed upon by local governments. Foreclosure proceed-
ings are typically initiated after years of property neglect and abandonment and
only after several attempts are made to notify the legal deed holder of the debt
and collect payment (Silverman, Yin, and Patterson 2013). Where these attempts
are unsuccessful — a regular outcome in shrinking cities — foreclosure may ensue,
and successfully foreclosed-on properties are deeded to the local public authority.

By and large, the next significant step in this process is public auction. Local
governments inventory their holdings and attempt to sell off individual properties
to private buyers in annual or semi-annual market exchanges. Such auctions have
at least two objectives: first, to collect payments sufficient to cover each prop-
erty’s outstanding debts; and second, to return erstwhile vacant and abandoned
structures to the municipal tax rolls by placing them in the hands of private inves-
tors. While in some cases prosocial neighborhood residents use these auctions to
acquire adjoining lots and improve their local communities, the auction system
regularly leads to land and property speculation, absentee ownership, and associ-
ated potentially antisocial outcomes (Lawson and Miller 2012: 39).

Further, the auctions rarely benefit the most distressed urban communities, as
properties in these “weak market” or “dead zone” areas go unsold and continue
to tear away at the social and physical fabrics of their neighborhoods (Knight
and Weaver 2015). Notwithstanding these criticisms, shrinking cities regularly
adopt the tax foreclosure auction strategy, which is rationalized on its [supposed]
capacity to attract new private investment. Consistent with the supply and demand
assumptions of neoclassical economics, private buyers are assumed to want to buy
city-owned real estate at low, often negligible auction prices. These private trans-
actions, it follows, will revalorize distressed urban spaces in a manner consistent
with the trickle-down economics logic described earlier.

Whether such outcomes bear out in practice hinges on local contextual vari-
ables, particularly the extent to which auction winners positively influence social
norms in their neighborhoods. For instance, cases alluded to earlier for which
neighborhood residents acquire foreclosed properties at city auctions have been
linked to stabilization or improvement (Lawson and Miller 2012). In these scenar-
ios, residents presumably enforce local norms, improve visible conditions in their
. neighborhoods. and positively affect their communities’ capacities for collective
action (Weaver and Holtkamp 2015). However, because these transactions usually
involve converting acquired parcels into gardens or larger yards, they contribute
to de-densification and do not generate the level of public tax revenue of, say,
another house (Hollander et al. 2009). As a consequence, public authorities show
a preference for outcomes where open market auction competition allocates city-
owned properties to developers (Lawson and Miller 2012). Yet, this preference for
a pro-growth outcome fails to consider what happens to local social fabrics when
absentee owners purchase properties in neighborhoods that are under pressure to
change, or when speculators (or cities) allow properties to remain vacant as they
wait for market conditions to improve (Hackworth 2014).
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Examples of the public auction system can be found in almost any U.S. city.
~ For present purposes, two recent studies offer useful illustrations. First, Dewar
- and Thomas (2012) examined the public auction process in Detroit, Michigan for
- aspecific distressed neighborhood from 2002 through 2010. During that time, only

18 percent of properties offered at auction sold, and many of the buyers were real
~ estate speculators. As such, the vast majority of vacant and abandoned parcels in

~ the neighborhood remained just that. Discouraged by this outcome, local residents
~ began (without title) to modify some of these properties in ways that suited their
- needs. Gardens were planted on several vacant parcels, and other lots were used
 (illegally) as dump sites. Notably, the bottom-up nature of these modifications
- made them relatively adaptive land uses in the neighborhood. While interviewing
~ locals, Dewar and Thomas (2012) found that residents spoke somewhat accept-
~ ingly of the city’s lack of involvement in revitalizing their neighborhood, for this
* meant that their (untitled) modifications to abandoned properties were not chal-
‘ lenged. The implication is that, were the auction system to produce the desired
. pro-growth outcome, whereby properties are allocated to private developers, then

~ the eventual land uses might not conform to these local norms. In other words, con-
. frary to the pro-growth approach, which holds that economic growth is a successful

- policy outcome, pro-growth “solutions” might be less adapted to the neighborhood
-~ in this case study, given their relative inattention to local context.
Second, the city of Buffalo, New York, holds regular in rem auctions to sell off

- its foreclosed properties (Silverman, Yin, and Patterson 2012). In a spatial analysis

* of annual in rem sales data for six years of auctions, Knight and Weaver (2015)
. identified an apparent “dead zone” in the east-central part of the city. The authors
- used a spatial scan statistic to identify, for each year of auction data, geographic
clusters of high and low sales activity. Viewing the results collectively, the authors
- found that 88 percent of all properties that were included in low sales (unsold
- property) clusters during any of the six auction years fell within the geographic
- area. That is, the “dead zone” represents a space where city-owned properties fail
* to attract private bidders at public auctions. This finding implies that at present
 the space has little or no market potential to draw in outside private investment.
- Not surprisingly, the affected neighborhoods are some of the most distressed and
~ impoverished places in Buffalo (Silverman, Yin, and Patterson 2012; Frazier, Bag-
- chi-Sen, and Knight 2013; Frazier and Bagchi-Sen 2015). In contrast, the bulk
- of high foreclosure sales clusters were detected to the west and north of the dead
- Zone, in areas that are known to be stable or gentrifying (Ch. 4). The implication
s that relying too heavily on the private market to stimulate growth in declining
- cities will continue to favor “profitable” spaces over those that are characterized
by weak or no market demand.

Massive demolition programs

- A “favored” vacancy management strategy of shrinking cities, which has been
- pursued with “great vigor” since the turn of the twenty-first century, is demolition
- (Ryan 2012). Targeting chronically vacant and abandoned structures, including
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city-owned foreclosures, “massive demolition programs™ aim to clear land for
private development, while also reducing a city’s overall vacancy rate (According
and Johnson 2000). As with the other policies considered above, such programs
appear to be well-intentioned and necessary efforts to improve conditions in
shrinking cities — in this case by ridding their landscapes of nuisance properties.
However, in the context of the American model of urban development, the large-
scale demolition approach tends to operate in service to competition and public
entrepreneurship. For example, the well-publicized “5 in 5 Demolition Plan” in
Buffalo, New York, set out to demolish 5,000 vacant properties in the course of
five years, beginning in late 2007. This seemingly arbitrary quantitative target
was set not for context-specific reasons (Schilling and Logan 2008) but so the
city’s overall vacancy rate would creep down to match those of other upstate New
York cities (Brown 2007). Stated another way, the program sought to increase the
city’s competitive position relative to its peer group. Moreover, like comparable
programs in Philadelphia (Ryan 2012) and Detroit (Herscher 2012), the Buffalo
strategy was largely speculative —the city demolished structures as it was able, not
for evidence-based reasons. As Ryan (2012: 182) observes:

Apart from being very costly . . . the [large-scale] demolition strategies car-
ried out in shrinking cities after 2000 suffered from a basic flaw: they were
driven by a simple imperative to demolish vacant buildings, with little idea
about what the vacant lots would be used for . . . cities like Philadelphia and
Buffalo simply demolished buildings where it was politically expedient or
where life safety issues drove demolition crews to act quickly. This parcel-by-
parcel removal strategy effectively led to random vacant lots scattered among
remaining properties . . . [O]nce demolished, vacant parcels were more or less
unmarketable, both because they were scattered and because they were in
depressed neighborhoods where there was little market demand for land either
before or after demolition. Demolition removed abandoned structures, but it
did not generate spatial strategies for depressed neighborhoods, and it did not
create development markets where there had been none before.

What ought to stand out thus far is that three prominent, but distinct, policy strate-
gies in shrinking cities — signature development projects, foreclosure auctions, and
demolition programs — are all critiqued along very similar lines. Namely, in their
“American model” forms, they are acontextual and place much confidence in the
ability of the market to catalyze growth in distressed neighborhoods. Building on
the latter of these, they also put much faith in the belief that private developers
will respond to investment incentives (low auction prices, cheap vacant land, etc.)
that are created in depressed neighborhoods that otherwise have little or no market
appeal. The final category of policies considered here — art spaces and commu-
nity gardens — involves a much more bottom-up and potentially context-sensitive
approach. With this strategy, reinvestment does occur in distressed or weak market
neighborhoods. On its face, then, the approach looks altogether different from
the former three. Interestingly, however, it has been subject to similar lines of

t
~ o work outside the American model, in more cooperative governance frameworks,

~ to manage change in shrinking cities (Chs. 7-8).

i
'
3
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 criticism — or, more accurately, skepticism — suggesting that it might be necessary

Community-based initiatives: art spaces, pocket parks, and

- community gardens

Foreclosure sales and structural demolitions, while popular with policymakers,
are not the only means for dealing with vacancy and abandonment. Increasing
attention is being paid to grassroots efforts to reclaim and reuse vacant property,
including art projects (Herscher 2012), pocket parks (Foo et al. 2014), and com-
munity gardens (Lawson and Miller 2012). This section discusses such bottom-up
actions using the generic term community-based initiatives. Lumping these and
like approaches together is done for parsimony and is not meant to downplay the
diversity of grassroots initiatives that exist in urban environments. The explicit
naming of three strategies here is done both for illustrative purposes, and because
they coincide with examples presented in this subsection. Moreover, these spe-
cific approaches, despite their distinctions, often overlap. For example, a 2010
community-based project in Buffalo, New York, involved (1) clearing the land on
two adjoining vacant lots in a distressed neighborhood; (2) replacing what was on
those lots with native vegetation, benches, and a stone walking path; and (3) work-
ing with the owner of an abutting building to commission a mural on a wall that
faced the lots. In this way, the community initiative created a pocket park and an
art space, though the stakeholders referred to the outcome as a “community gar-
den” (City of Buffalo Common Council 2010). Thus, it had elements of all three
types of actions enumerated above. The point is that, in many cases, it is difficult

~ to discretely classify community-based initiatives into a single category.

On that foundation, the common thread that does seem to run through most
community-based initiatives is bottom-up action. Initiatives are almost always
conceived of and driven by citizens or organizations from within a targeted neigh-
borhood (Lawson and Miller 2012). Observations made by Dewar and Thomas in
Detroit (2012; see above) suggest that many of these efforts begin as “illegal” or
untitled uses of abandoned property. Citizens who become frustrated with chroni-

- cally vacant parcels, especially their dilapidated conditions, occasionally “take
- back” problem properties before gaining legal authority to do so. An example of
~this sort of reclamation is guerrilla gardening, whereby residents come together

to beautify vacant lots through landscaping and other means without [immediate]
concern for who owns the land (Reynolds 2008). This prosocial deed most often
originates inside a transitioning neighborhood, and it therefore sends a power-
ful, collective-minded signal about internal social capital to other neighborhood
residents. It is consequently of no surprise that researchers have found guerrilla
gardening to be capable of improving conditions and internal relations in affected
neighborhoods, especially along the dimensions of social justice (Milbourne 2012).

Importantly, then, the organic and emergent qualities of community-based initia-
tives imply that they are more likely to adapt to their local contexts than strategies
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imposed from the top-down (Marshall 2009). Further, they represent capita]
inflows into what might otherwise be “dead zones” for market reinvestment. For
these reasons, they are attractive strategies for urban regeneration. Nonetheless,
given their embeddedness in the American model of urban development, there is
skepticism about both the long-term viability of such projects, and whether they
are able to scale up beyond the level of a neighborhood. With respect to long-
term viability, there are at least two areas of concern. First, community-based
initiatives generally require a minimum stock of internal social capital to succeed:
and second, like economic capital, social capital exhibits an uneven geographic
distribution (Ch. 4). Hence, following from prior critiques of the public sector’s
overdependence on private capital to revitalize urban areas, relying exclusively on
social capital to manage neighborhood change invariably can leave some marginal
places behind. In addition, even where outside intervention is used to jumpstart
community-based initiatives in marginal spaces, such efforts will only be sustain-
able if residents buy into them.

Consider the Buffalo example from the beginning of this subsection. In that
case, a public-private-nonprofit partnership gained access to adjoining city-owned
vacant lots to erect a community garden (Fig. 6.1). The project site fell within a
wider geographic territory whose short- and long-term vitality was of direct inter-
est to all partners. That being said, the success of a community garden hinges on

Figure 6.1 Volunteers create a community garden on adjoining vacant lots in Buffalo. New
York (2011: photo courtesy of CityCorps Buffalo).
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Figure 6.2 The same community garden in 2014. The current state is a significant improve-
ment over pre-project abandonment conditions; but the site no longer has the
appearance of an actively maintained pocket park or community garden (source:
Google Street View).

resident participation and collective action (Lawson and Miller 2012). This stipu-
lation matters to the extent that residents of the block on which the garden was
constructed ultimately did not participate in the project in a substantive way. While
there were efforts to engage residents in the process, including the eventual man-
agement of the site, the work was carried out by volunteers who were external to
the neighborhood. Through donations, grants, and start-up support from the local
government and a local business owner, the volunteer team successfully managed
the garden for well over a year. However, when funding dried up and stakehold-
ers stepped down from their positions, the garden was no longer being actively
maintained at the desired level. At present, what remains are a few surviving trees
and a fading mural, while the benches, stones, and a preponderance of the planted
vegetation have all disappeared (Fig. 6.2).

A second area of concern regarding the long-term viability of community-based
initiatives is their temporality vis-a-vis changing market conditions. Explicitly,
within the fragmented, competitive, and entrepreneurial American metropolis, the
mantra of local government is that of “highest and best use” (Blomley 2004).
When vacant and abandoned property attracts private investment, community-
based land uses such as pocket parks and neighborhood gardens tendentially lose
out to the prospect of taxable improvements (Lawson and Miller 2012). As a
result, community-based initiatives are regularly perceived [by public authorities]
as temporary means for upholding property values during times of uncertainty and
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downward market pressure. Their role is to “create a perception of stability and . . .
increase the market value of vacant properties for potential investors” (Hollander
et al. 2009: 227).

The observation that community-based projects are perhaps placeholders for
economic development syncs with the second area of skepticism alluded to above,
regarding the ability of these efforts to scale up beyond the level of a single neigh-
borhood. Specifically, empirical evidence showing that amenities like pocket
parks and art spaces stabilize or even increase nearby property values (Conway
et al. 2010) has strengthened interest in “culture-led” urban regeneration poli-
cies. Whereas culture-led regeneration is sometimes discussed in terms of large-
scale urban development projects (see above) aimed at attracting members of the
“creative class” (Roth and Cunningham-Sabot 2012), the same line of argument
applies at smaller scales. In both cases, strategies are geared toward gentrifying
inner-city neighborhoods — that is, drawing relatively higher income and/or better
educated individuals into distressed urban spaces. The interest in such outcomes
is apparent: gentrification processes create demand in weak markets; new demand
raises property values; higher property values generate more tax revenue for local
governments; and, thus, the relative positions of gentrifying cities are improved
in the competitive, pro-growth urban order.’

In this context, amenities that outwardly begin as community-based initiatives —
e.g., art spaces, community gardens, and pocket parks — undergo commodifica-
tion and are reframed as tools of economic growth and revitalization (Hollander
et al. 2009; Herscher 2012). As an urban development strategy, cultural capital
is used as bait for economic capital. Despite the bottom-up, collective origins of
the various approaches presented in this subsection, in practice, political attempts
to scale such efforts up to the city level are regularly characterized by overt or
latent market fundamentalism (Herscher 2012). This adherence to the American
model of urban development frequently obscures the negative side of growth [via
gentrification] from view. In particular, the very social conditions that produce
sought-after (commodified) cultural amenities are occasionally uprooted during
gentrification. Existing households in affected neighborhoods sometimes lack the
financial means to keep up with escalating property taxes and the rising mainte-
nance standards that can accompany gentrification (Newman and Wyly 2006). As
a result, while culture-led urban revitalization arguably improves many aspects of
affected neighborhoods, the pro-growth, free market environment in which such
improvements take place can give way to heightened, plausibly more contentious,
forms of social and economic polarization (Kantor 2010).

Community Development Block Grant expenditures:
evidence of the pro-growth approach in shrinking cities?

As part of the analysis of population shrinkage in Chapter 2, we identified all
census places (Table 2.1) in the conterminous United States that reported 50,000
or more residents in the most recent (2010) decennial census. For all intents and
purposes, this set of places (n = 707) represents cities in the conterminous United
States whose populations make them eligible to receive funding from various

Leul
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~ federal government urban initiatives (Box 6.1 and Ch. 2). By joining four decades

(1970-2010) of census tract-level data from the Brown University LTDB (see
Logan, Xu, and Stults 2014) to the current boundaries of these census places,

~ we identified thirty-one cities that have endured persistent and severe population

shrinkage since at least 1970 (Fig. 2.5).

One U.S. federal urban initiative that provides streams of funding to principal
cities and other places with 50,000 or more residents is the Community Develop-
ment Block Grant (CDBG) Entitlement Program. The CDBG was established by
federal legislation in 1974 and is administered by the U.S. Department of Housing
and Urban Development (HUD). Presently, HUD grants CDBG funds to eligible

" municipalities for community development activities including, but not limited

to, economic development, public improvements, and public services. Box 6.1
reproduces descriptions of CBDG program eligibility requirements and permitted
activities from online HUD resources. Importantly, observe that CDBG-funded

~ activities must attend to one or more national HUD objectives, such as benefiting

low- and moderate-income persons, preventing “blight”, and neutralizing immedi-

~ ate threats to a community’s “health and wellness” (Box 6.1).

Due to the eligibility requirements and formula used to distribute CDBG funds,
different cities receive different amounts of (or zero) funding in a given grant period.
Moreover, once HUD releases CDBG funds to the local government of a grantee
city, local decision-makers for that city then have considerable discretion over how
they allocate the funds across the eligible categories of activities (Box 6.1). Hence,
expenditures by authorized activity will vary from place to place. Consequently, it

. may be possible to investigate city-level patterns of CDBG-related expenditures to

determine whether, for example, shrinking cities are more likely than non-shrinking
cities to allocate these public resources (CDBG funds) to economic development
activities. Recall that within the above context, non-shrinking places are assumed
to be more “successful” than shrinking places at attracting private economic invest-
ment. Therefore, non-shrinking cities are presumably less reliant on government to
stimulate economic growth. By comparison, because shrinking cities are perceived
to be “unsuccessful” at attracting economic investment — and in the context of the
pro-growth approach that underlies the American model of urban development —
decision-makers in these cities are perhaps more driven to use public dollars to
catalyze growth. In other words, the pro-growth approach suggests that decision-

- makers in shrinking cities ought to have a greater incentive than their counterparts

e

in non-shrinking cities to leverage all available means to generate growth.
Following a similar line of reasoning, scholars in the shrinking cities research
community observe that pro-growth approaches in urban policy arenas cause
decision-makers to overlook the people who remain in shrinking places (Ryan
2012). Shrinking places are never fully emptied. By choice or because of mobil-
ity constraints, scores of people continue to live in places that endure shrinkage
and/or decline. As a result, political preoccupations with attracting new economic
growth, typically from external sources, tend to neglect the human, social, cultural,
built, and natural assets that are already present within these communities. On that
note, some places that have successfully pushed back against processes of decline
(Ch. 3) have done so by giving preference to improving the quality of their public
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! Ex 6.1 Community Development Block Grant (CDBG)
' eligibility requirements and permitted activities

| “Eligible grantees are as follows:

-Principal cities of Metropolitan Statistical Areas (MSAs)
-Other metropolitan cities with populations of at least 50,000 . . .

Eligibility for participation as an entitlement community is based on pop-
ulation data provided by the U.S. Census Bureau and metropolitan area
| delineations published by the Office of Management and Budget. The U.S.
) u Department of Housing and Urban Development (HUD) determines the
amount of each entitlement grantee’s annual funding allocation by a statu-
tory dual formula, which uses several objective measures of community

needs, including the extent of poverty . . . and population growth lag in
relationship to other metropolitan areas.”

i
)

Source: https://www.hudexchange.info/programs/cdbg-cmitlement/cdbg-entitlement-
. program-eligibility-requirements/

1

CDBG funding may be allocated to the following activities, which are

| all documented in the “HUD Grantee Activities” geospatial database men-
| tioned in the text:

“Acquisition Activity — CDBG activity related to acquisition, including
disposition, clearance and demolition, and clean-up of contaminated
sites/brownfields.

- Economic Development Activity — CDBG activity related to economic

development, including commercial or industrial rehab, commercial

or industrial land acquisition, commercial or industrial construction,
commercial or industrial infrastructure development, direct assistance
~ to businesses, and micro-enterprise assistance.

E Housing Activity — CDBG activity related to housing, including multi-

family rehab, housing services, code enforcement, operation and repair

/ of foreclosed property and public housing modernization.

- Public Improvements Activity — CDBG activity related to public

improvements, including senior centers, youth centers, parks, street

improvements, water/sewer improvements, child care centers, fire
~ stations, health centers, non-residential historic preservation, etc.

Public Services Activity — CDBG activity related to public services,

including senior services, legal services, youth services, employment

_ training, health services, homebuyer counseling, food banks, etc.

Other Activity - CDBG activity related to urban renewal completion,

non-profit organization capacity building, and assistance to institutions
- Of higher education.”

o

€: https://www.huduser.gov/portal/datasets/, gis/granteeact.html
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rinking cities possess @ pro-growth

t that decision-makers in sh
r regional policy

mic growth over most other urban 0
2006; Kantor 2010; Ryan 2012).

support the argumen
approach that promotes econo
objectives (Leo and Anderson

Concluding remarks
amined a variety of urban policy responses to shrinkage and

t of the current ideology guiding policymaking in the
icy instruments by no means constitute the totality

of a city’s growth (decline) management toolkit. However, all of the policies are
commonly accepted by leaders in shrinking cities as tools for stymying shrink-
age and decline and reversing the negative effects of these phenomena. Yet, when
situated within the neoliberal American model of urban development, each policy
instrument — even the comparatively organic and bottom-up community-based ini-
tiatives — has also served as a strategic lever for generating economic growth via

market transactions.
One of the primary cri

In this chapter, we €X
decline within the contex
United States. The selected pol

tiques of the neoliberal belief that the market optimally

allocates scarce resources is that, in the pursuit of accumulation (growth), disad-
vantaged persons and populations are necessarily left behind (Harvey 1989). That
is. markets are not as impartial and universally accessible as they are often por-
trayed to be. Rather, while under certain strict assumptions neoclassical economic
theory demonstrates that markets allocate resources more efficiently than any
other mechanism (i.e., they ensure that all mutually beneficial transactions take

place), they rarely if ever allocate those resources equitably among members or

segments of society. The growth-oriented goal of efficient allocation circumvents

the important social issue of distributional equity (Daly and Farley 2004). Addi-

tionally, note that the U.S. model of urban change views shrinkage and decline as
ms in need of solutions (Kantor 2010). Shrinkage and decline are stigmas.

They are unenviable statuses — the opposite of growth; the opposite of “winning”

(Leo and Anderson 2006). This perception — that

desirable places in which to live — forms the bedrock, and covers the

of the American cultura dscapes. In this way, the

approach is institutiona
shrinking cities (Schatz

American model may require a paradigm $

ners have been making significant progress in
discourse for at

the forefront of the shrinking cities
work with headings such as “rightsizing’, “greening’,
and “‘new renewal”

able urbanism”, “urban regeneration"’,
attempting to move beyond planning’s pro—growth approach to en
more compact, equitable, and civil urban societies for America’s shri

The next chapter provides an overview of these ideas, along with a look @
some of their recommendations have shaped recent urban planning

ment efforts in selected shrinking cities.

proble

| and political lan
lized in the philosophy an
2012). This observation implies that moving
hift. Planning scholars an
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least a decade. Framil
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7 Rightsizing and smart decline

In Chapter 6, we explored some of the underlying assumptions that exist in Ameri-
can urban policy. We begin here by noting that, at the most basic level, decision-
makers in shrinking cities face a choice between taking action or not acting in
response to persistent population loss (Hollander and Cahill 2011). Hospers (2014)
expands this set of choices into a four-way typology of policy responses to urban
shrinkage. The four types of policy responses are:

| Trivializing urban shrinkage: the “do nothing” or “no action” option in
which policymakers discount the seriousness of urban shrinkage and stand
by the status quo package of policies.

2 Countering urban shrinkage: the pro-growth response (Ch. 6) in which
actions are taken to foster urban growth through attracting new residents
and external private investment.

3 Accepting urban shrinkage: the option in which decision-makers openly
admit to the improbability of rapid re-growth and shift their attention to
actions that stabilize population and improve conditions for remaining
residents.

& Utilizing urban shrinkage: presumably a by-product of the accepting option,
shrinkage is positively framed as a unique and promising opportunity to
experiment with new urban fabrics that can better serve smaller, if not still
declining, populations.

Of these responses, trivializing and countering seem to be the most frequently
eiicountered in the United States (Hackworth 2014, 2015). This observation is
tly related to the pervasiveness of pro-growth approaches in American policy-
nﬁf_*ing arenas (Ch. 6). Nevertheless, accepting and utilizing shrinkage are rapidly
Ig momentum and followers in the shrinking cities’ planning and research
limunities, as stakeholders from all sectors of society are coming to terms with
Stent population shrinkage (Popper and Popper 2002). Indeed, the movement
_Owledge and embrace shrinkage has led to, and continues to produce, novel
cal and practical frameworks for “decline-oriented” (as opposed to tradi-



128 Rightsizing and smart decline

! ibtans concepts
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~ cities. The term ‘scale’ is used here in the sense of relative size — what matters is
i

 the geographic extent (size) and spatial distribution of people relative to the geo-

~ graphic extent (size) and spatial distribution of the built environment.

When the size of these built and social subsystems are approximately balanced,

- cities exhibit the economies of scale for which they are known (Batty 2013).

- A scale mismatch occurs between urban social and built subsystems when the

-~ scale of the built subsystem and the scale of the social subsystem responsible for
- managing it are “aligned in such a way that one or more functions of the [overall

'~ urban] system are disrupted, inefficiencies occur, and/or important components of

 the system are lost” (Cumming, Cumming, and Redman 2006: 3). In the case of

shrinking cities, extensively de-densified social subsystems, which are the prod-
ucts of decades-long population loss, have become decidedly mismatched to the
- comparatively large-scale built subsystems they are responsible for managing and
“maintaining (Glaeser and Gyourko 2006). As the foregoing definition suggests,
this situation has resulted in, among other issues, inefficiencies in public service
provision and the disruption of desirable urban systemic functions — especially
those functions that relate to healthy real estate market demand and neighborhood
upkeep (Schilling and Mallach 2012). Consequently, the following conceptual
and policy frameworks that accept and/or utilize shrinkage devote considerable

litention to developing strategies for bringing scale-mismatched social and built
subsystems into a more balanced relationship.

mart decline

discipline of planning emerged, and largely continues to operate, as a means for
ontrolling the rate, geographic distribution, and consequences of urban growth. In
lis context, scholars observe that the traditional tools of [classic, growth-oriented]
lanning are poorly suited to the circumstances of shrinking cities (Schilling and
lach 2012). Responding to this incompatibility between tools and conditions,
Opper and Popper (2002: 21-22) challenged practicing and academic planners to
Velop an alternative approach that “leaves behind assumptions of growth”. They
€ to this approach, which strives to improve quality of life for all remaining
1zens rather than attempt to attract new ones, as smart decline.
The label smart decline, or, as it sometimes called, “smart shrinkage” (Rhodes
1Russo0 2013), is a play on the popular Smart Growth movement in urban plan-

g (Axel-Lute 2007; see Daniels 2001 for an overview of Smart Growth). As
mer (2006: 169) describes it:

[tlhe basic idea of Smart Growth is that growth should occur within or immedi-

ly around already existing urban areas. Smart Growth can allow communities

) preserve open space, natural areas, and farmlands; maintain historic invest-

in cities; develop attractive, compact metropolitan areas with a decreasing

phasis on the automobile; create mixed-use neighborhoods so that people can

Walk to work, shopping, and entertainment; and maintain the unique character
Eneighborhoods and towns. Smart Growth’s antithesis is sprawl.
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th calls for the creation of compact urban forms from dense.
mixed-use urban fabrics, smart decline is about re-establishing economies of
scale in shrinking cities through denser and more vibrant settlement patterns that
enhance the quality of life for current citizens. Unlike Smart Growth, however,
smart decline does not anticipate and lay the groundwork for absorbing future pop-
ulation increases. Instead, smart decline means “planning for less — fewer people,
fewer buildings, fewer land uses” (Popper and Popper 2002: 23). Thus, to achieve
the denser, higher-quality settle hat the smart decline mental models

ment patterns t
recommend, strategies and actions for balancing the scales of the social and built
subsystems are necessary.

Numerous such strategi osed or attempted, and
i sed momentarily. For now, it is helpful to start by

many of them will be discus

quickly summarizing a purported «foundational theory for planning shrinking cit-
ies” from the smart decline literature. Explicitly, Hollander and Németh (2011) put
forward a theory (more accurately, a set of criteria) that seeks to define the param-
eters of a smart decline planning process. Grounded in scholarship on procedural
social justice, the essence of the theory can be conveyed through five normative

propositions (Hollander and Németh 2011: 358-361):

Just as Smart Grow

es and actions have been prop

1 Smart decline planning processes must include and explicitly recognize

multiple voices.
2 Smart decline planning
nature.
Smart decline plann
techniques and shou
and challenge power imbalan
4 Smart decline planning proce
types and sources of information.
5 Smart decline planning processes should be regional i

control and implementation.

processes should be political and deliberative in

zant of differential communication

ers should be cogni
n that enables citizens to recognize

Id provide informatio
ces and structures of domination.

sses must be transparent and value different

(9%)

n scope but local in

Separately, each of the above propositions concerns the
ticular component of a planning process - e.g., the actors, interactions, role
sion-making rules, or methods and monitoring procedures —
Viewed as a collective set of premises, however, they imply that s

theory (CPT). In brie

is an outgrowth of communicative planning
reaction to rational planning theory (RPT). Within RPT, trained “experts” dr?w
tion with “techno-scientific analysis and deductive
con-

on empirical data, in conjunc
logic”, to make planning choices 0O
cern for local or experiential know

hand, calls for active citizen participatio

are “deliberated and debated in public, an

processes” (Sager 2011: 1819 CPT, therefore, s€
ge, and does sO in such a way t

of all types, especially local knowled
and citizens are active partners as opposed to agents and principals. Whereas

1 behalf of a community of city with little
ledge (McGuirk 2001: 196). CPT, on the
n. such that the futures of commu
d decided in democratic an
eks out and values kn

.

manner by which a par
s, deci-
is operationalized.
mart declin
f,CPTis@

other
nities
d inclusive
owledg®
hat planner®
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is the prevailing a .
g approach found in most t :
Saver 2011), CPT is vi op-down neoliberal planning regimes
| Enu;g]ity plan)l.]inPT is v!e.wed as the “best practice” among mos:)bottomb-ueglmeS
By il g;]practmoners and organizations. In this regard, smart (F;COm-
1 callomn ; s a i
plies that re-aligning the scales of the built and sgcial subsyst g
ystems of

. shrinking citi i
g cities demands a substantial amount of bottom-up action

- Rightsizing

Re-conceptualizi §

B of sErir?ll(liTq]:g .efforts to' balance the scales of the built and physical sub
(2008) and theirbrc‘tles as rightsizing is often credited to Schilling and lliosévs_
o p ?’p.osal to convert underutilized parcels in depopulated e
e o rib:}ffr} 'mfrastructure and land uses (discussion to follow) W}??la?}:s
. ghtsizing per se has outwardly f v g
compared to g ay ocused less on theory a

actio‘;s and ot?e literature on smart decline and has been more crr)éa:eccii v
B onal vii l:icomes (Hollander and Németh 2011; Mallach 201 lc) cu o
~ However. masn Ozz:hholldS A A AN (Axei-Lurtr:TOi)(;n-
Jabel f‘: ALY B (3 ars now show a preference for the com i e
N el of “rightsizing” over the somewhat mo . paratively uncharged
five, “smart decline”. As Mallach (2 e GBI AT
Sl and S B (2011: 372 [note 8]) points out in a cr'itique of

B e th citi ( dll) foundational theory” (see above), smart decli

& : g ities adopting this mental : 2 -

* when, in fact, most aim to stabilizebAccordinalyn:k(l)gﬁl Wls'h(;o By e
~ employ the ; 3 : IRBLAYY remainder of this ch :
be I:ns}tl .term rightsizing when there is a choice between the t IC e W'IH
~for instance: Beauregard 2012; Ryan 2012; Hummel 2015) e

o el

Ci= e

‘lected rightsizing strategies and policy instruments

b m‘ se(?tion provides a general introduction to
i ooy several of the most po
Fonowﬁ] ;lozsla,oa II:(ELI(% é;s:;ll;n;zl;itcsi:rom the shrinking cities plasnﬁllgzliirt:rl:-l
() G SN S ?re grouped into four broad
e ) aconbin )i o o
' R [non-mu[uaﬁ veer)l( |3101le mstrumept takes on elements of more than
v’h B e co b m}(f)st ccl u5|lve] categories, it is grouped with the class to
B cicd policy insira osely rfelated. Once the essential (general) proper-
e real-worldyex Iments from each of the aforementioned categories
i draw;lrlrjlp es from two shrinking Ohio cities — Youngstown
B oo thoy ol pon to erf'plore how rightsizing policies are imple-
y out in practice. e

assembling

Ording to O : 1

e uﬂg)aniz es’y\;z?ity(goz(l)‘:()e. 18), c{'zsassemb/ing st.rategies are adopted to “roll-back”
g Cahi”p7m 1,)sp;:cnﬁcally by mampulating the physical urban fabric

e 2 1 . From the p@rspectlve of rightsizing, disassembling

. e tools for subtracting excess infrastructure and bui]din;:
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from the physical landscape for the purpose 0

systems of a shrinking city into a more balgn;eto s
Three prominent policy instruments that fit in

j idation.
are demolition, deconstruction, and consolida

f bringing the social and built su.b-
d and more functional relationship.
of rightsizing strategy

Demolition
ates of urban shrinkage are vacant and abandoned

Two of the most visible correl phenomena contribute not only

erty disinvestment. These. _ 1085
to percep

: Iready discussed,
es (Mallach 2012). Asa _
cal government fiscal crises & ; aintenance to
= alsot'tr?ule(zi pr(;gvision of municipal services and mfrastructl;rer :r‘lounced e
e conl;ted parts of the city is cost prohibiti\(e: l.n most ca(sjes 0 pMoreover e
??05‘:055 economies of scale for these activities break ov:::.t investme;lts o
atio » : : ly governm
: uire costly g o i
ohted properties typically req " e s ine increased
oo bcli‘gzte(mdp staFndard infrastructure and service provmons,0 ;n%li? relgn val. and
e:tt::tion 2/0 building (re)inspections and code er(l)flor;:e?}:::st, tvh:se B it o
. d Russo 2013). s .
i easures (Rhodes an s .08 iohtsizing discourse
related reactl:teie‘;‘ are popular topics of conversation in the rightsizing
sance” prope : ; 13).
(Mallach 2010; Frazier, Bagchn-ien,. cz;n‘d ligll%r;dz?o (:I)for e s o
n an Wley " .UdOWn
Perhaps the most common and 3 Jition — that is, tearing
: inki i tructural demotli
‘scue in shrinking cities 1S St _ | stakeholders
Prqu_rty lsfsrl;m the physical urban fabric that are judged t;-y'loca o
buil lgg?eterious Chapter 6 argued that large-scale d.emo mor: iz) Sevofclearing
i Zl been used in U.S. shrinking cities for tb? primary Pl;-g’p) emolitio
fme forccanomic growth. Despit this popular XUV ST o) e i
" i ightsizing ettorts. 3
. mponent of serious rig ; ik of housing
o neceisarygigunpds First, the macro justification 15 prtrie Sl;p‘})llr);nking citieas
case on two : > ds demand. Many areas O S
its i inking cities greatly exceeds i > estate invest-
umtshmrzsilgtr::l:ikzec% by “weak markets” or “dead zones " 11 V;t(])I]CZh) r%‘is  beervatith
- Ct ias negligible or nonexistent (Schilling and Mallach ’ ba.ndoned  copertie
E‘;“two crucial implications: (1) the majority o.f Vaca}n;:igit:d for the foreseeable
. . ikely to remain unin o8
; i neighborhoods are likely t oned propert!
lfTJtS::‘Sn :rl\régﬂ) cgombined with the reality that vacant laggnz?sgis rehgbilitaling
] . e d poor structura , 012
bject to disinvestment and p Mallach 2012
e Ofterr]elsu pjroduces economic returns in the regl estate mafk;teiond the micro
ther: r:ord)i/ng‘y demolition is seen as the most viable Op:j‘onéd ropet:ties under
('))' tiﬁccation con’cems the extent to which vacant and at??ns(;?herre) e ocll
s : i lations in the communl ie ]
3 ‘ fe and social relation . carby prop
mine Uy 8 enyand Knight2013). Blightod strictires devatse
(Frazier, Bagchl-S¢i,

ers in the
ther property OWn
: ; : dback effects whereby other prob arance
rtids widh NP R = own investments into maintaining the appe

ig decrease their ' v
nelbhb(:hr(;(c)iq~ufban commons” (Weaver 2015). To prevent Skl;lChoou[ - (Mallach
O'fdt:;; zeighborhoods of nuisance properties 1S a reasonable Op
ri

2012: 13).
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Table 7.1 Mallach’s (2012) ten action steps for strategic demolition in shrinking cities

1.  Adopt transparent and efficient procedures to evaluate which buildings are to be
demolished.
2. Establish priority criteria for demolition, and strategically target neighborhoods

where demolitions are likely to have the largest gains (as opposed to ad hoc
demolition, which is commonplace in many shrinking cities [Ryan 2012a]).

3.  Democratize the demolition decision-making process to include the widest range
of interests and viewpoints possible.

4.  Adopt efficient procedures to gain legal authority to demolish privately owned
buildings and take title to vacant buildings and lots.

;| s, Incorporate specific steps to prevent resulting vacant lots from becoming sources
L of new urban blight (e.g., overgrowth, illegal dumping, etc.).

" 6. Develop integrated neighborhood stabilization programs where demolition is

} linked to ongoing or planned rehabilitation and reuse efforts.

7.  Work with state governments to review state statutes and regulations affecting

demolition, and modify or abolish those rules that impose unreasonable costs on
- demolition efforts.

= 8 Use state legal tools to recover costs of demolition and advocate for strong state
‘ support of demolition.

~ 9. Work with state officials to support federal neighborhood stabilization programs.
~10. Commit state resources to local demolition efforts.

n of excess abandoned and functionally obsolete buildings (Hummel 2015). The
allenge, however, is to use demolition strategically, in ways that do not hinge on
e (unlikely) prospect of future economic and population growth (contra Ch. 6).
stead, demolition activity must be executed in support of remaining residents’
ity of life (Frazier and Bagchi-Sen 2015). To that end, Mallach (2012) offers
n action steps for local governments (Table 7.1). Similar to the implications
f Hollander and Németh’s (2011) “foundational theory” that was summarized
bove — though distinct in their prioritization of outcomes over process (see Mal-
Ich 2011 on this distinction) — these action steps suggest that rightsizing is more
| aligned with communicative planning theory than rational planning theory.
- Ihe problems of widespread property vacancy and abandonment, disinvest-

 , and urban blight are examples of cumulative causation. Recall from Chap-
t1 that cumulative causation refers to the idea that once a negative qualitative
ange has started in a given area, it is reinforced by a positive feedback. This
back effect works to intensify the rate at which the negative change occurs
ach time period after its introduction (Hospers 2014). While the incidence of
neglect and abandonment during a given time interval is influenced by
limber of exogenous factors — e.g., job loss, stock market crash, serious ill-

In a neighborhood is self-reinforcing. Blight and abandonment devalue
YProperty, which discourages erstwhile responsible owners from reinvesting
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34 Rightsizing and smart decline Deconstruction
3 ' J abandonment in selected cities. 2000-2013 E “ . ' g
Table 7.2 Vacancy and T b anoe in In contrast to demolition, during which structures are torn down and their building
; Mot “Other”  Vacant “Other Sa ::’ii) “other” ‘materials are discarded, deconstruction is defined as the “careful or systematic dis-
iy units, 2000 vacant,  units, vaif: ,i, ol vacant ‘mantlement of bui Idings in such a way that the individual bui Iding components are
(% of total 2(?00 %‘/’ :ffm 5‘1"/0 of (% of separated and preserved for potential reuse™ (Mallach 2012: 21). Deconstruction
A ifc%t tott)al vacant vac.t‘""” is an appealing alternative to demolition when targeted buildings are historically
units) units) ~ units) g significant or otherwise possess distinctive material features. Deconstruction is
e 18.5%  58.5% 4.4% 9.1% lso typically favored over st.andard d§mqllt10n from an envnronmentgl perspec-
Baltimore. MD 14.1% o 0° 169%  68.9% 1.2% 25.2% ive. As nonprofit deconstruction organizations such as Buffalo ReUse (in Buffalo,
Buffalo. NY 15.7% 43.70/0 13.8"/0 64.1% 2.1% 31.2% New York) point out, sending salvageable material to a landfill — the standard
Cleveland. OH 11.7% 329 f 29'30/" 65. 5% 19.0% 21.8% rocedure of ordinary demolitions — is both wasteful and oftentimes destroys
Detroit. MI e a8 3'6"/0 72.0% 11.5% 41.2% architectural gems” (Buffalo ReUse n.d.). On the other hand, deconstruction sig-
Flint. MI 12.1% 30.8‘;& 25.6"/0 89'4% 13.3% 41.5% ificantly increases the cost of tearing down a building, as it is invariably more
Gary. IN 12.3% 47.9 o/" 19'40/“ 72'_3% 6.4% 40.4% . bor-intensive than traditional demolition. Furthermore, there is a limited mar-
Johnstown. PA 13.0% 31.9 o/o 21'90/" 51.4% 9.4% 11.5% t for deconstruction products. For these reasons, Mallach (2012) suggests that
New Orleans. LA 12.5% 133 l)//o 19-90/‘; 61:3°A) 33% 17.3% struction should remain an option in shrinking cities but be approached on
St. Louis. MO 16.6% e= L0 ”

02% 57.3% 6.8% 36.5% -by-case basis. When the costs of deconstruction less the value of salvaged
4% 20.8% 20.2% 3%
Youngstown. OH 13.

i i r ., . ey .
d H5: U.S. Census American Community Survey le:tlisglelxe;ec(;eei: g;i :)::St of traditional demolition, the latter is the more
i a1 ZOOOBS;FT‘BI rzs“geZSS(;:)BZ ::d 825.004: NB: Johnstown. PA is the only city in the 1 :
5 imates (2009-2013). Tables B2500 n i
:-;?:atrhits tilsn::)tte ?n(cluded in our list of shrinking places from Table 2
a

msolidation

begin to fall (disinvestment), more :Jfarthest-reaching and most controversial of the disassembling rightsizing poli-
in their properties. As maintenance standa.rds eﬁl d (National Vacant Properties  discussed in this subsection is consolidation. The basic notion of consolidation
owners eventually abandon the affected neighbor (t:?i bt and abandonment do tend the city, as a consensual venture of citizens and decision-makers, to effec-
Campaign 2005). Evidence suggests that property blig ly dispossess the infrastructure and buildings located in predominantly de-
to ex?ﬁbit this sort of behavior. : mpirically detected cluster of substan- ed neighborhoods. Stated more simply, the idea is to stop providing municipal

,an ¢ . A8

In Buffalo, New York, for examp'e | part of the city was found to grow in Siz€ ¢

to and maintaining/investing in infrastructure in predominantly depopu-
dard property conditions in the centra . parts of the city (Hummel 2015). Over time, the buildings and infrastructure
over a ten-year period, as blight S?emed fo spilLS d Bagchi-Sen 2013). At a more *s€ neighborhoods can be liquidated — demolished, deconstructed, or function-
spatially contiguous areas over time (Weaver an % housing vacancy data for andoned —to make room for alternative land uses, such as re-naturalization.
az,gregate level, Table 7.2 presents U.'S' Censouos %:;f; ¢ period from 2009-2013). immediate term, the city’s relatively viable (i.e., denser) neighborhoods
ten shrinking cities at two points in time (2.0 ? the following types: for sale. d act as receivers for the residents of soon-to-be decommissioned sectors of
Importantly, census vacancy data are classified lfltO { worker housing, and other. Public resources would be made available to facilitate this resident reloca-
forprent sold. rented. seasonal or recreg“‘)"f’é* ’S";ﬁ;fs”inc units that are vacant for ghborhood consolidation process, which would simultaneously increase

4 ies, other, descrioe 2

The latter of these categories,

ver from the original cluster int0

‘ dedicated seasonal 15¢, 0 ] ty of healthy neighborhoods, decrease municipal service provision costs,
pois Sther oL o8 Vot Lo, in haV'“%f:] e units that are abandoned ltatively, enhance the quality of life for relocated residents who leave behind
Zonsequence pridon 2 mjlufebsl t7 ;sShOWS the overall vacan® of disinvestment and blight for more stable residential environments
: o illing and Logan 2008). Table /. _ il R
o ?hghteg slgrsi(r:llllli]r:g%ity along with the percentage of vacant units clas
rate for eac

Al e 1is backdrop, consolidation, combined with strategic demolition and decon-
ntities increas 4 , :
sl i t'abl& i oxl:‘s}’eeiuoagenous factors o, appears to offer one of the most expeditious and expedient paths avail-
getw‘;’e“ bt T e oMbt ther; arcfata in Table 7.2 almost cer taddressing the scale mismatch between
t process, the
i cy and abandonmen
play in the vacan

t the built and social subsystems
5 dback operd KIng cities. Note well, though, that the ideal description of a consolida-
inly reflect the aggregate results of neighborhood-level positive fee A
tainly .
ing on property disinvestment.

Cess from the preceding paragraph does not generally represent real-world
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s . ways, cities are constrained in Fheir ab\‘htlefs:ﬁ tcoi;r:c:‘ei:l?:i
ive consolidation efforts by lack of financing and msud Sk 26\3)
comprehensl d federal) support (Axel-Lute 2007, Rhode§ and Russ i an(_j
AN aI‘?dation which requires decision-makers ‘to lder?tlfy‘v;‘a -
Ot cor}Sﬁ‘)‘ hoocis can function in practice more like r'atlona than k fm-
non-y\al?le - L - whe;re the latter is viewed as the appro.prlzlite framewor! m()r
n?umc'at'we planltl"nﬁer and Németh 201 1). The reason for thlS. dlscrepancz C(:1 tf;i,
STy (Hoh atn non-viable neighborhoods are often ?la§SIﬁed as s;ch'o e
gom t:fe vf;f;:lsaeconomic physical, and demographic indicators, and tnis
asis )

i i etation of empirical data.
i i ires (expert) analysis and interpreta . : -
S‘ﬁcaﬂo‘f fequ“esh( pa roach is to mute the voices of resndgnts in the neigr o
The g xel-Lute 2007). 1f such residents do not wish to

d for consolidation (A . 7.1 g
hO‘OdS :afif:g in turn become holdouts in consolidation efforts, then €
relocate,

i i i <o sowers to take title to holdouts’ proper-
d'“em'ma i US‘f“g FS:t‘rczzg‘eenns;gg:\n :r:g,‘;?follows, relocation to another.})alﬁ) ‘(:Z
£ ('m o h eminent domain takings are legal when they serve a| p |
B Clt)’)’-qEVe“ ‘h;)U% no-term benefits of consolidation would almf)st surely qura: -
?UTPOSG T :‘md tbtl:’co frpose (LaCroix 2011) — the unwanted takmg of prgggdzy‘,l
i psie pensation does not align with most u‘nderstandmgs.cé o
fegérd‘ess ol COTP ifa city’elects to pursue consolidation, then consl ering s
o Con'sequ'e?\t )111 active citizenry, within a communicative plar.mmg p(;oc;sli;

. pa:nlers:wli?li‘;vnlitzeathe potentially harmful outcomes that are possible under
may help

policy proposal (Hollander and Németh 201 1).

conditions. Almost al

Re-evaluating strategies

i 1 f urban elements
Whereas the preceding strategies are concerned with the disuse 0

i in shrinking citie
i ir current contexts in s . 4
b i tﬁ:e of those elements (Oswalt 2006). It 1s generally e

tegies consider the re : . s
Zt;?mgnded that re-evaluating strategies accompany disasse g

i ing about qu

two act in concert to bring al -of-

t?:tt)lt: i)'I 1). In other words, infrastructure and buildings shou

dor i ion of cases

doned (with the exception 0 e
Orug:,iinsafety) if a reuse has been planned.and agreed upon t;o(r) ; rz

?ach 2012). Within the shrinking cities literature, the ty‘:(; L e

strategies that are most frequently prop?sed go by many
(Hummel 2015), “green infrastructure

hese names p
i i . among others — but all of t
B et intens%ly used spaces to accommodate

and, in the process, de-densify the urba

n greening

mon approach: downzone
mentally impactful activities,

Downzoning . |
nd that was previously design

i a tract of 1a fes
D i e dtoa comparably restrictive,

tively intense activity is legally rezone

s, re-evaluating

trategies, and
- of-life-enhancing outcomes ge.g..
70 1d only be demolished

: ) 1
that are clear and immediate .threats tl-
rget sites (Ma

use/ re-evaluatin%

“orill
i illi Logan 2008). and “gree
(Schilling and Log ). o

less environ®
n Jandscape:

ating for rela
jower impa=
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use (Kuhn 2011). A current mainstream idea among shrinking cities scholars is to
“downzone mostly abandoned residential, commercial, and industrial districts to
one or more “green” uses, including large-scale agriculture, community gardens,
dedicated open space, alternative energy production, and urban forests or other
forms of re-naturalization (Schilling and Logan 2008; LaCroix 2011; Lawson and
Miller 2012; Frazier and Bagchi-Sen 2015).

* LaCroix (2011) observes that downzoning for these types of “green” uses is
V'thin the power of local governments (Ch. 7), as long as the reasons for the
changes are non-arbitrary, non-capricious, and enacted in the public interest.
Jowever, there are a number of practical issues to consider. First, downzoning
s commensurate with, and in many ways a logical implication of, consolida-
ion. 1f sectors of a city are targeted for consolidation, then any resultant disused
maces cannot simply be forgotten; for leaving a crumbling physical fabric in
ace poses threats to public health and safety (LaCroix 2011). An appeal-
ng alternative is therefore to demolish or deconstruct the infrastructure and
uildings in consolidated spaces, and subsequently downzone those areas to
or more of the aforementioned green uses (Schilling and Logan 2008). To
le extent that consolidation plans are met with uniform acceptance and suf-
jent funding, this marriage of disassembly and downzoning is a happy state
“affairs.

More realistically, however, there are likely to be holdout stakeholders who
ct to the proposed changes. In these circumstances, should the government still
yeeed with downzoning, holdout residents may legally challenge this action on
s grounds of a regulatory taking. Related to the notion of eminent domain (see
yve), a regulatory taking occurs when a government regulation is so onerous that
educes the economic exchange value of a given property. That is, if downzoning
scribes future, say, commercial activity in a newly established green zone, then
xisting commercial structure already in that space is plausibly worth less (if
worthless) under the new zoning rules. Thus, as was the case with consolida-
. downzoning efforts that occur as part of a communicative planning process
‘minimize potentially harmful outcomes. Such a process can help decision-
ars discover stakeholder sentiments and preferences before regulatory change
esses are undertaken.

cond, as the preceding paragraph suggests, downzoning large tracts of land
lelicate and challenging task, as it often involves a large number of heteroge-

s stakeholders. Accordingly, governments might instead elect to downzone
reel-by-parcel basis. In these scenarios, local authorities are vulnerable to
1ges of spot zoning. Spot zoning occurs when the local government enforces
\d use regulations unequally (Fischel 1987). For example, suppose that an
1g residential parcel is re-zoned after a structural demolition to allow light

. ture on the premises. If, after this change, a homeowner on the affected

s then punished by the government for engaging in light agricultural activity

or her own residential property (e.g., in the backyard), then such circum-

S might qualify as unequal treatment in the eyes of the law. Importantly,
not all spot zoning is illegal, and parcel-by-parcel downzoning decisions
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can be upheld as long as they are jus
framework (LaCroix 201 1).

tified by some guiding policy or planning

Third, several of the “green” land uses proposed for shrinking cities have the

potential t0 unduly burden neighbor

ing citizens or landowners. For instance,

where agriculture is authorized in close proximity to existing urban residential
uses, the odors, noises, and other products of agricultural activity (e.g.» pesticide
drift) are almost certain to affect the quality of life of neighboring residents. Simi-
larly, downzoning for alternative energy production, such as wind turbines, has
the potential to disrupt extant viewsheds and increase noise levels in a targeted

community (LaCroix 2011).

Finally, and perhaps most seriously, many of the most abandoned parts of

shrinking cities are often located on

or near former industrial sites that, in all

likelihood, contain hazardous substances, pollutants, or other contaminants

(Schilling and Mallach 2012). Thes

e brownfields — i.e., parcels of land that

require clean up and remediation prior to their reuse (U.S. Environmental Pro-
tection Agency n.d.) —are therefore simultaneously some of the top candidates
for downzoning given their level of abandonment, and some of the costliest
places to implement downzoning given the financial capital needed to finance

necessary remediation.

These concerns add up to suggest that downzoning is much more complex than
merely redrawing boundaries on a map (see Register 2000). Rather, like the other
tools of rightsizing discussed to this point, downzoning calls for a holistic, com-
municative planning process that merges technical expertise and data analysis with

knowledge of community-level prior

ities and visions. It further calls on munici-

palities to engage directly with longstanding issues of environmental contamina-
tion from past industrial activity. These issues will undoubtedly require outside

assistance from higher levels of gove

mment, given the costs involved. Assuming

that such challenges are surmountable, however, downzoning depopulated neigh-

borhoods to “green’” USES represents

an exciting and potentially transformative

option for rightsizing shrinking cities (Schilling and Logan 2008).

De-densification

De-densification is effectively the inverse of consolidation. Rather than emptying

out some parts of the city and clustering population in others, thereb
together a patchwork of vacant and high-density neighborhoods, de-dens!
fosters population dispersion (Hollander et al. 2009). Together with

y weaving
fication
demolition

and/or deconstruction, de-densification policies encourage urban property own-

ers to take title to vacant parcels adjacent to their lots. The rationa

le is that bY

extending ownership of previously vacant or blighted properties {0 the remaining

members of a depopulated area, at low costs or through other incen
sification policies empower local residents to meaningfully res

tives, de-def*
hape their neigh*

borhoods through bottom-up action (Lawson and Miller 2012). A corollary 9

residential density will trend downw

this reasoning is that average lot sizes in the city will increase and, by ext

ensiof:

ard across the municipality-

‘ Rightsizing and smart decline 139

Overall, the focus of d i .

’ e-densification polici

and empoweri - | policies on bottom-up neighb -

framewFZ)rk zr(;r:,(g) loc;g resndent§ ostensibly adheres to the coimu;lica(iwgocli aCt!On

i i smalclate lfor‘ by rightsizing scholars (Hollander and Németl; zrz)nlmg

. sc;—ca]|ed “Sidsecidme’: ;r;grger?ental lilp];roach of de-densification suggests thlz;

. ms, which are a ifi EE

~ quickly ada R R specific form of d U

. qWeave>; andplt{g;tir;?n en;ance livability in affected neighborhoods (OI\‘;IV:rZS?gllTbe)aff

~ tive guidelines and ianuOitlaSb)l.eP:)?\f\ITve-r : i? practice, it has been found that “restrigs

] illogical pricing st » ; #
success of de-d : NG SAUetuoes have und

- isthat such poliecr;::lsﬁr:sgf(:: bprogfgarps 1 S S The&;':]ng;;s:ﬁtg .
. 1 enefit from a partici : L 2

tify their we p patory public audit :

i‘ anﬁc/i R o I‘;‘:l';teySSliS. rrtt;commend changes, and ultimately improveﬁiloecifisfgz:'lden-
' . Furthermore, the success of d & s —
* on the relati IR S e-densification .

‘k‘ ties Rem:itr],‘i/: num_ber and spatial distribution of vacant and abzilczigran:js s

4 add'itional - gGFESI(\i;EtS are onl?/ able to absorb and maintain a certa(i)rr11 ea G

 gertain thresh(l;)]dmé . en-the ratio of abandoned to remaining properties ::OU}?t .

- , de-densification strategies are not likely to succeed  an

I

- Reorganizing

~ The third b e
E‘ . O:O:I(Iiicli.ss of rightsizing strategies, reorganizing, deals with i
X "E’ hill (2011% 25?;1 rig? and urban governance (Oswalt 2006). As Hollaiude:rtlons
R ’ e, reorganizing i : 3 an
stru A g is more about man g
. nlrllr; of a shrinking city as opposed to its physical el‘é’;ﬁ:;‘;gltheégfmagemem
- 8¢ nece i . . In additi
~ cities ﬂ{(z]llandesrszr% ﬁéﬁggnzlorf rl)onal g daipairG phauing . ;?1?1;1:2;
- ¢ , and a transformation i
~ countering to ; sk ation in mental
cm 4 ufgzeptzng and/or utilizing shrinkage (refer to the typol(r)n Ojdels frgm
lave been pfOpose'; - l:k({ge), several more specific reorganizing too(lgs} aor{dp%llcy
| e in the literature. This section focuses on place-based pall T
< iative

ing interventions ilding soci ;
B , building social capital, alternative ow ;
ol e wnership models, and
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levels for each activity sphere. From there, a general set of rules can be applied to
all of these spheres by a central authority. Within each sphere, however, the global
rules undergo localization and evolutionary processes that facilitate their adapta-
tion to the heterogeneous contexts in which they are implemented (Ostrom 1972;
Wilson 2014). Should these local rules result in intra- or inter-sphere conflict, the

higher-level authority responsible for establishing the general (global) set of rules
can intervene to resol

ve the conflict (Ostrom 2005).

One key insight from the polycentric governance literature is that functional
institutions for managing collective action problems can, under the above
arrangements, evolve from within a given sphere of activity (Ostrom 2009; Wil-
son, Ostrom, and Cox 2013). The lesson for shrinking cities is that empowering
neighborhoods (“spheres of activity”) with the authority to make and enforce
some of their own rules can create conditions in which localized solutions to
the vacant and abandoned property problem evolve from the bottom up- The
benefits of bottom-up solutions are NUMErous: they tend to be better adapted
than centralized rules to local circumstances; they are quicker to change than
centralized institutions; and among other things, they allow for more experi-

mentation and innovation than is possible under a sing

le set of citywide regula-
tions (Ostrom 2005).

Still, polycentric governance is not a panacea. The success of such systems

hinges on the degree to which neig,hborhood boundaries can be drawn and commu-
nity members are willing to participate in collective action (Ostrom 1990, 2005).
Thus. establishing 2 polycentric governance structure would conceivably require
a communicative planning process in which citizens help public officials delineate

neighborhood boundaries. From there, policies such as the “clean sweep” inter-
vention in Buffalo (see above) may be needed to build social capital in identified

neighborhoods. While these are complex and delicate issues, inchoate evidence
suggests that urban neighborhood governance arrangements are effective at pre-
venting the rapid spread of blight (Weaver 2013) and other aspects of qualitative
urban decline (Wagenaar 2007). As a consequence, neighborhood empowerment
and polycemric governance can be important components of a holistic rightsizing

plan in shrinking cities.

Imagining

The final category of right
atory and hardest to opera

sizing strategies, imagining. 1 the “most self-explan-
tionalize” (Hollander and Cahill 2011: 255). In short,
imagining involves re-conceptualizing the city —not necessarily as a place withan
identity divorced from its heritage but one whose identity is detached from recent
perceptions of shrinkage and decline. Along these lines, imagining is perhap®

¥ s y e, 0

most apparent In future-oriented planning documents or vision statements- ™
i G 8

examples are the Yo itywide Plan — which imagines YoungstoW

ngstown 2010C v
Ohio, as a “better, smaller” city — and Cleveland’s Re-Imagining d More Sllea”['o
able Cleveland — which lays out a series of specific goals for Cleveland. Ohi0-

] % g " é ents
become a° greener’, more environmentally conscious City. The core compon

Rightsizing and smart decline 143

0 th ngstown ]a“ an eve S (6) tateme t are summar Zed l)e (0)
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(Ch. 8), on metropolitan governance

i Box 7.1 Youngstown —a new vision
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ffoungst()wn 4 sd( kaon and Russo 2002). Over the next five ’eay-
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The city’s image and quality of life are important and must be improved.
The vision and image of the city is one of decay, which is a disincen-
tive for residents and businesses and is also demoralizing to current
residents. The city must focus on fixing the “broken windows” as well
as address public safety, neighborhoods, downtown, and education.
The people of Youngstown want to be involved and are ready for
action. This vision, engagement, and community enthusiasm must be
sustained, which requires an implementable, practical plan.

i i i n, drop-
28.542. Population decline has remame:d persistent \112 :lo;mgstow p
pit,lg fr;)m 168.330 residents in 1930 to Jusltléi;O?g ;3 Al St.eel s
i the city has suffered as well. 980, : S
| P}']y;c\?::z;lgstow;y claimed 45,105 housing units with a vacancy
closing,

y 5 b3
g

j 19.0 per-
(mainly through demolition), yet the vacancy rate had jumped to p

ta[a dul“lg :D"[“lued pop u‘anD“ de:l“le has “Ot bee“ adequa[e' hl 200;5 a

f e Col-
he Mahoning Valley Organizing
- survey conducted by t ‘ hge
Vacanttgl?g:%ated there were 4,500 vacant propemes. z;]m: 2VZa,c - N
g king 43.7 percent of Youngstown’s parcels eit leﬂ N R
1(:5, (lin 2rlled (gTum.ber 2012). It is estimated that more than 130 prop
abando

H t
.+ actimated there will be 7,500 vacan
ear, and by 2020, it is estim& g learly, the
vacatedreesa‘(:tl‘\‘/l);honing Valley Organizing ‘Collal.)or'c‘ltwe ':.d};)r'etcl;\ree A )lliow-
Struljrums in Youngstown mirror those of its shrmk;;g,ogl yhen B i o

proole hange in policy in w 3
town made a key chang ) trategies

new

commonly implemented in shrinking cities.

Fundamental to rightsizing policy in any shrinking city is how vacant land

 istobe managed, repurposed, and utilized. Youngstown 2010 put forth land-
use strategies based on four themes:

1 Transforming the city from “gray to green” by creating and expanding
! a network linking the city’s existing green spaces and connecting the
city’s green network to the region.

Creating competitive industrial districts through the creative re-use of
the many industrial brownfield sites to keep the city competitive in
the new regional and global economies.

Focusing on stabilizing the city’s viable neighborhoods.

Restoring the city’s downtown core, which retains cultural assets such
as parks, art museums, and a major university.

Youngstown 2010

y g

Youngstown
i rinciples in its master plan (Hackworth 2015).bThe2:1 :»liinz,o ()Ozuafa A
l2n()glg Citywide Plan (hereinafter Youngstown 2010) beg

i town and Youngstown State
i vor led by the City of Young ‘ B
‘ab(_’fa“‘{e CZS:iZted by more than 200 volunteers, nelghborhoo:l;ar% 3 0;()) p
Uncivljtrjssli?e’:sses and with comments and feedback from more .
an . |
‘ e i isi reality
CO?}’:‘UT;/‘OZHTEZOWH 2010 plan created a “new vision forzt(?oes‘m_e]\;{ e
that :::cepts we are a smaller city” (Citjl oltt \;cr:;ncgitsit::v:\he accéptance .
i mmon in declin ) o
other comprehensive plans co B e
tion and the intent not to lan E 3
-ty PO?: :1:1 population growth was groundbreak,mg mdpubl‘lzc;:) o
a econt(nmllike Cleveland (see Box 7.2), Youngstgwn s 1I-eadc(:)r:o [hevplan’s
h MUCd to “re-imagine” the city and plan accordingly. To !
the nee -

strategies were guided by the following vision elements:

The plan’s bold vision for smart decline drew national acclaim, winning the

umerican Planning Association’s prestigious National Planning Excellence
\ward for Public Outreach in 2007. It was also named one of The New
ork Times® “Best 1deas of the Year”. Educating people about the impor-
nce of planning for a smaller city was a primary goal of the three-year

nning and visioning process, and Youngstown residents were engaged in
d accepted the idea of a smaller city. The concept gained popular accep-
nce such that other cities have followed suit with policies and plans based
 rightsizing ideology, including Cleveland, Ohio (Box 7.2); Detroit and
t, Michigan; and Rochester, New York (Hackworth 2015).

me success, some challenges

I Y i and

i igni t‘y smaller city
ngstown 1S a SIgmﬁcan ]
' he acceptance that You gt b i :

. ain so, at least in e
‘t)::ll tl:;n city is overbuilt with an overabundance of public infr
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o . R
uildings. . : < eots, leodil
zl::e?indust%ies and manufacturing are not returning. Re

ild on |
i must build 0% 4
ers, and businesses recognize that a dwgrse ec%nomgfon oy
urr, ent strengths, including health care, higher education. s
C s

100d-level initiatives and projects. Among its projects is the Iron Roots
an Farm, a 1.7-acre farm and training center that acts as a fresh food
¢ and training center to educate residents interested in growing their

Borhoods to have a plan created as a result of Youngstown 2010. The
ieighborhood Association (INA) has numerous programs and events
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that engage residents in improving their neighborhood. The INA hosts a
monthly Community Workday where residents work to improve vacant
properties, including boarding up buildings, greening vacant lots, and pre-
paring sites for projects.

However, the Youngstown 2010 plan is not without its challenges, mainly
that “the City cannot afford single handedly [to] do all that this plan calls
for on its own” (City of Youngstown 2005). Although Youngstown 2010
was innovative for presenting a new vision for shrinking cities and was
successful in raising the city’s profile and perception, the city has encoun-
tered challenges implementing many of the plan’s goals due to a lack of
fiscal capacity and political motivation after Mayor Jay Williams left to
join President Barack Obama’s cabinet. For example, fiscal limitations have
forced the city to prioritize the most blighted areas for demolition and target
the least expensive properties first, resulting in scattershot and unfocused
demolition activity that does little to stabilize healthier neighborhoods and
retain the existing population.

With limited funds, Youngstown has turned to the state and federal gov-
ernment for funding and regulatory assistance. In both cases, help has been
limited. The fiscal climate in Ohio has left many plan elements predicated
on unallocated state funds, which are likely to be unrealized (Hackworth
2015). Despite a high level of local funding for demolitions, costly reg-
ulations imposed by higher levels of government keep costs t0 demolish
a building high. A waiver that would have lessened regulatory costs and
allowed for increased demolitions was denied by the Environmental Protec-
tion Agency (EPA). In fact, subsequent regulations have actually increased
the average cost of carrying out a building demolition in the city.

|

-

Box 7.2 Re-imagining vacant land in Cleveland

Cleveland, Ohio, is among America’s worst shrinking cities, suffering sus-
tained population loss since it peaked in the 1950 census at 914,808. Despite
a decrease in the rate of decadal population loss from —23.6 percent in the
1970s to —5.4 percent in the 1990s, population loss accelerated in the 2000s,
declining 17.1 percent by 2010. The only city to lose a greater percentage
of population in the 2000s was Hurricane Katrina-ravaged New Orleans
(Keating 2009). In total, Cleveland’s population shrank from 914,808 in
1950 to 389,521 in 2014 (2014 ACS) -2 total decrease of 57.4 percent.
With such extreme and sustained population decrease comes a reduction
in the number of housing units and other buildings. as market conditions
weaken to the point where structures transition from vacant to abandoned to

/)

ultimately demolished. In Cleveland, the number of housing units decreased
from 264,100 in 1970 to 207,536 in 2010. The result was extensive num-
bers of vacant, municipally owned properties with no market demand. In
2008, there were approximately 20,000 vacant lots, the equivalent of 3,300
acres or 5.15 square miles of once-development properties (Kent State Uni-
versity 2008). By 2011, the amount increased to 3,750 acres, roughly 5.9
square miles. It is likely that the area of vacant land in Cleveland currently
exceeds 6.2 square miles, approximately the size of Shaker Heights, a first-
ring Cleveland suburb.

Envisioning vacant land as a community asset

With the backdrop of thousands of vacant parcels, Re-Imagining a More
Sustainable Cleveland (Re-Imagining Cleveland) was initiated as a vacant
land study project jointly undertaken by the City of Cleveland Planning
Department, Kent State University, and Neighborhood Progress, Inc. The
plan was ultimately adopted by the Cleveland City Planning Commission
in 2008.

‘The plan seeks to create a new image of and for Cleveland, one that
views vacant land not as a signal of distress and disorder but as an asset
and an opportunity to rebuild and reimagine the city. Viewing land as an
asset, the community pursues the reuse of land in order to “advance a larger,
comprehensive sustainability strategy for the city, benefit low-income and
underemployed residents, enhance the quality of neighborhood life, create
p.rosperity in the city and help address climate change” (Kent State Univer-
sity 2008: 1).

The starting point for developing key vacant land use strategies was to
s_eek out ways to benefit from the growing portfolio of land that, when pos-
sible, could support the city’s redevelopment efforts. Additionally, re-use
strategies centered on linking the natural and built environments in ways
Fhat improved, not detracted from, the quality of life for Clevelanders,
including the ability to be food and energy self-reliant (Kent State Univer-
sity 2008)

The goals of the plan are based on a strategic decision-making matrix
based on key factors:

1  To reuse vacant land in a manner that is productive and has a public
benefit. Regardless of the end use, be it urban agriculture or redevel-
opment, it should offer an economic, environmental, and/or community
benefit.

2 To improve local ecosystem function, from storm water management
and soil restoration to improved wildlife habitat. &

3  To eliminate the human health and environmental risks that contami-
nated vacant properties can impose.
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A land-use decision-matrix provides a guide for evaluating each property
based on economic, sustainability, and quality-of-life goals (Reichtell
2012). Strategies fall into three categories:

| Neighborhood Stabilization and Holding Strategies. These strategies
are aimed at properties that have the potential to be redeveloped within
five years. These are low-maintenance and low-cost strategies that,
while holding land for future development, also seek to stabilize
neighborhoods by creating the appearance of stability and order, which
produces new, positive images of a neighborhood. Strategies employed
in these neighborhoods include:
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stakeholde.rs, neighborhoods’ residents, and community organizations in the
battle against vacant property. The Re-Imagining C/eve/;nd Vacant Land
Re-Use Pattern Book (Pattern Book), a companion to Re-Imagining Cleve-
land, seeks to “provide inspiration, guidance and resources for communit;
groups and individuals who want to create productive benefit from vacanyt
]an.d in their neighborhood” (Kent State University 2009: 1) The book is a
guidebook for those interested in using vacant land in their ﬁeighborhoods
to create new urban spaces that connect people and spaces together. The
plan provides drawings for various vacant land treatments witi cost. esti-
mates. Treatments include community gardens, rain gardens, trails, parks
pocket parks, and native planting plans. ; WY
After the plan was adopted by the City of Cleveland, Neighborhood Prog-

«  Planting low-mow landscapes that require little maintenance but
create the image of stability and stewardship.

«  Encouraging residential side-lot expansions and consolidation in
neighborhoods whereby residents acquire neighboring properties
and own and maintain them.

«  Planting trees in a strategic manner to still allow development in
the future but improve the urban landscape in the interim.

ress, Inc. funded and managed pilot projects in six Cleveland neighborhoods
that resulted in the twenty small-lot projects. The success of these initial proj-
f:cts lead to $500,000 in additional funding from the Department of le)ui-
ing and Urban Development’s Neighborhood Stabilization Program (NSP)
as well as funds from local foundations. With more than ﬁftybprojects in
. ;I)e]:cle, frqm s?/all p;arks and walking paths to rain gardens and urban farms

-Imagin i |
2 Green Infrastructure. This strategy seeks to utilize vacant properties fundinggtoghelpi‘;lircrllnic};:islncf[)}?(:il: 32?6;(; an"ZCt peopl'e i 'the tOf)lS 'and
to expand and connect the city’s existing green infrastructure while B o Yn 1735 (e A
improving the function of ecological systems and remediating envi-
ronmental contamination: increasing access to parks and recreational
amenities; and improving public health. Strategy highlights include:

" Concluding remarks

5 By addressing alternatives to the existing pro-growth approaches in American
: m‘ban and .regllonal policy discourses with the help of real-world examples of right-
' ?umg policy instruments, this chapter made two subtle implications First t}%ere
: - appears to t?e a sea change ahead, or even in progress, in the world 6f shr;nkin
'@mes plann.mg. In both research and practice, new rightsizing and smart decling
. "flceptuallzat.ions are challenging, and in some cases supplanting, the growthe-
| aTntec} parac!lgms qf the past. ln.creasit}g. attention is being paid to issues of opti-
; scale, soc1‘al justice, and public participation in planning and decision-makin
| ';f ocesses, while the belief that shrinking cities will re-grow to their former scale%
‘bemg abandoned/questioned. Yet, second, the shrinking places where planning
ap roaﬁhes have ostensibly already been re-oriented toward rightsizing are stiﬁ
mgng}l ;rtlfntc(; esc'a[;]e the downw.ard s.pi.ral of shrinkage and decline. While such
e s might call thes'e rlght.smng approaches and policies into question,
be noted that a paradigm shift generally requires time, snowballing levels
R ;%Tmlltment. and structural changes (Nadeau 2006). ’
3 . : :
L e il Ll WG L0
00d or an affected city. Specifically, there i e, Sl St
- ty. Specifically, there is only so much that a place can
plish on its own, with its own assets. In the United States, for instance, for
to attempt consolidation or one of the other wide-reaching policies survéyed

.« Utilizing properties with limited market demand to expand the
city’s parks and open space system. For example, properties that
are adjacent to or near existing parks are prime candidates.

«  The legacy of heavy manufacturing has left many vacant sites
requiring environmental remediation. Using alternative forms of
remediation, such as bioremediation, that take a longer time to clean
a site fit with the lack of market demand for these properties.

Productive Landscapes. The plan realizes that vacant sites can offer
economically productive uses that support local residents. such as
urban agriculture and the generation of renewable energy.

w2

«  Urban agriculture offers the ability to help residents overcome 2
lack of access to fresh produce in neighborhoods lacking grocery
stores, giving residents some level of food security.

. Renewable energy can be generated on vacant properties by wind,
solar. and geothermal energy. based on the site criteria of each

technology.

This plan was developed by more than thirty non-profit and local gov-

ernment agencies that, among many goals, sought to assist and empower
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: ier. Amy E.. Sharmistha Bagchi-Sen, and Jason Knight. 2013. “The Spatio-Temporal
; i ces from regional, state, or federal eeict, Amy ros ’ — S

above, it would alm_OSt ce':rFamly nkeed .reiﬁzsre related ag:ncies still consider pro- Impacts of Demolition Land Use Policy and Crime in a Shrinking City.” Applied Geog-
agencies. However, if decision-makers n ; raphy 41:55-64.

g?owth to be the only viable option f(?r urban ('jev.elopmen'itc;h:f;rtteo);]?‘lgnh(t)t:l(;t. Ganrlljing. Joanna P., and J. Rosie Tighe. 2014. “Assessing the Feasibility of Side Yard Pro-
provide the support necessary for the city t}(;)_realtlhzetlts c;)tnlsr(]) ;yztlerr:sbthat.produce grams as a Solution to Land Vacancy in U.S. Shrinking Cities.” Urban Affairs Review 51

; i at exl
words, due to the linkages and relationships

(5):708-725.
Glaeser, Edward L., and Joseph Gyourko. 2006. “Housing Dynamics.” In Working Paper

Series: National Bureau of Economic Research. NBER Working Paper 12787, National
Bureau of Economic Research, Cambridge, MA.

Hackworth, Jason. 2014. “The Limits to Market-Based Strategies for Addressing Land

patterns of parasitic urbanization, it 18 generally !10t efficacious for sl;rg\]l;;:;g :,:(-j
ies to go it alone in rightsizing efforts. Cooperation — between gove n g
stakeholders at various levels of the system — seems t0 be a necessary cottp gren
of such efforts. Thus, to pave the way for broader patterns of commitment to rignt-

i ibiliti i rmmental Abandonment in Shrinking American Cities.” Progress in Planning 90:1-37.
izing, it mi to examine possibilities to make intergove nking Ameri . i o0
sizing, lt.mlght pe necessary utuall ber?eﬁcial. The next chapter explores these Hackworth, Jason. 2015. “Rightsizing as Spatial Austerity in the American Rust Belt.”
B (e an'(: ooy d Environment and Planning A 47 (4):766-782.
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g8 Challenges and prospects
of regional governance
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Chapter 7 concluded by speculating that cooperation — be:tweendg,ovirggorho()dS
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andpthen explores ways in which greater cooperation among the many actors that

are affected by shrinkage and decline can be facilitated.

First, consider the following takeaways from Chapters 5, 6, and 7:
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competition produces “success” in this worldview, leaving no room for coopera-
tion (Kantor 2010; see Ch. 6).
Responding to this apparent paradox (i.e., the disconnect between the prevail-
ing model of inter-municipal competition on one hand and the necessity of inter-
municipal cooperation on the other), students of shrinking cities have embraced
a growing new regionalism movement that advocates for coordinated regional
management of America’s urban problems (Wheeler 2002). The movement recom-
mends changing the structure of American metropolitan government to increase
the likelihood of inter-governmental cooperation. However, at least two differ-
ent perspectives on regional coordination have come out of the new regionalism
movement. The first, sometimes called the neoprogressive view (Feiock 2007),
argues that because inter-municipal competition presently dominates the urban
development landscape, cooperation is best achieved by consolidating existing
govemmental units into a centralized regional government (Lowery 2000). In
other words, this view calls for “de-fragmenting” the urban metropolis, in order
to align the interests of competing groups by placing them inside a uniform politi-
cal/jurisdictional context. Thus, centralization is thought to make communities,
which were formerly fully autonomous, interdependent, and mutually staked in
the overall success of the region (Rusk 2013).
By contrast, the second perspective argues that regional cooperation can and
does emerge from interactions within existing, decentralized institutional networks
(Feiock 2013). More precisely, contrary to conventional framings of fragmented
governance, competition is not the sole mechanism of urban development in the
real world. Competition and cooperation coexist in American regions (Feiock
2004). Moreover, where inter-municipal cooperation among fragmented institu-
tions is possible, decentralized governance might be more effective than central-
ized regional governments at solving urban problems (Grassmueck and Shields
2010; Lee et al. 2011). In this sense, the apparent paradox is not a paradox at all —
the American model of urban development, and its singular focus on competition,
simply does not reveal the whole picture.
This debate over the appropriate mechanism(s) for achieving regional coordi-
mation is of critical importance to shrinking cities research and policy communi-
ties. Nonetheless, it has not found its way into most books on the topic. This is
10t to say the debate is absent from the shrinking cities literature (Rybczynski
and Linneman 1999). However, considerations of its origins in collective action
 theory and urban politics are relatively sparse. Accordingly, the next section briefly
“Iiﬁlgages with these origins to describe the fundamental institutional collective
_J{FﬁﬁOn problem that local governments and other stakeholder groups in and around
SShrinking cities will need to address if they are to achieve some degree of regional
"Wperation. This discussion leads to a distinction between government, which
: .l‘ibes the formal metropolitan organizations of government (€.g., general pur-

D0Se and special purpose local governments), and governance, which extends
ond formal institutions to include informal actors and interconnections that

itribute to public decision-making in regions that contain shrinking cities (Sav-
and Vogel 2000).
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Notably, despite common black-and-white perceptions that regionalism is

attainable only through consolidation or decentralization, bridging the discus-
sions of government organizations and governance structures reveals that the two
debated solutions are better viewed as points on a continuum rather than parts of a
dichotomy. That is, there are several general regional governance mechanisms that
might facilitate inter-municipal cooperation in shrinking city metropolitan regions.
The final sections of this chapter describe some of these mechanisms with the help

of real-world examples from shrinking cities.

The institutional collective action problem
blem occurs when (1) the decisions and out-

comes of multiple actors are correlated, such that (2) decision-makers can only
achieve higher-valued outcomes [relative to the status quo] by cooperating with
each other, and (3) where it is difficult to exclude non-cooperative actors from
receiving benefits created by cooperative actors (Ostrom 2008). A classic example
of a collective action problem is the tragedy of the commons (Hardin 1968). Con-
sider a resource that is not legally or functionally controlled by a single decision-
maker and can be openly accessed by multiple individuals. Withina shrinking city,
such a “resource” might take the form of an abandoned vacant lot to which entry
is neither closely monitored nor actively deterred. Local community members
who live near such a lot presumably have an incentive to use it — given that it is
abandoned and unmonitored — for their own benefits. In certain neighborhoods in
Detroit, for example, residents sometimes use vacant lots as locations for (ille-

gally) disposing of unwanted items (Dewar and Thomas 2012). Even though these

ad hoc dump sites are blighting factors that devalue nearby properties, contribute
£ life, all residents face

to negative neighborhood images, and reduce local quality 0
the lot for their benefit (e.g., tO discard trash).

Under this arrangement, any resident who does not make use of the vacant site
bears the cost of others’ dumping activity in the form of lower neighborhood qual-
ity of life; but without the benefit of dumping. Hence, while all residents woul

be collectively better off if no one illegally dumped at the abandoned site, from
each individual resident’s perspective, it is not rational to forego illegal dumping
The result is a tragedy ©

when others in the neighborhood adopt that behavior.

the commons, Or an overexploitation of the open access resource. The only way
to overcome the tragedy is with a mechanism that facilitates cooperation between
residents (that is, through collective action). One possible coordination mechaniS{“
for achieving collective action in the vacant lot example isa cooperative ownership
model that extends owner rights over the abandoned lot jointly to all mem

the neighborhood (see Ch. 7).
ction problems such & the

In general, a collective action pro

the same incentive to use

Just as individual decision-makers face collective a
(YOVCI'“’

ma, institutional decision-makers such as local g

foregoing vacant lot dilem
nzoning®

ments routinely make choices that affect one another. For example, dow
permit agricultural land use at the edge of a shrinking city (see Ch. 7) i
affects adjacent jurisdictions. Agricultural activities generate odors @

pers of
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i for in;t't : apercepthn is plausibly due to the absence of ;Velgh -
R tl utional collective action: low transaction cost p——.
costs refer to the set of i : costs.
Biion-mak of impediments that foreclos )
. e on o s
=Suburb revenue s}::lrgggfo(r)l: mu|tua”y beneficial alliances. With rz‘s);er:tclintl
5 k , one relevant t g 0
Bete informati ype of transaction cost
lly V({:ers) iriot’;.atlf a suburt? has a successful economy. decis?z)enmr; fIT(Om
e wealtﬁotmmumty. n.nght lack motivation to transfer O;l, ers
B ovic, in o i o .a declining central city. However, this o ptl lon.s
B ecline m’i i at it fails to consider how continued cen’tral o oo.k "
Ortant source O%tr spill over to the suburb over time (e.g., Fig. 5 ;‘WAShFIHk-
‘fcooperative ar?:nSaCtlon costs are the state-level rure; thai il.lﬂ)l.]e s
: gements and regional solutions that are available It](f T thi
oca
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governments. These issues are grappled with in more d:

i -8.3).
especially Boxes 8.1 : o :
we conclude this section by po | o
d'sl:c?mrs:e(ziw’ high/perceptible collective benefits and low transaction costs e
l -_—

i tion. The absence of
tary regional coopera .
for the emergence of volun : . s of
n::e(jrs zti)rgth of these conditions does not constitute an outrllght .prt(\)tb:)eemdi(; |0yge o
0 . . . . . S mlg
i r incentivizing too od
tion. In contrast, coercive 0 . ' iy
cs(zsse rt?) require or facilitate (through reducing tran§act10n closts)emmtren e p;; !
§ aoperation The state of Florida, for instance, requires .loca gO\ilonal e
5 . i i in intra-reg 5
i i mote consistency i
ici in regional councils that pro : . o
tl'cf 2;)tleannini efforts (Kwon and Park 2014). While Eoercwﬁ mea:ss ;::n ppedie
- ch mea
i i h has found that su
regional cooperation, researc -
malrl‘lcri:tl:\e f(%mls of cooperation (Ostrom 2005; Kwon and Park‘20 1 :S),(‘;l: P oo
";) bilri)t/y of decision-makers to reach consensuses on key issu B e m,eCha:
t ediohnson 2004: Post 2004). For these reasons, coerc1lv§ or lfr;tcep (;m R i
o : in situati ial benefits fr
i i tions where potentia .

i isht be best applied in situa ; i~
nls‘;n tsr:rllsgz’:xction costs are both high. With respect.to the for;]ne;1 .(l)gp ursun.yhow—
- spect of high benefits makes regional cooperation a wprt \;:/ tn " situﬁor,ls -
e pthe latter constraint — high transaction costs — implies tha
ever,

not voluntarily enter into regional partnerships.

etail later in the chapter (see

nting out that the requirements just

Government and governance | -4
nature of the institutional collective acti

blem that decision-makers in regions with shrinking cities n?ulslt oc\ilzcrics(;(r::i
fa o hieve some degree of regional cooperation. Crucially, :
A ?tct leﬁnd ways to identify the costs and beneﬁts relevant toba [t);at
n']akers s 1 ? r collective action, and all parties potentially affected by 3
oo pmpocsia , ntribute to the discourse and negotiate the eventual out.C(‘) au;
g‘rr?po:\iigie;atii)onc:f impacted parties implies that transc‘zacltion costse t:)ozzg]l:ru; y
o ies are in fact able to com .
e diSCOUsz a:zeﬁ:i):ll,ailLilzci:ctehsi.n()‘;atrttlﬁts-fsundation. afundamental“quespog ::zt
f\omqncTtL;:? LlZene:ddressed is: who are these “decision-mqakers” and “parties
as . . .
might or might not join toggt}}er in reglon?:,:?ggﬁi?;g;Between i a'nd
s answer(t;hls qr‘ine::::’cl(t)r:zirs‘fscgzstﬁzyformal in:titutions, elections, and ar:ism;:('i
.gOVer_nance' OV:S that make binding public decisions on behalf of persiciCh an
|str.at.1ve stl’uct‘;lr ithin a precisely defined set of spatial bound;.;lr.les (Sav. -~
o locateTth]e formal institutions are characterized by. l.egmmacy; ll.f.éfthe
s 2000)-“ fional or legislative authority to make decisions on beb '7,‘ il
possess cogs 3 rities within their governing boundaries — an_d accountabl i
ey Z?red to reveal, explain, and justify their actions to the 5807).
they ar:h;eqare acting as decision-making agents (Morgz}n and Yell(m}%olders il
whom yance refers to the broader process by which Flwerse sta fe he purpost
trafi;:-‘;ef;: between competing interests, in shared environments, 10T

The preceding section described the
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of protecting and enhancing the public realm (Oakerson 2004). Governance thus
extends beyond formal institutions to create a large and heterogeneous con-
stellation of government and nongovernment decision-makers — e.g., municipal
governments, voters in referenda, grant-making institutions, businesses, civic
‘,;groups, and community and neighborhood associations, among others. Unlike
formal institutions of government, informal institutions of governance are
“unlikely to have legitimacy and accountability. Consequently, such institutions
tend not to make binding and authoritative public decisions. Instead, they regu-
1a ly leverage their organizational capacities to influence and shape the public
decisions made by formal institutions. In that sense, they are pivotal “players”

in the institutional collective action “games” acted out in metropolitan regions
(Feiock 2013).

~ With the government-governance distinction in place, the next subsection
defines the formal government organizations and structures found in American

i
0. 4

shrinking cities. The arrangements, powers, and functions of these organizations
necessarily affect the types of governance structures that emerge in metropolitan
egions. These governance structures, and their ties to the centralization-decen-
tralization debate from the new regionalism movement introduced earlier in this
hapter, are examined in the final part of this section.

’ governmental framework of U.S. metropolitan regions
b

the U.S. federalist system of government guarantees that geographic territories
_f under the control of two layers of government. The higher, national or fed-
ral level of government has legitimacy for, authority over, and is accountable
) all persons and entities within the United States and its territories. The U.S;
. onstitution endows the federal government with an explicit set of powers and
Sponsibilities. In general, these powers deal with matters of (inter)national con-
m. According to the Tenth Amendment, the second, state level of government
dowed with all governmental powers that are not specifically (1) granted to
ational government in the Constitution or (2) proscribed by the Constitution.
state powers typically deal with matters of domestic as opposed to interna-

al affairs. In addition, state governments only have legitimacy for, authority
,» and accountability to the persons and entities within their individual state
. Furthermore, because different states exercise and interpret their powers
erently, each of the fifty state governments in the United States has its own set
lles and regulations, which generates considerable variation in the landscape
government.
g to this variation, all state governments in the United States formally vest
s of their public decision-making authority in /ocal units of government.
local governments can be placed into two broad categories. First, general-
local governments are (1) organized entities that possess (2) governmen-
acter, (3) substantial autonomy, and (4) provide a broad array of public
s and perform a variety of functions (U.S. Census Bureau 2013). Existence
Organized entity” means that a general purpose government holds some
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corporate powers, including but no

2013; Platt 2014):

have a name;

sue and be sued;
enter into contracts;
acquire and dispose of prope
levy taxes;

regulate citizen conduct thr

t limited to the following (U.S. Census Bureau

rty:

ough local ordinances; and

borrow against future revenues.

Second, in addition to existing @
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i cers are €i
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i d officials. Third, genera

| autonomy if they have consi

tions by popularly electe
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independence. Fiscal independence means
ine i i erv
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ferent from its creating (state) g

; J 3
as their name suggests, provide a bro

s corporate organization
legitimacy for, and are account
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overnment. Finally,

s, general purpose local
able to the public inside
haracter exists when
ther popularly elected or appointed to their posi-
| purpose governments grt? sanq to
derable fiscal and administrative
that the government has the pow§r.to
ice fees, and debt issuances. Admmlhs‘-
t the government performs functions that are dif-
general purpose goverm'nents,‘
d array of services and perform a variety of

functions. including but not limited to:

police and fire protection;
sewer and water provision:

transportation infrastructure

public transportation;
social services;

public libraries;

solid waste collection and
parks and recreation; and

and maintenance;

disposal;

court and elections administration.

The two main types of \
regions are counties and munic

lars of these forms of governmen

Box 8.1 County and municipal forms of

The following descriptions
from the National League 0
mission of building the cap
their leaders.

general purpose local government 1

of counties, municipalities, and fow

n U.S. metropolitan
. > s u_

ipalities (including townships). Important partic

t are discussed in Boxes 8.1 and 8.2.

govemment
nships cOMe

SE 1 ha
f Cities (NLC), an advocacy organization WItan
acity of general purpose local govemments
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Counties

Early state constitutions originally created counties to serve as the admin-
istrative arms of state government, performing state-mandated duties,
including property assessment and record keeping. Historically, counties
were established without the consent of the voters, possessed no charter
or legislative powers, performed no business or proprietary functions, and
shared immunity with the state from suit. As populations grew and suburbs
formed across the nation post-World War I, the role of local government
was strengthened. After World War II, the urban populations began to spread
beyond city boundaries into the suburbs, and county governments were
increasingly called upon to provide services such as child welfare and con-
sumer protection. County governments began to receive greater autonomy
from the states, generate increasing revenues, and accept stronger political
accountability. As a result, the number of counties that have their own char-
ter has grown tremendously to 3,033 in 2007. Organized county govern-
ments are found in every state except Connecticut and Rhode Island — which
have geographic regions called counties but without functioning county gov-
ernments — and the District of Columbia. Counties are known as boroughs
in Alaska and parishes in Louisiana. There are also limited portions of other
states in which certain county areas lack a distinct county government. Pri-
orities and service delivery responsibilities vary considerably among coun-
ties, as does their size and number. In general, counties have more mandates,
less discretionary funds, and are more vulnerable to state budgetary action.

Municipalities

As of 2007, there are 19,492 municipal governments across the fifty states,
but they vary widely according to quantity (Hawaii and the District of
Columbia each have 1, Illinois has 1,299), designation (they may be called
cities, towns, boroughs, districts, plantations, and villages), and incorpo-
ration requirements (Florida requires 1.5 persons per acre). Despite these
variations, municipalities generally have similar powers and perform simi-
lar functions. Geographically, municipalities lie within counties, although
they may cross county boundaries. Historically, towns and cities were
distinguished by their distinct methods of deliberation. For example, all
qualified citizens in a fown deliberate and vote together, while cities have
representatives who vote. Today, the distinction between towns and cities,
and similarly with the other nomenclature, is one of population size.

TOWnships

. Township governments are established to govern areas without a mini-
mum population concentration. The 2007 Census of Governments counted
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fewer townships than municipalities across f)?y

twenty states, including New York, Maine, lllinons,h fand tl:ansaf‘.ic\ih‘/):l :)nr
ifferent kinds of townships: the mu .

these twenty states, there are di s icip

the civil, the incorporated or unincorporated, and the school, the judicial,

and congressional.
Town government in it

approximately 3,000

s classic form is distinguished from‘ township
government, as the former is gover;ed by an Z:‘il;l:;;ll tt%v:; 2?2::,%: :lvev:t-
ships, if similar to municipalities, have a mu Anlp Aot Ofthreé
Otherwise, townships are commonly governed b.y an electe iepel
to five part-time trustees and rely almost exclusively on propert)|/ &
hips in New England, New Jersey, and l‘)erfnsy vania, fo

Li\;?:i;,?\\;or;s broad authority and Perfom functlhonsl S|mr:11ar Ntl?dngt;c:];
palities. Some New England townships govern S¢ ools, a”

townships typically perform limited government functions. .
g/build-skills-and—networks/resources/cnues- 101/

Source (as quoted): http://www.nlc.or
cily-structures/local-us-govemmems

1 92
Box 8.2 Dillon’s Rule versus home rule: does it matter:

i i ts,
Because the U.S. Constitution omits any mention of Iocat: g(iviam?;c:r:he
such governments are understood to be “creatures . . . of the state,

purpose of exercising a part of its power” (Atkin v. Kansas 1903). As a

ived directly from state con-
al government powers are derive
A chardson 2011). Many states where

ituti rters (Ri
stitutions, statutes, and/or cha : e
specific local government powers are enumeratefi in state laws are ocon_
referred to as Dillon’s Rule states. Dillon’s Rule is a rule of statutory

struction that comes from an 1865 cou? calse sl:c:‘:)](fvhv :rllsdzlgseai(;l;r; :;;lﬁ);gﬁ;
opined that local governments pgssess on yh s o -
delegated to them by state law™, a.nd no ot ers. i ws t.a i
Gough, and Puentes 2003). T.ha.t is. for, a municip t{d B
'« not explicitly set forth in its state's laws, it woul ne, ek 10
trtr::tl lsstar:g app‘:ovaLyFor that reason, some argue that Dl"(?ﬂ s chu;Z plrel::zgrsl
local creativity, and, especially, stands in the way of regiona
4). .

(Frl:gc:)?\fra)st to Dillon’s Rule, home rule .is often l.lSCd to dgscg(l)a:sztiitrzggil'
similar to the federal-state relationship articulated in the(:). . o e In
whereby states retain all powers that are not expressly e:;\ea o
other words, stakeholders regularly conflate hom? rule wi Iessgthe o
tion in which local governments “possess iiuthpnty to ac;oulnl. o, Frol
legislature particularly denies the authority (Rl.char’dsgnl Sta.tes . ary
this perspective, public officials in so-called Dillon’s Rule
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“yearn for greater home rule authority”, as they feel home rule would
give them more freedom and possibilities with which to manage local and
| regional problems (Richardson, Zimmerman Gough, and Puentes 2003).

1 As it turns out, however, no type of actually existing home rule gives
| municipalities this degree of power. For the most part, home rule takes the
form of a state constitutional provision that grant municipalities wide lati-
tude to manage their “local affairs” without the state’s direct oversight; but
. home rule “rarely provides substantial autonomy and freedom from state
~ interference” (Richardson 2011: 671). Indeed, research has found there to
~ be no substantive differences in the ability of municipalities in home rule
- and Dillon’s Rule states to engage in regional cooperation (e.g., Richard-
" son, Zimmerman Gough, and Puentes 2003); and some scholars have even
~ found that local governments in Dillon’s Rule states can hold as much, and

~ occasionally more, power as their counterparts in home rule states (Blues-
tein 20006).

|

‘ oexisting with county and municipal general purpose local governments (see
8.1) are special purpose local governments. Broadly speaking, a special pur-
se government is one that performs either a single function or a small cluster of
ated functions for a specified area. Special purpose governmental units come in
east three varieties. A special district, such as a fire protection district, provides
ecialized services to the public within a fixed set of boundaries. These boundar-
need not follow political administrative boundaries. Rather, special districts are
erlaid onto targeted locations in metropolitan areas, and, for that reason, they
: occasionally referred to as “institutional overlays” (Oakerson 2004). Special
ricts may be endowed with the power to levy taxes or fees.

Lsecond type of special purpose local government is an authority. Authorities,
1 as organizations that provide and maintain low-income public housing facili-
in urban areas, generally do not have the power to tax or levy fees. Further,

ay or may not cut across municipal boundaries (Platt 2014). A third category

ecial purpose governments is the school district, which may be either an

endent government unit or a dependent agency of state or local governments.

he first two panels in Figure 8.1 (a and b) map the total number of all general

pecial purpose local governments in the conterminous United States as of
, respectively, per square mile of land area, by metropolitan area. The data

from the periodic Census of Governments conducted by the U.S. Census

u.' Panels (c) and (d) in Figure 8.1 depict analogous maps for only those

politan areas that lie at least partially in states that feature one or more of
irty-one “shrinking cities™ from Table 2.3. Observe that, while metropolitan

in Northeastern and Midwestern states (i.e., in the Rust Belt; see Beaure-

09) appear to have more general purpose local governments per square mile

ieir counterparts elsewhere in the country (Fig. 8.1[a]); there is no striking
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Tuble 8.1 Wilcoxon signed-rank tests for equality of medians in independent samples

Variable Shrinking City Shrinking City Difference
Present Not Present

General purpose governments 0.05 0.04 0.01%*

per square mile of land area

General purpose governments 0.12 0.15 —0.03

per 1,000 persons (2012

population)

Special purpose governments 0.02 0.02 0.0

per square mile of land area

Special purpose governments 0.06 0.10 —0.04*

per 1,000 persons (2012

population)

n 21 91

*p < 0.05; Note: the same patterns of results hold in t-tests of mean differences

per land area relative to metro areas in their same states that do not contain cities
that shrank (severely) over the past four decades. Given that the median land area
of metropolitan regions included in the analysis is 1,240.345 square miles, the dif-
ference observed in the first row of Table 8.1 suggests that a typical metro area with
a shrinking city contains around twelve more general purpose local governments
than a typical metro area without a shrinking city (0.05 % 1240.345 = 62; 0.04 *
1240.345 = 50). This finding supports the claim that metropolitan regions with
shrinking cities might be somewhat more fragmented with independent munic-
ipalities than regions that do not contain shrinking cities (Mallach and Brach-
man 2013). However, this apparent difference in areal government fragmentation
‘does not extend to special purpose local governments (third row of Table 8.1).
“Moreover, when normalized by population instead of area, the median number
& of general purpose local governments in metro regions with shrinking cities is
"0 different from the median number in regions without shrinking cities; and the
| -]‘median number of special purpose local governments is in fact higher for regions
“Without shrinking cities compared to those with cities that shrank from 1970 to
- 2010 (Table 8.1).
s

Wlocal government annexation and municipal (in)elasticity

potential explanation for the higher number of general purpose governments
unit area in shrinking cities might relate to historical and contemporary pat-
s of annexation. Annexation refers to a process of municipal border expan-
‘.‘:"é In other words, the boundaries of local governments are subject to change.
d all territory in the United States lies within an organized municipal entity.
&8 unincorporated territories generally receive local public services from their
governments because they do not have governing boards with power to




166 Challenges and prospects

levy taxes or perform general government functions. Frequently, it is economi-
cally more efficient for an adjacent general purpose municipal government, rather
than a centralized county government, t0 provide these services. Under such cir-
cumstance, the general purpose municipal government might wish to annex the
unincorporated territory. Annexed territory adds to the land area and population
of the annexing municipality, and residents in annexed spaces become taxpaying
citizens of the annexing government. Thus, annexation has the capacity to produce
mutual benefits.

Cities that can expand their municipal boundaries via annexation, and/or those

that contain undeveloped land capable of absorbing internal growth, are con-
sidered to be “elastic” (Rusk 2013). Cities that cannot expand their boundar-
ies because they are not adjacent to unincorporated communities are considered
“inelastic”. Already incorporated territory (i.e., an existing general purpose gov-
ernment) is not annexable by legal standards. This stipulation brought about an
annexation-incorporation race in the early and mid-twentieth century that contrib-
uted to the fragmented government patterns visible in U.S. metropolitan regions
today. Namely, in the early twentieth century, as large cities aggressively annexed
land adjacent to their borders to expand their tax bases, residents in growing unin-
corporated (suburban) communities were faced with a decision to incorporate or
be annexed. Many of these communities opted for the former alternative, leading
to an explosion of general purpose local governments in metropolitan regions
(Fig. 8.1; Table 8.1).

Today, once-elastic U.S. industrial cities are encircled by a plethora of incorpo-
rated suburban municipalities. Meanwhile, elastic cities in the southeast and south-
west are still able to expand their legal boundaries outward into unincorporated
territory, thereby increasing in area and population. For instance, Phoenix’s Jand
area grew by 500 square miles from 1950 to 2010, from 17 to 517 square miles.
Over this same time period, Atlanta grew from 37 to 133 square miles; Charlotte
from 30 to 298; San Diego from 99 to 325; and Austin from 32 to 299. Table 8.2
compares these elastic and growing cities with several inelastic and industrial cit-
ies in the Northeastern and Midwestern United States.

Summary of the governmental framework in U.S. metropolitan regions

The U.S. federalist system guarantees that all geographic territories in the United
States fall under the control of two layers of government: federal and state. The
state level further divides its power between itself and a host of general and special
purpose local governments. Because it is the state government that creates local
governments, the latter are wholly subordinate to the state. In this vein, the state
explicitly endows local governments with certain powers and no others, allows
local governments to act relatively autonomously on local matters, or promotes
some combination of these systems (see Box 8.2).

Regardless of the precise suite of powers granted to local governments .b.y
their parent states, one ability that tends to apply to all general purpose municr
pal governments is annexation. As long as the terms are mutually agreeab‘e’
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: Table 8.2 Comparison of physical i i i
o 1950_201;()) ysical and population growth in some elastic and inelastic

Inelastic Cities

1950 2010 Change

Land Area Population Land Area Population Land Area Population

I_ Change Change
y jtBaltimore 78.7 949,708 80.9 620,961 Lidd 34.6%
IBoston 47.8 801,444 48.3 617,594 0:5 :72.9‘;0
: 39.4 580,132 40.4 261,310 1.0 7;5'0"/::
75.0 914,808 7470/ 396,815 2.7 *56.6"/

139.6 1.849,568 138.8 T3 TT405-0.9 —61.4"/0

23.6 428,776 24.2 277,140 0.6 —35440/0

127.2 2,071,605  134.1 1,831,710 6.9 711.6"/2

54.2 676,806 55.4 305,704 152 754:8%

61.0 856,796 61.9 319,294 0.9 —62.7%

Youngstown  32.8 168,330 34.0 66,982 1.2 —60.2"/:

Elastic Cities

Atlanta
. 32(9) 331,314 420,003 96.3 26.8%
66.8 134,042 731,424 267.7 445.7%
B 160.0 451(1)2?22 600,158 86.2 44.3%
.‘ . 3 2,099,451 439.6 252.2%
: laﬁ(x;feles 472.9 1,970,358 3,792,621 17.77 92.5%
oem-x 17.: 1822?; 238,300 102.4 355.1%
R 64.1 373,62 1,445,632 499.6 1253.4%
‘M k.. 99.4 334,3 8 583,776 69.3 56.2%
. ]9.0 8T 1,307,402 225.8 291.0%
! 124,681 335,709 944 169.3%

,gilslit:)?s?;}t/hame); umncor.’porated territories adjacent to them. This power
ke te e;ar y twentieth century, whereby unincorporated suburban
e 1(1) cf)rin general purpose govemments to avoid being annexed
e o Citiee tu gre. Ever‘nually,' this process caused most of America’s
e st.o ecome 11.1elast1c and unable to expand their physical
o ime time, it contributed to a fragmented metropolitan govern-
R cape, in which a large number of formal institutional actors o
prane spatial extents. 0 o
rslzzlil(,)rtlhgot?tcs)re pgnlzes there are to a collective action problem, the higher
e VOh’l ;n tf;e less (regional) cogperative alliances will be estab-
B.l) e €0 ogal govemr'nent.s in U.S. metropolitan regions (see
0.1), therefore, is often derided as antithetical to the production of coordinated
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. onal responses to the numerous urban problems facing shrinking cen ;a (C,: -
r'eglona " _P ichboring municipalities (Rusk 2013; OECD 201.5). Accor m.D Y,
it ?e;o w r;’ionalism movement calls for supplanting defentrallzed
?nea?ti?)r:/ir(r)\trr:est:ivith ; centralized regional government (Rusk 2013). To fully
ocal g

it i ig deeper into
understand the implications of this proposal, it 1s first necessary to dig deep

metropolitan structures of governance.

litan governance structures
mented metropolitan areas tend to generate elqboratg g‘?v-
widely from place t0 place and across time (Oaker-
ible to take and report on a census of governance

R . ‘mPOSSnS In place of this momentous task, the current

an regio ) .
ting the debate from the new regionalism movement
d or decentralized governance solu-

ecifically, the centralization/

Metropo

Administratively frag
ernance structures that vary

son
frameworks in U.S. urb 1
subsection begins by revisl .
introduced earlier, over whether a centralize o
iy et h']tra_rfeglozgl Z(s)oap;rrzg;:?e'ncpe over monocentric (single

lization debate is refram . rel v
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nance (Ch. 7). However, this discussion reveals that the

i i i f regional governance solu-
only one dimension O TESIBH &
ers (one versus many) 1S . : R
n'mrl:s E;ually important is the degree to which regional de?cmon n;imens.lon .
ttlocet.her by way of self-organization of coercion. Whep this lattetr r—
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eaxists in real-world regional governance = the toolbox of solution
ably fuller.

Monocentric and polycentric regional governance 4
municipal collective action:

on costs, where trans-
ficial alliances. These

key ingredients of [uncoerced] inter-

high collective benefits and (2) low transactl
ents to establishing mutually bene
forms (Feiock 2007). . b
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inent forms of transaction costs found in metropollltar’l -
B s ts and division/negotid

shrinking cities are information/coor.dznanon costs et e
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co.sfs'ﬁ lack of information about the nature of possibility of be'ne (Sj N
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- - i h t:heir respective organizations are responsible for el
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1) sufficiently .
action costs are impedim
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ani-

ts become

of regional cooperation. To illustrate how these abstract'concﬂelg sl g

mate?i in real-world policy processes, Box 8.3 s'umm.alt']l'zoesn g ! rrounl®
in the shrinking city of Detroit, Michigan,

water management in the g

ing region.
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Box 8.3 Regional water management in Detroit, Michigan

Shortly after filing for bankruptcy in 2013, the city of Detroit began aggres-
sive attempts to collect on outstanding debts owed to its municipal water
department, the Detroit Water and Sewage Department (DWSD). At the
time. the DWSD controlled an infrastructure network of nearly 1,100 square
miles, including approximately 4,000 miles of water mains, and serviced the
city of Detroit and neighboring suburban communities in eight counties. This
expansive reach meant that the DWSD provided water to approximately 40
percent of the population of the state of Michigan (McCulloch 2013).

In response to the severe financial shortfalls Detroit was (and still is)
experiencing, a state-appointed “emergency manager”, Kevyn Orr, put for-
ward a proposal to regionalize the DWSD. Orr’s plan called for establish-
ing a regional water authority (see the discussion of special purpose local
governments in the preceding section) to provide water and sewer services
to Detroit, its home county of Wayne, and the two neighboring counties
of Oakland and Macombe. This so-called “regional plan” retained DWSD
ownership of the infrastructure system that it was already managing. Hence,
the proposed regional authority would be required to lease the system from
DWSD under an arrangement that would raise much needed revenues for
the city of Detroit — to the tune of $47 million per year for forty years.

Clearly, from Detroit’s perspective, the possibility of long-term lease
revenue was an attractive benefit. Importantly, suburban communities also
stood to gain from a reconfiguration of the water provision system. As
McCulloch (2013: 194) describes:

[t]he relationship between Detroit and the suburban communities it
serves has been contentious for decades, with suburban representatives

questioning how water and sewer rates are developed [by DWSD] and

‘n‘ how the funds generated are subsequently spent [by the city of Detroit].

| In other words, the suburban municipalities that received water and sewer
services from DWSD felt underrepresented in the existing city-controlled
water management structure. In this way, the situation seemed pre-pro-
| gramed for a cooperative regional solution.

I That being said, Orr’s “regional proposal” met with notable backlash
from suburban municipalities. The situation was summarized by The New
S York Times (Walsh 2014) as follows:

I8 people outside the city limits are not eager to help foot whatever bills
may remain through new regional projects, taxes and fees. Prosperous,
S pro-business suburbs . . . have already spent years fighting plans to

i3 . reinvent Detroit’s convention center, art museum, zoo and bus system

as regional enterprises.
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The County Executive for neighboring Macombe County went SO far as to
tell National Public Radio (NPR) that, while he recognizes that the subur-
ban communities in the county “need a healthy Detroit”, there are limits on
what he is willing to do to make a healthy Detroit happen. With respect to the
regional water proposal, the county executive observed that suburban rate-
payers saw the leasing arrangement as a “pad deal” that would not benefit
communities outside ofthecity (http://www.npr.org/20 14/03/09/287877060/
city-versus—suburb-a—longstanding—divide-in—detroit).
Connecting theory with practice. In this example, the implementation
of a regional solution faced at least tWo types of transaction cosls. First,
infbrmaiion/coordination costs created some distrust between suburban
municipalities and the DWSD. Historically, suburban municipalities were
kept out of DWSD decision-making processes. Such communities there-
fore lacked critical information about how rates were set and how revenues
were spent (refer to the quote from McCullough above). Second, division/
negotiation costs built a wedge between some suburban officials (refer to
the preceding paragraph) and the backers of a regional plan in the city of
Detroit. Namely, some suburban officials saw the proposal as a “bad deal”
that would not give a fair share of benefits to ratepayers outside of the city.
Epilogue. In June 2015, the newly created Great Lakes Water Author-
ity (GLWA) officially received a forty-year lease approval to control the
DWSD infrastructure system. This new regional authority provides subur-
ban municipalities with a stronger voice in water operations by giving them
representation on the authority’s governing board. The agreement will also
raise $50 million per year in revenue for Detroit. The deal was opposed by
the representative from Macombe County but supported by the remaining
five members of the authority’s board (Wisely and Guillen 2015). Days after
the lease announcement, the legitimacy of the GLWA was challenged by 2
state legislator on the grounds that the agency was created “behind closed
doors” during Detroit’s federal bankruptcy hearings. This challenge, which
is ongoing as of this writing, may prove problematic for the aforementioned
lease agreement. As this chapter has detailed, local governments (including

orities) are creations of the state. Because the GLWA

special purpose auth
islator’s

was not established by formal state-enabling processes, the state leg
challenge might work to nullify the existing agreement (Cwiek 2015).

from Box 8.3 speaks to 2 common issU
£ relatively
pos-

The Detroit water management case
facing U.S. shrinking cities: the dissimilar positions and interests O
wealthy, better-off suburbs and resource-deficient central cities undermine the
sibility of widespread inter-municipal cooperation. In the Detroit case, the creation
of a regional special purpose local government (viz., an authority) is being el

ebrated by some observers as a mechanism for aligning the interests of the suburb®
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- — ¢ ) o intense inter-m i
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S , “multiple government a i ivi :
B ecision- - goverl gencies and civic partnerships influ-
cision-making” (Cowell, Gainsborough, and Lowe 2012' 11) Aslzs;:elxrs]eﬂl'1
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* point, the efforts and activities of

. local gra izati

. : sof a grassroots organization, Peopl i

;" ment ;oar:relftzl(?gg)ucs)mtgh(PUSH %iUffaIO)i PR “Gre:: Se‘jz‘ﬁ’d
b ) on e west side of Buffalo (Cowell, Gai :
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Ehic en;;y%fg;;ﬁo;dablfe housing c.ons'truction, community-based renew-
programs. Essentiali Oﬁalgﬁﬁeathenzat}on AR o
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he GDZ was bui
- co?rslrl:ll:lﬁtit;rod?\;[hle ground up. Consistent with the established “conflict”
. elopment (see Green and Haines 2
E s ines 2015), PUSH ¥
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control of vacant lots in western Buffalo for what \fvere ev;ntual.ly fguqd' to Ee
speculative purposes. The campaign resulted in a major publlc policy ?Clls'lon. y
New York State to invest millions of dollars into local neighborhood re}\{/lta lzan.on
programs. This state-level policy eventually opgned the dgor for PUS tc()1 (r;ec.ewel
new financial resources and leverage its growing repujtatlon. tq secure ?ﬁ 1t10qa
funding through philanthropic and related means. With this influx o 7 nanlclal
capital, and following a series of participatory meetmgs and comm?n19at1vrlcec p ?;:
ning processes, PUSH developed the GQZ. In its first thrt?e years 0 %);13 ence, the
GDZ generated more than $6 million in mvestment,. and its high pro b;:. successes
led the city of Buffalo to invest another $350,000 in a neglected public space in
nity (Dreier 2012).
theT(h}e[:) czagg T:f‘“:;le l?llJ(SH Buffalo GDZ (see http://gr@ndevelopmentzone.org/ for
more information) illustrates quite well the distinction betwe.en government and
governance articulated earlier in the chapter. Namely‘, one action that lefi capsa}ly
to the establishment of the GDZ was PUSH’s campaign against a state .mstftun.on
of government. This action made it such .that an informal, nonprc;ﬁt lnSt'ltuil.((;l;
meaningfully perturbed the decision-making processes of a formahorg,amzsslb
of government. Such outcomes are the essence of gov?rnance = tke procgomif
which human groups make trade-offs to protect .the public realm (Oakerson 2 5 t
Moreover, the case demonstrates that cooperative governance can occur withou
a coercive act of government. In the GDZ case, no state or local gove.mment |S'et
PUSH’s policy agenda and priorities (i.e., green and affqrdable housn.r;g, “(I]eu;t;]ti/
local jobs, job training, revalorizing vacaqt Iz.lnd, and c.rc.eatmg commtm) y \ Side.
Rather, the organization crafted its own mission and vision for Buffalo’s wes
and its transformational impacts on the landscape have since led govefn.mentDoregi:r
nizations and policymakers to formally e;(c)i;)srie and reinforce that vision (Dr
i 1. Gainsborough, and Lowe 3 '
zoz;}i)i\gﬁltile precedinggexample focused on vertical cooperation at tl:fa ;c;alef
of a shrinking city neighborhood — between mformal community mstgu ;ossons
governance and formal local and state institu.tlons of government — tkg eCit 5
can usefully be applied to horizontal coop-eratlon a.lt the scale qf a sh-rm mg iozal
region. Formal and informal institutions interact in dec:entrallzed, ;‘ntr}';i-regimer_
networks of governance on regular bases (see B.ox 8.3). Althpug t. es by
actions sometimes generate deleterious competition bereen lnstltutloE§0h o
same/horizontal level (e.g., Kantor 2010), when potential benefits are hig e
transaction costs are surmountable, decentralized 'net\.)vor.ks also pro@uceaCtion
organized cooperative alliances that are capable of institutional CO”E(':U}:/; w
(Feiock 2013). Thus. the new regionalism deb.ate over the degrge to whic mgem 4
approaches ought to be grounded in centrah.zed or decentralized gov:zrircz o
closely related to the debate over the relative efficacy of monc;;:eg rffalo 3
polycentric governance structures (Oakerson 2004). As the PpS E e
demonstrates, cooperative polycentric governance can emerge in the a S}:? o
consolidated monocentric government (Feiock'2004). Nonethelessabot :r:) -
may lead to intra-regional cooperation, depending on thej natpre an (sicopmextua
institutional collective action problem(s) and a host of situational and €O
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' factors (see Post 2004 for a discussion of these factors). At the same time, the

'~ jmplied dichotomy between centralized decision-making in a single regional gov-

" ernment and decentralized decision-making in a polycentric governance network
' is a false one. In reality, a wider range of possibilities exists.

Alternative mechanisms of regional cooperation

" In his influential work on the theory and policy implications of the institutional
" collective action problem, Richard Feiock (2009, 2013) argues that there are at
. Jeast six general mechanisms for regional cooperation. Three of these mechanisms
~ deal with bilateral arrangements, such as contracts between local governments and
" consultants, which are beyond the bounds of the current discussion. The remain-
| ing three mechanisms concern multilateral collective choice arrangements and are

briefly outlined in this subsection.
. The first general mechanism for facilitating intra-regional cooperation has
already been mentioned: consolidated (i.e., monocentric) regional governments/
authorities. Consolidated regional governments might take the form of special pur-
pose authorities, or, less frequently, general purpose governments. With respect to
the former, a specialized service area for which regional authorities are becoming
increasingly popular is public transportation. For example, for many decades, the
“shrinking city of Cincinnati, Ohio, (Table 2.3) operated its own internal public
transportation agency called the Cincinnati Transit Commission (CTC). In the
"mid-1970s, the CTC was dissolved and replaced by the Southwest Ohio Regional
‘Transit Authority (SORTA), a state-created regional/special purpose government.
ORTA is an organized entity that possess governmental character and substantial
onomy (refer to the discussion above). It is governed by a thirteen-member citi-
en board with seven members from the city of Cincinnati, three members from the
gity’s parent county, and three members (one each) from the three adjacent coun-
fies. All board members are appointed by city and county public officials, and the
authority is funded through local taxes, user fees, and federal sources (http://www.
50-metro.com/about-metro/sorta). SORTA currently serves more than 280 com-
munities in the Greater Cincinnati region (http://www.go-metro.com/riding-metro/
communities-served).

" Consolidated regional governments also sometimes take the form of general
purpose local governments. Consider that from 1970 to 2000, the population in
Louisville, Kentucky, decreased by more than 34 percent, from a peak 0t 390,639

to 256,231. Like many other shrinking cities discussed in this book, by
2000, Louisville’s metro region was characterized by a fragmented, and some-
mes contentious, landscape of local government. Consistent with the American
'-.V’“ of urban development, the eighty-some odd autonomous municipalities
i Louisville’s parent county of Jefferson were known for engaging in competi-
on that led citizens, business leaders, and local developers to audibly call for an

id to the pervasive “duplication and rivalry” (Greenblatt 2002). The region’s

lution, which had been proposed and rejected several times prior to its passage

1a 2000 popular election, was a multilevel consolidation plan that merged the
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ral purpose governments in the city of Louisville and the. coulnty \(,)Z [‘Jnerf]t:;.t
ot topone centralized, regional government. The new reglona lgo ment
SOTt‘ :?vel br;>ught about “a more unified z?pproa.ch to econgmlc devbe o‘przsesne Sa.n
ngemar?ce” that officials have since credited with ;gza;ctllngg) nle:/adl:jsiltrilon Fitc,h.
I i i istics” (Wichter : 19). , Fi
E:SF' f\c‘sal:)};}e lcr)lf}tlﬁzl:::e?;;?:nl;lg;Srtecogrgized credit rating bureaus in tt;em U nr: enneg
gl ¢ \%
Staatef, cited the “diversified economy . . of the newly fotr(t)nic:;j tr‘r;;]rsstg(‘; g
in its decision to upgrade Louisvnlle-Jeffer§on ‘C3ounty
rating category in 2010 (Kelly .and :Adhlkan 20 L). iy o
While the apparent economic gans from the. ouis B e o
solidation paint a positive picture of monos:entnc gov'em:cl 5 s
i tralization of decision-making authority in a sing etropolits
w7 o likely to have unintended social consequences. Sp.ec1' cally, she
%OV:;“ tr}?:tn:hs votin)é strength of African Americans ip urban LoulsvﬂleTbhe:ar:;e
s(i);niﬁcantly diluted in the comparatively subgrban l.*eg'lgnal g(c)iv\e/:;\l?;:r:) f . (?rity
ity for consolidation to privilege the policy priorities an g
pegigz in this manner is a serious issue that cannot be overlooked in calls
gr . .
go‘ﬁ]r:Teectz)tncdogz(r)nt(:;ng;ional governance mechanism considered here :1 c::;r(;
acterized by abmarginally more democratlg and[ ;;)l1;2tizfgt/iztnrlzsct:;eazsocipation
ici a z
o a'regional g‘:"‘?;‘;(‘)‘:;";l- i?pt:;i:lz(;r%’;g;zg infofmal institutions that gener-
oflefi‘:)eersfr(\)(r)rtns&s‘sess govérnmental character. To the extent that locz;l (;g,rozﬁrr;%
- ici i i sanizations, they tend to retain som .
me{“s pan:)cr;\pa:;elinoéligzlggg;.cl)rrlbtzlllri‘sl way, unlikeyregional govemmepts, rehglon;(l)
t:r?;nai‘;ta(:]ons);ypically lack the power to cOerce members to don:)hl::nges mtbz/s .
g do. Further, regional organizations canpot coerce -
e tOmbers Even so, the voluntary membership bases of regional 0 cvoid
tz,aeltci(())r:se qTx?te regu'larly bind themselves to agreement‘s that theg uih(:ti tti?) :al 3
intra- izational sanctions. Whereas these sanctions Fan e rep e ol
mt::rv?/ri%:nl:s:xacting from a financial perspective, occasmnall); .chZ ?(;fmed "
. i i i organizations are sometim )
o 1 fu“? lgia]T_‘gellshr:gz?:‘ll incgéntives to promote regio.nal COOEe:-.
o it 1% 'ii al governments enter into state-sponsoreq r.eg,u.)nal.orzilaoSe
o When:i ";]U“‘ S\Fbse?]uently fail to follow the rules of pammpapon in t'zing
et t ebyth self-imposed rules and those established by the mcenftlwdS -
Orgtﬁzlrizta;;o?l:e(y (r)nay be ineligible to receive anticipated funds or future fun
au Y
theAgnlvee;arF::;())Igen:)rpaarsi:::t.e-sponsored regional organization is the {\]thjl/\\leivXalees)f
Sustainability planning project (MVSPP) in gpstate Nf;v] OY(;):](“(“::E e
inablemohawkvalley.com/). Backed by portions of a . o ol
tgarl::\lt program to encourage communities to develop reglgnal sflrj(s)trilr;?x O i
ies” i ciation of representatives : e
Stf?:fl‘: ?r(;r;h: r]::/‘g\i/osnl;{)elcso:gnii?jevelopment authority, and technical assistal
0
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~ from a local environmental planning firm. The remits of the organization, whose
members voluntarily contracted with one another to establish the MVSPP, are to:

» establish a statewide sustainability planning framework that will aid in

statewide infrastructure investment decision making;
outline specific and tangible actions to reduce greenhouse gas emissions
consistent with a goal of 80% carbon reductions by the year 2050;
« inform municipal land use policies;
serve as a basis for local government infrastructure decision making;
help guide infrastructure investment of both public and private resources;
and
provide each region with a sustainability plan that will enable them to stra-
tegically identify and prioritize the projects they submit for consideration

to the Implementation Grant stage (http://www.sustainablemohawkvalley.
com/).

egional organizations such as the MSVPP, despite not having the corporate pow-
ers of formal institutions of government, are often very successful at marshalling
ssources in pursuit of institutional collective action. However, when funding for
uch organizations or participation therein is tied to a mandate rather than an incen-
existing forms of intra-regional cooperation are occasionally “crowded out”
(Kwon and Park 2014). Stated another way, the creation of the second general type
of regional institution considered in this section might bring about the destruction
e third type: collaborative groups and regional councils.
Collaborative groups and regional councils are informal networks in which
ared norms of trust and reciprocity (see the discussion of “social capital” in
1apter 4) facilitate the spread of information, and otherwise work to reduce the
nsaction costs that might stand in the way of inter-municipal collective action
eiock 2009). Collective decisions and other agreements reached in such net-
rely on mutual consent, as collaborative groups tend to be self-organized
titutions of governance with neither formal authority nor formal (e.g., state
anced) sponsorship. Nevertheless, these voluntary associations, insofar as they
duce shared understandings and expectations about regional challenges and
ortunities, are highly efficacious means for achieving regional cooperation.
AS an example, in the metropolitan region that includes the once-shrinking city
Milwaukee, Wisconsin (Beauregard 2009), local development officials infor-
Ily agreed to share information with each other on conversations they have with
regional businesses that are seeking location incentives to move their current
Tations (Feiock 2009: 365). Within the conventional, competitive American
el of urban development, such an agreement is irrational. Namely, if an official
ity A is approached by a business currently located in city B about reloca-
» then the official in A should attempt to poach the business and grow its own
omy at the expense of city B. Contrary to this logic, members of the informal
Ip of development officials in the Milwaukee metro actively coordinate to
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avoid these win/lose outcomes and thus to promote the health o

their individual self-interests.
Figure 8.2 places the three genera
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Figure 8.2 Mechanisms of regional cooperation (inspired by Feiock 2009
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'~ as being closer to monocentric governance structures, and institutions more distant
- from the origin in both dimensions as relatively more representative of polycentric
. governance structures. Once again, however, this statement is a generality that
- should not be interpreted as a global property of regional governance institutions.

Cooperation in regional land use

" To end this chapter, it is useful to apply the above lessons to a particularly thorny
 issue in metropolitan regions with shrinking cities: coordinated regional land use.
Local governments are the primary public superintendents of private land and real
property use in the United States. That is, state governments authorize their local
'gfgovemment subsidiaries to regulate and manage land use and building practices
~within the latter’s jurisdictional boundaries (Platt 2014). The broadest and argu-
ably most popular technique for controlling land use is zoning. Classic land use
ing, also known as Euclidean zoning in recognition of the court case that
eld the practice to be constitutional (Village of Euclid v. Ambler Realty Co.), is
a comprehensive verbal (zoning code) and cartographic (zoning map) specifica-
tion of permitted and prohibited uses for all parcels of land within the borders of
a given municipality.

- Euclidean zoning is part of a general purpose local government’s regulatory or
ice power. That is, zoning codes and zoning maps are intended to protect the
lic health, safety, and welfare, presumably by minimizing harmful social and
ial-environment land use interactions within a jurisdiction. With that objective
mind, zoning codes are ideally preceded by, and justified within, comprehensive
lans. A comprehensive plan is a document and supporting materials written to
de future municipal development. Such plans are forward-looking, and provide
isions for municipalities within general frameworks that are situated in the appro-
ate local, state, and federal policy contexts. That said, in practice, zoning tends
occur either before or entirely divorced from comprehensive planning (Platt
y 4). Among other reasons, this absence of planning has led critics of Euclidean

; ning to argue that it functions more as a mechanism for protecting narrow, paro-

‘ ial interests than the public interest at large. Specifically, critics point to at least

E tee zoning practices that contribute to the “balkanization” of U.S. metropolitan
.ns, and which tend to have polarizing social effects (Platt 2014: 200-201):

" Exclusionary zoning has been employed by relatively wealthy (especially
“suburban) municipalities to require minimum residential lot sizes, limit the
availability of smaller homes, and prevent apartment or public housing devel-
nent. In all of these cases, the result is often that households with modest
“financial means are excluded from moving into such municipalities.
iscal zoning, which also tends to be linked to wealthier suburban com-
Munities, involves zoning regulations that minimize local property taxes by
Simultaneously incentivizing activities like shopping centers and industrial
Pparks that generate municipal revenue, while disincentivizing activities like
\ iffordable housing that subtract from municipal revenue.
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abandoned properties for productive reuse (Alexander 2008: 23). Following pas-
sage of the state’s land bank legislation, the GCLB was then formalized as an insti-
tution of regional government. Recognizing that the problems of “urban” shrinkage
and decline extend beyond central city borders, the member governments of the
GCLB now work closely to create new, affordable housing opportunities in the
region, demolish and rehabilitate problem properties, limit property speculation,
and prevent foreclosure where possible (Hackworth 2014). Since its inception, the
GCLB has contributed to property value increases in excess of $100 million and has

| catalyzed reuse of over 1,000 brownfield properties (Alexander 2008).

| The broad techniques that land banks use toward these and related ends include:
(1) taking title to tax delinquent properties; (2) working with municipal, county,
and sometimes state agencies to “clean titles” by erasing liens; (3) planning for
the long-term use of tax delinquent properties (i.e., coordinating the reuse of such
properties toward a regional goal); (4) maintaining properties; and, ultimately,
(5) transferring properties to approved owners who will use the properties in ways
| that comport with planned regional goals (LaCroix 2011).

Concluding remarks

In framing the barriers to institutional collective action and defining the various
‘organizational entities that participate in metropolitan government and governance,
this chapter kept to a single theme: whether state-mandated or self-organized,
inter-governmental cooperation is a necessary condition for effectively address-

ing the challenges of shrinking cities. Importantly, inter-municipal cooperation

be achieved through a variety of mechanisms and does not always hinge on
e consolidation of local governments into a single regional government (contra
usk 2013). Nor, however, do decentralized governance systems always produce
cooperation. Researchers, practitioners, and government officials need to work
logether to recognize the most socially beneficial regional governance for the spe-
cific context under consideration.
| Regardless of contextual circumstances, a general heuristic is that the most suc-
essful regional cooperative arrangements exist where potential benefits from col-
Sctive action are high, and transaction costs are low. Enhancing efforts to educate
he parties to an institutional collective action problem about the nature of mutual
efits from cooperation therefore seems to be a valuable near-term priority for,
mong others, urban planners in shrinking cities who wish to intervene in restruc-
iring the governance in existing regional planning systems. Similarly, facilitating

Ommunication and otherwise bridging connections between parties might have

ility for reducing transaction costs that stand in the way of cooperation.

'One topical domain in which planners are increasingly emphasizing broad-scale
fits and building up lines of communication between metropolitan (and global)
holders is that of sustainability. Specifically, the notions of sustainability and
ence are rapidly ascending the priority lists of government and governance

izations in urban America in ways that emphasize the interdependence of
€es and peoples (and, hence, the value of collective action). The next chapter
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explores how these issues are becoming animated in the shrinking <‘:1tles dlscﬁ:ﬁﬁ
anfl incorporated into new ways of thinking that challenge prevailing pro-g
oriented approaches to solving urban problems.

Note

1, dee: http://www.census.gov/govs/
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9 Sustainability and resilience

n Chapter 7, we observed that alternative ways of approaching urban develop-
ent from the rightsizing and smart decline planning movements are beginning to
‘ upplant prevailing pro-growth approaches in certain U.S. shrinking cities. Within
iese paths, growth is not tantamount to “winning” as it has historically been por-
yed (see Ch. 6), and shrinkage should not be trivialized or avoided at all costs
ee Hospers 2014). Rather, rightsizing frames population shrinkage as an oppor-
Inity to experiment with new urban fabrics that might make affected cities more
ustainable” over time (Schilling and Logan 2008). The rightsizing movement
incides with a modern surge in urban scholarly research that conceptualizes cit-
$ as complex, dynamic, and evolutionary systems (Marshall 2009; Batty 2013),
as such, the language of systems, complexity, and evolution are beginning to
e use in the professional and scholarly discourses of urban planning and urban
inge (Eraydin and Tasan-Kok 2013; Pickett, Cadenasso, and McGrath 2013).
ice, terms like sustainability and resilience now feature in planning tools and
ategies in shrinking cities, including those that emanate from prevailing pro-
wth mental models. This chapter begins by presenting working definitions for
e, sustainability, and other related terms. From there, we describe several
mples of how urban sustainability and resilience have been pursued in shrink-
cities. In doing so, we compare policy instruments to provide understand-

of sustainability and resilience within the existing broader context of urban
lopment.

rability, stability, resilience, and sustainability

 a shrinking cities perspective, the concepts of vulnerability, stability, resil-
> and sustainability have considerable utility, in that they deal with the extent
Ich a system (such as a city or neighborhood) is susceptible, and possesses
apacity to respond, to changes that could alter its identity (de Vries 2013).

€ notion that cities and their entities (actors, spaces, built structures, etc.)
isceptible to negative change (i.e., decline) is the domain of vulnerability.
rability refers to “exposure to risks” and the “limited capacity of [systems
ties] to avoid or absorb the harm™ brought about by those risks (Tasan-
Stead, and Lu 2013: 71). Contained in this definition are three dimensions
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the scope of this chapter. Consequently, although social dimensions and appli-
~ cations of sustainability are considered below for their relevance to planning in
~ shrinking cities, here we extract working definitions of sustainability strictly from
~ the primary complex systems literature to maintain consistency. Along those lines,
* sustainability is “the capacity to create, test, and maintain adaptive capability”
" (Holling 2001: 390). Recall that a resilient system possesses adaptive capacity
* that insulates it from stress. A sustainable system is thus a resilient system that can
. produce new adaptive capacity, test that capacity against disturbances, and retain
' the qualities that make it successful in the face of new, more diverse disturbances.
Put differently, the adaptive capacity of a sustainable system evolves to make the
.~ system more resilient over time. This observation, in turn, means that a sustainable

i i ity (Adger and Brown
iti d adaptive capacity ( .
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' system has the ability to function “long into the future” (Common and Stagl 2005: 8).

It further implies that “resilience is the key to . . . sustainability”. In order to

be sustainable, a system must be resilient, but it need not be stable (Wu and Wu

2013: 219).

pplications to shrinking cities: sustainability

and sustainable development

Cities are inherently vulnerable to disturbances — natural disasters, deindustrial-
ization, suburbanization, decline, etc. — and, presumably, local decision-makers
are responsible for guiding municipalities through (i.e., “surviving”) these dis-
turbances. Whereas the interest in protecting cities against vulnerabilities long
edates the incorporation of complex systems vocabulary into urban studies
Kicons (e.g., Platt 2014), the “new” language of sustainability and resilience
rovides modern participants in urban change discourses with a powerful set of
etaphors (Pickett, Cadenasso, and Grove 2004). The first contemporary wave of
lese metaphors followed the 1987 United Nations World Commission on Envi-
onment and Development (WCED) report titled Our Common Future, also called
¢ Brundtland Report (World Commission on Environment and Development
)87). Concerned with the perceived conflict between economic development
d environmental protection, the Brundtland Report coined the term sustainable
velopment to mean economic development that “meets the needs of the present
neration without compromising the ability of future generations to meet their
N needs” (World Commission on Environment and Development 1987: 43).
this definition of sustainable development, and the Brundtland Report more
adly, called attention to environmental issues and promoted intra- and inter-
tional equity on the global [urban] political agenda. However, by doing so
context of development, the quest for “sustainability” — at least in the United
€S — eventually became one for environmentally sensitive economic growth.
resultant metaphor of “sustainable cities” was thus constructed atop the pre-
g pro-growth ideology (Bulkeley and Betsill 2005). Indeed, this “new policy
da” of sustainability (Agyeman, Bullard, and Evans 2002) painted a lasting

'.?F that “economic growth is good for [both] people and the environment”
1\'@ eld 2009: 38). More explicitly,
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redevelopment (City of Hartford 2009: 1). Consistent with the American model,
* this project reasoned that a strategy of substantial and high-profile downtown
reinvestment, including a “signature building” (City of Hartford 2008: 1), might
" kick-start a chain reaction of local economic development (Ch. 6). Unlike earlier
variants of the large-scale urban development project, however, the redevelop-
ment plan for Constitution Plaza East was built on a foundation of sustainability.
* Specifically, the guiding principles of the redevelopment plan were derived from
* the Smart Growth movement in urban planning (City of Hartford 2008: Preface),
~ which was detailed in Chapter 7.
In fostering the preservation of “open space, natural areas, and farmlands”,
" “maintaining historic investment”, and developing “metropolitan areas with a
. decreasing emphasis on the automobile” (Warner 2006: 169), the Smart Growth
movement seeks to weave together compact urban fabrics that discourage so-
called unsustainable patterns of growth, namely sprawl. In this way, the Consti-
‘tution Plaza East plan sought (seeks) to achieve sustainability via high-density,
‘mixed-use “development with office space, residential units, and ground floor
retail, all located within high-rise [signature] buildings” (City of Hartford 2008: 1).
Of course, the ideology that underlies this strategy tends to assume that a positive
supply-side shock (i.e., increasing the stock of downtown residential and commer-
cial space) will bolster the demand for downtown real estate —which is a question-
able assumption anywhere, let alone in weak market, shrinking cities (Schilling
nd Mallach 2012).
.* As its name implies, the Smart Growth movement is oriented toward economic
and population (re)growth. Indeed, most Smart Growth legislation requires “upzon-
ng to accommodate future [increased] populations™ (Warner 2006: 175-176). For
hat reason, in contrast to exercises in smart decline (Ch. 7), Smart Growth and
ts roll out in “signature” projects and other American-style urban policies (Ch. 6)
not necessarily increase a city’s capacity to “create, test, and maintain adap-
ive capability” (Holling 2001: 390). Hence, drawing on the terminology from
bove, in a shrinking cities context, Smart Growth and related “sustainable devel-
pments” may ultimately privilege stability (i.e., returning to pre-shock levels of
dpulation and economic activity) over sustainability (i.e., increasing resilience
future and more diverse ranges of shocks).
A second example of “pro-growth sustainable development” (Zovanyi 2013)
seen (perhaps paradoxically) in the Cleveland EcoVillage. A poster-child
shrinking cities, the one-time manufacturing hub of Cleveland, Ohio, had a
pulation in 2010 (396,815) that was less than half of its peak (1950) value of
L808 people. The visually and psychologically prominent patterns of shrinkage
Cleveland have generated “many new urban sustainability ideas” and “shifts in
nking” (Wheeler and Beatley 2014: 424). While other authors have explored
ral of Cleveland’s sustainability and revitalization policies in greater detail
’_! 0ix 2011), the focus here is narrowly on “perhaps the most tangible new [as
004] reflection” of the city’s sustainability initiatives (Wheeler and Beatley
% 424). The Cleveland EcoVillage is a “model urban village that will realize
potential of urban life in the most ecological way possible” (Scott 2002). Based
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on Smart Growth and allied principles, the desired elements of the EcoVillage
include:

new infill housing, built with ecological design featl{res, a ren'(;valtfeg) l::;qihct
i and [a] rapid transit station, 1ts¢ ‘

borhood park, community gardens,. :

a green trl)\eme (incorporating passive and active solar featurei,fa roosfi (;re(::q

recycled material, native landscaping), and within a short walk for re S

of the neighborhood. (Wheeler and Beatley 2014: 424)

By 2004, twenty new “green” town homes had been built accordiné;v,i t(? ecologl‘;
) . i i energy efficiency, an
iti i th respect to solar energy,
cally sensitive specifications Wi P, .
; i i Wheeler and Beatley ). fod 5
“green” construction materials ( : ’ ueh
biilding techniques, combined with the EcoVillage’s emphases torl\ cc(:),:zs:lvc;ﬁon
i rtation, contribute to environmenta :
and alternative modes of transpo , €0 : e
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acute examples of this pro-grow , o
i i i 3 f Orange” community just s
illages — including the Lakes 0 : i g -
:vherge converting greenfields into residential “green utopias” has been challeng
i ¥ itt 2012).
«greenwashing sprawl” (Schmitt e S milially. v 3
" T%\ese examples of «sustainable development™ in shrinking Zmez lmphc:(;e \:ithin
inability i ursu
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inabili development perspective: ecol0gy. £¢
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i t is said to strike
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equity (Godschalk 200 . e
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i iviti 1k 2004: 6).
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¢ conflict
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between ecology and equity). Recently, a fourth value, /ivability, has been incor-
~ porated into this sustainability framework by Godschalk (2004). The addition of
livability unearths at least three more conflicts: (1) a growth management con-
.~ flict between livability and economy, whereby private transactions lead to market
. failures — investment is directed away from unprofitable spaces, where quality of
- life continues to decline; (2) a green cities conflict between livability and ecology,
which concerns the degree to which human settlement patterns ought to manipu-
late the natural environment to enhance quality of life; and (3) a gentrification
conflict between livability and equity, which concerns the displacement of existing
residents as a result of quality-of-life improvements such as constructing ecovil-
Jages (Godschalk 2004).
~ When viewed through the lenses of the American model of urban development
‘and the foregoing examples, many, especially Brundtland Report era instances of
“sustainable development”, are seen to favor the values of economy and ecology
‘over equity and livability (e.g., Cook and Swyngedouw 2014). That is, pro-growth,
yet environmentally sensitive, urban development projects like those just described
for Hartford and Cleveland do not directly improve a city’s capacity to create, test,
and maintain adaptive capabilities in response to, say, social problems. It is feasible
that economic growth can expand and diversify a city’s economic portfolio, thereby
making its economy — in the aggregate — more resilient to shocks such as deindustri-
lization. Moreover, building more ecologically sensitive spaces can improve those
paces’ abilities to withstand environmental shocks like natural disasters. But, what
is missing from consideration is how individual agents in cities are able to adapt
ind self-organize in the face of shocks. This is the true measure of a system’s sus-
inability (Wu and Wu 2013), for a city’s adaptive capacity depends on how well
Is citizens can self-organize and adapt in response to disturbances (Page 2011).

' Consider again the general cases of a large-scale downtown Smart Growth “sus-
inable development”, or a smaller-scale infill (ecovillage) “sustainable devel-
pment”, within a shrinking city. Now suppose, hypothetically, that both cases
‘ n be packaged as “green” tools for improving local conditions of vacancy and
| operty blight (refer to Ch. 6-7). Despite their scalar and spatial differences, the
nceptualization here is effectively the same: improvements to a given space will
italyze reinvestment in nearby spaces. However, even if this expectation bears

and the development leads to localized gentrification processes, the policies

little or nothing to increase the ability of existing low-income households —who
| ten occupy the neighborhoods most afflicted by vacancy and blight (Weaver and
' gchi-Sen 2014) — to partake in the positive changes and reinvestment. Rather,

h households may be displaced by these developments, and with them condi-

1S of vacancy and blight shift to another part of the city or region. This hypo-
lical situation uncovers an important point. Namely, sustainability is context
pendent. Citywide increases in economic diversity or energy efficiency do not
quately capture the adaptive capabilities of a city’s many, heterogeneous enti-
Thus, urban sustainability goes well beyond the economic and environmental

described above; it involves enhancing the self-organization and adaptive
acities of individual agents.
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i ED buildines and insubstantial dependence on any one eco- “logic outlined in Chapter 6 and revisi.ted in thfe previ.ous sut')section. To be sure,
R A ke cities “sustainable”. Rather, these strate- recall that there are at least three generic strategies for improving a system’s ability
nomic sector do not by ice’mselves = ex osure and/or sensitivity to stress (see 1o “survive” stress: reduce its exposure to stress, decrease its sensitivity to stress,
gies merely r.educe A e R zﬁzn suffer from significant loss of local = and strengthen its agents’ capacities to adapt and self-organize. To the extent that
abbrwa) Qumally, .aggregate DR stem to become sustainable, then, are poli- “pro-growth sustainable development” (Zovanyi 2013) of the type just described
A n.eeded - a;llt.y S); ducing strategy mentioned above: build- diversifies overall urban economies and/or conserves [aggregate] environmental
cies that follow the third vulnera ';\ty-ae takegvari ous forms, such as investing in resources, such an approach plausibly reduces a city’s overall exposure and sen-
A A A EPEp— sz"en thening democratic institutions, and sitivity to specific economic and ecological stresses. However, further recall that
human capital (health and educatlgln : ofth% specific policy or institution though, equity and livability are important values in urban sustainability, and pro-growth
so forth (Wu and Wu 201 3).' s e avthis r;:nanner is a necessary step toward development typically undermines these values, especially for the most vulnerable
building agent-level adaptive Cap';‘lc‘ty mparatively neglected “sustainability” val- urban peoples and spaces (Godschalk 2004). With that said, the third strategy —
imp;:)vmg lt;vablllltyn?:;i e?::iyty_sty;:;S ?l"he next wave of complex systems meta- ‘enhancing agent-level adaptive capacities — can probably be viewed as the most
ues from urban planning — ;

B

’ . . i efficacious way of creating resilient, sustainable urban systems (Agyeman 2005).
: i es with these observations more directly. s cious . - AE. ;

phors in urban planning and policy engag ‘This idea is a point of departure for contemporary resilience thinking relative to

the first wave of “sustainable development” policy described above. Namely, the

Resilience planning is'lc':oncer{]e?.with .rtr;lalt(}ilng citie? more tsustaz(';u;ibl(?t .throu.g:l sgeng(tihetni;g
Qe e : i as a reaction their resilience, in line wi ¢ complex systems definitions introduced at the
Modern resilience thinking in urban bplanrcller:lgt tl]Sl s;l)_n;re;inll: Sn:t‘j::((jjisasters. such beginning of this chapter. In contrast, the latter was said to be concerned with
o df:structlon .lmposed S—— y(;ilf Coasgt In this sense, the discourse on achieving eco-technical notions of sustainability or stability on the foundation of
o Hu}'r - Kitrma s Amerlczl;tes on lacc;s’ abilities to respond to exter- [frequently acontextual] economic and population growth.
“resilient cities” commonly ConCetT: o (Izewma“ Beatley, and Boyer 2009). - To make this contrast sharper, consider the following two examples. The first
nal shocks that are brought abqut ¥ nahulars sl pra::titioners is making deeper ertains to New Orleans, Louisiana, and its post-Hurricane Katrina recovery plan.
Howevgr, — c9rpmumty ve Sf Xos stems theory, and these contributions urricane Katrina, the most expensive and one of the deadliest hurricanes in U.S.
DS PR — - ; e eilier?/ce to include ;iisturbances of any kind, listory (Knabb, Rhome, and Brown 2011), made landfall on the Louisiana coast
are expanding th": - of urdan - and Grove 2004: Eraydin and Tasan-Kok N August 29, 2005 as a Category 3 storm. According to City of New Orleans
SRS ergsstol; 2013). This latté:r line of work is begin- fficials, “[w]hile wind-related damages were extensive, it was the storm surge
2013; Pickett, Cader‘\as_so, P I "ated with the pro-growth styles of Ind subsequent flooding which caused [the city’s] catastrophic level of loss” (City
ning to tra“SfO"“.ex'.Stm,g - e f New Orleans 2007: 25). The losses referred to in this statement were many,
“sustaina!)ility b A _at?OVZ- regate metrics or privileging the val- 0ugh one of the most prominent forms of loss was population contraction. Cen-
- pamcylar, dtr BT T ogtﬁerf (Cook and Swyngedouw 2014), s Bureau estimates show that immediately prior to the storm, the city’s popula-
ues of env|r9nment S focusing on livability and equity) and N was approximately 465,000 residents (City of New Orleans 2007). Less than
resilience thinking ‘starts at tl?e.bottom. |(' s ogncems how vulnerabilities are year after the hurricane, this number had fallen to around 230,000 residents. In
works its W Morg - 1elrl10eHcence as implied in the preceding her words, the city’s population was effectively halved (The Data Center 2014),
distributed socially, spatially, and temROVE: O}F i cksﬁdepe“ds on agent-level attri- thich rapidly accelerated the (slower) shrinkage processes that were already tak-
SIS —— Su'wwa'th' urban populations suggests that not ‘ g place in New Orleans before the storm occurred (City of New Orleans 2007).
butes, the vast amount of heterogeneity “'”h (;n t rbanrc):es Consequently, no matter ‘Much like the other shrinking cities discussed in this volume, this massive popu-
all individuals are equally able to cope 'w1t” lse:erative ) particular “sustainable” tion loss was accompanied by spatially heterogeneous property abandonment and
how ecologically SenS.lthC or.egogomlcat Zn%\ance agents’ adaptive capabilities — bstantial physical decay in New Orleans’ built environment. Although a large
urban development might be, if it does no _ then it is unlikely to contribute 0 ition of the physical decay was the result of storm damage rather than property
particularly for the most vulnerable agents — th bili sinvestment per se, the presence of abandoned and derelict properties in a neigh-
system-wide resilience, ale, by extension, s}:{stalni%rln ]\;[1}:1 ch of this work is explic- thood nonetheless sends an antisocial signal, which makes endogenous neighbor-
A large body‘ of recent htemtu;e strjsseset (l}is:sch.ler et al. 2010; Wu and Wu 0d revitalization an unlikely outcome (Weaver and Holtkamp 2015). That being
itlyl g)roumed :}I:etrh:o(r:n?r?tcneli)it()gs 2 ii;:’:]cfy resilience thinking under other head- d, the City of New Orleans engaged in a post-Katrina participatory planning
2013), while o

Cess that aimed to introduce strategic and geographically targeted shocks into

; tal
g o TS 005, 2013). Either way, the men !
ings, such as “just sustainabilities” (Agyeman 2 ) ' System in order to create conditions for future prosperity and neighborhood

; ent
model is similar, and it departs markedly from the growth-oriented developm
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regeneration. The resultant Citywide Strategic Recovery apd Rebullctilgleg] fil’)l(zg
(CgSRRP) was underpinned by two main premises: (1) “evell'yt.hmg [cta.mn: R
% i i | changes and small-scale innoval ion .
at once”’, meaning that incrementa > ‘ . o
2009); and (2) “it 1s unlikely that every : .
encouraged (see Marshall 2009); and : oy
i i ht to focus on improving qu

ill return”, suggesting that city officials ougl . i
\:(;:L:enl;nt andgligkely residents (City of New Orlee}ns 2007: 9), rather than following
ices to increase population (Ch. 6).

lar pro-growth pract - : : =
po?r%:;epgui%iing principles, along with the city’s commitments to public partici

i i ‘1 socioeconomic and residential
jon and promoting geographical evenness in s ! d -
za“?):tunitigs (City of New Orleans 2007), are emblematic of resﬂlljelfxce ;;:?n
n?r?g Indeed, the “strongest messages” that planners gleag;cli{ t;(;)m pﬁ blec gﬁecf;y-
i e i hroughout the . cal
n, which are echoed continuously t gl ' :
fizt(;(io strategies for enhancing a system’s resilience (Table 9.1; see City of New

Table 9.1 Community-identified priorities in New Orleans” Citywide Strategic Recovery

and Rebuilding Plan (CSRRP)

i jbution(s) to
Description/Community Suggestions Contribution(s)

Priority ReSl/leilCe
I
pp p I
I{edu c I l()()d * [dke a ‘I()IISUC aj [()aCh to ﬂ()()d rotection l{educe exposure
- p to stress: incr 2S¢

i i es wetlands restoration
s tSh:ttv”(;Tlljlrl\(tiarv standards for individual.s to
reduce their flood risk by making decisions
to rebuild stronger or relocate safer
« Provide financial incentives for residents to
air dilapidated real property
ll‘frr())vidc in?ormation about spatially bas;d
risks to residents (as opposed to regu[atmg
where residents may or may not rebuild)
« Offer incentives for neighborg to purchase
blighted properties in their neighborhoods

Create affordable housing opportunities
throughout the city (not spatially

adaptive capacity
of residents to
respond to stress
Increase adaptive
capacity of
residents to
respond to stress

Empower
Neighborhoods
to Rebuild Safer
and Stronger

Reduce exposure:
increase adaptive

Build Affordable
Rental and Low-

Income Housing concentrated) to encourage spatial mobility. capacity =
R n and « Ensure that all persons have access to public lncrecaiie’ if p
Reegzield Public facilities such as schools and healthcare ::g?j en}(s .
aciliti centers po—
aori « Fully reopen and rebuild facilities in rf:fs(;n((ij ::(c)rease
S stress:
densely populated areas AT bigeas:
. Establistll3 satellite or mobile facilities in less sfnsslgl(v;?‘/:;;
stre: 8
opulated areas . . s
. %o‘:lsolidate public services in mqltlpurpose to rel:t;;]acr:rtel\)/
buildings for enhanced accessibility tllea il
i 7 ncrease
Rebuild « Rebuild and reopen schools as 24 iy -

iti i ters
Communities community centers
ar(())und High- « Improve quality of all schools

Quality Schools

Source: City of New Orleans (2007: 53—54)

capital investment)
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Orleans 2007: 53—54). Perhaps above all else, the CSRRP calls for and proposes
~ mechanisms that “empower residents to rebuild . . . safe neighborhoods by pro-
- viding financial incentives and the best possible information, rather than through
government mandates and enforced standards” (City of New Orleans 2007: 54).
Put differently, the recovery plan makes meaningful connections between agent-
- level adaptive capabilities and overall system (city) resilience and sustainabil-
ity. Thus, in contrast to setting top-down goals for aggregate metrics such as
the citywide vacancy rate,! the CSRRP seeks to facilitate bottom-up change
through strategic neighborhood-level shocks. For instance, one action that the
- plan recommends is to offer incentives for neighbors — in contrast to developers
or speculators — to acquire blighted properties in their neighborhoods (City of
- New Orleans 2007). Following from theories of neighborhood change, such a
program enables local residents to remedy unsightly conditions in their com-
- munities, thereby contributing to a neighborhoodwide stabilization (Weaver and
" Holtkamp 2015). In this way, the recommended program strengthens neighbors’
abilities to self-organize and adapt, which is a hallmark of system resilience (and,
hence, sustainability).

It is possible to devote significantly more time and space to analyzing the New
Orleans CSRRP. The plan recommends, contextualizes, and justifies specific,

ing, the economy, healthcare, education, historic preservation/urban design, the
environment, public safety, recreation and libraries, and other municipal and cul-
tural facilities. However, it is beyond this chapter to address the particulars of a
engthy planning document. What is important here for practical purposes is the
degree to which the plan’s vision has manifested, and/or might manifest over time.
Repeatedly, the CSRRP frames this vision as a “Safer, Stronger, and Smarter”
New Orleans — a city that is “familiar, but different” (City of New Orleans 2007:
36). Translating this parsimonious, alliterative wish list of attributes into complex
Systems language, the specifics of the plan are effectively aimed at: reducing the
ity’s exposure to disturbances (making it safer); decreasing the city’s sensitivity
) disturbances (making it stronger); increasing the capacity of the city’s resi-
ents to respond and re-organize in the face of disturbances (making it[s residents]
marter); and ensuring that the city and all of its neighborhoods perform their
sential functions in the changed, post-disturbance environment, regardless of
1ether they “look the same” as they did before the storm (making it familiar,
it different). The overall vision of the CSRRP, then, is one of a resilient, and
timately sustainable, city.
In the years since the plan was first drafted, the CSRRP vision has seemingly
arted to materialize and is continuing to take shape. For instance, the latest Cen-
S Bureau estimates show that the population of New Orleans is close to 379,000
1dents.? This number represents more than four-fifths of the pre-Katrina popula-
N and an increase of roughly 65 percent over the initial post-Katrina estimate of
0,000 persons (The Data Center 2014). This level of population growth, which is
tainly atypical of shrinking cities, plausibly reflects both the return of displaced
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residents.’ and, consequently, the continued functionipg. of the city’s dw'erse neixgh_
borhoods (e.g., City of New Orleans 2007). In addition, .ol’)servers cite an age
of innovation” and “renaissance” in the coastal metropohs economy (Efiltorlal
Board 2013). The president of the Rockefeller Foqnfiaflqn > th'e 04rgamzat10n that
pioneered a program called the “100 Resilie.nt Cities” initiative o has gor.\le? SO
far as to say that New Orleans should be nationally .renowned as The. Resi ient
City” (Rodin 2014). Arguably, then, the CSRRP’S internal focps‘on improving
individual- and neighborhood-level quality of h.fe throug}} strategnc }nterventlons =
e.g., empowerment programs, financial incentives, pub}lc service lmprovements.
more and higher-quality public recreation'fll and educational institutions, etc. — as
opposed to an external focus on market-drwgn growt.h, has had at least some posi-
tive effects on the adaptive capacity of the city’s re51de:nts. (50
Having said that, while New Orleans is still st.rugghpg with issues of c;/acan(iy,
blight, economic disparities across races, a}nd high crime r.ates (see en.l.note 'g),
such problems are not necessarily at odds with these per'ceptlorls ofa resi ient city.
In fact, recall that the leading principle of the CSRR.I3 is that 'everythmg cgnngt
be fixed at once”. This perspective aligns squarely with the notion of evolutnc()jn in
complex adaptive systems, whereby incremental changes accu.mulate to pro hgcg
systemwide consequences. The relatively short (evqluthnary) time scale on w lhc
the recovery and rebuilding plan has operated to this point therefore suggests that
“The Resilient City” is not a state that New Orleans bgast§ at present. time, nor is
it a static state of being at all. Instead, resilience (capaCI.ty) is an ‘evolvmg_ silfstemlc
quality that can be built up or eroded over time. Where it apprec1at§s, wt;l.c ieetlt?z
to be happening in New Orleans, a city system moves toward sustqma{)z ity.In thlt
sense, the targeted interventions of the CSRRP might be ‘operatm.g in ways : a
will, over (evolutionary) time, make New Orleans a sustainable city that is char-
i igh resilience.
aCtT:r;\ZNe C(l)tr)l}:e:r:% is not unique in its path toward sustainability. The element's.of
the New Orleans CSRRP read almost like a locally-a.da‘p.ted and cgnt«?xt—sercljmltll,ve
version of the citywide “social urbanism” program initiated e'flrller in Mkede ;rrl
Antioquia, Colombia.® This second example of resilience planning, a quic | eperS
ture from the book’s U.S.-centric approach, has bgen celebrated by urban p anpcan
and designers worldwide. It has even been highh.ghted as a model fo;]tAnje:]lOt ¢
shrinking cities (Ryan 2012). Somewhat paradoxmally', though. Medehm |sder -
shrinking city. To the contrary, it experienced population growth on the odr W
620 percent during the same period (from 1950 onward) that {\merlcan (;n u o
centers were hollowing out (Ryan 2012). The fa.c_t that strategies adopte ;]n ?efore
idly growing city might “work” for shrink_ing (EltleS (e.g., New Orlean(sj) th,-einkage
supports an important theme from earlier in this book: that growth an 953. -
are different outcomes of the same underlying processes (Beaure.gard' 1995 le\./ant
It follows that identifying and intervening at critical le'verage p(?l.r1ts in the re o
systemic processes can plausibly “workl” folr vas’ily tdlf’ferent cities, so long
i i re appropriate given the local context. : :
mti'r}:lee r;t;g?;laurb:ngsr: prog%am in Medellin concentrated on a specific policy

. . IC
leverage point — poor urban neighborhoods — and introduced a variety of publi
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works interventions. Just like many American shrinking cities, Medellin has
~ historically been characterized by high poverty, property blight and dilapidated
; neighborhoods, high crime (especially violent and gang-related crime), sub-
- stance abuse, and unemployment (Ryan 2012). Moreover, these problems tend
~ to be spatially concentrated and co-occurring. In 2003, under newly elected,
- populist mayor Sergio Fajardo, city officials embarked on an aggressive “inte-
grated urban project, to benefit poor neighborhoods comprehensively” (Ryan
~ 2012: 175). Public transportation networks and infrastructure were built to
- connect poor, outer-ring communities to the city center; modern libraries with
~ information technology and employment resources were set up in the most dis-
- tressed areas, along with “quality schools”; existing schools were renovated and
~ upgraded; local, neighborhood-based police stations were established to increase
“eyes on the street”; and “enterprise centers” were sited in poorer neighborhoods
to benefit low-income and unemployed individuals. What is more, all of these
' projects were carried out as prosocial acts of urban design: Fajardo sought to
build “the most beautiful buildings in the poorest parts of the city” (Ryan 2012:
175-176).

The cumulative effects of the social urbanism project in Medellin have been
remarkable. Like all cities, there is still crime, poverty, and unemployment.
However, where Medellin was once one of the most violent places in the world,
its homicide rate has dropped by more than 80 percent. To some observers, it
has gone from “murder capital to model city”.® Many attribute the city’s suc-
cesses, among them its selection to host the 2014 United Nations World Urban
'Forum [in part to showcase its progress], to continued public investments in the
ﬁlost underprivileged (“weak market”) spaces and social groups in Medellin
(see note 6).

- By leveraging public works projects and public revenue to increase low-income
individuals’ geographic mobility, educational opportunities, access to recreational

enities, and security, the social urbanism program materially augments the

aptive capabilities of Medellin’s citizens. This strategy is almost antithetical to

e traditional American model of urban development (Ch. 6), in which underprivi-

ged and distressed neighborhoods tend to repel private investment altogether,

and where private investment is the primary mechanism for generating patterns of
growth and decline in cities.

- In this context, however, one might argue that New Orleans’ post-Katrina

lecovery efforts have adopted a strategy somewhat closer to social urban-

sm than to the conventional American model. The result has been that both

New Orleans and Medellin are now known for their resilience (Rodin 2014).

lence, despite the former city’s characterization as “shrinking” and the latter’s

utation as “growing” — as well as the former’s embeddedness in American

ree-market democracy compared to the latter’s presence in Colombian stat-
Sm (Ryan 2012) — the common goal of increasing [especially low-income]
sSidents’ adaptive capabilities seems to be pushing the noticeably different
ystems toward similar, potentially sustainable (i.e., resilience-building, long-
sting) outcomes.
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Concluding remarks

The extent to which a large-scale “social urbanism’.’ project lik'e'the one unde.r-
taken in Medellin is feasible in the United State.s., given th'e pohtlcal, econc;;mc_
and legal frameworks present in American cities, remains to bﬁ se.e:[n ﬁ\zia
2012), although the shift in demographic context towards mu!tlgt nicity iy
new immigrants and new cultures — may be a reason fqr optlmclism (tse.e b?-‘,)',
ter 10). Nevertheless, this chapter has argued that re_stlzence artl)l Sus amc:u; 10),
strategies provide urban planners and resear?hers w1th a v?lui : ;: ap;;ara ] n
which to craft and test new, potentially “social u'rbamsm-llke. i f:lz}s or unt er-
standing and managing shrinking cities. In Partlcular, sustamabldlty lls not, ats
it has been treated by adherents to the Ame.ncan model of urbanb evetop?e[;r; L
simply about ecologically sensitive'economlc growth. Rather, to be Stlésn?;igta;
a city must be resilient — that is, it must adap.t and self—organllze = ;
its functions in the face of change. Moreover, it m}lst be capable 0 efcohmlr‘\(g
incrementally more resilient with time, in order to increase the range o ShOCKS
it is capable of “surviving”. Wi . .
tha%tlltreli ;elraleric strategies exist to mak‘e a city more resﬂ?ent over 'tlr.ne ?.es.;rseusss-.
tainable): (1) reduce its exposure to r!sk; (2) decrease 1ts se:nsntnvnt.)(/i :1 Olic,
and (3) increase the adaptive capabilitiles of its agen?s. Whgreas an 1 te (Sse Chy
program might pursue all three strategies using a variety of instrumen s 8 O.f
7), common “sustainable development” practices from the Amirlgzn T‘fy &
urbanism (e.2., “signature” buildings and ecovillages) fr‘equent y i enCl W
one or both of the former two but do not attend. to the third of these..l. rucnﬁ fg/,r
though, it is the third strategy that plausibly contrlbutgs tt‘le.most t.o.rey |encteat i
adaptation and self-organization occur) at the level of individual citizens, N0
ate system (Page 2011). . ,

Ovi;/i::r:gt%ree%esilieynce idéas%\ave been embraced, such as in Medelhp and N(eizvl
Orleans, the growth-first development logic of tbe neo!lberal Amgrxc;:n ::Zess
seems to be losing out to considerations of quality ofllfe and equitable oo
to livable residential environments. This internal, palliative focus on l1mpr han:;
the welfare of a place’s existing residents, as Qpposed tc.) an ex.temalll pe(;\: o
for attracting new residents, is functionally equwa.lent to mcrea.s(;r.\gt Z \3 ngor—
capacity of a city system (Ryan 2012). More pfeCISely, by provi ing r;l ' T
tunities and resources t0 current citizens, espe.CI.ally th(‘)s.e who live in lsrooramS
disadvantaged and underprivileged communme‘:s, resilience pla.ml;m;g] ;:1 : oy
effectively enhance the abilities of affected rgmdents tg cope wntd g a ﬁiés .
attribute — unlike changes to building materials or neighborhoo enj Vo
se — is the crux of sustainability in (shrinking) cities. quard that ‘?“ -,Uhts =
lin’s “social urbanism” and New Orleans’ CSBR? provide usefuldms;lbo e
first steps for transforming existing ways of thinking about. urbgn evra E e
The final chapter (Chapter 10) presents eVIfience of chang‘mg' em(.)g;kirlior o
the United States and the need to contextua}hze fl.lrthel.‘ s.tud.les in sl!lYm an::j o
within the spatio-temporal trends in population shifts, rising inequalities,
generational opportunity.

‘ Bulkeley, Harriet, and Michele Betsill. 2005.
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Notes

1 See. for example, the discussion of the City of Buffalo 5 in 5 demolition plan in
Chapter 6.

) Sce: http://quickfacls.census.gov/qfd/statcs/22/225SOOO.hIml

B Sce: http://www.cnn.com/20lO/LlVlNG/08/29/katrina‘ncw.or]eans.resilient/

4 See: http://www.100resilientcities.org

5 This is an intentional overstatement. The two strategies are significantly different in
specific content and political mechanisms; however, their attention to resilience make
them comparable here.

6 See: http://www.theguardianlcom/cities/20l4/apr/ 17/medellin-murder-capital-to-model-
city-miracle-un-world-urban-forum
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i i sess its per-
In addition to the prevalence and severity of popll'le.ltnonhlotjs. WZ nrc‘:tesdi;(()) ra:‘s:)ene - cpade
i : i hich individual cities shed resid¢
sistence: that is. the extentto W . . s
to the next. A population drop confined toa single decade is z.itefnporary set b;\;umin
ing residents over two decades is cause for alarm. The latter indicates a more g

i i it hi tural
roblem for residents. investors. and public officials. Mf)feover. it hints at a struc
. to the city’s ability to grow.

rather than a circumstantial impediment (Beauregard 2009: 64)

In this book, we first offered empirical analysis to answer thfzorehticellelnyitgégogr::;(i
i nd i tterns of shrinkage and decline in the :
questions and illustrate patter Ka e s oy
discussed policies and gove ns in Chag

i b LR iy i i f resilience and sustainability in

7 and 8, followed by a discussion of re .
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beyf))nd th.e Rust Belt and locally beyond central Clt:le.s l(]Ch;. 4 are\(cjl t50)u . (;);Vstan(i
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tterns vary widely, and their comp chligl . . :

ttt;\zsien‘t)jraction of social factors with the three main drivers of shrinkage: demo

izati i ity also
graphic change deindustrialization, and suburban1z?t1r]qni(Th|sbco()url1§:te):n )Clieve]_
8 : i inga
i f alternative ways of thinking
draws attention to the emergence 0 g
-1 oioo which is a challenge to existing pro-g act
opment such as rightsizing, 1,
i i development. In recent years,
in the American model of urban cent -
about sustainability and resilience has been opf.:ratlonallzed to add\n;tSfthtehis o
plicated place-based problems (.., post-Katrina N.ew Orl.eans). dl g
hypothesized and tested several questions surroundmghshrmk'fxfgetart\. i sh;ink-
i i manifestatio

iri ed more questions about the on Y

empirical analyses also rais ' B s reniS
i ill di f the findings and highlig ‘

_This chapter will discuss some 0 g : oy

a(l)ﬁerved in t‘t)le United States relevant to scholars and practitioners intere

IeSealClllll" intra-ur ba“ [lelldS mn Sh[ ]“k ngc ties §-a-vi1s ()[hel CltleS.
S 1 g 1 \%!

Summary of key findings

; g L -
considered to be the central issue In understanding thé Zuf'
t Belt cities have been the main

he emergence of shrinking ¢

Population loss is
gr:phic patterns of shrinkage. Although Rus

i ensus
ferers, the 19702010 data analysis shows t
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tracts in otherwise non-shrinking cities in other parts of the United States beyond
the Rust Belt. Interwoven with population shrinkage is economic shrinkage, and
the constantly evolving relationship between the two — or continuous downturn —
is identified as negative cumulative causation. Although shrinking places (i.e.,
census tracts) can be found in all types of growing, shrinking, and stable cities,
disadvantage — measured using the share of non-white population, female-headed
household, unemployed, poverty, and low education — is far more acute in shrink-
ing tracts. Following on the causes and effects of population loss, a major outcome
of shrinkage is the increase in vacant, abandoned, and tax-delinquent residential
and non-residential buildings. In other words, persistent population shrinkage is
also deeply connected with decline in the built environment. However, shrinking
tracts in cities and suburbs that withstood pressures to undergo severe decline were
found to have higher levels of social capital — measured by stable homeownership
rates, a relatively high number of civic organizations, a relatively high number of
government offices, a greater share of long-term stakeholders, a greater predis-

. position to trust others in transactions characterized by asymmetric information,

slightly lower income inequality, and greater internal community homogeneity.
The first part of the book (Chs. 2-5), therefore, shows the regionalization and
suburbanization of shrinkage along with a discussion of the importance of social

' capital in differentiating among different categories of shrinkage/decline. Spe-

cific findings show that (i) 66.1 percent of census tracts that have been shrinking
since 2000 are within central cities compared to 69.5 percent of tracts that shrank

" between 1970 and 2010; (ii) 56.5 percent of tracts that declined between 2000 and

2010 are within central cities compared to 69.5 percent of tracts that declined from

1970 to 2010; and (iii) 72.0 percent of tracts that shrank and declined between

2000 and 2010 are within central cities compared to 83.7 percent of tracts that
'shrank and declined from 1970 to 2010. The key finding here is that the pattern of
‘shrinkage and decline is rapidly evolving in non-central city tracts.

The second half of the book (Chs. 6-9) offered a discussion of pro-growth poli-

cies and alternatives to these typical “American model” approaches such as right-

sizing and smart decline followed by a discussion of governance and approaches to
‘urban resilience and sustainability practices. These chapters focused on (i) weak-
‘nesses with pro-growth approaches to urban development, (ii) difficulties in imple-
menting and accepting the rightsizing and smart decline approach, (iii) complexity
‘of governance and difficulties in defragmenting governance — there is no one-size-
ts-all formula, and (iv) scalar issues, among others, in implementing sustainabil-
ity and resilience practices. In other words, what works in one area (e.g., census
fract) may not be relevant for the whole county or the city (e.g., modifiable areal
unit problem) — practices from one part of the United States to another need not
work without a detailed understanding of the demographic, socio-economic, and
political contexts.
" Furthermore, answers to questions are limited by the type of data available and
hie tools of analysis. While the tools have become quite sophisticated, variables
re limited to those factors that can be measured, and certain variables are not
Vailable for all types of geographic regions. Therefore, systematic case studies
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of existing and emerging cities and regions, with various combinations of shrink-
ing and declining tracts, are necessary to provide an understanding of processes,
policies, and outcomes SO that communities can learn from each other’s best prac-
tices and mistakes. This book drew upon many examples, but historic analyses of
representative cases are beyond our scope. Below, some areas of future research
are discussed with a specific focus on demographic shifts in the United States
and the implications for urban research. A brief discussion of spatial analysis is
added at the end t0 emphasize the need for extensive data analysis, which can
detect emerging patterns and direct us to do in-depth comparative urban research

to inform stakeholders.

Emerging debates

One of the issues arising in the United States is the so-called “Great Inversion”
whereby young professionals and affluent middle-aged residents are moving
back into cities and immigrants and lower-income residents are moving out to
the suburbs (Ehrenhalt 2012). The narrative of cities as places of crime, disorder,
and poverty is being reshaped in America, and some have suggested a return to
prominence (Glaeser 2011; Ehrenhalt 2012). However, many of these narratives
miss how recent pro-growth policies have “uncoupled” the city into two diver-
gent parts: the «“economic city” and the «“demographic city” (Mallach 2015). The
patterns of reinvestment have always been uneven, but in the last decade, that
pattern has been one of growth in jobs (typically highly subsidized) and wealth in
central business districts while poverty and population decline continue in many
neighborhoods throughout these same cities (Mallach 2015). So in places like
Cleveland, where population declined by 17 percent in the 2000s, the downtown
population has recently seen an uptick, fueled by pro-growth strategies that privi-
lege the “economic city” over the “demographic city.” This dichotomy calls for
understanding the demographic shifts and economic shifts in the United States in
order to contextualize city-level issues. In the following section, we provide some
demographic data to show the need to examine all components of demographic
shift to understand who will make up the labor force of the city in the near future
and in the long term. Further, we draw attention to economic shifts (€.2-, among
others, two topics of importance are intra-urban inequality and inter—generational
mobility) and the need to couple economic and demographic analysis for place-

based policy development and planning.

Demographic trends

In a brief article discussing the recent U S. trend of rising natural decrease, that 15,

deaths exceeding births (e.g., over 2.5 million deaths in 2012 exceeded numbers
from previous years), Johnson (2013a: 2) notes “Demography is not destinys 0¥
one ignores it at their peril”. Often thought of as a rural phenomenon, county”
level data analyses show that urban counties are experiencing natural decrease
as well. Natural decrease is a function of the local age structure (e.g- adults ©
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i 2), with long-term funding lssues.across ;
(F'/g\l:irjir:g tcz the complexity of c?emographlc Zhan%ei;nl%ng)cﬁl‘ etsre aw
gaining foreign-born population in recent decades (Fig. 10.3).
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+ More growth in cities
“J More growth in suburbs
@& All growth in suburbs

Figure 10.3 Foreign-born population growth in cities and suburbs, by core-based statistical
4 area (CBSA), 20002013 (Data source: Wilson and Svajlenka 2014)

uniform across cities or even regionalized, though (e.g., the City of Buffalo has

been gaining population due to foreign-born residents, but the City of Cleveland
1as not). And it should be noted that not a single metro area saw its foreign-born
population in the suburbs decrease between 2000 and 2013. In twenty metros, the
Suburban immigrant population at least doubled (Fig. 10.3). Therefore, scholarship
nd policymaking need to focus on the details of place-based change contextual-
zed within different governance areas to be effective in terms of rightsizing, smart
decline, sustainability, and/or resilience.

Several caveats need to be addressed (Airriess 2016) with respect to positive
Opulation change with a specific focus on new immigrant migrations. First, new
Ieign-born immigrants tend to cluster in gateway cities (e.g., Boston, Los Ange-
S, etc.), but there are new patterns emerging in mid-size cities (e.g., a large
urmese refugee inflow in Buffalo). Second, immigrants with higher levels of
lucation (e.g., South and East Asians) tend to make suburbs as their residential
dice and therefore do not offset the overall loss in either human or social capital
Kop 2016). Third, a fundamental issue for immigrants arriving in a new city is
Onomic opportunity (see the case of Poughkeepsie outlined below) — even if
Migration is able to offset the population loss, economic opportunities are not
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always abundant, which means economic gains are rarelt)}/] sgf\crtr?:rl;zrr.‘ glrl;z:q}:
there is the propensity of some immigrapt groups to pursue r(e) Fggepsri il
d move quickly out to the suburbs without ever buy}t}g prop i
e ity (Airriess 2016). In sum, there is a critical need to con
“!g) . 'the Cltfy (i rants or immigrants and their role in overall deYelopment of a
dlSCUSSlOnSh0 rrzlmgand social capital) within the broader demographlc trend§ of the
P!ace b ding metropolitan area so as not to mask intrarreglonal varlatlo.ns
ks 'and B riatgions For example, if “non-metropolitan” is afided to tl}e mix,
(f)rr(:elity r;t(t;-(::rlntyc\(/;ponent's need to be examined given the increasmg2 g;);tt)r)lbutlon
R ek
Relatedly, in addition to the num er of . ipiapled. b
iti jversity of those immigrants in terms ol rac hr
?:1(1 (?:]a(;rtcfl(t)lrelslhg]:ri;nding the emerging senlgment patterns in U.S. ilt:jesétztzz
gine of foreign-born populations in the 21st c.:entury nite
0 gro'upsnd Caribbean American ethnicities and Asians 'f\nd Mlddle. East-
it bee'n 'L'atm?he subgroups within these two major categories show dlve-rse
egrt]tlee:z:lctl:)l:tstérns in the United States thereby altering cultural Iands]iagzlsq,t;/’l;lcoh
e weiomenors o
i 'Ethmc (t;her?igcmf(flli:i ”l;:t’:elgg; (and illegal, and their imprint on America’s
lmmlgrlalm fi ca esg The x;umber of foreign born people living in the United States
?u‘tu"a :'} . 57 6 million in 2000 to 39.9 million in 2010.4 53 and 25 percerl:t
s rl(j::in A;merica and Asia, respectively, with Mexicans maklpg up t ef
e ?Oglcentage (55 percent) of Latin Americans. Similarly, the dgmlnaxltléonec;-
‘a;ge's (F;hinese (17 percent) is seeing a ch?nge toward Asian lndlansd( e;)t 3
iiznl:;cBy 2050. the proportion of the population that is o(forz)or;Eér(;)ggatr;l ee;%creign_
: i 31 percent in 2000. By ;
—_ t:) tl'nocr:eizsti;0U4n7itzzr§f:ttezr\?vrir;l liksly be nearly 19 percent (see Box 10. l)%
bo?ezoizgaallly the new immigrant geographies (as measure: bSy t?he ::;r\i/ e(;t
T B s o o skt ortst ot ciiond
regi?“S }ncrse?);et?l;h;l(:rst};gesto grf(()irf}llinMidwest. The South’s shiare went up gr(t);z
ggsg‘?zt;olng percent, the West’s share went up from 32.4 Eo 353 petrc:;nt; ]a1(1) o
shére of the Northeast and the Midv.veslt d?;/t?]zdt ﬁio:agiiss;cle;atew;ys pa
ety to'llcli.zl ﬁ?gc?}:}cr:;seit(l)‘;eAyr;geles, and San Francisco) still rec(ei.lv‘e,
Newigr(;;kt; P:;\:/l :afewz;ys have e;nerged. with four metropolitar.] a;:‘:astri::]c?r:3 xl:::
imm , e olina; Atlanta, Georgia: Austin, f€xe
Y glil?\‘/l;:ac(?\ilr’lr?;z yoiré?.%agntrasting the conditions i.n these cmee:
an'd o ye%airinking city types is the next step toward understanding the.e:l 3
v . Shi s between population change and income/wealth f_g.ene.rat’l(ge-tt 3
gf:;rriiz?;’; Sif Ehrinking cities can stabilize, are they capal?)le of offering
grospects (e inter—generatilonalt :r]obslll(t));) rt:ir;:; i?;grzr;:se: .rging s
to historical pattern gration, :
thalltnt;e(:)%t:?tsf'esidential destination for new immigrants is often the s

ds show
uburb.
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Box 10.1 Demographic shifts in U.S. population

According to the report, Projections of the Size and Composition of the U.S,
Population: 2014 to 2060:

The U.S. population is expected to grow more slowly in future decades
than it did in the previous century. Nonetheless, the total population
of 319 million in 2014 is projected to reach the 400 million threshold
in 2051 and 417 million in 2060.
Around the time the 2020 Census is conducted, more than half of the
nation’s children are expected to be part of a minority race or ethnic
group. This proportion is expected to continue to grow so that by
2060, just 36 percent of all children (people under age 18) will be
single-race non-Hispanic white, compared with 52 percent today.
The U.S. population as a whole is expected to follow a similar trend,
becoming majority-minority in 2044. The minority population is pro-
Jected to rise to 56 percent of the total in 2060, compared with
38 percent in 2014.
While one milestone would be reached by the 2020 Census, another
will be achieved by the 2030 Census: all baby boomers will have
reached age 65 or older (this will actually occur in 2029). Consequently,
in that year, one-in-five Americans would be 65 or older, up from one
in seven in 2014.
By 2060, the nation’s foreign-born population would reach nearly
19 percent of the total population, up from 13 percent in 2014
Source (quoted from): http://www.census.gov/newsroom/
press-releases/2015/cb15-tps16.html accessed January 22, 2016

For example, in the 97 largest metropolitan areas of the United States, the
number of immigrants living in the suburbs increased from 56 percent in 2000
0 61 percent in 2013 (Note: 69 percent of all residents in these large metro
areas live in suburbs — therefore, immigrants are slightly under-represented in
suburbs) (see Wilson and Svajlenka 2014, also cited in Airriess 2016). A

immary of findings of immigrant distribution (Wilson and Svajlenka 2014: 1)
is as follows:

“Immigrants continue to be attracted to the nation’s largest metropolitan
areas but are dispersing to more and smaller places across the country” (e.g.,
- Baltimore, Maryland; Charlotte, North Carolina; Minneapolis, Minnesota).
- “The New York metropolitan area . . . saw the greatest increase in its foreign-
- born population between 2000 and 2013: almost 800,000.”

“Eighty seven of the 100 largest metro areas’ immigrants made up a larger
share of the population in 2013 than they did in 2000.”
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he highest growth in their foreign-
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«  “While large immigrant gateways il experienced very
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tcl(e)rs\tir?ue their stronghold although some displacement has been notice
lopment. . i
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social capital are topics that should be explored in addition to un
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renewal era. The immigrants initially joined low-wage jobs, but in recent years
ethnic entrepreneurship can be noted, especially in the retail business. Although
this transformation cannot be labeled as gentrification given that 30 percent of the
population continues to live at or below the poverty level, the 2010 median income
still doubled over the 2000 figure, indicating gradual improvement of the economy.
In comparison, the situation in Loisaida, New York, shows the influx of affluent
yet mobile groups (e.g., short-term renters such as students enrolled at New York
University). Anti-displacement initiatives have actually improved media coverage
and have made the place attractive to gentrification (see Godfrey 2016 for detailed
case histories of these districts undergoing change in the recent decades). The main
point of these few examples is that the ethnic components of in-migration, espe-
cially that of foreign-born population, need to be considered in future research.

- Economic trends

- Related topics of interest for place-based analysis are inequality and inter-gen-

erational mobility. The attention is now shifting from global measures to local
manifestation of inequalities with a focus toward inter-generational mobility —

~ leaving researchers to questions whether conditions exist to help the children of

new immigrants, or whether they will be entrenched in poverty (Airriess 2016).

- Berube (2014) notes that big cities have huge income gaps between households in

the 95th percentile of income distribution compared to those in the 20th percen-
- tile of income distribution. Rogerson (2015) offers a method to compare whether
“inequality within low-income groups is higher than the inequality within high-
“income groups in a geographic unit. In other words, there are various ways in
- which we can examine inequality. However, an understanding of the place-based
characteristics that create these inequalities is critical for halting the continued
downward spiral toward the conditions characteristic of many developing coun-
tries in certain parts of U.S. cities. As shown below (and in Ch. 5), these conditions
are often not contained in cities and have spillover effects to the suburbs.

As Berube (2014) notes, unequal cities are not created equally — creating impli-
cations for policy mobility from one city to another and also the intra-metropol-
itan practices of various stakeholders. For instance, Miami and San Francisco

how similar ratios of household income between the 95th percentile and the 20th
percentile. However, while San Francisco’s wealthiest residents boast very high
Ncomes, Miami, in contrast, has many poor residents with few enclaves of high-
icome earners. Cities with low levels of income inequality are mostly Southern
ind Western cities — their changing inequalities were affected by the recession
See Appendix C) — similarly, Midwestern cities show inequality issues following
dditional manufacturing decline in the recession period. The 2007-2012 shifts
linequality show that the rich are not necessarily getting richer, but the poor are
€finitely getting poorer (e.g., Atlanta’s average household income at the 20th per-
entile was $14,850, but the loss was $4,036 between 2007 and 2012). The range
Fincome in cities with the highest inequality (Appendix C) at the 20th percentile
as $10,438 in Miami (which lost $1,840 between 2007 and 2012) to $21,782 in
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Washington, D.C. While shrinking and declining cities are not bemf :;;“w:iﬁat
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i such analyses m
orked or did not work. Furthermore, . ‘
?:wrease in shrinking cities may not lead to feconomnc turparou;cil .
The relationship between income inequality and wage meq:d dtzbates et
i i ities in cities have trigger |
ever, income inequalities in CI gered . -
f0'mfard‘mHv(:/\e):/ge One important point is that a small shift in income mequ:ia:l é 2;
ml?l:;nziw may }101 just mean that the city has stable condmons.bgt m;agu .
mb banization of the poor. With very little disaggr?ga?ted analysis ()i/ g e ;r)a o
Sllla:,l; (e.g., census tracts or blocks) contextualized within gle broadeirssir:S guc;; ¢
. plnecl i litan region or suburbs, many
trends in a city versus its metropo ' .
cr(fhort and spillover effects (see dlscussmn' below) are m}ssed. e el
The topic of inequality and inter-generational moblllty. is a critic e
for deemogstrating the importance of conducting complaratw.e 1;1rba(r)lfr;(s)r;e:lrlca ti.on p
iti i bsorb a large influx .
inki ties of the United States ready to a . t
Shn'nkmgtﬁln;c groups all around the world? Although aflthors often cautlo}?. a%,?r?:_
Var@US:;O mu:h emphasis on causality, questions are raised about ge:j)grap l1ecWithin
p.umnii inter-cenerational mobility and hence the future of places an ]g;(é;i -
tlljogscities C;etty et al. (2014) use federal income tax recorg dgtad( 0¥ )
i ; i i bility. Their study finds
seography of inter-generational mo - ! : ' N
SbtUdt);c::elOeasgsoc‘?at};d with inter-generational mobility: (1‘) high rf:Sldentlzll:ﬁ%éngy
tif)rsl is c;g)r)r/elated with less mobility; (2) areas Yvith Inore mecll}lalltty»t';l‘z n[2#|2 -
Gini coefficients are correlated with less mobility; (3) ’fhe qua 1?/ .odices oy
tem is negatively correlated with mobility; (4) social capita lr;d P
?ys' and (5) vbveaker family structures (e.g., single-pa@nt househo .s)l[a.S -
lt}f;h less mobility. While the study has many conclusions, ]: llfey poin ;han R
. - i i ore
i - rational mobility m
ing the middle class may hurt m?er gene ‘ e
hu(ili?i%/e) in income for those at the highest level of income dlstrlbu]::zger -
" | other study, Chetty, Hendren, and Katz (2015) dlS.CUSS wh o
ndI::ra r113 benefited ‘from the Moving to Opportunity for Fair HDouir]lti s:;; o
rhe U.S. Department of Housing and Urban Development.(HU )d R .l
s s&uaies did not find any significant findings on earnings an e.aﬁczmyin e
Og Its. the current study shows that neighborhood effects are signi
adults, . "
of developmental effects of children under 13:

Vl()le l)l()a(u s oul “lldl]lgs Sll:(’oesl “lat e“(ﬂls to lllleg]ale (I.Sa(l antaged
I m IleS ]lt()ylllIXed—lllC(.)lIIe C()I“”Iu“lt es are l ke to leduce thle [)eVlSiSIEIlce
i i i i i i i 1 |y

a

of poverty across generations. it il oIS 2015: 41)

€ or I © nter-genera ‘()“ mo i ity 'S ue re (0] l p!Ob]e ?

therefore, place-based policies are critical. Sawhill (2015) states:

i i xtend-
We should invest in evidence-based programs, starting before.blrth :[:Kl fef e
ing through high school and the college years. If we pr0v1ded
{=

Concluding remarks 211

home visiting program, high quality pre-k, and comprehensive school reforms
in elementary and high school, it would make a difference in children’s lives,
according to rigorous experimental evidence.

However, what is not fully understood is “why some areas of the United States
generate higher rates of mobility than others” (Chetty etal. 2014: 42). Local struc-
tures and opportunities interacting with demographic factors (e.g., components of
population loss/gain) need to be examined using new data sources and analytical
techniques. Many topics can be examined: Are shrinking cities experiencing better
or worse inter-generational mobility compared to other groups? How are the pat-
terns different between natives and foreign-born? The following section provides a

quick overview of some of the techniques that may be useful in detecting patterns,
if data are available.

Detecting patterns of intra-regional variation

Cluster detection

- Throughout the book, particularly in Chapters 2, 3, and 4, we used several differ-
- ent types of statistical tests to draw empirical evidence regarding shrinkage and

' decline. While these statistics are useful for comparing conditions of population

. loss and decline between cities in the United States, finer-scale analyses are often
' needed to understand the variabilities discussed above, such as local manifesta-
. tions of immigrant mobility or income inequalities. While an in-depth treatment

of the many available statistical measures is beyond the scope of this book, a brief
discussion will show possibilities for future research to monitor emerging spatial
patterns over time.
Spatial clustering techniques offer a means for quantifying uneven geographic
variation of a particular variable or variables. Cluster detection techniques are
based on the premise of spatial autocorrelation, which is a measure of the degree
to which features tend to be clustered together or dispersed through space. Fea-
tures that are positively spatially autocorrelated are clustered together in space
‘while features that are negatively autocorrelated are dispersed. For example, in
a shrinking city, we might expect a declining neighborhood to be next to, or at
least in close proximity to, other declining neighborhoods (i.e., they are positively
Spatially autocorrelated). In contrast, we would not expect to find a checkerboard
ern of declining neighborhoods interspersed with thriving neighborhoods all

throughout the entire shrinking city. Stated otherwise, things that are alike tend to
¢ located near to each other. When focusing on the uneven patterns of develop-
ment in cities, such metrics can highlight where within the city the patterns are
hon-random, which in turn can reveal information about the underlying spatial

Tocesses that might be producing those variations.

Within these cluster detection techniques, there are two broad categories of mea-

ures: global and local. Global measures provide an overall indication of whether
Patial interdependence exists across the study area through a single value. Some
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of the most commonly used global clustering techn'iques inc:iu?(e) 9]\;;)22;;&40%2
Geary’s C, and Getis-Ord General G (Qetns anFl Qr s
1950)21 tegory, local measures, tests for spatial association ofa varia
e r'y’hborhood Some commonly used local autocorrelation measures
e llnlngdicators of'Spatial Association (LISA; Anseliq 1996) a.md thF Getls-I
. the']"‘docat' It]ic (Ord and Getis 1995). Both of these statistics can identify I?ﬁa
e (S)tfas1 Satial association, which are corpmonly known as clusters lor - :t
Patte‘:“S i Hot spot analyses are particularly useful for urban planning
Zggtl?ca(zifoi?ge]guse they allow for detection of subregions, ]or CI(l)lrSt;rjé z;rrlldi :g,n
i tion and extent of aggregations of extreme.va ues
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. : 3’ .y . : . “ .
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e Gi* sta
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oY d Yamada 2009). Furthermore, tests such as the Gi StaII.Sth
Valu'es (l{'ogersin“:l:)t” and “cold” spots — or areas of high and lon autocorrelatIQn.
- ‘deml?l(t))c(:)ztil clustering tests can eliminate biases that can arise w.hen spe(c(l)f;fcj
:r:zlsu Zer:eoselected for testibng based on preconceptions about their existence
que1onn 19353(-)(:21‘ forms of spatial autocorrelation are ofter? used together .tto
Gllobal E(l:[:)m rehensive picture of urban shrinkage and df:cllne gcrpssdth?tuoyf
gte\\,/ear(;guas scalgs For example, in their analysis og:he delgdtﬁztilflolll;(; Mcor);n’s
, 2013) use g
Tara'fto. . Soml;len; lltt;1 Il)(:cl;/:llfrogl"?;q.t i?g/d\,Riﬁtg::eor Eo detlrmine whether there wz}(s)
l;;?;;itliuii:izOZcross the city for six indicators of shrinkage:tde:perrlxt(::n;g/clagla :
¢ i " i ts), unemployment rate, re
(:Leq o o deﬁlelzgz:tsetizclzgx‘;?ift;n)ment. a|r1)d persons per hogsehold. Tl;z
erees (F;OP sitive ;lobal spatial autocorrelation for all six variables acr(})]er
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th'ls Shrmkmlg CltZﬁnt rates. and so on. Furthermore, using the lgcal LISA stalt}iely~
t‘r:%ha;l;g?f vt')zrn; able to ilientify specific pockets wilthin 'thz c.:zig;?]tczvseied:l .
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BagChl-iSensdan Iiti0:r>1 on crime in Buffalo, New York. Using the g]ob.al foratial
- bu1ld.|n%) gns]t(;tistics the authors identified a threshold for observing Stgnces
:;zo(c}ie;tlis(;nsrof demoliti’on and crime within the city and then used those dis
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to identify local hot spots of demolition and crime activity throughout the city.
Comparing the hot spots of demolition to those of crime across a five-year period,
the authors found that as demolition activities were targeted to a certain area of the
city, which is often the case in shrinking cities, certain crimes migrated away from
that area. In particular, drug arrests and prostitution, two types of crime that are
known for utilizing vacant and abandoned structures, showed significant declines
in the areas where demolitions were targeted. Their study showed through geo-
spatial clustering techniques how the process of demolition can not only change
the physical structure and pattern of the urban fabric but may also impact the
localized social processes taking place in certain neighborhoods. Furthermore,
the authors noted that as demolition activities progressed across a five-year time
period, the mean center of criminal activity moved toward the periphery of the
city limits (and very likely moved into the first-ring suburbs). The spatial clus-
tering techniques were able to demonstrate empirically the “spillover” effects of
shrinkage and decline-related issues into surrounding municipalities, reinforc-
ing the need for strong governance structures discussed in Chapter 8. Further-
more, because the study was undertaken at a sub-city scale (the geographical unit
of analysis was the block group), certain implications of “rightsizing” (Ch. 6)

through demolition were highlighted that would not have been possible through
a global statistic.

. Modifiable areal unit problem (MAUP) and other considerations

Moving forward, scholarly activity focused on shrinking and declining places

. would benefit from more localized spatial analysis of the emerging variables dis-

cussed above. However, there are several limitations of these types of spatial sta-
tistics that deserve attention. In particular, whenever spatial data are aggregated
into areal units, and those aggregate units are used for analysis, statistical biases
may affect any subsequent analyses. These biases form the basis of the theoretical
foundation known as the modifiable areal unit problem (MAUP; Openshaw and
Taylor 1979; Openshaw 1984). There are two main issues associated with MAUP.

- The first is the effect of scale, which results from the selected areal unit at which

mapping or analysis is completed. Whenever point data are aggregated to areal

units such as census block groups, the locations of those point data are no longer

relevant, and the areal unit is considered “homogenous™. This type of aggregation

troduces biases into spatial analyses performed using the data since the original
locations of the data are no longer considered. The second MAUP issue is a group-
g or zonation problem, which results when a larger number of smaller units are

grouped or aggregated into a smaller number of larger units (Openshaw and Taylor

1979). The method of aggregation that is used to compile the data (e.g., mean,

median, majority rules, etc.) can also introduce statistical biases into the analysis.

ese MAUP biases are also familiar to many scientists as ecological fallacies,
and while investigators have been working to overcome them for decades (see

penshaw et al. 1987; Besag and Newell 1991; Gatrell et al. 1996), no universal
Solution has been reached.
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Additionally, many cluster detection technigues rely on a(lija?eri\; r::;ﬁi:f;r(;nt(g)
rovide context. When the geographic area of analysis o
i pd indow, such as city limits, several different types of edge e_}_‘/‘.e? s
Vi ;"_"; thejre can be sampling bias, which occurs when the probablh(;y
C?n (;c:l:i/.inigr a;l object depends on its shape or sizg Rogerspn 2.1nd \Lama azi
?20(:)95) found that these biases can typically bfef re:ned;eéietr)l)sl J:iexgt;'?frzgctz ive;\i/Ch
i e effects ar ]
o acchordlt!;%lz-):‘;et i)efc;): ((i)gf:t (z)frepdhgenomena that lies par.tially within the
oopriw - ot be observed in full. For example, a cultural nexghborhoqd may
Wme}N Can: different administrative districts, and limiting tt.le ana}ysns to a
:t;ag(i: ceiig::ict or splitting the social variable across botg ('hsmit:b\,?el:j lae;sr;(i
censoring effects where the entire ne|ghib;c:jr}tl)oo:e;isnr;;):in;‘r‘l:uzrd” s sl
priately.hc'e}r:S;Znugssgf?(:isbzznnSZr;e?si?matio)rlx but are not presented in results
oo (\;’ - bsequent analysis (Vidal Rodeiro and Lawso'n 2005; Van Meter
. us’32Olln())suThequse of guard areas is particularly useful in areal anfi cludster
S\;:l‘&ses (discussed beloow), but it can be difficult tq obltla}rr:kci(r)lgg?ttilet);eis ?gz
ici i fact, a major issue in shri
?’rcargrsnsenmtztr;l)cr:rz)afl glz)(i/lggzrr\lcees (ér}ll 8), whichjunfortunately often also accompa-

i jon i ilable data.
nies a fragmentation in ava

Final remarks

In this chapter, we sought to summarize the major po.mts otfI g;e %(]):l:aall(x:-ihsoh;(ei
licht on emerging future areas of research for shrinking cit h B e
¢ is that, moving forward, we may need to look w1t}.11.nt e demograp :
medS Seigoen(l)smticz ’of cities — through both qualitative and empm(‘:al approa(;:gzsc Hn e0
?rnuly understand the complex underlying processes driving ;hsrilrrrllli(&gr::yant o
The demographics of a place are rarely homogenous, gn i w, it
graphics between two cities are almost never the same. h}/ s:[he Cii iy st
the within-group population variation gt ﬁner scales .w1t llnS ecom,)mic o
to understand the unique processes driving population los ,e " :top .

tainability and resilience at the grounq I?vel. However, we ne st
basi kdowns of race or ethnicity. Within these groups we will find v o
br?stl Cm:re?lel; ‘f):v)?plain why a certain place remained stable while an.other strtllbg(g);xeo.f
tWa;th thye theoretical foundation discussed in th.lS bogk, along;1 t\:ﬁ]ezet(;?n "
methods for empirical analysis, the challenge Is to incorpor
debates into future shrinking cities research.
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Appendix A

As mentioned in Chapter 3, a geometric i
e ;2 mean is an average obtaine
- Cp(l;(;ﬁt;(;r; :rlltheci) rtr}:an a(?mon. Such a mean is useful V\%hen the ot()zet::ltri(\)/:;gifs1
i meanyare f(;))l?u(ril ing effects that might exist when all the constituent
R T innChtogether (Spizman and Weinstein 2008). Recall that
| e f;())r e apte.r 3 seel.<s to measure concentrated disadvantage
R r; erest in CD .1n u.rban studies is that, in neighborhoods
R p ed orms of dep.rlvatlon or disadvantage, “difficulties rein-
s g fOﬁ)ro uie a 31‘.[uat10n of compound disadvantage” (Pacione
i ei—‘fect isol\ihl/(se;yattoag E;r:ldex of CD which at’Fempts to account for this
dis;r;zss tt)he'm simple poverty or unempI::)c))/ﬁecr?tn:str:shZE)srll‘e/e e 4 S
- :ﬁe S(l)r;g saldd, geometric means are subject to a “zero problem” — beca
puted by way of multiplication, a single zero value in one partuf):

the formula re i i
: sults in an overall geometric mean of zero, even if the values for

the oth i i
R neer l}:lagri; ;:/?l:;ables) in the formula are all meaningfully greater than zero
| sl i property of geometric means poses a problem for computin .
: mu]tiplicat,i i Zeroy olmogenous white census tracts (see Chapter 3), we use thg
| ey grs]zsa(cze(;rllzglt Ssg:ggzal;(l)r computing geometric means proposed
- used to calculate our G-index of concentraze’:gazici}sla(;fvt::tzgs \\z/vaerr:1 tf)ilresst (t)rca)utlls]?(t)rwmer(ei
e

' as follows: Zeng and colleagues (2014)




Appendix B

In eeneral, a McNemar test is a chi-squared test that is a;;lplieﬂ to .cc()jnt‘;gﬁzzrcz
1 : er than inde h
i i lumn data are dependent rat
tables in which the row and co . e .
is, i i i- d tests for independence, such a
That is, in conventional chi-square r B o
i i i ulation and economic shrinkag
ried out for the relationship between pop . « R i
d to be independent (the null hyp )-
2.6. row and column data are assume B
jecti is therefore allows a researcher to con - i
Rejecting the null hypothesis B i
i dependent or move together. By ;
for Table 2.6, that two variables are i
jumn data are assumed to be corre
a McNemar test. the row and co . ' s
i tract might be classified as shrinking
from the outset. For instance, a census g . L
i — al rate of exponential popula ;
on its four-decade (1970 2010) annu e
it mi i lassified as on pace to be shrinking
and it might or might not be ¢ ! B e
i ial population change over the i
of its annual rate of exponentia it -
i i i ing can be di
tly, a given tract’s status as sarinkl n be
(2000-2010). Put differen | 070 o
i iod of population change analys g
depending on whether the perio .
i hers to evaluate whether, in gg
in 2000. A McNemar test allows researc S
> shrinki id in fact change from 1970 to 2000. :
tracts’ shrinking statuses did in rom | . b
i i - inkage classification based onas g .
in such a test is the tract-level shrin : B oecicd
i is the analogous classification for a peric
970. and the column variable is t ~
(l)f 2000. Hence, we are dealing with the same sample of tracts but observing
shrinkage status at two points in time (i.e., ;\ljle Tiilata aretdetpzr;dt;r;t)t.ype B e
i i - le McNemar tes
Rather than illustrating a one-samp B et 1t
irectly to the type of two-sample Mc
above. however, we move direc . B e 1
i i i - le extension of the McNemar tes
is carried out. In brief. a two-samp : e
i ding paragraph) are
atterns of change (see the preceding .
s Dle test therefore begins by conducting s:pa?te
’ i ; n e
McNemar tests for each group involved in the analysis, lr(lj ordertt.o fi,r::jgdokun
irs™ hrinkage statuses changed over tim
cordant pairs™. or tracts whose s ge stat b o P
.1 through B.3 illustrate how the
and Burgess 2011). Tables B : e o
ibed in Chapter 5. First, the samp :
for the analyses that are describe r 3 B oot
i it i : ithin core cities, and tracts that a :
split into two groups: tracts Wi re cit 1at ar e
::Siti}:s Second fovr each group, tract classifications are sqmmanzed in lconc:;l:;ining
tables' according to their time-varying statuses as shrmklrlg (Table B.1), -
(Table B.2), and both shrinking and declining (Table B.3). These group

across two groups. The two-samp

Table B.1 Two-sample McNemar test for change in tract-level patterns of shrinkage

In Central City

Not In Central City

Shrank
(2000-2010)

Did Not Shrink
(2000-2010)

Shrank
(2000-2010)

Did Not Shrink
(2000-2010)

Shrank (1970-2010)

Did Not Shrink
(1970-2010)

2,928
2,975

2,208 936 1,314
16,183 2,088 23,747

Notes: McNemar tests for both contingency tables are significant with p << 0.001, suggesting that
overall patterns of population shrinkage have changed both inside and outside central cities; bold
text indicates discordant pairs (i.e., tracts whose shrinkage statuses for the period 1970-2010 were
different from their corresponding statuses for the more recent period 2000-2010)

Table B.2 Two-sample McNemar test for change in tract-level patterns of decline

In Central City Not In Central City

Declined Did Not Decline
(2000-2010) (2000-2010)

Declined Did Not Decline
(2000-2010) (2000-2010)

Declined (1970-2010) 2,209 3,444 1,073 1,406
Did Not Decline 1,166 17,164 1,523 23,787
(1970-2010)

Notes: McNemar tests for both contingency tables are significant with p << 0.001, suggesting that
overall patterns of decline have changed both inside and outside central cities; bold text indicates
discordant pairs (i.e., tracts whose decline statuses for the period 19702010 were different from their
corresponding statuses for the more recent period 2000-2010)

Table B.3 Two-sample McNemar test for change in tract-level patterns of coupled shrink-
age and decline

In Central City Not In Central City

Shrank-Declined All Other Tracts Shrank-Declined All Other Tracts
(2000-2010) (2000-2010) (2000-2010) (2000-2010)

Shrank-Declined 496 1,054 95 207
(1970-2010)

" All Other Tracts 510
(1970-2010)

21,926 295 27492

Notes: McNemar tests for both contingency tables are significant with p << 0.001, suggesting that
- overall patterns of coupled shrinkage and decline have changed both inside and outside central cities;
bold text indicates discordant pairs (i.e., tracts whose shrinkage-decline statuses for the period 1970~
2010 were different from their corresponding statuses for the more recent period 2000-2010)
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Appendix C
. ’ ’ 2ty s
Income inequality in America’s 50 largest cities, 2007-2012
City Population Household Income, 2012 Ratio Change in Household Ratio
2012 Income, 2007-2012 Change,
2007-2012
20th 95th 20th 95th
percentile percentile percentile percentile
1 Atlanta, Georgia 443,768 $14.850 $279.827 18.8 -$4.036 ~$16.813 3.1
2 San Francisco, California 825,863 $21,313 $353.576 16.6 ~$4.309 $27.815 39 i
3 Miami, Florida 413,864 $10.438 $164.013 15.7 -$1.840 —$3,397 2.1 3
+ Boston, Massachusetts 637.516 $14.604 $223.838 15.3 -$1,359 -$14.912 0.4
5 Washington, D.C. 632,323 $21,782 $290,637 13:3 -$22 $7.645 0.4
6 New York, New York 8.336.,697 $17,119 $226,675 13.2 -$1,735 -$8.677 0.8
Oakland, California 400,740 $17.646 $223,965 12 ~$1,062 ~$14,059 0.0
8 Chicago, Illinois 2,714,844 $16.,078 $201,460 12.5 -$2.194 ~$4.100 13 ui
9 Los Angeles, California 3.857.786 $17.657 $217,770 12.3 -$3,107 —$26,242 0.6
10 Baltimore, Maryland 621,342 $13,522 $164.995 12.2 -$2.706 —$7.586 1.6 <

(Continued )




(Continued)

City Population Household Income, 2012 Ratio Change in Household Ratio
2012 Income, 2007-2012 Change,
2007-2012
20th 95th 20th 95th
percentile percentile percentile percentile

11 Houston, Texas 2.161.686 $17.344 $205.490 11.8 -$1.977 -$10,327 0.7
12 Philadelphia. Pennsylvania 1.547.607 $12.850 $151.026 11.8 -$1.536 $2.638 1.4 2
13 Dallas, Texas 1.241.108 $17.811 $200.367 11.2 -$2.392 —$25.065 0.1
14 Detroit. Michigan 701.524 $9.083 $101.620 14:2 —$2.098 -$19.820 0.3
15 Minneapolis. Minnesota 392.871 $17.753 $193.777 10.9 —-$1.,486 —-$8.256 0.4
16 Memphis. Tennessee 655.141 $13,520 $145.015 10.7 -$1,231 -$12.014 0.1
17 Cleveland. Ohio 390,923 $9.432 $100.903 10.7 —$1.865 —$5.537 153 ¥
18 Tulsa. Oklahoma 394.098 $17.359 $183.407 10.6 $38 $4,127 0.2
19 Denver. Colorado 634.265 $19.770 $208.810 10.6 $1.000 $7.169 0.2
20 Fresno. California 505.870 $15.665 $160.360 10.2 —$3,257 -$6.171 1.4 *
21 Charlotte, North Carolina 775,208 $21.998 $219.126 10.0 —$4.864 -$6.815 1.6 *
22 Kansas City. Missouri 464.346 $16.353 $161.488 9.9 —$1.641 -$2.,668 0.8
23 Long Beach. California 467,888 $19.255 $185.543 9.6 -$3,042 -$14,302 0.7
24 Austin. Texas 842,595 $21.738 $207.594 9.5 -$1.646 -$10.787 0.2
25 Portland, Oregon 603.650 $20.152 $191.492 9.5 -$1,535 $3.681 0.8
26 Tucson, Arizona 524.278 $13.798 $130.327 9.4 —$3.800 —-$9.029 1.5 ¥
27 Sacramento. California 475.524 $17.901 $168.858 9.4 -$6.608 -$12.393 2.0 %
28 Milwaukee. Wisconsin 598.920 $13.328 $125.363 9.4 -$3.481 $237 2.0 *
29 El Paso, Texas 672,534 $16.206 $151.745 - 94 $1.530 -$4.486 -13
30 Indianapolis, Indiana 835.806 $16.230 $150.346 9.3 —$5.811 -$16,883 re »
31 Seattle, Washington 634,541 $26,156 $239.549 9.2 —$678 -$11.,471 0.2
32 Louisville, Kentucky 605,108 $16,924 $152,792 9.0 -$1.636 -$11,832 0.2
33 Albuquerque, New Mexico 555.419 $18.646 $168,121 9.0 -$2.818 —$239 2 *
34 Nashville, Tennessee 623,255 $18,539 $166,032 9.0 -$3.914 -$10,293 1.1 i
35 San Diego, California 1,338,354 $25,126 $224.814 8.9 —$3,158 -$13.942 0.5
36 San Jose, California 982,783 $31.047 $273.766 8.8 -$3.560 $8,143 1
37 Jacksonville, Florida 836,507 $17.411 $152,329 8.7 —$7.843 —-$18.999 2.0 *
38 Phoenix, Arizona 1,488,759 $19,186 $167.503 8.7 -$3,796 —-$26.099 0.3
39 San Antonio, Texas 1,383,194 $18.518 $158.566 8.6 —-$1.480 —$5.381 0.4
40 Columbus, Ohio 809.890 $17.238 $147.496 8.6 -$1.134 $1,295 0.6
41 Oklahoma City, Oklahoma 599.309 $18.835 $160.125 8.5 -$1,492 -$12,331 0.0
42 Raleigh, North Carolina 423,743 $24,113 $199.911 8.3 -$1,137 -$174 0.4
43 Omaha, Nebraska 421,564 $19,649 $161.910 8.2 -$2,252 —$7.658 0.5
44 Fort Worth, Texas 782,027 $20,992 $168.989 8.1 -$1,701 -$827 0.6
45 Colorado. Springs, Colorado 431,846 $22,213 $175,034 7.9 -$3,372 -$4.378 0.9 "
46 Wichita, Kansas 385,586 $19.516 $151,068 Vet —-$2,781 -$16,879 0.2
47 Las Vegas, Nevada 596.440 $21,380 $164.344 f7) -$6,248 -$36.330 0.4
48 Mesa, Arizona 452,068 $21,007 $157,190 ¥ 53,952 -$10.044 1.3 ¥
49 Arlington, Texas 375,598 $24,169 $175,759 73 -$3,458 $220 0.9 *
50 Virginia Beach, Virginia 447,021 $31,051 $187.,652 6.0 -$4,727 $211 0.8 .

Data source: Brookings institution analysis of 2007 and 2012 American Community Survey data
* Change is statistically significant at the 95% confidence interval




1987 United Nations World Commission
on Environment and Development
(WCED) 185

2014 United Nations World Urban Forum 195

abandonment 3, 28, 45, 109, 132, 133, 141
absolute advantage 87

adaptive capacity 184, 195

aggregate income 24, 25, 26

Airriess, Christopher 208

Akron, Ohio 23

Alaska 14, 161

Albuquerque, New Mexico 223
alienability 141

Alonso, William 78, 80

American Community Survey (ACS) 9,

12, 25, 45-6, 67, 70

American Dream 81, 206

American FactFinder (AFF) 9
American Housing Survey 9

American model of urban development

101, 104-7, 116, 117, 128, 154, 188

annexation 165-6

ArcGIS® 29

Arizona 1, 2, 166, 167, 203, 222, 223
Arlington, Texas 223

art spaces 113

Atlanta, Georgia 166, 167, 206, 209, 221
auctions, public 109-10
Aurora, Illinois 82
Austin, Texas 166, 206, 222
authorities 163, 178
automobile 83, 84, 87

Bagchi-Sen, Sharmistha 212

Baltimore, Maryland 23, 57, 134, 167,
207, 221

Beatley, Timothy 188

Beauregard, Robert 83, 85, 101, 200

Berube, Alan 209
bid-rent curve 79-80
bid-rent model 78-80, 85, 97
Bilbao (Biscay, Spain) 108
Bilbao Effect 108
binary method 7-8, 37, 40—1; persistence
8: prevalence 8, 44, 51; severity 8, 44, 51
blight 45, 132, 133
BLS see U.S. Bureau of Labor Statistics
(BLS)
Bluestone, Barry 57
bonding network 66, 67
Boston, Massachusetts 82, 167, 205, 221
bridging network 66, 67, 69—70
Brookings Institution 34
Brown University Longitudinal Tract Data
Base (LTDB) 9, 10, 1314, 21, 28, 67, 91
brownfields 138
Brundtland Report 185, 189
Buffalo, New York 2, 23, 135, 167, 171,
204, 212—13; clean sweep program
140, 142; community-based initiatives
in 113, 114-15; 5 in 5 Demolition Plan
112; Green Development Zone (GDZ)
171-2; immigration to 205; in rem
auctions in 111; vacancies in 134
Buffalo ReUse 135
Burgess, Ernest 59, 62
Business Analyst 9, 10, 67, 69, 70, 71

Cahill, Bernhard 139

California see specific places in California

Canton, Ohio 23

Cape Coral, Florida 208

Carolina Population Center 203

CBD 78, 79

CDBG see Community Development
Block Grants (CDBG)

census block 12



226 Index

census block groups 12
Census Bureau see U.S. Census Bureau
Census of Governments 9. 161-2. 163
census places 12.21. 116
Census Summary File 3 (SF3) 25
census tract 14. 21
central business district (CBD) 78. 79
Charleston. South Carolina 208
Charleston. West Virginia 23
Charlotte. North Carolina 34. 166.
222: immigration to 206. 207. 208:
population in 167
Chetty, Raj 210
Chicago. Illinois 82. 206. 221
Chicago School of Sociology 59
Cincinnati. Ohio 23. 82. 173: Cincinnati
Transit Commission (CTC) 173:
Southwest Ohio Regional Transit
Authority (SORTA) 173
City in History, The 3
Clarke. Kristen 174
Cleveland. Ohio 2. 23. 146-9. 167. 202.
205: Cleveland EcoVillage 187-8:
income inequality in 222: Re-Imagining
a More Sustainable Cleveland 142.
147-9: vacancies in 134
clustering 211-13
collaborative groups 175. 176
collective action 155. 1568
collective norms 65. 67. 70
Colorado 167. 208. 222. 223
Colorado Springs. Colorado 208. 223
Columbus. Ohio 208. 223
commodification 116
communicative planning theory (CPT)
130. 131
Community Analyst 9. 10
community-based initiatives 113-16. 141
Community Development Block Grants
(CDBG) 117-21: eligibility requirements
121: permitted activities 121-2
community gardens 113. 114-15
community homogeneity 71
commuting 81-6
comparative advantage 87-8
competition. inter-governmental 105-6.
154
comprehensive plan 177
concentrated disadvantage (CD) 36. T
91: measurement of 37-40. 217
Concentric Ring model 59. 62. 90
Connecticut 107. 161. 186-7
consolidated regional governments/
authorities 173. 176

consolidation 135-6. 137, 149

Contemporary Ethnic Geographies In
America 206

cooperation, regional 143, 154-5. 157,
158. 173-9

core-based statistical areas (CBSAs) 12

counties 160. 161

cumulative causation 3, 133

Dallas. Texas 222

Dayton, Ohio 23

dead zone 110. 111. 114. 132

Dearborn Heights, Michigan 23

Decennial Census 9. 11

decline 4. 35: see also suburban decline:
urban decline

deconstruction 135 ¢

dedensification 136. 138-9 i

deindustrialization 57-8. 77. 85. 88-9

demographic change 58

demolition 3. 109. 132—4. 135. 139:
massive demolition programs 111-13

Denver. Colorado 167. 222

design determinism 108 ;

Detroit. Michigan 1-2. 23. 57. 145. 156.
167: auctions in 111: Cobo Center 107:
demolition programs in 112: income
inequality in 222: regional water
management in 169—70: vacancies in
134: Water and Sewage Department
(DWSD) 169

development conflict 188-9

development projects. large-scale urban
107-9

devolution 104-5

Dewar, Margaret 111. 113

difference-in-differences (DiD) analysis
68-9

Dillon. Judge John F. 162

Dillon’s Rule 162-3

disadvantage 35-7: see also concentrated
disadvantage (CD)

disassembling 131-6. 143

distress 35-7. 40. 91: definition of 35:
indicators of 45-50

District of Columbia 161. 210. 221

diversity 66—7

division/negotiation costs 168. 170

downzoning 136-8. 139. 156

Dundalk. Maryland 23

early commuting city 81-2. 85. 86
ecological models 59-60. 62
Economic Census 9

economic restructuring 85, 87

economic shrinkage 26-7, 31; see also
income

economies of scale 128, 129

edge cities 84-5

edge effects 214

efficient allocation 122

El Paso, Texas 208, 222

electric street cars 823, 87

eminent domain 136

Erie County, New York 204

Esri 12; ArcGIS® 29; Business Analyst 9,
;0, (6)7. 69, 70, 71; Community Analyst

b

ethnic diversity index 71

Euclidean zoning 177

Evanston, [llinois 82

exclusionary zoning 177

exponential rate of population change 15

exposure 184

Fajardo, Sergio 195

Federal Housing Administration (FHA) 83

Federal Information Processing Series
(FIPS) 12

feedback 3, 28

Feiock, Richard 173

ferry 82

filtering 25, 26, 8990, 96

Filtering/Vacancy Chain model 60, 62

first ring suburbs 77, 90

fiscal zoning 177 |

Flint, Michigan 23, 145; Genesee County
Land Bank (GCLB) 178-9; vacancies
in 134

Florida 158, 161, 203; see also specific
places in Florida

foreclosure, tax 109, 110-11

Fort Worth, Texas 223

foundational theory 131, 133

Frazier, Amy 212

Freshwater, David 69

Fresno, California 222

Friedman, Thomas 87

gardens, community 113, 114-15

Gary, Indiana 2, 23, 134

Geary’s C 212

Gehry, Frank 108

general purpose local governments 15960,
173

generalized trust 66, 70

Genesee County Land Bank (GCLB) 178-9

gentrification 116

Index 227

gentrification conflict 189
geographic information systems (GIS) 9, 12
geographic mean center 56
geometric index (G-index) of concentrated
disadvantage 38-9, 40-5, 51, 91, 96, 217
geometric mean 37-8, 217
Georgia 166, 167, 206, 209, 221
Getis-Ord General G 212
Getis-Ord Gi* statistic 212
G-index see geometric index (G-index)
of concentrated disadvantage
Gini coefficient 70
GIS9, 12
Glaeser, Edward 28
globalization 87, 88
Godfrey, Brian 208
Godschalk, David 189
Goetz, Stephan 69
Gordon, Colin 60
governance 155; government compared
158-9, 172; monocentric 168, 171;
polycentric 139, 141-2, 168, 171, 177,
structures for 168—77
government 155, 158-68; administrative
independence of 160; characteristics
of 59-60, 158; county 161; fiscal
independence of 160; framework for
159-68; general purpose local 159-60;
governance compared 158-9, 172;
municipal 160, 161; national 159;
special purpose local 155, 163, 169,
173; state 159; township 160, 161-2
Great Inversion 202
Great Lakes Water Authority (GLWA)
170
green cities conflict 189
green strategies 137, 138, 186
green-washing 186, 188
growth management conflict 189
guerrilla gardening 113
Guggenheim Museum 108
Gulfport, Mississippi 23
Gyourko, Joseph 28

Hammond, Indiana 23

Hartford, Connecticut 107, 186—7

Hawaii 14, 161

Hendren, Nathaniel 210

Hollander, Justin B. 8, 16, 29, 130, 131,
133,139

Holling, Crawford 185

Holtkamp, Chris 70

home rule 162-3

homeownership 67-8, 70
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Hospers. Gert-Jan 127

housing 28-30. 31: abandoned 3. 28.
45.109. 132. 133. 141: construction
of 46: demolition of 3. 109, 111-13.
132—4. 135. 139: owner-occupied
67-8. 70: vacant 28. 45. 132, 134. 201:
vulnerability of 45. 46

housing unit density 29

Houston. Texas 167. 222

Hoyt. Homer 59. 60. 62

HUD see U.S. Department of Housing and
Urban Development (HUD)

Huff Stevenson. Mary 57

Hyde Park. Illinois 82

Idora Neighborhood Association (INA)
145-6

Illinois 82. 161. 162. 206. 221

imagining 131. 142-3

immigration 2049

income 24-7: aggregate 24. 25. 26:
inequality in 70. 209—10. 221-3: per
capita 24. 256

Indiana 2. 23. 134. 208. 222

Indianapolis. Indiana 208. 222

information/coordination costs 168. 170

institutional collective action problem 155

institutional infrastructure 64. 65. 66

institutional overlays 163

Jacksonville. Florida 208. 223
Johnson. Kenneth 202
Johnstown. Pennsylvania 107. 134

Kansas 162. 208. 223

Kansas City. Missouri 222

Kantor. Paul 101. 104

Katrina. Hurricane 2. 22. 191

Katz. Lawrence 210

Kent State University 146. 147

Kentucky 173-4. 176. 208. 223

Kildee. Dan 178

Knight. Jason 111. 140. 212

Knoxville. Tennessee 208

Kruskal-Wallis (K-W) test 47-8.
119. 120

LaCroix. Catherine 137
Lake Forest. Illinois 82
Lakewood. Ohio 23

land banks 109. 143. 178
land trusts 143

Las Vegas. Nevada 206. 223
Lawson. Laura 141

Leadership in Energy and Environmental
Design (LEED) 186

Levittown. New York 84

Lewis. Linda 186

Lewis. Tonya 171

Life Cycle model 59-60. 62

livability 189. 190

Llewellyn Park, New York 82

Local Indicators of Spatial Association
(LISA) 212

location quotient 19, 41-2

Logan, Jonathan 8. 13. 45, 90. 131

Long Beach, California 222

Longitudinal Tract Data Base (LTDB)
see Brown University Longitudinal
Tract Data Base (LTDB)

Lorain. Ohio 23

Los Angeles. California 167. 205, 206. 221

Louisiana 23. 161: see also New Orleans.
Louisiana

Louisville. Kentucky 173—4. 176. 208. 223

McCulloch. J.P. 169

McNemar tests 93-5. 218-20

Macombe County. Michigan 169. 170

Mahoning County. Ohio 143 :

Mahoning Valley Organizing Collaborative
144

Maine 162

Mallach. Alan 131. 132. 133. 135

Marsaille. France 140

Maryland 23. 57. 134. 167. 207. 221

mass automobility 78. 83—6. 87

Massachusetts 82. 167. 205. 221

massive demolition programs 111-13:
see also demolition

Medellin. Antioquia. Colombia 194-5. 196

Memphis. Tennessee 222

Mesa. Arizona 223

Metairie. Louisiana 23

Miami. Florida 209. 221

Michigan see specific places in Michigan

Miller. Abbilyn 141

Milwaukee. Wisconsin 175-6. 222

Minneapolis. Minnesota 207. 222

Minnesota 207. 222

Minnesota Population Center 9

Mississippi 23 .

Missouri 222: see also St. Louis. Missouri

modifiable areal unit problem (MAUP) 10.
213-14

Mohawk Valley Sustainability planning
project (MVSPP) 174-5. 176

monocentric cities 78

e —————

monocentric governance 168, 171

Moran’s [ 212

Moving to Opportunity for Fair Housing
0

Mumford, Lewis 3
municipalities 160, 161
Murgante, Beniamino 212
Myrdal, Gunnar 3

Nashville, Tennessee 208, 223
National Historical Geographic
Information System (NHGIS) 9-10
National League of Cities (NLC) 160
Nebraska 208, 223
negative feedback 28, 31
neighborhood associations 140
Neighborhood Progress, Inc. 146, 147, 149
Neighborhood Stabilization Program
(NSP) 149
Neighborhood Stages model 59-60
Németh, Jeremy 130, 131, 133
neoclassical economic theory 101, 1034,
106
neoliberalism 101, 102-3, 105
networks 66, 67, 69-70
Nevada 206, 223
New Jersey 162, 167
New Mexico 223
New Orleans, Louisiana 43, 191-4. 195;
Citywide Strategic Recovery and
Rebuilding Plan (CSRRP) 192-4, 196:
population loss in 2, 23, 146, 191:
vacancies in 134
new regionalism 155
New York 162; see also specific places in
New York
New York, New York 82, 84, 206, 207,
208, 209, 221
Newark, New Jersey 167
Niagara Falls, New York 23
NIMBYism (“not in my backyard”) 178
non-parametric Wilcoxon rank-sum test
26,29.:39, 71, 98
North American Industry Classification
System (NAICS) 69
North Carolina 34, 166, 167: immigration
to 206, 207, 208; income inequality in
222,223

Oakland, California 82, 221

occupied unit density 29

Office of Management and Budget 12
Ohio see specific places in Ohio
Oklahoma 208, 222, 223

Index 229

Oklahoma City, Oklahoma 208, 223

Omaha, Nebraska 208, 223

opportunity cost 87—8

Oregon 167, 222

Organization for Economic Co-operation
and Development (OECD) 157

Orlando, Florida 167

Orr, Kevyn 169

Oswalt, Philipp 131

Our Common Future 185, 189

Owley, Jessica 171

owner-occupied housing 678, 70

ownership models 141; alternative 139, 141

Pacione, Michael 61
parasitic urbanization 3, 101, 150
parks, pocket 113
Pearson’s chi-squared statistic 27
Pennsylvania 2, 23, 107, 112, 134, 162.
167; immigration to 206, 208: income
inequality in 222
Pensacola, Florida 23
People United for Sustainable Housing
(PUSH Buffalo) 171-2
per capita income (PCI) 24, 25-6
Philadelphia, Pennsylvania 112, 167.
206, 222
Phoenix, Arizona 1, 2, 166, 167, 223
Pittsburgh, Pennsylvania 2, 23, 167
place-based palliative planning
interventions 13940
places 12, 21, 116
Plane, David A. 16
pocket parks 113
political areas 12
political economy models 61, 62
polycentric governance 139, 141-2, 168.
171177
Pontiac, Michigan 23
Popper, Deborah 129
Popper, Frank 129
population; U.S. Census Bureau: change
in 14-24, 58, 202-9; data sources 8-14;
immigrant 204-9: see also population
shrinkage
population density 29
population shrinkage 2, 3, 31, 200—1:
center of gravity of 16: economic
shrinkage and 24-7, 31; measurement of
7-8. 14-24
population shrinkage centroid 16, 17. 19
Portland, Oregon 167, 222
Poughkeepsie, New York 208-9
primary sector industries 86—7
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pro-growth strategies 2. 101. 106. 107-16.
117. 127. 149. 202: auctions 109. 110:
community-based initiatives 113-16:
demolition 111-13: development
projects 107-9: tax foreclosure 109.
110-11

Projections of the Size and Composition of

the U.S. Population: 2014 to 2060 207
property conflict 188
public entities: competition between

105-6: cooperation between 143. 154-5.

157. 158. 173-9: as entreprencurs
106—7: see also government
public-private partnerships 106
Public Use Microdata Sample (PUMS) 85
Putnam. Robert 63. 66. 69. 72
Putnam’s three-legged school 66

railroads 82

Raleigh. North Carolina 208. 223
rational planning theory (RPT) 130
re-evaluating 131. 136-9. 143
regional councils 175

regional government 174. 179

regional organization 174
regionalism 155-6
regions 12
regulatory taking 137
Re-Imagining a More Sustainable
Cleveland 142. 147-9
Re-Imagining Cleveland lacant Land
Re-Use Pattern Book 149
relative cost 87-8
reorganizing 131. 139-42. 143
Republic Steel 143
residential built environment see housing
residential paradox 80
resilience 183. 184. 190-5. 196
resource conflict 188
Rhode Island 161
Richmond. Virginia 82
rightsizing 4. 131. 183: strategies for
13143
Roanoke. Virginia 107
Rochester. New York 23. 145
Rockefeller Foundation 194
Rogerson. Peter 16. 209. 214
Rohe. William 63. 64. 67. 72
roll-back 103. 131
roll out 103
Rotondo. Francesco 212
Royal Oak. Michigan 23
Rupasingha. Anil 69

Rust Belt 2. 16: decline in 41.43.51. 57.
58: population shrinkage in 19. 20-2.
31.43.51.57.58.200

Rust Belt, The: Once Mighty Cities in
Decline 57

Ryan. Brent 112. 139

Sacramento. California 222
Saginaw. Michigan 23
St. Claire Shores. Michigan 23
St. Louis. Missouri 2. 23. 77. 157. 167:
suburban decline in 95-7: vacancies
in 134
St. Louis County. Missouri 77. 157
San Antonio. Texas 208. 223
San Diego. California 166. 167. 223
San Francisco. California 206. 208. 209. 221
San Jose. California 208. 223
Savitch. H.V. 140
Sawhill. Isabel 21011
scale mismatch 28. 31. 49. 129. 135. 143
Schilling. Joseph 8. 45. 90. 131
school districts 163
Scranton. Pennsylvania 2. 23. 208
Seattle. Washington 223
secondary sector industries 87. 88
Sector models 39. 62. 90
sensitivity 184
shrinkage see population shrinkage:
suburban shrinkage: urban shrinkage
smart decline 2. 129-31: see also
rightsizing
Smart Growth 129-30. 187
social capital 64-73. 98. 109. 114: building
139. 140—1. 142: components of 65-7:
definition of 63. 140: indicators of 67-73
social capital model 63—4. 67. 72
social cohesion 66
Social Explorer 9. 10
social network 66
social urbanism 194-5. 196
socio-cultural milieu 64. 656
South Carolina 208
Southwest Ohio Regional Transit
Authority (SORTA) 173
spatial autocorrelation 21 1
Spatial Mismatch 63
special districts 163
special purpose local government 155
163. 169. 173
spot zoning 137-8
Springfield. Ohio 23
stability 184. 187

staqdard deviational ellipse (SDE) 56

statistical areas 12

steam ferry 82

street cars 82-3, 87

Stults, Brian 13

subcultural models 601, 62

suburban decline 77, 91, 95-7, 98

suburban shrinkage 90-5, 98

suburbanization 58, 77, 80, 81

suburbs 80; definition of 81; diversity in

81,90, 206-8; history of 81-6

Sun Belt 2; decline in 43, 51; population
shrinkage in 19, 20, 31

sustainability 183, 184-95, 196

sustainable development 185, 188, 196

Svajlenka, Nicole Prchal 2078

Syracuse, New York 23

Tampa, Florida 167

Taranto, Italy 212

tax foreclosure 109, 11011

Temkin, Kenneth 63, 64, 67, 72
Tennessee 208, 222, 223

Terre Haute, Indiana 23

tertiary industries 88

Fe?\'as 166._ 167; immigration to 206, 208;

income inequality in 222, 223

Thomas, June Manning 111, 113
threshold method 8, 14, 37, 40, 41, 901
Tiebout, Charles 105

Tiebout hypothesis 105

Tippett, Rebecca 204

Toledo, Ohio 23

Tonawanda, New York 23

Topologically Integrated Geographic

Encoding and Referencing (TIGER) 11, 12

townships 160, 161-2

tragedy of the commons 156

transaction costs 103, 157, 158, 168, 170
transportation 80, 82, 173
trickle-down economics 108
trust 65-6
Tucson, Arizona 222
Tulsa, Oklahoma 208, 222
typology of policy responses to urban

shrinkage 127

unincorporated territories 165

universal simple measure 7, 11

urban decline 4, 8, 122; disadvantage and
35-7; distress and 35-7, 51; patterns
of 39-50, 55-7; severity of 45-50;
shrinkage and 34, 45-50, 55-7

Index 231

Urban Growth Machine 62
urban regions 12
Urban Restructuring 63
urban shrinkage 2, 3, 4, 34, 122:
acceptance of 127, 128, 129; decline
and 34, 45-50, 55-7; drivers of 57-9:
[Iagn’;uéns of 7-30, 55-7; responses to
27-8; trivializati " 127; utilizati
£ gt zation of 127; utilization
tljrt;anézation 3; parasitic 3, 101, 150
.S. Bureau of Labor Statistics )
i tatistics (BLS) 26,
U.S. Census Bureau 8, 11-12, 25, 121
134; American Community Survey ;
(ACS)9, 12,25, 45-6, 67, 70; American
FactFinder (AFF) 9; American Housing
Survey 9; Census of Governments
9, 161-2, 163; Decennial Census 9,
[l: Economic Census 9; geographic
framework of 11-12; Public Use
Microdata Sample (PUMS) 85:
Topologically Integrated Geographic
IIEFC;)ging and Referencing (TTGER)
U.S. Constitution 159, 162
U.S. Department of Housing and Urban
Development (HUD) 60: CDBG
program 117-21; HUD Grantee
Activities database 118, 121; Moving
to (.)pportunity for Fair Housing 210;
Neighborhood Stabilization Pr(:gram
(NSP) 149
U.S. Steel 143
use_:d-good expenditures per capita 70
Utica, New York 23

vacancy 28, 45, 132, 134, 201
Vacancy Chain/Filtering models 60, 62
Veterans’ Affairs (VA) 83

Virginia 82, 107, 223

Virginia Beach, Virginia 223
vulnerability 46, 1834, 185, 190

walking city 81, 86

Warner, Daniel 129

Warren, Michigan 23
Washington 223

Washington, D.C. 161, 210, 221
weak market 110, 132

Weaver, Russell 70, 111, 140
West Virginia 23

Wheeler, Stephen 188

Wichita, Kansas 208, 223
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Williams, Jay 146
Williams. Russell 57
Wilson. Jill 207-8
Wire, The 57
Wisconsin 175-6. 222

Xu. Zengwang 13

Yamada. Ikuho 214
Yanow. Dvora 11

Youngstown, Ohio 23. 143-6. 167:
vacancies in 134: Youngstown 2010
Citywide Plan 142. 144-5. 146

Youngstown Neighborhood
Development Corporation (YNDC)
145

Youngstown Sheet and Tube 143

Youngstown State University 144

zoning 137-8. 177
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