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Preface 

Optical networks based on wavelength-division multiplexing (WDM) tech­
nology offer the promise to satisfy the bandwidth requirements of the Inter­
net infrastructure, and provide a scalable solution to support the bandwidth 
needs of future applications in the local and wide areas. In a wavelength-
routed network, an optical channel, referred to as a lightpath, is set up between 
two network nodes for communication. Using WDM technology, an optical 
fiber link can support multiple non-overlapping wavelength channels, each of 
which can be operated at the data rate of 10 Gbps or 40 Gbps today. On the 
other hand, only a fraction of customers are expected to have a need for such 
a high bandwidth. Due to the large cost of the optical backbone infrastruc­
ture and enormous WDM channel capacity, connection requests with diverse 
low-speed bandwidth requirements need to be efficiently groomed onto high-
capacity wavelength channels. This book investigates the optimized design, 
provisioning, and performance analysis of traffic-groomable WDM networks, 
and proposes and evaluates new WDM network architectures. 

Organization of the Book 
Significant amount of research effort has been devoted to traffic grooming 

in SONET/WDM ring networks since the current telecom networks are mainly 
deployed in the form of ring topologies or interconnected rings. As the long-haul 
backbone networks are evolving to irregular mesh topologies, traffic grooming 
in optical WDM mesh networks becomes an extremely important and practical 
research topic for both industry and academia. Chapter 1 gives an overview of 
traffic grooming in optical WDM network. The remaining chapters focus on 
traffic grooming in WDM mesh networks only. 

In a wavelength-routed WDM network, instead of asking for the capacity of 
a full wavelength channel, a connection may only require a small fraction of 
the wavelength capacity. Chapter 2 investigates the problem of grooming static 
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traffic demands, i.e., a set of pre-known low-speed traffic streams, onto high-
capacity lightpaths in a WDM-based optical mesh network. A mathematical 
formulation of this problem is presented and several connection-provisioning 
heuristics are also investigated. 

To address the traffic-grooming problem. Chapter 3 presents a generic graph 
model, which captures the various capabilities and constraints of a network and 
which can be applied to both static and dynamic traffic-grooming problems. 
Based on the graph model, a grooming algorithm is proposed and different 
grooming policies are compared and evaluated. This graph model forms a prin­
ciple method for solving traffic-grooming problems and is used and extended 
throughout the book. 

In dynamic traffic grooming, connection requests with different bandwidth 
requirement come and go, and the future traffic is unknown. The graph model 
is used and extended to represent different grooming node architectures, and 
performance under various scenarios is compared in Chapter 4. 

Grooming switch architectures have great impact on the performance of traf­
fic grooming. In Chapter 5, the book explores different architectures and com­
pares their capabilities and performance from different perspectives. Grooming 
algorithms are also proposed for different grooming architectures. 

In a WDM mesh network, not all the nodes need to have grooming capabili­
ties. A network with only a fractional of nodes having grooming functionalities 
may achieve comparable performance as the one in which all the nodes are 
grooming capable, but with much lower cost. How to design a network with 
sparse grooming is investigated and several heuristics are presented in Chap­
ter 6. 

To generalize the sparse-grooming problem, we consider the scenario where 
different nodes may employ different switching architectures. Some nodes do 
not have grooming capabilities, some nodes have full grooming capabilities, 
and the others have limited grooming capabilities which can only switch traffic 
at certain granularities. Design of a WDM network with switches of different 
bandwidth granularities to achieve cost-effectiveness is a practical and chal­
lenging problem, which is investigated in Chapter 7. 

Next-generation SONET/SDH network can carry traffic in a finer granularity, 
and utilize link capacity more efficiently. Moreover, it enables a high-bandwidth 
connection to be carried by multiple diversely-routed, low-speed connections. 
This provides much more flexibilities to the network, and leads to new research 
problems in traffic grooming, which are explored in Chapter 8. 

Intended Audience 
This book is intended to be a reference book on traffic grooming in opti­

cal WDM mesh networks for industrial practitioners, researchers, and graduate 
students. The book explores various aspects of traffic-grooming problem and 
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includes state-of-the-art research results, and industrial practitioners and re­
searchers should find this book to be of practical use, 

KEYAO ZHU 

HoNGYUE ZHU 

BiSWANATH MUKHERJEE 
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Chapter 1 

OVERVIEW 

1,1 Background 
Optical wavelength-division multiplexing (WDM) is a promising technology 

to accommodate the explosive growth of Internet and telecommunication traffic 
in wide-area, metro-area, and local-area networks. A single optical fiber strand 
has the potential bandwidth of 50 THz. Using WDM, this bandwidth can be 
divided into multiple non-overlapping frequency or wavelength channels. Each 
WDM channel may be operated at any speed, e.g., peak electronic speed of a 
few gigabits per second (Gbps) [Mukherjee, 1997, Ramaswami and Sivarajan, 
1998]. Currently, commercially available optical fibers can support over a 
hundred wavelength channels, each of which can have a transmission speed of 
10 Gbps and higher (e.g., OC-192 and OC-768). 

While a single fiber strand has over a terabit-per-second bandwidth and a 
wavelength channel has over a gigabit-per-second transmission speed, the net­
work may still be required to support traffic connections at rates that are lower 
than the full wavelength capacity. The capacity requirement of these low-rate 
traffic connections can vary in range from STS-1 (51.84 Mbps or lower) up to 
full wavelength capacity. In order to save network cost and to improve network 
performance, it is very important for the network operator to be able to "groom'' 
multiple low-speed traffic connections onto high-capacity circuit pipes. 

Different multiplexing techniques can be used for traffic grooming in differ­
ent domains of optical WDM networks. 

• Space-division multiplexing (SDM) partitions the physical space to increase 
transport bandwidth, e.g., bundling a set of fibers into a single cable, or 
using several cables within a network link [Barr and Patterson, 2001]. 

• Frequency-division multiplexing (FDM) partitions the available frequency 
spectrum into a set of independent channels. The use of FDM within an op-
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tical network is termed (dense) wavelength-division multiplexing (DWDM 
or WDM) which enables a given fiber to carry traffic on many distinct 
wavelengths. WDM divides the optical spectrum into coarser units, called 
wavebands, which are further divided into wavelength channels [Barr and 
Patterson, 2001]. 

• Time-division multiplexing (TDM) divides the bandwidth's time domain into 
repeated time-slots of fixed length. Using TDM, multiple signals can share 
a given wavelength if they are non-overlapping in time [Barr and Patterson, 
2001]. 

• Dynamic statistical multiplexing or packet-division multiplexing (PDM) 
provides "virtual circuit" service in an IP/MPLS over WDM network ar­
chitecture. The bandwidth of a WDM channel is shared between multiple 
IP traffic streams (virtual circuits). 

Although most research on traffic-grooming problems in the literature con­
centrate on efficiently grooming low-speed circuits onto high-capacity WDM 
channels using a TDM approach, the generic grooming idea can be applied to 
any optical network domain using the various multiplexing techniques men­
tioned above. 

Traffic grooming is composed of a rich set of problems, including network 
planner, topology design (based on static traffic demand), and dynamic circuit 
provisioning (based on dynamic traffic demand). The traffic-grooming problem 
based on static traffic demands is essentially an optimization problem. It can 
be seen as a dual problem from different perspectives. One perspective is that, 
for a given traffic demand, satisfy all traffic requests as well as minimize the 
total network cost. The dual problem is that, for given resource limitation and 
traffic demands, maximize network throughput, i.e., the total amount of traffic 
that is successfully carried by the network. 

In recent years, there has been an increasing amount of research activity on 
the traffic-grooming problem, both in academe and in industry. Researchers 
have been realizing that traffic grooming is a practical and important problem 
for WDM network design and implementation. In this chapter, we first review 
traffic grooming on SONET ring-based networks since ring topologies are em­
ployed extensively in telecom industry. Then, we introduce some research work 
on traffic grooming in irregular WDM mesh networks, which is the focus of 
this book, and various network architectures are presented and discussed. 

1,2 Traffic Grooming in SONET Ring Network 
1,2,1 Node Architecture 

Synchronous Optical Network (SONET) and its equivalent Synchronous 
Digital Hierarchy (SDH) will be referred to as SONET throughout this book. 



Overview 

Without OADM With OADM 

Figure 1.1. Node architectures in a SONETAVDM ring network. 

SONET ring is the most widely used optical network infrastructure today. In 
a SONET ring network, WDM is mainly used as a point-to-point transmission 
technology. Each wavelength in such a SONET/WDM network is operated 
at OC-iV line rate, e.g., N = 192. The SONET system's hierarchical TDM 
schemes allow a high-speed OC-N channel to carry multiple OC-M channels 
(where M is smaller than or equal to A )̂. The ratio of N and the smallest value 
of M carried by the network is called ''grooming ratio"". Electronic add-drop 
multiplexers (ADMs) are used to add/drop traffic at intermediate nodes to/from 
the high-speed channels. 

In a traditional SONET network, one ADM is needed for each wavelength at 
every node to perform traffic add/drop on that particular wavelength. With the 
progress of WDM, over a hundred wavelengths can now be supported simul­
taneously by a single fiber. It is, therefore, too costly to put the same amount 
of ADMs (each of which has a significant cost) at every network node since a 
lot of traffic is only bypassing an intermediate node. With the emerging optical 
components such as optical add-drop multiplexers (0-ADM) (also referred to 
as wavelength add-drop multiplexers (W-ADM)), it is possible for a node to 
bypass most of wavelength channels optically and only drop the wavelengths 
carrying the traffic destined to the node. An optical wavelength circuit between 
the electronic components at a node pair is called a ''lightpatK\ 

Compared with the wavelength channel resource, ADMs form the dominant 
cost in a SONET/WDM ring network. Hence, carefully arranging these optical 
bypasses can reduce a large amount of the network cost. Figure 1.1 shows 
different node architectures in a SONET/WDM ring network. It is clear that 
using 0-ADMs can decrease the number of SONET ADMs used in the network 
and eventually bring down the network cost. Then the problems are, for a 
given low-speed set of traffic demands, which low-speed demands should be 
groomed together, which wavelengths should be used to carry the traffic, which 
wavelengths should be dropped at a local node, and how many ADMs are needed 
at a particular node? 
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1.2.2 Single-Hop Grooming in SONETAVDM Ring 
A SONETAVDM ring network can have the node architecture shown in 

Fig. 1.1(b). OC-M low-speed connections are groomed on to OC-N wave­
length channels. Assume that there is no wavelength converter at any network 
node. The traffic on a wavelength cannot be switched to other wavelengths. 
Based on this network model, for a given traffic matrix, satisfying all the traf­
fic demands as well as minimizing the total number of ADMs is a network 
design/optimization problem and has been studied extensively in the literature. 

Figures 1.2 and 1.3 show an example in which, by carefully grooming traffic 
in the SONETAVDM rings, some network cost saving can be achieved. Fig­
ure 1.2 shows a SONETAVDM ring network with 6 unidirectional connection 
requests. Each node is also equipped with an 0-ADM (not shown in the figures). 
Assume that the SONET ring is also unidirectional (clockwise), the capacity 
of each wavelength is OC-N, and it can support two OC-M low-speed traffic 
requests in TDM fashion, i.e., N = 2M. In order to support all of the traffic 
requests, 8 ADMs are used in the network. Figure 1.3(a) shows a possible 
configuration. By interchanging the connections (1,3) and (2,3), wavelength 2 
(shown as thick lines) can be optically bypassed at node 2, which results in one 
ADM savings at node 2. Figure 1.3(b) shows this configuration. 

It has been proven in [Chiu and Modiano, 2000, Wan et al., 2000] that 
the general traffic-grooming problem is A^P-Complete. The authors in [Wang 
et al., 2001] formulate the optimization problem as an integer linear program 
(ILP). When the network size is small, some commercial software can be used 
to solve the ILP equations to obtain an optimal solution. The formulation in 
[Wang et al., 2001] can be applied to both uniform and non-uniform traffic 
demands, as well as to unidirectional and bi-directional SONET/WDM ring 
networks. The limitation of the ILP approach is that the numbers of variables 
and equations increase explosively as the size of network increases. The com­
putation complexity makes it hard to be useful on networks with practical size. 
By relaxing some of the constraints in the ILP formulation, it may be possible 
to get some results, which are close to the optimal solution for reasonable-size 
networks. The results from the ILP may give some insights and intuition for 
the development of good heuristic algorithms to handle the problem in a large 
network. 

In [Wan et al., 2000, Zhang and Qiao, 2000, Simmons et al., 1999], some 
lower bound analysis is given for different traffic criteria (uniform and non­
uniform) and network model (unidirectional ring and bi-directional ring). These 
lower bound results can be used to evaluate the performance of traffic-grooming 
heuristic algorithms. In most of the heuristic approaches, the traffic-grooming 
problem is divided into several sub-problems and solved separately. These 
heuristics can be found in [Chiu and Modiano, 2000, Wan et al., 2000, Wang 
et al., 2001, Zhang and Qiao, 2000, Simmons et al., 1999, Gerstel et al., 1998]. 
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Figure 1.3. Two possible configurations to support the traffic requests in Fig. 1.2. 

Greedy approach, approximation approach, and simulated annealing approach 
are used in these heuristic algorithms. 

1.2.3 Multi-Hop Grooming in SONETAVDM Ring 
In single-hop (a single-lightpath hop) grooming, traffic cannot be switched 

between different wavelengths. Figure 1.4(a) shows this kind of a network 
configuration. Another network architecture has been proposed in [Simmons 
et al., 1999, Gerstel et al., 2000], in which there are some nodes equipped with 
Digital Crossconnects (DXCs). In Fig. 1.4(b), node 3 has a DXC installed. 
This kind of node is called a hub node. Traffic from one wavelength/time-slot 
can be switched to any other wavelength/time-slot at the hub node. Because 
the traffic needs to be converted from optical to electronic at the hub node when 
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Figure 1.4. SONETAVDM ring with/without a hub node. 

wavelength/time-slot exchange occurs, this grooming approach is called multi-
hop (multi-lightpath hops) grooming. Depending on the implementation, there 
can be a single hub node or multiple hub nodes in the network. A special case 
is that every node is a hub node, i.e., there is a DXC at every node. This kind of 
network is called point-to-point WDM ring network (PPWDM ring) [Gerstel 
etal.,2000]. 

The work in [Gerstel et al., 2000] provides some excellent theoretical analysis 
on comparing network cost of PPWDM ring, a SONETAVDM ring without hub 
node, a SONET/WDM ring with one or multiple hub nodes, etc. The authors 
of [Wang et al., 2001] have compared the single-hop grooming with multi-hop 
grooming (with one hub node) network performance using simulation. The 
results indicate that, when the grooming ratio is large, the multi-hop approach 
tends to use fewer ADMs, but when the grooming ratio is small, the single-hop 
approach tends to use fewer ADMs, and in general, the multi-hop approach 
uses more wavelengths than the single-hop approach. 

1.2.4 Dynamic Grooming in SONETAVDIVI Ring 

Instead of using a single static traffic matrix to characterize the traffic require­
ment, it is also possible to describe it by a set of traffic matrices. The traffic 
pattern may change within this matrix set over a period of time, say throughout 
a day or a month. The network needs to be reconfigured when the traffic pattern 
transits from one matrix to another matrix in the matrix set. The network design 
problem for supporting any traffic matrix in the matrix set (in a non-blocking 
manner) as well as minimizing the overall cost is known as a dynamic grooming 
problem in a SONET/WDM ring [Berry and Modiano, 2000]. 
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Unlike the dynamic provisioning and grooming problem in a WDM mesh 
network, which will be introduced in Section 3, the dynamic-grooming problem 
proposed in [Berry and Modiano, 2000] is more likely a network design problem 
with reconfiguration consideration. The authors of [Berry and Modiano, 2000] 
have formulated the general dynamic-grooming problem in a SONETAVDM 
ring as a bipartite graph-matching problem and provided several methods to 
reduce the number of ADMs. A particular traffic matrix set is then considered 
and the lower bound on the number of ADMs is derived. They also provide the 
necessary and sufficient conditions so that a network can support such a traffic 
pattern. This kind of traffic matrix set is called a ^-allowable traffic pattern. 
For a given traffic matrix, if each node can source at most t duplex circuits, we 
call this traffic matrix a ̂ -allowable traffic matrix. The traffic matrix set, which 
only consists of t-allowable traffic matrices, is called a ^-allowable matrix set 
or a ^-allowable traffic pattern. We use an example from [Modiano and Lin, 
2001] to illustrate dynamic traffic grooming for a ^-allowable traffic pattern in 
a SONETAVDM ring. 

Figure 1.5 shows a 5-node SONET/WDM ring network. Three wavelengths 
are supported in the network. Assume that each wavelength can support 2 
low-speed circuits. The network configuration in Fig. 1.5 is a 2-allowable con­
figuration, i.e., it can support any 2-allowable traffic matrix (set). For instance, 
consider a traffic matrix with request streams 1-2, 1-3, 2-3, 2-4, 3-4, 4-5, 4-5. 
The traffic matrix can be supported by assigning 1-3, 2-3 on wavelength 1, as­
signing 1-2,2-4,4-5, 4-5 on wavelength 2, and assigning 3-4 on wavelength 3. 
Note that, for a particular traffic matrix, there may be some redundant ADMs 
in the configuration. However, the configuration is able to support other poten­
tial t-allowable traffic matrices. Designing such configurations to support any 
^-allowable traffic matrix while minimizing the network cost is a very interest­
ing problem with some practical utility. The authors in [Berry and Modiano, 
2000] provide an excellent analysis on ̂ -allowable traffic pattern. The study 
of dynamic-traffic grooming in a SONETAVDM ring with other generic traffic 
pattern can be potentially challenging research. 
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1.2,5 Grooming in Interconnected SONETAVDM Rings 
Most traffic-grooming studies in SONET/WDM ring networks have as­

sumed a single-ring network topology. The authors of [Wang and Mukher­
jee, 2002] have extended the problem to an interconnected-ring topology. To­
day's backbone networks are mainly constructed as a network of interconnected 
rings. Extending the traffic-grooming study from a single-ring topology to the 
interconnected-ring topology will be very useful for a network operator to de­
sign their network and to engineer the network traffic. 

Figure 1.6(a) shows an interconnected SONETAVDM ring network with 
a single junction node. Multiple junction nodes may also exist in the 
interconnected-ring topology because of network survivability consideration. 
Various architectures can be used at the junction node to interconnect the two 
SONET rings. Figures 1.6(b)-(d) [Wang and Mukherjee, 2002] show some of 
the node architectures. 

In Fig. 1.6(b), an 0-ADM is used to drop some wavelengths at the junction 
node. ADMs and a DXC are used to switch the low-speed circuits between 
the interconnected rings. This node architecture has wavelength-conversion 
and time-slot interchange capability, i.e., a time-slot (low-speed circuit) on 
one wavelength can be switched to another time-slot on a different wavelength 
through this junction node. 

Figure 1.6(c) uses an Optical CrossConnect (OXC) to interconnect the two 
rings. There are transparent and opaque technologies to build these OXCs. 
Transparent refers to all-optical switching, and opaque refers to switching with 
optical-electronic-optical (0-E-O) conversion. Depending on the implemen­
tation, the OXC may be equipped with or without wavelength-conversion ca­
pability. This node architecture can only switch the traffic at the wavelength 
granularity between the interconnected rings. Note that extra ADMs are needed 
to support local traffic originating from or terminating at the junction node. 

Figure 1.6(d) shows a hierarchical node architecture with a switching capa­
bility on both wavelength and lower-speed circuit granularity. 

The different node architectures at the junction nodes in the interconnected-
ring network will add different constraints to the traffic-grooming problem. 
The work in [Wang and Mukherjee, 2002] presented the ILP formulation of 
the traffic-grooming problem in an interconnected-dual-ring topology, and pro­
posed a heuristic algorithm to handle the problem for networks of practical 
size. Results are compared between the various junction nodes' interconnec­
tion strategies and grooming ratios. When the number of rings and the number 
of junction nodes increase in the interconnected-ring network, the network 
topology tends to become an irregular mesh topology. 

Section 1.3 discusses some recent studies on traffic grooming on the WDM 
mesh topology. A comparison between the interconnected-ring approach and 
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Figure 1.6. A sample interconnected-ring network topology and simplified architectures of the 
junction node. 

the mesh approach will be a potential research challenge and hasn't been ex­
plored in the literature yet. 

1.3 Traffic Grooming In Wavelength-Routed WDM Mesh 
Network 

A significant amount of previous work on traffic grooming in the optical 
network literature is based on the ring network topology. Recently, traffic 
grooming in a WDM mesh network has started to get more attention. In this 
section, we review some recent work, which have been reported on this subject. 
We will also show some potential research challenges and directions. 
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1.3.1 Network Provisioning: Static and Dynamic Traffic 
Grooming 

Although the SONET (interconnected) ring network has been used as the 
first generation of the optical network infrastructure, it has some limitations, 
which make it hard to accommodate the increasing Internet traffic. The next-
generation optical network is expected to be an intelligent wavelength-routed 
WDM mesh network. This network will provide fast and convenient (point-and-
click) automatic bandwidth provisioning and efficient protection mechanisms; 
and it will be based on an irregular mesh topology, which will make it much 
easier to scale. 

When such a network is constructed, how to efficiently accommodate the 
incoming traffic requests is a network-provisioning problem. The traffic request 
can be static (measured by one or multiple fixed traffic matrices) or dynamic 
(measured by the arrival rate and the holding time statistics of a connection 
request). The work in [Zhu and Mukherjee, 2002b], based on static traffic 
demands, discusses the node architectures in a WDM mesh network, which 
has traffic-grooming capability. Grooming node architectures are discussed in 
detail in Chapters. 

Figure 1,7 shows such an OXC architecture, which has hierarchical switch­
ing and multiplexing functionality. Instead of using a separate wavelength 
switching system and a grooming system (Fig. 1.6(d)), the OXC in Fig. 1.7 
can directly support low-speed circuits and groom them onto wavelength chan­
nels through a grooming fabric (G-Fabric) and built-in transceiver arrays. This 
kind of OXC is called Wavelength-Grooming CrossConnect (WGXC) in [Thi-
agarajan and Somani, 2001b]. In a network equipped with a WGXC at every 
node, the grooming fabric and the size of the transceiver array provide another 
dimension of constraints on the network performance besides the wavelength-
resource constraint. This is similar to the ADM constraint for traffic grooming 
in SONET/WDM ring networks. 

The transceiver array used in the OXC can be either tunable or fixed. The 
authors in [Zhu and Mukherjee, 2002b] (see Chapter 2) consider a static traffic 
matrix set as the network traffic demands. Each traffic matrix in the matrix 
set represents a particular low-speed circuit request class. For given network 
resource constraints and traffic demands, the work studies how to maximize 
the network throughput under the network resource limitation. As stated in 
Section 1.1, minimizing cost and maximizing network throughput lead to two 
different perspectives on the same traffic-grooming problem. The authors for­
mulate the problem as an ILP. A small network is used to show ILP results 
and two heuristic algorithms are proposed to study larger networks based on 
the observations from these results. Different network scenarios are consid­
ered and compared. They are single-hop grooming vs. multi-hop grooming, 
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Figure 1.7. An OXC with a two-level hierarchy and grooming capability. 

tunable transceivers vs. fixed transceivers, optimizing network throughput vs. 
optimizing network revenue, etc. 

Unlike the work in [Zhu and Mukherjee, 2002b], the work in [Thiagara­
jan and Somani, 2001a, Thiagarajan and Somani, 2001b] considers a dynamic 
traffic pattern in a WDM mesh network. The work in [Thiagarajan and So­
mani, 2001b] has proposed a connection admission control (CAC) scheme to 
ensure that the network will treat every connection fairly. It has been observed 
in [Thiagarajan and Somani, 2001b] that, when most of the network nodes 
have grooming capability, the high-speed connection requests will have higher 
blocking probability than the low-speed connection requests in the absence of 
any fairness control. CAC is needed to guarantee that every class of connec­
tion requests will have similar blocking probability performance. The work in 
[Thiagarajan and Somani, 2001a] proposed a theoretical capacity correlation 
model to compute the blocking probability for WDM networks with constrained 
grooming capability. 

The work in [Zhu and Mukherjee, 2002b] has assumed that every node is a 
WGXC node, and the grooming capability is constrained by the grooming fabric 
and transceiver array at every node. The work in [Thiagarajan and Somani, 
2001b] has assumed that only a few of the network nodes are WGXC nodes 
and there is no constraint on these nodes. It will be a good extension to combine 
these assumptions and study the network performance as well as fairness in a 
static as well as a dynamic environment. This extension will be very practical 
and important to a service provider. 
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13.2 Network Design and Planner 
Unlike the network-provisioning problem addressed in Section 1.3.1, the 

work in [Cox and Sanchez, 2001] studied how to plan and design such a WDM 
mesh network with certain forecast traffic demands. The problem is a network 
design and planner methodology. The problem description is as follows: given 
forecast traffic demand (static) and network node (locations), determine how to 
connect the nodes using fiber links and OXCs and route the traffic demands in 
order to satisfy all of the demands as well as minimize the network cost. The 
network cost is measured by the fiber cost, OXC or DXC port cost, and WDM 
system cost used in the network. 

Figure 1.8 (from [Cox and Sanchez, 2001]) gives an example on this network 
design and planner problem considering traffic grooming. Figure 1.8(a) shows 
a four-node network and the traffic demands. Each link in Fig. 1.8(a) is a fiber 
conduit, which may carry multiple fiber links. Assume that the cost of a fiber 
going through one conduit is one unit and the capacity of a wavelength channel 
is OC-192. Five segments exist in Fig. 1.8(a): (A, B), (A, C), (A, D), (B, C), 
and (B, D). A segment is a sequence of fiber links that does not pass through 
an OXC [Cox and Sanchez, 2001]. There are two possible network design 
options to accommodate the traffic demands, which are shown in Figs. 1.8(b) 
and 1.8(c). 

• Option 1 (Fig. 1.8(b)): 

- Place a fiber on segments (A, B), (B, C), and (C, D), 

- Install a WDM system on each fiber. 

- Place an OXC with 4 ports at node B to interconnect the wavelength 
channels. 

-- There will be a total of 4 OXC ports used at nodes A, C, and D to add 
and drop traffic. 

Total cost for option 1 will be: 

Cost (^option i) = 3 • Cost fiber + 3 • Cost^ 
WDM system) 

+ 8- Cost(^oxc port) 
The two demands will be carried by the dashed wavelength and dotted 
wavelength shown in Fig. 1.8(b). 

• Option 2 (Fig. 1.8(c)): 

- Place a fiber on segments (A, C) and (A, D). These fibers will bypass 
node B. 

- Install a WDM system on each fiber. 
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Figure 1.8. Two different designs for a 4-node network [Cox and Sanchez, 2001]. 

- There will be a total of 4 OXC ports used at nodes A, C, and D to add 
and drop traffic. 

Total cost for option 2 will be: 

2) = 4' Cost fiber + 2 • Cost(^ ^ ^ M systems) + 4 * Cost(^oXC ports) 

The two demands will be carried by the dashed wavelengths shown in 
Fig. 1.8(c). 

From this example, we can see that each network element has its own cost 
function and the definitions of these cost functions will eventually determine 
how the network should be designed. 

The authors in [Cox and Sanchez, 2001] have addressed this network design 
and planner problem. The problem is formulated as an ILP. Two heuristic 
algorithms are proposed for the mesh network design and the ring network 
design separately, i.e., design the network as an irregular mesh topology or 
an interconnected-ring topology. The authors compare the results between the 
mesh design and ring design. They find that (a) the mesh topology design has 
a compelling cost advantage for sufficiently large distance scales; (b) for ring 
technologies such as OC-192 BLSR, using WDM only results in cost savings 
when distances are sufficiently large; and (c) costs can be very insensitive to 
distance for ring technologies [Cox and Sanchez, 2001]. 

1.3,3 Grooming with Protection Requirement in WDJM 
IMesh Network 

The SONET/WDM ring network has been demonstrated to have reliable 
link-protection schemes. There is no need to consider the protection issue 
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Figure 1.9. A multi-layer protection example [Lardies et al., 2001]. 

separately for groomed traffic in such a network. On the other hand, protection 
for groomed traffic should be studied in a WDM mesh network. 

In a WDM mesh network, various protection schemes can be used depending 
on the network operator's preference and the customer's requirements. Either 
link-protection scheme or path-protection scheme may be applied on a WDM 
mesh network, and the protection resources can be dedicated or shared by 
the working circuits [Ramamurthy et al., 2003]. Although WDM protection 
schemes in mesh networks have been studied extensively, protection with traffic 
grooming is a new research area and has started to receive attention [Ou et al., 
2003]. 

Different low-speed circuits may ask for different bandwidth requirements as 
well as protection service requirement. The low-speed circuits may be protected 
at either the electronic layer or at the optical layer. Figure 1.9 (from [Lardies 
et al., 2001]) shows an example of path protection in a network with electronic 
layer and optical layer. In Fig. 1.9, the shaded nodes are the nodes which are 
equipped with OXCs. Lightpaths can be established between these nodes, and 
low-speed connections can be groomed onto these lightpaths and transmitted 
in the optical domain. 

Given a static traffic matrix and the protection requirement for every request 
(no protection, 1 + 1 protection, 1 : n protection, etc.), the authors in [Lardies 
et al., 2001] studied how to satisfy these connections' bandwidth and protection 
requirements while minimizing the network cost. Network cost is determined 
by the transmission cost and switching cost in a manner similar to that described 
in Section 1.3.2. The bandwidth requirement of a connection can be a fraction 
of a wavelength channel and some connections may be partially carried by the 
electronic layer. The authors of [Lardies et al., 2001] show how much benefit 
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there will be on network cost by grooming the traffic onto the optical domain 
instead of carrying them purely on the electronic layer. An ILP formulation 
is given and a simple heuristic is proposed. It should be possible to improve 
the heuristic and its performance presented in [Lardies et al., 2001]. The study 
of traffic grooming with protection requirement in a dynamic environment is a 
challenge and interesting topic. 

1.3A Grooming with Multicast in WDM Mesh Network 

Multicast applications such as video-on-demand and interactive games are 
becoming more and more popular. It is reasonable to estimate that there will be 
more such multicast applications which may require vast amount of bandwidth 
in the near future such as video conferencing, virtual reality entertainment, etc. 
Optical multicasting using ''light-tree'' [Sahasrabuddhe and Mukherjee, 1999] 
may be a good solution for these requirements. Since each wavelength will 
have capacity up to OC-192 (OC-768 in the future), multiple multicast sessions 
can be groomed to share the capacity on the same wavelength channel. In 
this case, the lightpaths or the light-trees can be established to accommodate 
multicast requests, which have lower capacity requirement than the bandwidth 
of a wavelength. 

Figure 1.10 shows a simplified switch architecture, which can support mul­
ticast sessions with full wavelength capacity requirement or partial wavelength 
capacity requirement. With this architecture, the data on a wavelength channel 
from one incoming fiber or the local node can be switched to multiple outgoing 
fibers, and a full wavelength channel multicasting session can be maintained as 
much as possible in the optical domain. The DXC in Fig. 1.10 has multicast 
capability. This kind of electronic switch fabric is already commercially avail­
able. By combining this DXC with OE/EO conversion components (electronic 
mux/demux and transceiver), a low-speed multicast session can be groomed 
with other low-speed unicast/multicast sessions. 

The work in [Singhal and Mukherjee, 2001] reports on some preliminary 
studies on multicast grooming in WDM mesh networks. The problem is defined 
as follows: given a set of multicast sessions with various capacity requirements, 
satisfy all of the multicast sessions, and at the same time, minimize the network 
cost. The network cost is measured by the wavelength-link cost used in the 
network. The authors show an ILP formulation for this problem and present 
some results based on some sample traffic matrices and network topologies. It 
is hard to scale the ILP approach to handle networks of practical size. Hence, 
simpler and efficient algorithms need to be explored to achieve near-optimal 
solutions. Multicast with grooming is a new research area and is expected to 
receive more attention in the optical networking literature. 
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Figure J. 10. Switch architecture for supporting multicast grooming [Sahasrabuddhe and 
Mukherjee, 1999]. 

1.3,5 Protocols and Algorithm Extensions for WDM 
Network Control 

Traffic grooming is a very important problem whose solution will enable 
us to fully develop an intelligent WDM optical transport network. The unified 
control plane of such a network is being standardized, and is known as General­
ized Multi-protocol Label Switching (GMPLS) [Xu et al., 2000] in the Internet 
Engineering Task Force (IETF) forum. The purpose of this network control 
plane is to provide an intelligent automatic end-to-end circuit (virtual circuit) 
provisioning/signaling scheme throughout the different network domains. Dif­
ferent multiplexing techniques such as PDM, TDM, WDM, and SDM may be 
used for such an end-to-end circuit, and good grooming schemes are needed to 
efficiently allocate network resources. 

There are three components in the control plane that need to be carefully 
designed to support traffic grooming, namely, resource-discovery protocol, sig­
naling protocol, and path-computation algorithms. Several resource-discovery 
protocols based on traffic-engineering (TE) extensions of link-state protocols 
(OSPF, IS-IS) and link-management protocols have been proposed in IETF as 
the resource-discovery component in the control plane. The extensions of the 
MPLS signaling protocols are proposed as the signaling protocol in this control 
plane. An open issue is the design of efficient route-computation algorithms. 



Chapter 2 

STATIC TRAFFIC GROOMING 

2.1 Introduction 
Assigning network resources (e.g., wavelengths, transceivers) to success­

fully carry the connection requests (lightpaths) in an optical WDM mesh net­
work is well known as the routing and wavelength assignment (RWA) problem 
[Mukherjee, 1997, Ramaswami and Sivarajan, 1998]. It is also known as a 
lightpath-provisioning problem. A lot of RWA studies have been reported in 
the optical networking literature, either based on static traffic demands [Mukher­
jee, 1997][Banerjee and Mukherjee, 1996] or based on dynamic traffic demands 
[Zhang and Qiao, 1998][Mokhtar and Azizoglu, 1998][Zang et al., 2000][Li 
and Somani, 1999][Jue and Xiao, 2000][Harai et al., 1997]. Most previous 
studies have assumed that a connection requests bandwidth for an entire light-
path channel. In this study, we assume the bandwidth of connection requests 
can be some fraction of the lightpath capacity, which makes the problem more 
practical. 

We investigate the problem of how to "groom" low-speed connection re­
quests to high-capacity lightpaths efficiently. The traffic-grooming problem 
has been studied on the SONET ring topology, as was discussed in Chapter 1. 
The objective function in these studies is to minimize the total network cost, 
measured in terms of the number of SONET add-drop multiplexers (ADMs). 
In this chapter, we consider irregular mesh WDM networks and assume that a 
connection requests bandwidth that is a fraction of the wavelength capacity. 

Figure 2.1 shows an illustrative example of traffic grooming in a WDM 
mesh network. Fig. 2.1(a) shows a small six-node network. Each fiber has 
two wavelength channels. The capacity of each wavelength channel in this 
example is OC-48, i.e., approximately 2.5 Gbps. Note that the bandwidth of 
an OC-n channel is approximately n x 51.84 Mbps. Each node is equipped 
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Figure 2. J. Illustrative example of traffic grooming. 

with a tunable transmitter and a tunable receiver, both of which can be tuned 
to any wavelength. There are three connection requests: (0, 2) with bandwidth 
requirement OC-12, (2,4) with bandwidth requirement OC-12, and (0,4) with 
bandwidth requirement OC-3. Two lightpaths have already been set up to carry 
these three connections, as shown in Fig. 2.1(a). Because of the resource limi­
tations (transmitter in node 0 and receiver in node 4 are busy), we cannot set up 
a lightpath directly from node 0 to node 4; thus, connection 3 has to be carried 
by the spare capacity of the two existing lightpaths, as shown in Fig. 2.1(b). 
Different connection requests between the same node pair (s^d) can be either 
groomed on the same lightpath, which directly joins (5, d), using various mul­
tiplexing techniques, or routed separately through different virtual paths. A 
connection may traverse multiple lightpaths if no resources are available to set 
up a lightpath between the source and the destination directly. 

We investigate the node architecture for the WDM optical network to support 
traffic-grooming capability. We study an optical wide-area WDM network 
which utilizes a grooming-capable optical node architecture, so that a group of 
lightpaths can be set up to optimally carry the low-speed connection requests. 

We formulate the traffic-grooming problem in a mesh network as an op­
timization problem with the following objective function: for a given traffic 
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matrix set and network resources, maximize the (weighted) network through­
put. The mathematical formulation is presented for static traffic demands. Sev­
eral simple provisioning algorithms, i.e., heuristics, are also proposed and their 
performance is compared. Finally, we show how to extend the mathematical 
formulation to accommodate other network optimization criteria. 

2,2 General Problem Statement 
The problem of grooming low-speed traffic requests onto high-bandwidth 

wavelength channels on a given physical topology (fiber network) is formally 
stated below. We are given the following inputs to the problem. 

1 A physical topology Gp = {V^ Ep) consisting of a weighted unidirectional 
graph, where V is the set of network nodes, and Ep is the set of physical links, 
which connect the nodes. Nodes correspond to network nodes and links 
correspond to the fibers between nodes. Though links are unidirectional, 
we assume that there are an equal number of fibers joining two nodes in 
different directions. Links are assigned weights, which may correspond to 
physical distance between nodes. In this study, we assume that all links 
have the same weight 1, which corresponds to the fiber hop distance. A 
network node i is assumed to be equipped with a Dp{i) x Dp{i) optical 
CrossConnect ((OXC), also called wavelength-routing switch (WRS)), where 
Dp{i) denotes the number of incoming fiber links to node i. For any node i, 
the number of incoming fiber links is equal to the number of outgoing fiber 
links. 

2 Number of wavelength channels carried by each fiber is W. Capacity of a 
wavelength is C. 

3 A set of N X N traffic matrices, where N = \V\. Each traffic matrix in the 
traffic-matrix set represents one particular group of low-speed connection 
requests between the nodes of the network. For example, if C is OC-48, 
there may exist four traffic matrices: an OC-1 traffic matrix, an OC-3 traffic 
matrix, an OC-12 traffic matrix, and an OC-48 traffic matrix. 

4 The number of lasers (transmitters) (TRi) and filters (receivers) (RRi) at 
each node i Note that the transceiver can be either wavelength-tunable or 
part of a fixed-tuned array. 

Our goals are to determine the following: 

1 A virtual topology Gy = {V, Ey). The nodes of the virtual topology corre­
spond to the nodes in the physical topology. A link between nodes i and j 
corresponds to an unidirectional lightpath set up between node pair (i, j ) . 



20 TRAFFIC GROOMING IN OPTICAL WDM MESH NETWORKS 

2 Routing connection requests on the virtual topology to either minimize the 
total network cost or maximize total throughput. In this study, we consider 
maximizing total throughput. 

2.3 Node Architecture 
To carry connection requests in a WDM network, lightpath connections may 

be established between pairs of nodes. A connection request may traverse 
through one or more lightpaths before it reaches the destination. Two im­
portant functionalities must be supported by the WDM network nodes: one is 
wavelength routing, and the other is multiplexing and demultiplexing. An OXC 
provides the wavelength-routing capability to the WDM network nodes. Op­
tical multiplexer/demultiplexer can multiplex/demultiplex several wavelengths 
to the same fiber link. Low-speed connection requests will be multiplexed on 
the same lightpath channel by using an electronic-domain TDM-based multi­
plexing technique. Figures 2.2 and 2.3 show two sample node architectures in 
a WDM optical network. 

The node architecture is composed of two components: WRS and access 
station. The WRS performs wavelength routing and wavelength multiplex­
ing/demultiplexing. The access station performs local traffic adding/dropping 
and low-speed traffic-grooming functionalities. WRS is composed of an Op­
tical CrossConnect (OXC), Network Control and Management Unit (NC&M), 
and Optical Multiplexer/Demultiplexer. In the NC&M unit, the network-to-
network interface (NNI) will configure the OXC and exchange control messages 
with peer nodes on a dedicated wavelength channel (shown as wavelength 0 
in Figs. 2.2 and 2.3). The network-to-user interface (NUI) will communi­
cate with the NNI and exchange control information with the user-to-network 
interface (UNI), the control component of the access station. The OXC pro­
vides wavelength-switching functionality. As shown in the example in Fig. 2.2, 
each fiber has three wavelengths. Wavelength 0 is used as a control channel 
for the NC&M to exchange control messages between network nodes. Other 
wavelengths are used to transmit data traffic. 

In Fig. 2.2, each access station is equipped with some transmitters and re­
ceivers (transceivers). Traffic originating from an access station is sent out as an 
optical signal on one wavelength channel by a transmitter. Traffic destined to an 
access station is converted from an optical signal to electronic data by a receiver. 
Both tunable transceivers and fixed transceivers could be used in a WDM net­
work. A tunable transceiver can be tuned between different wavelengths so that 
it can send out (or receive) an optical signal on any free wavelength in its tuning 
range. A fixed transceiver can only emit (or receive) an optical signal on one 
wavelength. To explore all of the wavelength channels on a fiber, a set of fixed 
transceivers, one per wavelength, can be grouped together to form a transceiver 
array. The size of a fixed transceiver array can be equal to or smaller than the 
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Figure 2.2. Node architecture 1: IP over WDM. 

number of wavelengths on a fiber, and the number of transceiver arrays can be 
equal to or smaller than the number of fibers joining a node. 

The access station in Fig. 2.2 provides a flexible, software-based, bandwidth-
provisioning capability to the network. Multiplexing low-speed connections to 
high-capacity lightpaths is done by the MPLS/IP router using a software-based 
queueing scheme. The advantages of this model are that 1) it provides flexible 
bandwidth granularity for the traffic requests and 2) this MPLS/IP-over-WDM 
model has much less overhead than the SONET-over-WDM model, shown in 
Fig. 2.3. A potential disadvantage of this model is that the processing speed of 
the MPLS/IP router may not be fast enough compared with the vast amount of 
bandwidth provided by the optical fiber link. 

In Fig. 2.3, each access station is equipped with several SONET Add/Drop 
Multiplexers (ADMs). Each SONET ADM has the ability to separate a high-rate 
SONET signal into lower-rate components [Chiu and Modiano, 2000]. In order 
for a node to transmit or receive traffic on a wavelength, the wavelength must 
be added or dropped at the node and a SONET ADM must be used. Generally, 
each SONET ADM is equipped with a fixed transceiver and operates only on 
one wavelength as shown in Fig. 2.3. The Digital CrossConnect (DXC) can 
interconnect the low-speed traffic streams between the access station and the 
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Figure 2.3. Node architecture 2: SONET over WDM. 

ADMs. A low-speed traffic stream on one wavelength can be either dropped to 
the local client (IP router, ATM switch, etc.) or switched to another ADM and 
sent out on another wavelength. Figure 2.3 presents a SONET-over-WDM node 
architecture. SONET components (ADM, DXC, etc.) and SONET framing 
schemes can provide TDM-based fast multiplexing/demultiplexing capability, 
compared with the software-based scheme in Fig. 2.2. The disadvantage of 
this approach is the high cost of SONET components, such as ADM and DXC. 
In reality, both kinds of access stations may be used together to be connected 
with an OXC in order to have a multi-service provisioning platform (MSPP) 
for accessing an OXC in a carrier's network. 

2 A Mathematical (ILP) Formulation of the 
Traffic-Grooming Problem 

The traffic-grooming problem in a mesh network with static traffic pattern 
turns out to be an Integer Linear Program (ILP). We make the following as­
sumptions in our study: 
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1 The network is a single-fiber, irregular mesh network, i.e., there is at most 
one pair of (bidirectional) fiber link between each node pair. 

2 The wavelength-routing switches in the network nodes do not have wave­
length conversion capability. A lightpath connection must be set up on the 
same wavelength channel if it traverses through several fibers. Extension 
of this problem to include wavelength conversion is straightforward and it 
actually makes the problem simpler in terms of the number of variables and 
equations. 

3 The transceivers in a network node are tunable to any wavelength on the 
fiber. 

4 A connection request cannot be divided into several lower-speed connec­
tions and routed separately from the source to the destination. The data 
traffic on a connection request should always follow the same route. This 
constraint will be relaxed in Chapter 8 while exploiting SONET/SDH's vir­
tual concatenation (VCAT) property. 

5 Each node has unlimited multiplexing/demultiplexing capability and time-
slot interchange capability. This means that the access station of a network 
node can multiplex/demultiplex as many low-speed traffic streams to a light-
path as needed, as long as the aggregated traffic does not exceed the lightpath 
capacity. This may only be true for the software-based provisioning scheme 
in Fig. 2.2, which may support virtual-circuit connections. The grooming 
capability of the node architecture in Fig. 2.3 is limited by the number of 
output ports of SONET ADM, and the size and the functionality of the DXC. 

2.4.1 Multi-Hop Traffic Grooming 
In this section, we assume that a connection can traverse multiple lightpaths 

before it reaches the destination. So, a connection may be groomed with differ­
ent connections on different lightpaths. By extending the work in [Mukherjee, 
1997, Banerjee and Mukherjee, 1997], which defines the collection of light-
paths in a WDM mesh network to form a virtual topology, we formulate the 
problem as an optimization problem. We will use the following notations in 
our mathematical formulation: 

1 m and n denote endpoints of a physical fiber link that might occur in a 
lightpath. 

2 i and j denote originating and terminating nodes for a lightpath. A lightpath 
may traverse single or multiple physical fiber links. 

3 s and d denote source and destination of an end-to-end traffic request. The 
end-to-end traffic may traverse through a single lightpath or multiple light-
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Figure 2.4. Illustrative example of a fiber link, a lightpath, and a connection request. 

paths. Figure 2.4 shows how an end-to-end connection request may be 
carried. 

4 y denotes the granularity of low-speed traffic requests. We assume y G {1, 
3, 12,48}, which means that traffic demands between node pairs can be any 
of OC - 1, OC - 3, OC - 12, and OC - 48. 

5 t denotes the index of OC — y traffic request for any given node pair (5, d). 
For example, if there are ten OC — 1 requests between node pair (5, d), then 
te [1,10]. 

• Given: 

- A :̂ Number of nodes in the network. 

- W: Number of wavelengths per fiber. We assume all of the fibers in the 
network carry the same number of wavelengths. 

- Pmn'- Number of fibers interconnecting node m and node n. Pmn = 0 
for node pair which is not physically adjacent to each other. Pmn = 
Pnm = 1 if and only if there exists a direct physical fiber link between 
nodes m and n. 

- P^^: Wavelength w on fiber Pmn- Pmn = Pmn-

- TRi', Number of transmitters at node i, 

- RRi'. Number of receivers at node i. Note that, in this set of ILP formu­
lation, we assume all the nodes are equipped with tunable transceivers, 
which can be tuned to any of W wavelengths. 

- C: Capacity of each channel (wavelength). 

- A: Traffic matrix set. A — {A^}, where y can be any allowed low-
speed streams, 1, 3, 12, etc. In our study, y G {1,3,12,48}. A^̂ ^̂  is 
the number of OC — 2/ connection requests between node pair (s, d). 

• Variables: 
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- Virtual topology: 

* Vij: Number of lightpaths from node i to node j in virtual topol­
ogy- Vij = 0 does not imply that Vji = 0, i.e., lightpaths may be 
unidirectional. 

* V^^: Number of lightpaths from node i to node j on wavelength 
w. Note that, if V^ > 1, the lightpaths between node i and j on 
wavelength w may take different paths. 

- Physical topology route: 

* Pmri"'' Number of lightpaths between nodes (i, j ) routed through 
fiber link (m, n) on wavelength w, 

- Traffic route: 

* X^j' : The t^^ OC — y low-speed traffic request from node s to node 
d employing lightpath (i, j ) as an intermediate virtual link. 

* S^^: S^^ = 1 if the t^^ OC — y low-speed connection request from 
node s to node d has been successfully routed; otherwise, 5j^ = 0. 

• Optimize: Maximize the total successfully-routed low-speed traffic, i.e., 

Maximize : ^ y- S^^ (2.1) 
y,s,d,t 

Constraints: 

- On virtual-topology connection variables: 

J2Vij < TRi Mi (2.2) 
3 

Y^Vij < RRj yj (2.3) 
i 

Y^V^i = Vij Vi,j (2.4) 
w 

int Vij,V^ (2.5) 

- On physical route variables: 

E ^ T = T . ^ if k^ij \/i,j,w,k (2.6) 
771 n 

J2P^ = 0 yi,j,w (2.7) 
m 

Y.Pjii" = 0 V i , j > (2.8) 
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j2pf = y^j v i , j , t . (2.9) 
n 

E^mf = V^ \fi,j,W (2.10) 
m 

J2P}in < PZn ^^,ri,W (2.11) 

P ^ ; r e {0,1} (2.12) 

On virtual-topology traffic variables: 

i 

ys,d 2/€{1,3,12,48} t£[l,Ay,sd] (2.13) 

E \sd,t Qy^t 
^sj,y - ^sd 

3 

ys,d,t yG {1,3,12,48} te[l,Ay,sd](2.l4) 

H^fd = EKfn if k^s^dMs^d^Kt (2.15) 3 

\sdst 

i 

"is^d y e {1,3,12,48} t&[l,Ky,sd] (2.16) 

E A g = 0 

Vs,d y e {1,3,12,48} t&[l,Ky,sd] (2.17) 

5 ,^*e{0, l} (2.19) 

Explanation of equations: The above equations are based on principles of 
conservation of flows and resources (transceivers, wavelengths, etc.). 

- Equation (2.1) shows the optimization objective function. 
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- Equations (2.2)-(2.3) ensure that the number of lightpaths between node 
pair (i, j ) is less than or equal to the number of transmitters at node i 
and the number of receivers at node j . 

- Equation (2.4) shows that the lightpaths between (i, j ) are composed 
of lightpaths on different wavelengths between node pair (i, j ) . Note 
that the value of V^ can be greater than 1. For example, in Fig. 2.1, 
two lightpaths on the same wavelength w can be set up between node 0 
and node 5. One follows route (0,1,2,5), while the other follows route 
(0,3,4,5). 

- Equations (2.6)-(2.10) are the multicommodity equations (flow con­
servation) that account for the routing of a lightpath from its origin to 
its termination. The flow-conservation equations have been formulated 
in two different ways [Ramaswami and Sivarajan, 1996]: (i) disaggre­
gate formulation and (ii) aggregate formulation. In the disaggregate 
formulation, every i-j (or s-d) pair corresponds to a commodity, while 
in the aggregate formulation, all the traffic that is "sourced" from node 
i (or node s) corresponds to the same commodity, regardless of the 
traffic's destination. We employ the disaggregate formulation for the 
flow-conservation equations since it properly describes the traffic re­
quests between different node pairs. Note that Equations (2.6)-(2.10) 
employ the wavelength-continuity constraint on the lightpath route. 

* Equation (2.6) ensures that, for an intermediate node k of lightpath 
(i, j ) on wavelength w, the number of incoming lightpath streams 
is equal to the number of outgoing lightpath streams. 

* Equation (2.7) ensures that, for the origin node i of lightpath (z, j ) 
on wavelength w, the number of incoming lightpath streams is 0. 

* Equation (2.8) ensures that, for the termination node j of lightpath 
(z, j ) on wavelength w, the number of outgoing lightpath streams 
isO. 

* Equation (2.9) ensures that, for the origin node i of lightpath (i, j) 
on wavelength w, the number of outgoing lightpath streams is equal 
to the total number of lightpaths between node pair (i, j ) on wave­
length w. 

* Equation (2.10) ensures that, for the termination node j of lightpath 
(i, j ) on wavelength w, the number of incoming lightpath streams 
is equal to the total number of lightpaths between node pair (i, j ) 
on wavelength w. 

- Equations (2.11)-(2.12) ensure that wavelength w on one fiber link 
(m, n) can only be present in at most one lightpath in the virtual topol­
ogy. 
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- Equations (2.13)-(2.19) are responsible for the routing of low-speed 
traffic requests on the virtual topology, and they take into account the 
fact that the aggregate traffic flowing through lightpaths cannot exceed 
the overall wavelength (channel) capacity. 

2.4.2 Single-Hop Traffic Grooming 
In this section, we assume that a connection can only traverse a single light-

path, i.e., only end-to-end traffic grooming is allowed. The formulation of the 
single-hop traffic-grooming problem is similar to the formulation of the multi-
hop traffic-grooming problem, which was presented in the previous section, 
except for routing of connection requests on the virtual topology. We only 
present the different part as follows: 

• On virtual-topology traffic variables: 

Ylv'^^d < VsdxC ys,d (2.20) 
y.t 

S'J^{OA} (2.21) 

2.4.3 Formulation Extension for Fixed-Transceiver Array 
The mathematical formulations in the previous two sections are based on the 

assumption that the transceivers in a network node are tunable to any wave­
length. If fixed-transceiver arrays are used at every network node and if M 
denotes the number of fixed-transceiver arrays used at each node, we can easily 
extend our formulation as follows: 

On virtua 1-topology connection variable 

E^7 
j 

E^T 
int 

< 

< 

= 

s: 

M 

M 

Vij 

Wi,w 

yj,w 

yij 

(2.22) 

(2.23) 

(2.24) 

(2.25) 

The other parts of the formulations in the previous two sections are still the 
same. Equations (2.22)-(2.23) ensure that the number of lightpaths between 
node pair (z, j ) on wavelength w is less than or equal to the number of trans­
mitters at node i and the number of receivers at node j on wavelength w (every 
fixed-transceiver array only has one transceiver on each wavelength), 
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(a) (b) 

Figure 2.5. (a) A 6-node network and (b) a 15-node network. 

2AA Computational Complexity 
It is well known that the RWA optimization problem is A^P-complete 

[Mukherjee, 1997]. If we assume that each connection request requires the 
full capacity of a lightpath, then the traffic-grooming problem we are studying 
becomes the standard RWA optimization problem. It is easy to see that the 
traffic-grooming problem in a mesh network is also a A^P-complete problem 
since the RWA optimization problem is A^P-complete. As the number of vari­
ables and equations increases exponentially with the size of network and the 
number of wavelengths on each fiber, we use a small network topology as an 
example for obtaining ILP result. For large networks, we will use heuristic 
approaches. 

2.5 Illustrative Numerical Results From ILP Formulations 
This section presents numerical examples of the traffic-grooming problem 

using Fig. 2.5(a) as our physical topology. The traffic matrices are randomly 
generated. As an example, we allow the traffic demand to be any one of OC-
1, OC-3, and OC-12. The traffic matrices are generated as follows: 1) the 
number of OC-1 connection requests between each node pair is generated as 
an uniformly-distributed random number between 0 to 16; 2) the number of 
OC-3 connection requests between each node pair is generated as an uniformly-
distributed random number between 0 to 8; and 3) the number of OC-12 connec­
tion requests between each node pair is generated as an uniformly-distributed 
random number between 0 to 2. These three traffic matrices are shown in Tables 
2.1 through 2.3, and the total traffic demand turns out to be the equivalent of 
OC-988. The capacity of each wavelength (channel) is OC-48. 

Table 2.4 shows the corresponding result for the network throughput ob­
tained from a commercial ILP solver, ''CPLEX", based on different network 
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Table 2.1. Traffic matrix of OC-1 connection requests. 

Node 0 
Node 1 
Node 2 
Nodes 
Node 4 
Node 5 

NodeO 

0 
0 
14 
4 
10 
2 

Node! 

5 
0 
12 
11 
2 
1 

Node 2 

4 
8 
0 
15 
3 
8 

Nodes 

11 
5 
9 
0 
3 
15 

Node 4 

12 
16 
6 
1 
0 
13 

Node 5 

9 
6 
16 
5 
9 
0 

Table 2.2. Traffic matrix of OC-3 connection requests. 

NodeO 
Node J 
Node 2 
Nodes 
Node 4 
Node 5 

NodeO 

0 
8 
1 
5 
6 
5 

Node! 

6 
0 
3 
7 
4 
4 

Node 2 

2 
8 
0 
3 
5 
4 

Nodes 

1 
6 
0 
0 
0 
2 

Node 4 

5 
7 
2 
2 
0 
0 

Node 5 

4 
8 
7 
6 
2 
0 

r̂ /̂̂ * 2.3. Traffic matrix of OC-12 connection requests. 

NodeO 
Node] 
Node 2 
Nodes 
Node 4 
Node 5 

NodeO 

0 
1 
0 
2 
1 
1 

Node! 

1 
0 
1 
0 
2 
1 

Node 2 

1 
1 
0 
2 
0 
2 

Nodes 

1 
1 
2 
0 
2 
2 

Node 4 

0 
0 
1 
2 
0 
2 

Node 5 

0 
2 
0 
0 
1 
0 

resource parameters. In Table 2,4, T denotes the number of transceivers and 
W denotes the number of wavelengths. In the single-hop case, we only allow a 
connection to transverse a single lightpath, which means that only end-to-end 
traffic-grooming (multiplexing) is allowed. In the multi-hop case, a connection 
is allowed to traverse multiple lightpaths, i.e., a connection can be dropped at 
intermediate nodes and groomed with other low-speed connections on different 
lightpaths before it reaches its destination. Figure 2.1(b) showed a multi-hop 
grooming case, where connection 3 traversed two lightpaths: it was groomed 
with connection 1 on lightpath (0,2) and with connection 2 on lightpath (2,4). 
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Table 2.4. Throughput and number of lightpaths estabhshed (total traffic demand is OC-988). 

T=3, W=3 
T=4, W=3 
T=5, W=3 
T=7, W=3 
T=3, W-=4 
T:::^4, W=4 
T=5, W=4 

Multi-hop 
Throughput 

74.7% (OC-738) 
93.8% (OC-927) 
97.9% (OC-967) 
97.9% (OC-967) 
74.7% (OC-738) 
94.4% (OC-933) 
100% (OC-988) 

Lightpath # 

18 
24 
28 
28 
18 
24 
29 

Single-hop 
Throughput 

68.0% (OC-672) 
84.1%(OC-831) 
85.7% (OC-847) 
85.7% (OC-847) 
68.0% (OC-672) 
84.7% (OC-837) 
95.5% (OC-944) 

Lightpath # 

18 
24 
24 
24 
18 
24 
28 

As expected, the multi-hop case leads to higher throughput than the single-hop 
case. 

We can see from Table 2.4 that, when the number of tunable transceivers at 
each node is increased from 3 to 5, the network throughput increases signifi­
cantly, both in multi-hop case and in single-hop case. But when the number of 
tunable transceivers at each node increases from 5 to 7, the network throughput 
does not improve. This is because there are not enough wavelengths to setup 
more lightpaths to carry the blocked connection requests. Some illustrative re­
sults of transceiver and wavelength utilization for the multi-hop case are shown 
in Tables 2.5 and 2.6. 

In the multi-hop case, when the transceiver is not a limited resource compared 
with wavelength, more short lightpaths may be set up to carry connections 
through multiple lightpaths, but this scenario is less likely in the single-hop 
case. This is shown in Table 2.4 where T = 5, VF = 3 and VF = 4. When 
T = 5, PF = 4, if multi-hop grooming is allowed, the network throughput 
is 100%; otherwise, some connections get blocked. In multi-hop case, 29 
lightpaths are established compared with 28 lightpaths in the single-hop case. 

Tables 2.5-2.6 show some results for the node transceiver utilization and link 
wavelength utilization for the multi-hop case. When the number of transceivers 
is increased (from 3 to 5), the overall wavelength utilization is increased, as 
shown in Table 2.6. This is because more lightpaths have been established to 
carry the connection requests, shown in Table 2.4. As we mentioned before, 
when most of the links have fully utilized the available wavelengths, increasing 
the number of transceivers (from 5 to 7) will not help to improve the network 
throughput and will result in lower transceiver utilization, shown in Table 2.5 
(T = 7 and PF = 3). 

Table 2.7 shows the virtual topology and the lightpath capacity utilization 
for the multi-hop case, when T = 5 and H^ = 3. As we can see, most of the 
lightpaths have high capacity utilization (above 90%). There are some node 
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Table 2.5. Results: transceiver utilization (multi-hop case). 

NodeO 

Node 1 

Node 2 

Nodes 

Node 4 

Node 5 

Transmitter 
Receiver 

Transmitter 
Receiver 

Transmitter 
Receiver 

Transmitter 
Receiver 

Transmitter 
Receiver 

Transmitter 
Receiver 

7=5, \y=5 

100% 
100% 

100% 
100% 

100% 
100% 

100% 
100% 

100% 
100% 

100% 
100% 

r=5, w=3 

100% 
100% 

100% 
100% 

100% 
100% 

100% 
100% 

80% 
80% 

80% 
80% 

T=7, W=3 

71.4% 
71.4% 

71.4% 
71.4% 

71.4% 
71.4% 

71.4% 
71.4% 

57.4% 
57.4% 

57.4% 
57.4% 

Table 2.6. Results: wavelength utilization (multi-hop case). 

T=3, W=3 r=5, W=3 T=7, W=3 

Link (0,1) 
Link (0,3) 
Link (1,0) 
Link (1,2) 
Link (1,3) 
Link (2,1) 
Link (2,4) 
Link (2,5) 
Link (3,0) 
Link (3,1) 
Link (3,4) 
Link (4,2) 
Link (4,3) 
Line (4,5) 
Link (5,2) 
Link (5,4) 

33.3% 
100% 
100% 
100% 
33.3% 
100% 
66.7% 
66.7% 
33.3% 
100% 
66.7% 
66.7% 
66.7% 
66.7% 
66.7% 
66.7% 

100% 
100% 
100% 
100% 
66.7% 
100% 
100% 
100% 
100% 
66.7% 
100% 
100% 
100% 
66.7% 
100% 
66.7% 

100% 
100% 
100% 
100% 
66.7% 
100% 
100% 
100% 
100% 
66.7% 
100% 
100% 
100% 
66.7% 
100% 
66.7% 

pairs ((0,1), (1,3), etc.), which have multiple lightpaths set up, though the 
aggregate traffic between them can be carried by a single lightpath. The extra 
lightpaths are used to carry multi-hop connection traffic. 
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Table 2.7. Result: virtual topology and lightpath utilization (multi-hop case with T=5 and W=3). 

NodeO 
Node 1 
Node 2 
Nodes 
Node 4 
Node 5 

NodeO 

0 
1 (100%) 
1 (100%) 
2(100%) 
1 (100%) 
0(100%) 

Nodel 

2 (70%) 
0 

1 (95%) 
1 (100%) 
1 (100%) 

0 

Node 2 

0(100%) 
1 (100%) 

0 
1 (100%) 

0 
2 (98%) 

Nodes 

1 (89%) 
2(100%) 
1 (100%) 

0 
0 

1 (100%) 

Node 4 

1 (100%) 
1 (100%) 
1 (100%) 

0 
0 

1 (100%) 

Nodes 

1 (100%) 
0 

1 (70%) 
1 (100%) 
1 (91%) 

0 

In the ILP formulation, we treat the low-speed connection requests separately. 
The results from the ILP solutions show that, if there is a lightpath set up 
between (s,(i), the low-speed connections between {s,d) tend to be packed 
on this lightpath channel directly. Based on this observation, we propose two 
simple heuristic algorithms for solving the traffic-grooming problem in large 
networks. 

2.6 Heuristic Approach 
The optimization problem of traffic-grooming is A^P-complete. It can be 

partitioned into the following four subproblems, which are not necessarily in­
dependent: 

1 Determine a virtual topology, i.e., determine the number of lightpaths be­
tween any node pair. 

2 Route the lightpaths over the physical topology. 

3 Assign wavelengths optimally to the lightpaths. 

4 Route the low-speed connection requests on the virtual topology. 

2.6.1 Routing 
The routing and wavelength assignment problem (RWA) has received a lot of 

attention in the WDM networking literature. The current well-known routing 
approaches are fixed routing, fixed-alternate routing, and adaptive routing [Zang 
etal.,2000]. 

In fixed routing, the connections are always routed through a pre-defined 
fixed route for a given source-destination pair. One example of such an ap­
proach is fixed shortest-path routing. The shortest-path route for each source-
destination pair is calculated off-line using standard shortest-path algorithms, 
such as Dijkstra's algorithm. If there are not enough resources to satisfy a 
connection request, the connection gets blocked. 
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In fixed-alternate routing, multiple fixed routes are considered when a con­
nection request comes. In this approach, each node in the network is required 
to maintain a routing table that contains an ordered list of a number of fixed 
routes to each destination node. For example, these routes can be the first-
shortest-path, the second-shortest-path, etc. When a connection request comes, 
the source node attempts to establish the connection on each of the routes from 
the routing table in sequence, until the connection is successfully established. 
Since fixed-alternate routing provides simplicity of control for setting up and 
tearing down connections, it is also widely used in the dynamic connection-
provisioning case. It has been shown that, for certain networks, having as 
few as two alternate routes provides significantly lower blocking than having 
full wavelength conversion at each node with fixed routing [Ramamurthy and 
Mukherjee,2002]. 

In adaptive routing, the route from a source node to a destination node is cho­
sen dynamically, depending on the current network state. The current network 
state is determined by the set of all connections that are currently in progress 
[Zang et al., 2000]. For example, when a connection request arrives, the current 
shortest path between the source and the destination is calculated based on the 
available resources in the network; then the connection is established through 
the route. If a connection gets blocked in the adapting-routing approach, it will 
also be blocked in the fixed-alternate routing approach. Since each time a new 
connection request comes to a node, the route needs to be calculated based on 
the current network state, adaptive routing will require more computation and 
a longer setup time than fixed-alternate routing, but it is also more flexible than 
fixed-alternate routing. 

In our heuristics, we will use adaptive routing. 

2.6,2 Wavelength Assignment 

Once the route has been chosen for each lightpath, the number of lightpaths 
traversing a physical fiber link defines the congestion on that particular link. 
With the wavelength-continuity constraint, we need to assign wavelengths to 
each lightpath such that any two lightpaths passing through the same physical 
link are assigned different wavelengths. We assume a single-fiber network 
system. There is only one fiber in each direction if two nodes are connected. 
Ten wavelength-assignment approaches have been compared in [Zang et al., 
2000], and all of them were found to perform similarly. We will use one simple 
approach, First-Fit (FF). In FF, all wavelengths are numbered. When searching 
for an available wavelength, a lower-numbered wavelength is considered before 
a higher-numbered wavelength. The first available wavelength is then selected. 
The idea behind this simple scheme is that it tries to pack all of the in-use 
wavelengths towards the lower end of the wavelength space. 
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2,6.3 Heuristics 
We propose two heuristic algorithms for the traffic-grooming problem. Let 

T{s, d) denote the aggregate traffic between node pair s and d, which has not 
been successfully carried. Let t(5, d) denote one connection request between s 
and d, which has not been successfully carried yet. Let C denote the wavelength 
capacity. 

• Maximizing Single-Hop Traffic (MST). The basic idea of this heuristic is 
introduced in [Mukherjee, 1997] for the traditional virtual-topology design 
problem. This simple heuristic attempts to establish lightpaths between 
source-destination pairs with the highest T{s,d) values, subject to con­
straints on the number of transceivers at the two end nodes, and the availabil­
ity of a wavelength in the path connecting the two end nodes. The connection 
requests between s and d will be carried on the new established lightpath as 
much as possible. If there is enough capacity in the network, every connec­
tion will traverse a single lightpath hop. If there are not enough resources 
to establish enough lightpaths, the algorithm will try to carry the blocked 
connection requests using currently available spare capacity of the virtual 
topology. The pseudo-code for this heuristic is shown in Algorithm 2.1. 

• Maximizing Resource Utilization (MRU). Let H{s,d) denote the hop 
distance on physical topology between node pair (s^d). Define 
T{s,d)/H{s,d) as the connection resource utilization value, which rep­
resents the average traffic per wavelength link. This quantity shows how 
efficiently the resources have been used to carry the traffic requests. This 
heuristic tries to establish the lightpaths between the node pairs with the 
maximum resource utilization values. When no lightpath can be set up, the 
remaining blocked traffic requests will be routed on the virtual topology 
based on their connection resource utilization value t{s^ d)/H (5, d), where 
t{s, d) denotes a blocked connection request, and H (5, d) denotes the hop 
distance between s and d on the virtual topology. The pseudo-code for this 
heuristic follows the same steps as the pseudo-code of MST, except that 
the node pairs and blocked connections are sorted based on their resource 
utilization values. 

Both heuristic algorithms have two stages. Based on our observations from 
the ILP results, we find that packing different connections between the same 
node pair within the same existing lightpath, which directly joins the end points, 
is a very efficient grooming scheme. In the first stage, the algorithms try to es­
tablish lightpaths as much as possible to satisfy the aggregate end-to-end con­
nection requests. If there are enough resources in the network, every connection 
request will be successfully routed through a single lightpath hop. This will 
minimize the traffic delay since the optical signals need not be converted into 
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Algorithm 2.1 MST 

1 Construct virtual topology: 

(a) Sort all of the node pairs (s, d) according the sum of unearned traffic request T{s, d) 
between (s, d) and put them into a list L in descending order. 

(b) Try to setup a lightpath between the first node pair {s\d')mL using first-fit wavelength 
assignment and shortest-path routing, subject to the wavelength and transceiver con­
straints. Ifitfails,delete(s^dOfroni^'otherwise,letT(s,c^) = Max[T{s,d)-C, 0] 
and go to Step la until L is empty. 

2 Route the low-speed connections on the virtual topology constructed in Step 1. 

(a) Satisfy all of the connection requests which can be carried through a single lightpath 
hop, and update the virtual topology network state. 

(b) Route the remaining connection requests based on the current virtual topology network 
state, in the descending order of the connections' bandwidth requirement. 

electronic domain. In the second stage, the spare capacities of the currently es­
tablished lightpath channels are used to carry the connection requests blocked 
in the first stage, and the algorithms give single-hop groomable connections 
higher priority to be satisfied. 

2,6.4 Heuristic Results and Comparison 
Table 2.8 shows the comparison between the results obtained from an ILP 

solver and the heuristic algorithms for the six-node network in Fig. 2.5(a). 
We can observe that the MST and MRU heuristic algorithms show reasonable 
performance when compared with the results obtained from the ILP solver. 
The heuristic approaches have much less computation complexity than the ILP 
approach. The two proposed algorithms are relatively simple and straightfor­
ward; by using other RWA algorithms instead of adaptive routing and first-fit 
wavelength assignment, it may be possible to develop other complex heuristic 
algorithms to achieve better performance. 

Figures 2.6-2.8 show the results from the two heuristic algorithms, when 
applied to the larger network topology in Fig. 2.5(b). The traffic matrices 
follow the same distribution as we mentioned in Section 2.5. 

In Fig. 2.6, we plot the network throughput versus the number of wavelengths 
on every fiber link when each node is equipped with 10 tunable transceivers. 
We observe that the MRU heuristic performs better than the MST algorithm 
with respect to network throughput. Since the number of tunable transceivers 
at each node is limited (10 in this case), when the number of wavelengths on 
each fiber link reaches a certain value (16 in this case), increasing the number 
of wavelengths does not help to increase the network throughput. 
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Table 2.8. Throughput results comparison between ILP and heuristic algorithms (total traffic 
demand is OC-988). 

Multi-hop (ILP) Single-hop (ILP) Heuristic (MST) Heuristic (MRU) 

T=3, iy=3 

7=5, W=3 
T=7, W=3 
T=3, W=4 
T=4, W=4 
7=5, W=4 

74.7% (OC-738) 
93.8% (OC-927) 
97.9% (OC-967) 
97.9% (OC-967) 
74.7% (OC-738) 
94.4% (OC-933) 
100% (OC-988) 

68.0% (OC-672) 
84.1%(OC-831) 
85.7% (OC-847) 
85.7% (OC-847) 
68.0% (OC-672) 
84.7% (OC-837) 
95.5% (OC-944) 

71.0%(OC-701) 
89.4% (OC-883) 
94.4% (OC-933) 
94.4% (OC-933) 
71.0%(OC-701) 
93.1%(OC-920) 
100% (OC-988) 

67.4% (OC-666) 
93.6% (OC-925) 
94.4% (OC-933) 
94.4% (OC-933) 
67.4% (OC-666) 
93.6% (OC-925) 
100% (OC-988) 
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Figure 2.6. Network throughput vs. number of wavelengths for the network topology in 
Fig. 2.5(b) with 10 tunable transceivers at each node. 

In Fig. 2.7, we plot the network throughput versus the number of transceivers 
at every node when each fiber link carries ten wavelengths. We compare the 
performance of the two heuristic algorithms. The results show that, when the 
number of transceivers is small ( < 7 in this case), MST performs better than 
MRU. This is because MRU tries to utilize wavelengths efficiently. When 
the number of transceivers is small, wavelength is not the limiting resource in 
the network any more. So maximizing wavelength utilization will not help to 
improve the performance. 

Figure 2.8 compares the performance using tunable transceiver and fixed 
transceiver in every network node. Each node is equipped with 12 transceivers 
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Figure 2.7. Network throughput vs. number of tunable transceivers for the network topology in 
Fig. 2.5(b) with 10 wavelengths on each fiber link. 
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Figure 2.8. Network throughput vs. number of wavelengths (size of fixed transceiver array) for 
the network topology in Fig. 2.5(b) with 12 tunable transceivers at each node. 

if we use tunable transceiver. Each node is equipped with one transceiver array if 

we use fixed transceivers and the size of the transceiver array is equal to the num­

ber of wavelengths supported by every fiber link. The results in Fig. 2.8 indicate 
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that, when nodes are equipped with the same number of transceivers, tunable-
transceiver architecture has better performance. For the fixed-transceiver case, 
MST performs better than MRU. 

2,7 Mathematical Formulation Extension for Other 
Optimization Criteria 

In this section, we show how to extend our ELP formulations to handle dif­
ferent optimization criteria for the traffic-grooming problem. 

2,7.1 Extension for Network Revenue Model 
It has been shown earlier that the low-speed connection requests between 

the same node pair tend to be packed together on to the same lightpath channel. 
The connections which can be carried by a single lightpath channel are more 
likely to be satisfied than the connections which have to traverse multiple light-
paths, when they have the same bandwidth requirement and the optimization 
objective is to maximize network throughput. To make the problem more real­
istic, it is reasonable for us to assume that two connection requests may have 
different priority, even if they have the same bandwidth requirement. This is 
because different connection requests may have different end-node distance, 
quality-of-service requirement, etc. A connection's priority can be represented 
by a "weight" associated with it. In this section, we assume that the weight is 
determined by the bandwidth requirement and end-node distance of the con­
nection request. For a given network topology and traffic demand, the objective 
is to maximize the weighted network throughput. Let Wi denote the weight of 
connection i, Di denote the end-node distance of connection i, and Ci denote 
the bandwidth requirement of connection i. The connection's weight function 
is defined as: 

Wi = DiX Cf (2.26) 

where 0 < a < 1 and A is measured by the shortest-path distance of the 
connection's end nodes on the physical topology. Equation (2.26) is called the 
power-law cost function [Kleinrock, 1970]. It is used to study the actual tar­
iffs demanded by communications services for high-speed telecommunication 
channels, and there is effectively a "quantity discount" (controlled by a) in that 
capacity cost (per unit of channel capacity) decreases as the capacity increases. 
Thus, the network weighted throughput becomes: 

K 

T = J2Di'C^'Si (2.27) 
i=l 

where Si = lif connection request i has been satisfied; otherwise 5^ = 0, and 
the total number of connection requests is K. T can also be called "network 
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Table 2.9. Results of comparison between revenue model and network throughput model. 

T=3, W=3 
7=5, W=3 
T=7, W=3 
T=3, W=4 
T=:4, W=4 
T=5, W=4 

Optimize 
Revenue 

83.7% 
98.5% 
98.5% 
83.7% 
94.3% 
100% 

Revenue 
Throughput 

72.4% 
97.2% 
97.2% 
72.4% 
91.7% 
100% 

Opt imize Throughput 
Throughput 

14.1% 
97.9% 
97.9% 
74.7% 
94.4% 
100% 

revenue". We can easily modify our E.P formulation to optimize T, The only 
part of the equations which should be modified is shown as follows: 

• Optimize: Maximize network revenue. 

Maximize : ^ Dsd-y"" ' S^J (2.28) 
y,s,d,t 

where Dgd denotes the distance between node pair (5, d). 

2.7.2 Illustrative Results 
In this section, we show some illustrative results to optimize network revenue 

using our ILP formulation extension. We use the same network topology and 
traffic matrix set as in Section 2.5. In Equation (2.28), Dgd is measured by the 
shortest-path hop distance between node 5 and d on the physical topology, and 
a is equal to 0.8. 

Table 2.9 compares the results between the two optimization models. In 
Table 2.9, T denotes the number of tunable transceivers per node and W denotes 
the number of wavelengths per fiber link. Multi-hop grooming is allowed in 
both models. It is shown that, in the revenue model, when T = 3 and W = 3, 
the maximal achievable revenue is 83.7%, and 72.4% of traffic requests have 
been satisfied to achieve the revenue, while the maximal achievable traffic load 
the network can carry is 74.7%. In revenue model, we find that if there is a 
lightpath set up between (5, ci), it may first be used to carry some long multi-
hop connections (with higher weight) which will traverse this lightpath as an 
intermediate hop. Thus, some connections directly between (s^d) may be 
blocked. This means that packing different connections between the same node 
pair within the same existing lightpath, which directly joins the end points, is 
not a good grooming scheme any more. We find that, because of the quantity-
discount parameter a in Equation (2.26), lower-speed connections are more 
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likely to be satisfied than higher-speed connection requests. It is obvious that 
different heuristics are needed based on the different optimization criteria. 

2.8 Conclusion 
This study was devoted to the traffic-grooming problem in a WDM mesh 

network. We studied the architecture of a node with grooming capability. We 
presented the ILP formulation for traffic-grooming in such a WDM mesh net­
work. We compared the performance of the single-hop grooming approach 
and multi-hop grooming approach on a small six-node network with randomly 
generated traffic pattern. Results from ILP showed that the end-to-end aggre­
gate traffic between the same node pair tends to be groomed on to the same 
lightpath channel, which directly joins the end points, if the optimization ob­
jective is to maximize the network throughput. Two heuristic approaches were 
also proposed for solving the traffic-grooming problem in large networks. We 
compared the performance of these two heuristic algorithms, MST and MRU, 
with different network resource parameters. The comparison results showed 
that MRU performs better if tunable transceivers are used and MST performs 
better if fixed transceivers are used. We extended the optimization problem to a 
network-revenue model and found a different grooming scheme, which can be 
used to design an efficient heuristic algorithm on the network-revenue model. 
We showed that, with proper extension, our ILP mathematical model can be 
used to develop good grooming schemes for different models. These schemes 
can be used to design efficient heuristic algorithms, which are practical for large 
and realistic networks. 



Chapter 3 

A GENERIC GRAPH MODEL 

3.1 Introduction 

As discussed in Chapter 2, traffic grooming is usually divided into four sub-
problems, which are not necessarily independent: (1) determining the virtual 
topology that consists of lightpaths, (2) routing the lightpaths over the physi­
cal topology, (3) performing wavelength assignment to the lightpaths, and (4) 
routing the traffic on the virtual topology. The virtual-topology design prob­
lem [Chlamtac et al., 1992, Mukherjee et al., 1996, Ramaswami and Sivarajan, 
1996, Ganz and Wang, 1994, Krishnaswamy and Sivarajan, 2001, Gerstel et al., 
1999] is conjectured to be NP-hard [Mukherjee, 1997]. In addition, routing and 
wavelength assignment (RWA) [Zang et al., 2000] is also NP-hard [Chlamtac 
et al., 1993]. Therefore, traffic grooming in a mesh network is also a NP-hard 
problem [Zhu and Mukherjee, 2002b]. 

To solve the traffic-grooming problem, one approach is to deal with the four 
sub-problems separately. It first determines the virtual topology, then performs 
routing and wavelength assignment, and finally routes the traffic requests. There 
are considerable research results on each sub-problem already and they can 
be utilized to solve the traffic-grooming problem. Although this divide-and-
conquer method makes traffic grooming easier to handle, it cannot achieve the 
optimal solution even if we can get the optimal solution for each sub-problem, 
since these four sub-problems are not necessarily independent and the solution 
to one sub-problem might affect how optimally another sub-problem can be 
solved. Sometimes, using the optimal solution for one sub-problem might 
not lead to the optimal solution to the whole problem. Moreover, this approach 
requires all the traffic requests to be known in advance, which cannot be satisfied 
in dynamic grooming. 
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Another approach is to solve the four sub-problems as a whole. Since it 
can take into account all the constraints regarding the four sub-problems simul­
taneously, this approach has a potential to achieve better performance. With 
static traffic, the traffic-grooming problem can be formulated as an integer lin­
ear program (ILP) (Chapter 2), and an optimal solution can be obtained for 
some relatively small networks. However, an ILP is not scalable and cannot be 
directly applied to large networks. One way to make the problem tractable is 
to develop heuristic algorithms and jointly solve the grooming problem for one 
connection request at a time. To the best of our knowledge, no integrated heuris­
tic algorithm for solving the traffic-grooming problem has been developed for 
wavelength-routed networks in previous work. 

The work in [Konda and Chow, 2001] formulates the static traffic-grooming 
problem as an ILP and proposes a heuristic to minimize the number of 
transceivers. In [Brunato and Battiti, 2002], several lower bounds for regular 
topologies are presented and greedy and iterative greedy schemes are devel­
oped. However, in both [Konda and Chow, 2001] and [Brunato and Battiti, 
2002], the authors relax the physical-topology constraints, assuming all the vir­
tual topologies are implementable on the given physical topology, i.e., they do 
not consider lightpath routing and wavelength assignment. 

3.1.1 Challenges of Traffic Grooming in a Heterogeneous 
WDIVI Mesh Network 

The WDM backbone network is expected to emerge as a multi-vendor, het­
erogeneous network. As WDM networks migrate from ring topologies to mesh 
topologies, it is very important to solve the traffic-grooming problem in a het­
erogeneous mesh network environment. 

In terms of wavelength-conversion capability, heterogeneity means that some 
of the nodes in a network may have full wavelength-conversion capability (any 
incoming wavelength can be converted into any outgoing wavelength), some 
may have no wavelength-conversion capability (traffic must stay on the same 
wavelength when bypassing these nodes) [Subramaniam et al., 1996, Iness and 
Mukherjee, 1999], and some may have partial wavelength-conversion capabil­
ity (some wavelengths can be converted into some other wavelengths) [Yates 
et al., 1996, Ramaswami and Sasaki, 1998, Venugopal et al., 1999, Tripathi 
and Sivarajan, 2000]. In previous work, however, it was assumed that all the 
nodes in a network either have wavelength-conversion capability or none has 
wavelength-conversion capability. In addition, if a node has this capability, it 
always has full wavelength-conversion capability. This all-or-nothing assump­
tion may not be practical or valid in the future WDM network. It is necessary 
to address the partial and sparse wavelength-conversion scenarios. 

In a WDM mesh network, each node must support two functionalities: wave­
length routing, which can be accomplished by an optical crossconnect (OXC), 
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and optical multiplexing/demultiplexing, by which several wavelengths can 
be multiplexed to or demultiplexed from the same fiber-link. Besides, in or­
der to groom low-speed connections onto a high-speed wavelength channel, 
a node will need to employ access stations, which can multiplex/demultiplex 
and switch low-speed connections using various multiplexing techniques, e.g., 
time-division multiplexing (TDM). A WDM mesh network may consist of sys­
tems from multiple vendors, and different vendors may employ different node 
architectures, which may have different grooming capabilities. Some archi­
tectures may have full grooming capabilities, while others may impose some 
constraints on the grooming capability, such as the number of transceivers used 
for originating and terminating groomable wavelength channels (also known as 
grooming ports). In addition, some nodes may have no grooming capability. 
These partial and sparse grooming-capability scenarios are very practical and 
should also be considered when solving the traffic-grooming problem. 

To solve the traffic-grooming problem, the integrated approach is desirable 
not only because it has the potential to achieve better performance than the 
separated approach, but also because it can be used directly for dynamic traffic 
grooming, where the separated approach cannot be used. For a given connection 
request, the integrated approach should address the following issues: (1) Should 
this connection be routed on the current virtual topology if it is possible to do 
so? Sometimes, it may be better to set up a new lightpath even though the 
connection can be carried on the current virtual topology. (2) How to change 
the virtual topology to accommodate the connection? i.e., between which two 
nodes should we set up a new lightpath, if any? In some cases, we can set up 
a lightpath directly from the source of the traffic to the destination. In other 
cases, it is not necessary or possible to set up this lightpath and we may need 
to set up one or more lightpaths and route the connection onto these lightpaths 
and/or some existing lightpaths. Different decisions on these questions can 
result in different network performance. These decisions reflect the intentions 
of the network operator, and they are referred to as grooming policies [Zhu and 
Mukherjee, 2002a]. By using different grooming policies, a network operator 
can achieve various objectives, such as minimizing the number of wavelength-
links, minimizing the number of lightpaths, minimizing the traffic hops on the 
virtual topology, etc. As the network state changes, the optimization objective 
may also need to change. Dynamically evolving the grooming policy according 
to the network state is also a challenge for traffic grooming. Dynamic traffic 
grooming in a WDM mesh network is addressed in Chapter 4. 

3.1.2 Contributions of this Chapter 
In this chapter, we propose a novel, generic graph model for traffic grooming 

in a heterogeneous WDM mesh network. In this model, various factors of het­
erogeneity of the network, such as the number of transceivers at each node, the 
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number of wavelengths on each fiber-link, as well as wavelength-conversion 
capabilities and grooming capabilities of each node, are represented by different 
edges in an auxiliary graph constructed by our model. Besides, this model can 
achieve various objectives using different grooming policies. Moreover, instead 
of designing a route-computation algorithm for each grooming policy, simple 
shortest-path route-computation algorithms can be used in this model to achieve 
various grooming policies by carefully choosing the weight functions for the 
edges in the auxiliary graph. Three different grooming policies are proposed 
and their performance is compared under blocking and non-blocking scenar­
ios. Based on the auxiliary graph, we develop an integrated traffic-grooming 
algorithm which jointly solves the four traffic-grooming sub-problems. The in­
tegrated traffic-grooming algorithm can be applied to both static and dynamic 
traffic grooming. In static grooming, proper selection of the traffic requests 
is key to achieving a good network performance. We present several traffic-
selection schemes based on this model and evaluate their performance for dif­
ferent network topologies. 

The rest of the chapter is organized as follows. In Section 3.2, we demonstrate 
how to construct, according to the network state, an auxiliary graph, which is 
the basis of our graph model. Based on this, an integrated traffic-grooming 
algorithm and three selection schemes used by the algorithm for static traffic are 
proposed and an illustrative example is given in Section 3.3. In Section 3.4, the 
grooming policy is analyzed and three different grooming policies are proposed. 
Methods to choose the weight-assignment functions for the auxiliary graph to 
achieve these policies are also discussed. In Section 3.5, the performance of 
different grooming policies is shown for blocking and non-blocking scenarios. 
The performance of the three selection schemes used by the integrated traffic-
grooming algorithm for static traffic is also compared under different network 
scenarios. Section 3.6 concludes the chapter. 

3.2 Construction of an Auxiliary Graph 
In order to solve the traffic-grooming problem, we first construct an auxiliary 

graph according to the given network configuration. 
An illustrative example is shown in Fig. 3.1. In order to make the constructed 

auxiliary graph clear to see, we choose a very simple network topology. Net­
work 1 (Fig. 3.1(a)) is a three-node network with four unidirectional fiber-links, 
each of which has two wavelengths. Node 0 has wavelength converters with 
full wavelength-conversion capability, node 1 has no wavelength converter, and 
node 2 has wavelength converters with limited wavelength-conversion capabil­
ity in the sense that only wavelength Ai can be converted to A2. In the beginning, 
there is no lightpath in the network, so there is no edge in the virtual topology 
of Network 1, as shown in Fig. 3.1(b). An auxiliary graph is constructed as in 
Fig. 3.1(c). 



A Generic Graph Model 47 

NodeO 
Nodel Node 2 

^ V u*—^ 
( a ) 

© 

o © 
( b ) 

Access layer 

Lightpath layer 

A2 layer 

A^ layer 

( c ) 

Figure 3.1. (a) Physical topology of Network 1. (b) Virtual topology of Network 1. (c) Auxiliary 
graph of Network 1. 

In general, a network can be represented by a graph Go(Vb, E^), where VQ 
and ^0 are its node set and link set, respectively. Assuming that each link 
has W wavelengths, Ai through Xy/, we construct the corresponding auxiliary 
graph as follows. 

Below, for clarity, we will use the terms node and link to represent a vertex 
and an edge, respectively, in the original network Go(Vb, ̂ 0). and we will use 
the terms vertex and edge to represent a vertex and an edge in the auxiliary 
graph G{V,E), respectively. 

Auxiliary graph G is a layered graph with {W + 2) layers (for the problem 
treatment in this chapter, although an alternate number of layers is quite possible 
for various generalization of the problem). Layers 1 through W denote the W 
wavelength layers, layer (I^+1) is called the lightpath layer, and layer (VF+2) 
is called the access layer, where a traffic flow starts and terminates. Each node 
has two ports on each layer, an input port and an output port. Let N^ '̂  denote port 
p on layer I at node i\ then V = {A ]̂'̂  | p G {0,1}, 1 < / < W + 2, Vz G Vb}, 
where Â '̂ and Â '̂ denote the input port and the output port on layer / at 
network node i, respectively. Each edge in the auxiliary graph G has a property 
tuple PT{c^ w) associated with it, where c denotes the capacity of this edge and 
w denotes its weight. The edges are inserted in auxiliary graph G as follows. 

• Wavelength Bypass Edges (WBE). 
There is an edge from the input port to the output port on each wavelength 
layer at node i: 

TI.O . r / , 1 
(Ar;'̂  A ;̂'') eE yieVo,i<i<w (3.1) 
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We call the edge (Â ^ , N^ ) wavelength bypass edge on layer I at node i 
and it is denoted as WBE{i^ I). The capacity of the edge is oo. 

• Grooming Edges (GrmE). 
There is an edge from the input port to the output port on access layer at 
node i if node i has grooming capability: 

(iVf+2'«, ATf+2,1) ^E Vi € V-o (3.2) 

We call the edge (A /̂̂ "*"̂ '̂ , A^^"^ '̂̂ ) grooming edge at node i and it is 
denoted as GrmE{i). The capacity of the edge is oo. 

• Mux Edges (MuxE). 
There is an edge from the output port on the access layer to the output port 
on the lightpath layer at each node: 

(iVf+2'\ iVf+i'i) eE Vi e Fo (3.3) 

We call the edge (A7'̂ ^"^ '̂\ N^^'^^'^) mux edge at node i and it is denoted 
as MuxE{i). The capacity of the edge is cx). 

• Demux Edges (DmxE). 
There is an edge from the input port on the lightpath layer to the input port 
on the access layer at each node: 

(iVf+1'°, iVf+2'°) €E \/ieVo (3.4) 

We call the edge (AT "̂ '̂̂ , Â^ '̂ '̂̂ ) demux edge at node i and it is denoted 
as DmxE{i). The capacity of the edge is oo. 

• Transmitter Edges (TxE). 
There is an edge from the output port on the access layer to the output port 
on wavelength layer / if there are transmitters available on wavelength A/ at 
node i\ 

^̂ û +2,1̂  AT̂ )̂ eE \/ieVo,l<l<W,TXl>{) (3.5) 

where TJ\r̂ ?(l < / < VF) denotes the number of transmitters that can operate 
at wavelength A/ at node i 

We call the edge (Â ^ "̂ '̂̂ , A^̂ '̂ ) transmitter edge on layer I at node i and 
it is denoted as TxE{i, I). The capacity of the edge is oo. 

• Receiver Edges (RxE). 
There is an edge from the input port on wavelength layer / to the input port 
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on the access layer if there are receivers available on wavelength A/ at node 
i: 

(7V]'^ N^-^^^^) eE \/ieVo,l<l<W, RXl>0 (3.6) 

where RXl{l < I < W) denotes the number of receivers that can operate 
at wavelength Xi at node i, 

We call the edge (A^'^, Â^ '̂ '̂̂ ) receiver edge on layer / at node i and it 
is denoted as RxE{i^ I). The capacity of the edge is oo. 

• Converter Edges (CvtE). 
There is an edge from the input port on wavelength layer li to the output 
port on wavelength layer I2 at node i if wavelength Â^ can be converted to 
wavelength A/2 without using an access station at node i: 

(iv]̂ '̂  iv^') e E 
Vi G Vb, wavelength li is convertible to I2 at node i (3.7) 

We call the edge (A^̂ '̂ , A^ '̂ ) converter edge from layer li to layer I2 at 
node i and it is denoted as CvtE{i, li, I2). The capacity of the edge is 00. 

• Wavelength-Link Edges (WLE). 
There is an edge from the output port on wavelength layer / at node i to the 
input port on wavelength layer / at node j if there is a physical link from 
node i to node j and wavelength Xi on this link is not used: 

(Ar]'\ ATJ'̂ ) e E 
(f, j ) G Ĵ o 5 wavelength A/ on link (i, j) is not used (3.8) 

We call the edge (A^̂ ' , A^' ) wavelength-link edge on layer / from node i 
to node j and it is denoted as WLE{i^ j , /). The capacity of this edge is the 
capacity of the corresponding wavelength on the link from node i to node 

• Lightpath Edges (LPE). 
There is an edge from the output port on the lightpath layer at node i to the 
input port on the lightpath layer at node j if there is a lightpath from node i 
to node j : 

(TVf+i'\ iVf+i'°> e E 

3 a lightpath from node i to node j (3.9) 

We call the edge (A^/^'^^'\ A/']̂ "̂ '̂̂ ) lightpath edge from node % to node 
j and it is denoted as LPE{i^j), The capacity of this edge is the residual 
capacity of the corresponding lightpath from node i to node j . 
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As a final step in constructing the auxiliary graph, we need to assign weights 
to each edge, i.e., determine w in the property tuple PT{c^ w) of each edge. The 
weights can reflect the cost of each network element (transceiver, wavelength-
link, wavelength converter, etc.), and/or a certain grooming policy. By applying 
different weight settings, this graph model can be used to achieve different ob­
jectives. These weights can either be fixed, or they can be adjusted according to 
the current network state. We will discuss the weight function in Section 3.4.2. 

Note that, for each edge, we can keep some other useful, edge-specific in­
formation in the property tuple also. For instance, for each lightpath edge, the 
routing and wavelength assignment information can be saved in the property 
tuple. 

From the above procedure, it should be clear that the auxiliary graph reflects 
the current state of the network, which can be heterogeneous, with different 
nodes having different resources and capabilities. 

3.3 Solving the Traffic-Grooming Problem Based on the 
Auxiliary Graph 

Traffic grooming is usually divided into four sub-problems: 

• determine the virtual topology of the network, i.e., which nodal transmitter 
should be directly connected to which nodal receivers, 

• route the lightpaths over the physical topology, 

• assign wavelengths to the lightpaths (this problem has been shown to be 
NP-hard in [Chlamtac et al., 1993] and there are various heuristics to solve 
it [Zang et al., 2000]), and 

• route the traffic on the virtual topology. 

In Chapter 2, these four sub-problems were usually solved separately. For 
instance, routing the traffic can only be done after the virtual topology has been 
selected. This approach has a drawback since these four sub-problems are not 
necessarily independent. It does not take into account the impact of routed 
traffic on the network state when determining the virtual topology. In addition, 
it cannot combine the knowledge about the physical-topology layer and virtual-
topology layer to determine the route of the traffic. In our study, based on the 
auxiliary graph, we propose an integrated algorithm which jointly solves the 
four sub-problems. Since it can take advantage of all the updated information 
about the sub-problems, this approach has a potential to achieve very significant 
improvement in performance. 
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3.3.1 The IGABAG Algorithm 
We first introduce the Integrated Grooming Algorithm Based on the Auxiliary 

Graph (IGABAG), which solves the four sub-problems for one traffic demand, 
and then we provide its complexity analysis. 

Algorithm 

The IGABAG algorithm needs initialization before being used. The initial­
ization takes as a parameter the network configuration, which includes network 
topology, as well as node and link configuration; and according to the net­
work configuration, it constructs the corresponding auxiliary graph G using the 
method discussed in Section 3.2. 

The input of the IGABAG algorithm is a traffic demand, which is represented 
by T{s, d, g, m), where s and d are the source and destination nodes, respec­
tively; g is the granularity of the traffic demand, for instance, OC-3 or OC-48; 
and m is the amount of the traffic in units of ^. The algorithm works as shown 
in Algorithm 3.1. 

It can be observed that the IGABAG algorithm routes a given traffic request 
under the current network state and updates the network state after routing, 
making the auxiliary graph always reflect the current network state. 

Complexity Analysis 

Suppose there are N nodes in the network and each link has W wavelengths. 
In the corresponding auxiliary graph, there SLYQ 2 x N x {W + 2) vertices. 
Since the running time of shortest-path computation using Dijkstra algorithm 
is 0{V'^), where V is the number of the vertices in the graph, the running 
time of IGABAG algorithm is 0{N'^W'^). If each node in the network has full 
wavelength-conversion capability, all the wavelength layers can be collapsed 
into one wavelength layer since all the wavelengths are equivalent. In this 
special case, the running time of IGABAG algorithm is 0{N'^). 

3.3.2 The INGPROC Procedure and Traffic-Selection 
Schemes 

The IGABAG algorithm is used to accommodate one connection request, 
but in traffic-grooming problems, we need to route a set of requests. Based 
on the IGABAG algorithm, we propose the INtegrated Grooming PROCedure 
(INGPROC) to solve the traffic-grooming problem, shown in Algorithm 3.2. 
The input of INGPROC includes network configuration and a set of traffic 
requests. 

Note that the INGPROC procedure can be applied to both static and dy­
namic grooming. For dynamic grooming, INGPROC just chooses the current 
traffic request in Step 2. For static grooming, where all the traffic demands are 
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Algorithm 3.1 IGABAG 

Input: a traffic demand T{s, d, g, m). 

1 Delete the edges whose capacity is less than the bandwidth granularity of T, since they 
cannot accommodate T. 

2 Find the shortest path p from the output port on the access layer of the source to the input 
port on the access layer of the destination of T on graph G. If not successful, restore the 
edges previously deleted in Step 1 and return —1. 

3 If p contains wavelength-link edges, one or more lightpaths going through the correspond­
ing wavelength-links needs to be set up. A lightpath starts whenever p travels through a 
transmitter edge, follows the subsequent wavelength-link edges, and terminates at the first 
receiver edge. 

4 Route T along the pre-existing lightpaths in p and/or lightpaths set up according to p. If the 
capacity of the path, which is defined as the minimum capacity of the lightpaths along the 
path, is less than the entire amount of T, route the maximum amount possible, say n units, 
of the traffic granularity g. 

5 Restore the edges previously deleted in Step 1. 

6 Update graph G as follows: 

(a) For each lightpath newly set up, a lightpath edge from the output port of starting node 
of the lightpath to the input port of ending node is added on the lightpath layer. 

(b) The wavelength-link edges denoting the wavelength-links used by the lightpath are 
removed from the corresponding wavelength layers. Note that, if there are multiple 
fiber-links between the nodes, the wavelength-link edges are removed only when the 
corresponding wavelengths on all the fiber-links are used. So, this algorithm can also 
be used in the case where there are multiple fiber-links between the same node pair. 

(c) If there is no transmitter (receiver) available at node i on wavelength \i, the transmitter 
edge TxE{iJ) (receiver edge RxE{iJ)) will be removed from G, i.e., this node 
cannot source/sink a lightpath on wavelength Xi any more and can only be bypassed 
by a lightpath. 

(d) If there is no wavelength converter which can convert wavelength A/̂  to wavelength 
Az2 available at node i, the converter edge CvtE{i, li,l2) will be removed from G. 

(e) Update the property tuple PT{c, w) of the edges. For the lightpaths carrying the traffic 
T, the capacities of the lightpath edges denoting the lightpaths carrying the traffic T 
are decreased by the amount of the traffic routed. Updating the weights of the edges in 
the graph will change the grooming policies. We will discuss the grooming policies in 
Section 3.4. 

7 If the entire traffic is accommodated, return 0. Otherwise, return m — n, which is the amount 
of the unearned traffic in units of g. 

known in advance, the order in which the requests are routed plays an important 
role in achieving good performance. We propose the following traffic-request-
selection schemes for static traffic grooming. 
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Algorithm 3.2 INGPROC 

Input: network configuration and a set of traffic requests. 

1 Initialize IGABAG with network configuration. 

2 Select a traffic demand T(s, d, g, m) from the traffic-request set. 

3 Apply IGABAG to T, and let k denote the return value. 

4 If A; > 0, insert r ( s , d, g, k) into the request set. 

5 Go to Step 2 unless all the traffic has been routed, or no traffic can be routed with the 
remaining network resources. 

• Least Cost First (LCF). LCF chooses the most cost-effective traffic request 
under the current network state and routes it. The cost of a traffic request is 
the weight of the shortest path for routing the traffic on the corresponding 
auxiliary graph divided by the amount of the traffic, which is computed 
as the granularity multiplied by the units of the traffic. Note that, after 
routing a connection, LCF needs to re-compute the cost of the unrouted 
connections under the updated network state. If there are Â  nodes in the 
network, W wavelengths on each link, and D traffic demands, the running 
time of INGPROC using LCF is 0{D'^N'^W'^), assuming no wavelength-
conversion capability, or 0{D'^N'^), assuming full wavelength-conversion 
capability. 

• Maximum Utilization First (MUF). MUF selects the connection with the 
highest utilization, which is defined as the total amount of the request divided 
by the number of hops from the source to the destination on the physical 
topology. The running time of INGPROC using MUF is 0{DlogD + 
DN'^W'^), assuming no wavelength-conversion capability, or 0{D log D + 
DN'^), assuming full wavelength-conversion capability^ 

• Maximum Amount First (MAF). MAF selects the connection with the largest 
amount of demand and routes it. The running time of INGPROC using MAF 
is 0{D log D + DN'^W'^), assuming no wavelength-conversion capability, 
or 0{D log D + DN'^), assuming full wavelength-conversion capability. 

We will compare the performance of these traffic-selection schemes in Sec­
tion 3.5. 

' Here, we use comparison sorts, such as heapsort and merge sort, to determine the order of the connec­
tions, whose running time is 0{D log D). A linear-time sorting algorithm, such as counting sort, radix 
sort, and bucket sort, can also be applied to determine the order of the connections. Then, the running 
time of INGPROC is 0{DN^W^) and 0{DN'^), assuming no wavelength-conversion capability and full 
wavelength-conversion capability, respectively. 
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(a) (b) ( c ) 

Figure 3.2. (a) Virtual topology of Network 1. (b) Corresponding auxiliary graph before routing 
the first traffic request Ti. (c) Corresponding auxiliary graph after routing the first traffic request 
Ti. 

In dynamic grooming, connections arrive one at a time, hold for a certain 
time period, and terminate. When a connection terminates, the resource used 
for this connection must be released. 

3.3.3 An Illustrative Example 
To illustrate how the graph model and the IGABAG algorithm work, we 

consider an example based on the network in Fig. 3.1. Suppose the capacity 
of each wavelength is OC-48 and each node has grooming capability and two 
tunable transceivers. 

The first connection request Ti is T( l , 0, OC-12,2). To satisfy this request, 
we need to find in the auxiliary graph a path from Ni' to NQ' . It is easy 
to see that there exists a path along the edges TxE{l, 1), WLE{1,0,1), and 
RxE{0,l), shown as bold lines in Fig. 3.2(b). Since this path contains a 
wavelength-link edge VFL£'(1,0,1), which denotes a wavelength-link, we need 
to set up a lightpath Li using Ai on the fiber-link from node 1 to node 0. After 
setting up Li, we need to add a lightpath edge LPE{1,0) into the graph, 
which means that there is a lightpath from node 1 to node 0. Meanwhile, the 
wavelength-link edge WLE{1^0,1) must be removed from the graph since 
this wavelength-link cannot be used to set up another lightpath later on. This 
connection Ti then can be routed onto lightpath Li and the residual capacity 
of Li is 2 X OC-12. So the capacity of edge LPE{1,0) is 24, which means 
that the capacity is equivalent to 24 OC-ls. The current virtual topology and 
the updated auxiliary graph are shown in Figs. 3.2(a) and 3.2(c), respectively. 

Suppose the second connection request T2 is T(2,0, OC-12,1). Following 
the same procedure as above, we need to determine a path from A 2̂'̂  to A ô'̂ • 
There exist several paths in the auxiliary graph. 
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Figure 3.3. (a) Virtual topology of Network 1. (b) Corresponding auxiliary graph before routing 
the second traffic request T2. (c) Corresponding auxiliary graph after routing the second traffic 
request T2 using single-hop grooming. 

Case 1 (Single-hop grooming). One path is along the edges TxE{2,2), 
WLE(2,1,2), WBE(l, 2), WLE{1,{}, 2), and i?xE(0,2), shown as bold 
lines in Fig. 3.3(b). This path contains edges WLE{2,1,2) and WLE{1,0, 
2), which denote wavelength A2 on the fiber-links from node 2 to node 1 
and from node 1 to node 0, respectively. If this path is chosen, a lightpath 
L2 consisting of these two wavelength-links needs to be set up. As a result, 
a lightpath edge LPE{2,0) is added into the graph and the two wavelength-
link edges WLE{2,1,2) and WLE{1,0,2) are removed from the graph. 
Since both receivers at node 0 are used, we remove all the receiver edges, 
i.e., edges RxE{0,l) and RxE{0,2), which means that node 0 cannot 
sink lightpaths any more. After the traffic is routed onto lightpath L2, the 
capacity of lightpath edge LPE{2,0) is 36 units. In this case, we set up 
one lightpath using two wavelength-links. Since the connection traverses a 
single lightpath, we call this approach single-hop grooming. Figures 3.3(a) 
and 3,3(c) show the current virtual topology and the updated auxiliary graph, 
respectively. 

Case 2 (Multi-hop grooming). Another path is along the edges TxE{2^ 1), 
WLE{2,1,1), RxE{l, 1), GrmE{l), MuxE{l), LP£;(1,0), and DmxE 
(0), shown as bold lines in Fig. 3.4(b). This path contains edges WLE{2,1, 
1) and LPE (1,0), which denote wavelength A1 on the fiber-link from node 2 
to node 1 and the lightpath from node 1 to node 0, respectively. If choosing 
this path, we need to set up a lightpath L3 from node 2 to node 1 using 
wavelength Ai on the fiber-link from node 2 to node 1, and a lightpath 
edgeLP£^(2, l)is added and wavelength-link edge VKL£'(2,1, l)removed. 
Then, we route T2 onto the newly setup lightpath L3 and the pre-existing 
lightpath Li. The capacities of lightpath edge LPE{2,1) and LPE{1,0) 
are 36 and 12, respectively. In this case, we have to route the connection onto 
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Figure 3.4. (a) Virtual topology of Network 1. (b) Corresponding auxiliary graph before routing 
the second traffic request T2. (b) Corresponding auxiliary graph after routing the second traffic 
request T2 using multi-hop grooming. 

two lightpaths, but only one more wavelength-link is required for satisfying 
this traffic. Since the connection traverses multiple lightpaths, we call this 
approach multi-hop grooming. However, this kind of multi-hop grooming 
will add burden on the electrical devices, which are the bottleneck and major 
cost in a WDM network, at the intermediate node(s) (node 1 in this case). 
Figures 3.4(a) and 3.4(c) show the current virtual topology and the updated 
auxiliary graph, respectively. 

Which path should be chosen depends on the grooming policy. Since the 
IGABAG algorithm chooses the shortest path, the grooming policy should be 
reflected in the weight-assignment function. We will discuss the grooming 
policies in Section 3.4.1. 

Suppose the third traffic demand T3 is T(l , 0, OC-48,1). If we use single-
hop grooming for the second connection, we cannot find a path from N^'^ to 
Â Q' after removing all the lightpath edges since they cannot accommodate this 
traffic request and it will be blocked. However, if we use multi-hop grooming 
for the second connection, we can still find a path in the graph since there is a 
wavelength A2 available which can be used to set up a lightpath from node 1 to 
node 0 to carry the T3 traffic. 

From the above example, it can be seen that the IGABAG algorithm can deal 
with the grooming problem in the blocking manner under the wavelength and 
transceiver constraints using different grooming policies. It is a straightforward 
matter to verify that our algorithm can be used in non-blocking scenarios if 
enough network resources are given for the traffic demands. 

One of the advantages of the graph model is that, if a path is obtained from 
the source to the destination in the auxiliary graph, all the four sub-problems 
of traffic grooming are solved simultaneously. Therefore, it can avoid the 
limitations introduced by having to solve the four sub-problems separately. 
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3,4 Grooming Policies and Weight Assignment 
A grooming policy determines how to carry the traffic in a certain situation. 

It reflects the intentions of the network operator. In this section, we first an­
alyze all the possible operations when routing a traffic request. The different 
ordering of the possible operations forms different grooming policies. Then, 
we discuss how to assign weights to edges in the auxiliary graph to achieve 
different grooming policies. 

3.4.1 Grooming Policies 
When solving the traffic-grooming problem, given a traffic demand T(5, d, ^, 

m), we need to determine how to route the traffic under the current network 
state. 

In general, for a traffic demand T(5, d, g^ m) in a network, there are four pos­
sible operations that can be used to carry the traffic without altering the existing 
lightpaths. Note that we do not consider reconfiguring existing lightpaths, such 
as splitting or rerouting a lightpath, since then the traffic on the network would 
be interrupted. 

• Operation 1: Route the traffic onto an existing lightpath directly connecting 
the source s and the destination d. 

• Operation 2: Route the traffic through multiple existing lightpaths. 

• Operation 3: Set up a new lightpath directly between the source s and the 
destination d and route the traffic onto this lightpath. Using this operation, 
we set up only one lightpath if the amount of the traffic is less than the 
capacity of the lightpath. 

• Operation 4: Set up one or more lightpaths that do not directly connect the 
source s and the destination d, and route the traffic onto these lightpaths 
and/or some existing lightpaths. Using this operation, we need to set up 
at least one lightpath. However, since some existing lightpaths may be 
utilized, the number of wavelength-links used to set up the new lightpaths 
is probably less than that of wavelength-links needed to set up a lightpath 
directly connecting the source s and the destination d. 

The characteristics of these four operations are summarized in Table 3.1. 
Each operation must satisfy certain prerequisites before it can be applied. 

For instance, if there is no lightpath between the source and the destination of 
the traffic that can accommodate the traffic, then Operation 1 cannot be used. 
In some situations, all the operations are applicable, while in other situations, 
only some of them can be used. If none of them can be applied, the traffic must 
be blocked without reconfiguring the existing lightpaths. 
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Table 3.1. Comparison of four operations. 

Add new lightpath(s) Single-hop or multi-hop grooming 

Operation 1 No Single-hop 
Operation 2 No Multi-hop 
Operation 3 Yes Single-hop 
Operation 4 Yes Multi-hop 

In a situation where multiple operations can be applied, how to choose the 
operations is a matter of the grooming policy. By combining the various oper­
ations in different orders, we can achieve different grooming policies. 

Here we present three different grooming policies. In each of them, for a 
given traffic demand T(5, d, g, m), if there is a lightpath from siod which can 
carry the traffic request, we always choose it since this is the best solution for 
the connection request, i.e., we always use Operation 1 when it is applicable. 

• Minimizing the Number of Traffic Hops (MinTH). 
If Operation 1 fails, we always try to set up a lightpath from s to d and 
route the traffic onto this lightpath. Only when such a lightpath cannot be 
set up, we use multi-hop grooming. This policy is achieved by Operation 1 
followed by Operation 3. After that, we will use Operations 2 and 4 and 
choose the one with fewer hops on the virtual topology. 

• Minimizing the Number ofLightpaths (MinLP). 
This policy tries to set up the minimum number of new lightpaths to carry 
the traffic. If Operation 1 fails, we try to route the traffic using multiple 
existing lightpaths (Operation 2). If Operation 2 also fails, then we try to 
set up one or more lightpaths to accommodate the traffic using Operation 3 
or Operation 4. 

• Minimizing the Number of Wavelength-Links (MinWL). 
This policy tries to consume the minimum number of extra wavelength-links 
to carry the traffic. The difference between MinLP and MinWL is that, 
after Operations 1 and 2 fail, MinWL compares the number of wavelength-
links used by Operations 3 and 4, and it chooses the one requiring fewer 
wavelength-links. 

3.4,2 Weight Assignment 
Policies MinTH, MinLP, and MinWL can be easily achieved by applying dif­

ferent weight-assignment functions to the graph model and using the IGABAG 
algorithm. 
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Since each grooming policy is achieved by combining the four operations in 
different ways, it is helpful to analyze the weight function of each operation first. 
Since IGABAG chooses the shortest path found in the auxiliary graph, the order 
in which the four operations are combined is determined by the relationship of 
the weight of each operation. 

In the following discussion, the weight of each kind of edge is nonnega-
tive and represented by the name of this kind of edge, e.g., the weight of a 
wavelength-link edge is represented by WLE. In addition, we assume that 
the same kind of edges has the same weight and there is no wavelength con­
verter at each node, i.e., there is no converter edge in the auxiliary graph. It is 
straightforward to extend the discussion to more general cases. 

• Operation 1 uses a single existing lightpath to route the traffic. Since each 
lightpath edge always has a mux and demux edge connected with it in the 
path, the weight of the path found in the auxiliary graph is: 

MuxE + LPE + DmxE (3.10) 

• Operation 2 uses n (n > 2) existing lightpaths to carry the traffic. Since 
each lightpath edge always has a mux and demux edge connected with it 
and there is a grooming edge between two lightpaths, the weight of the path 
found in the auxiliary graph is: 

n X {MuxE + LPE + DmxE) + (n - 1) x GrmE (3.11) 

• Operation 3 sets up a lightpath between the source and the destination of the 
traffic and routes the traffic onto it. According to the IGABAG algorithm, the 
lightpath follows the path found in the graph, which consists of a transmitter 
edge, m{m> 1) wavelength-link edges, m — 1 wavelength bypass edges, 
and a receiver edge. Therefore, the weight of the path found in the auxiliary 
graph is: 

TxE + m X WLE + (m - 1) x WBE + RxE (3.12) 

• Operation 4 sets up fc (fc > 1) lightpaths and routes the traffic onto them and 
k' {k' > 0) existing lightpaths. Supposing that each newly set up lightpath 
uses k {k > l^l < i < k) wavelength-links, the weight of the path found 
in the auxiliary graph is: 

k 

Y^ {TxE -\-liX WLE + {k - 1) X WBE + RxE) 

+ fc' X {MuxE + LPE + DmxE) 

+ (fc + / c ' - l ) xGrmE (3.13) 
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To make Operation 1 the first choice among the four operations, we need to 
ensure that the value of Expression (3.10) is always the least among the four 
expressions. 

Based on the analysis of the weight of each operation, we can easily ma­
nipulate the weights of the edges to satisfy the different grooming policies, as 
follows. 

• MinTH policy tries to carry the current traffic request using the minimum 
number of lightpath hops on the virtual topology. It can be observed that, 
for each traffic, there is a grooming edge following each hop on the virtual 
topology except the last one. At the same time, if a grooming edge is 
encountered in the path, the traffic must experience a hop on the virtual 
topology. Therefore, minimizing the traffic hops is equivalent to minimizing 
the number of grooming edges in the path found by IGABAG. Hence, we 
need to assign a large weight to the grooming edges such that the weight 
of a path containing n (n > 1) grooming edges is always greater than that 
of any path containing n — 1 grooming edges. We call this kind of edges 
dominant edges in the graph. 

• MinLP policy tries to set up the minimum number of new lightpaths for 
the current traffic request. For each newly set up lightpath, there must be 
a transmitter edge and a receiver edge in the path according to which the 
lightpath is set up. In addition, if there are n (n > 0) transmitter edges and 
receiver edges in the path, n lightpaths must be set up according to IGABAG. 
Therefore, minimizing the number of lightpaths is equivalent to minimizing 
the number of transmitter edges and receiver edges. So, we should make 
transmitter edges and receiver edges dominant edges in the graph. 

• MinWL policy tries to use as few unused wavelength-links as possible to 
accommodate the current traffic request. It is straightforward to see that we 
can achieve this policy by making wavelength-link edges dominant edges. 

In grooming policies MinTH, MinLP, and MinWL, some operations are al­
ways applied before others, and these policies can be easily achieved by our 
graph model. However, this does not mean that the graph model can only apply 
the four operations in fixed orders. The order in which the four operations 
are performed by our model really depends on the weight assignment. If we 
appropriately assign weights to the edges in the auxiliary graph, the four op­
erations can be applied in different orders at different times, which gives the 
network operator the maximum flexibility. For example, if we assign the weight 
to each edge according to the cost of the corresponding component, say, the 
weight of a TxE/RxE is the cost of a transmitter/receiver, the weight of a CvtE 
is the cost of a converter, the weight of a WLE is the cost of the correspond­
ing wavelength-links, etc., the graph model will choose the most cost-effective 
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operation to route a connection, under the current network state. This intrinsic 
flexibility that the operations can be applied in different orders is one of the 
major advantages of our model. 

Note that our model can also be used for virtual-topology design. Suppose 
we are given the physical fiber topology, the maximal configuration of the nodes, 
and the traffic demands to be supported. Now, if we assign the weight to each 
edge according to the cost of the corresponding component, after routing all 
the traffic using the graph model, we can determine the virtual topology and the 
configuration of each node, such as the number of transceivers and converters at 
each node. Hence, our model can be used for network design while minimizing 
its total cost. 

In dynamic grooming, the network state varies as connection requests come 
and go. To achieve good performance, the grooming policy should be evolved 
according to the current network state. For instance, if transceivers are becom­
ing scarce resource, we should make full use of existing lightpaths to accom­
modate the new traffic and avoid setting up new lightpaths. The graph model 
can easily satisfy this requirement by adjusting the weights of edges according 
the current network state, i.e., the weight of an edge can be made a function of 
the network state. This capability of easily changing grooming policies makes 
the graph model very suitable for dynamic traffic grooming. We will explore 
this in detail in Chapter 4. 

3,5 Numerical Examples 
In this section, we first compare the performance of the three grooming 

policies MinWL, MinLP, and MinTH under the blocking and the non-blocking 
scenarios. Then, we compare the performance of the INGPROC procedure 
when using different traffic-selection schemes LCF, MAP, and MUF with the 
optimal solution obtained via an integer linear program (ILP) in a relatively 
small network. Finally, the performance of the three traffic-selection schemes 
is investigated for a larger, practical-sized network to demonstrate how the 
network throughput changes under different configurations. 

3,5,1 Comparison of Grooming Policies 
We compare the performance of these three grooming policies via simulation. 

The topology we used is the NSF network topology, which has 14 nodes and 
21 links, as shown in Fig. 3.5(a). Each link is bidirectional and carries 32 
wavelengths, and the capacity of each wavelength is OC-192. All nodes have 
grooming capability and there are 32 tunable transceivers and no wavelength 
converter at each node. 

The traffic is randomly generated and uniformly distributed among all node 
pairs. For each node pair, there may exist several types of connections simul-
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Table 3.2. The average traffic generated for the NSF network. 

# of connections Amount in terms ofOC-1 

OC-3 54 2689 
OC-12 55 5641 
OC-48 54 11309 
OC-J92 8 2131 

taneously, for instance, OC-3, OC-12, OC-48, and OC-192. The distributions 
of each type of connections are independent. For this example, the traffic is 
generated as follows. 

• For each node pair (i, j ) , the probability that there is an OC-3 type of 
connection between them is 0.3. If there is an OC-3 connection between i 
and j , the amount m of the traffic T(z, j , OC-3, m) is uniformly distributed 
between 1 and 32. 

• For each node pair (i, j ) , the probability that there is an OC-12 type of 
connection between them is 0.3. If there is an OC-12 connection between i 
and j , the amount m of the traffic T{i,j^ OC-12, m) is uniformly distributed 
between 1 and 16. 

• For each node pair (i, j ) , the probability that there is an OC-48 type of 
connection between them is 0.3. If there is an OC-48 connection between i 
and j , the amount m of the traffic T(i, j , OC-48, m) is uniformly distributed 
between 1 and 8. 

• For each node pair (i, j ) , the probability that there is an OC-192 type of 
connection between them is 0.05. If there is an OC-192 connection between i 
and j , the amount m of the traffic T(z, j , OC-192, m) is uniformly distributed 
between 1 and 2. 

In our simulation experiments, 10 different traffic matrices randomly gen­
erated according to the above distribution are used, and the average traffic 
distribution is shown in Table 3.2. On average, the total number of connection 
requests in a traffic matrix is 171 and the total traffic amount is equivalent to 
21770 OC-ls. The network resources are enough to carry all the traffic de­
mands, so this is a non-blocking model and the objective is to minimize the 
resources used to carry all of the traffic. 

In Step 2 of INGPROC, we use the traffic-selection heuristic Least Cost First 
(LCF) to choose the traffic demand, which is discussed in Section 3.3.2. In the 
experiments, we assign weights to the edges such that all the requirements for 
the grooming policies are satisfied. The weights of different edges assigned in 
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Table 3.3. The weights of edges assigned in the experiments for the three grooming poUcies. 

MinTH MinLP MinWL 

WLE 10 10 1000 
GrmE 1000 20 0 
TxE 20 200 20 
RxE 20 200 20 
LPE 1 1 1 

MuxE 0 0 0 
DmxE 0 0 0 
WBE 0 0 0 

the experiments for the three grooming policies are shown in Table 3.3, Note 
that the grooming policies will be achieved as long as the relationship of the 
weights of the different edges satisfies the grooming-policy requirements, no 
matter what value a specific edge is assigned. 

The results based on 10 simulation experiments are shown in Fig. 3.5(b). 
It can be observed that, to carry all the traffic demands, the MinWL policy 
consumes the fewest wavelength-links, the MinLP policy sets up the minimum 
number of lightpaths, and the MinTH policy achieves the minimum number 
of average traffic hops on the virtual topology. This demonstrates that the 
weight-assignment functions of the three policies can really accomplish the 
corresponding grooming policies. In addition, the MinWL policy sets up the 
most number of lightpaths and the traffic experiences the largest number of hops 
on the virtual topology. This is because this policy prefers to use short lightpaths 
to carry connections. Since each lightpath will occupy one transmitter and one 
receiver at the source node and the destination node, respectively, the MinLP 
policy uses the fewest transceivers. The MinTH policy consumes the largest 
number of wavelength-links since it always tries to set up a lightpath from the 
source to the destination when the connection cannot be routed using a single 
existing lightpath. 

We also study the performance of the three policies under a blocking scenario. 
The same NSF network topology and the same 10 traffic matrices are used. 
However, each link now has only 8 wavelengths, and each node has 12 tunable 
transceivers. Since the network resources are reduced and not all the requests 
can be satisfied, the objective in the blocking scenario is to maximize the carried 
traffic, i.e., the throughput of the network. 

The results in Fig. 3.5(c) demonstrate that MinTH achieves the highest 
throughput among the three policies. This is because, in a blocking scenario, the 
network resources are limited. To improve the network throughput, we should 
use our limited resources efficiently, and single-hop grooming is usually more 
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Figure 3.5. Comparison of different grooming policies, (a) NSF network, (b) Comparison of 
different grooming policies using a non-blocking model, (c) Comparison of different grooming 
policies using a blocking model. 

efficient to use lightpath capacity to carry the traffic than multi-hop grooming. 
From the perspective of a traffic request, fewer hops mean that less resources 
(lightpaths) are used to accommodate the traffic. From the perspective of a 
lightpath from node s to node d, its efficiency is higher when using the same 
amount of capacity to carry the traffic whose source and destination are also s 
and d than to carry other traffic. 

3.5.2 Comparison of Traffic-Selection Schemes in a 
Relatively Small Network 

We compare the performance of our heuristics with the optimal solution 
obtained through an ILP (Chapter 2). Since the ILP can be solved only for small 
networks, for this comparison, we use a six-node network with bidirectional 
links shown in Fig. 3.6(a), and the traffic matrices are as follows. There are 
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Figure 3.6. Comparison of traffic-selection schemes in a relatively small network, (a) Network 
2: a 6-node network, (b) Average ratio of the amount of carried traffic by LCF to the amount of 
carried traffic by ELP. 

three types of connections: OC-1, OC-3, and OC-12, and the amount of each 
connection type between each node pair is uniformly distributed between 0 to 
16, 0 to 8, and 0 to 2, respectively. For our example, the total traffic amount 
becomes equivalent to 988 OC-ls. The capacity of each wavelength is OC-
48. Each node has grooming capability with a limited number of transceivers 
and no wavelength converter. Since the network resources may not be enough 
to accommodate all the requests, our objective is to maximize the network 
throughput, i.e., the amount of successfully carried traffic. We use the MinTH 
policy in this experiment. 

The results are shown in Table 3.4, where T denotes the number of 
transceivers at each node and W denotes the number of wavelengths per link. 
The numbers in the table are the percentage and the amount of the traffic routed 
using different traffic-selection schemes under different network configurations. 
We observe that the performance of LCF is better than those of the other two 
traffic-selection schemes in most cases and close or equal to the optimal solu­
tion. 

To further compare the performance of our heuristics and that of the ILP, 
we tried 12 different traffic matrices with the same distribution as above. Fig­
ure 3.6(b) shows the average ratio of the amount of routed traffic by heuristic 
LCF to the amount of routed traffic by the ILP, under different network con­
figurations. It can be observed that our heuristic can achieve a near-optimal 
solution, while using much less running time than the ILP. (The running time 
of LCF is less than 1 second on machine A^ while it takes several minutes to 
more than 1 hour for the ILP to get the solutions on the same machine.) 

^Machine A is a Windows PC with a 500-MHz Pentium III processor and 2-GB memory. 
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Table 3.4. Performance comparison of ILP and different heuristics for routing static traffic 
demands. 

ILP LCF MUF MAF 

T=3, W=3 
T=4, W=3 
T=5, M =̂5 
T=7, W=3 
T=3, W=4 
T=4, W=4 
T=5, W=4 

76.7% (758) 
95.7% (946) 
96.9% (957) 
96.9% (957) 
76.7% (758) 
96.4% (952) 
100% (988) 

67.9% (671) 
90.9% (898) 
96.5% (953) 
96.8% (956) 
67.9% (671) 
95.5% (944) 
100% (988) 

65.9% (651) 
85.3% (843) 
89.5% (884) 
96.9% (957) 
65.9% (651) 
85.3% (843) 
100% (988) 

65.0% (642) 
86.6% (856) 
94.0% (929) 
96.9% (957) 
65.0% (642) 
85.8% (848) 
100% (988) 

Table 3.5. The traffic generated for Network 3. 

# of connections Amount in terms ofOC-1 

OC-3 
OC-12 
OC-48 

OC-I92 

106 
105 
103 
17 

5175 
10272 
22368 
4877 

3.5.3 Comparison of Traffic-Selection Scliemes in a Larger 
Representative Network 

We alsQ examine the heuristics on a larger representative network (Network 
3) shown in Fig. 3.7(a). This network has 19 nodes and 31 links. All the 
nodes have grooming capability and no wavelength converter. Each link is 
bidirectional, and each wavelength has a capacity of OC-192. Our experimental 
results are based on 10 different traffic matrices, which are randomly generated 
using the same method used for the NSF network. The average total number 
of connection requests is 330 and the average total traffic amount is equivalent 
to 42692 OC-ls. The distribution of the average generated traffic is shown in 
Table 3.5. 

The blocking model and MinTH policy are used in this experiment. We 
vary the number of transceivers at each node and the number of wavelengths on 
each link to obtain the performance of the three traffic-selection schemes under 
different network configurations. Figures 3.7(b) and 3.7(c) show, when using 
the heuristics LCF, MUF, and MAF, how the network throughput changes as the 
number of transceivers at each node varies from 16 to 24, with the assumption 
that each fiber-link has 8 and 16 wavelengths, respectively. It can be observed 
that MUF performs better than MAF, and LCF performs best since LCF chooses 
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Figure 3.7. Comparison of traffic-selection schemes in a larger representative network, (a) 
Network 3: a 19-node network, (b) Network throughput using different heuristics when each 
link has 8 wavelengths, (c) Network throughput using different heuristics when each link has 
16 wavelengths, (d) Network throughput using heuristic LCF under different network configu­
rations. 

the connection according to the current network state, while the other heuristics 
do not take this into account. 

On the other hand, the time complexity of INGPROC when using selec­
tion scheme LCF is larger than when using MAF and MUF, as shown in Sec­
tion 3.3.2. In this experiment, the running time of LCF is about 1 to 5 minutes 
on machine B^ while the running time of MUF and MAF are both within several 
seconds on the same machine. This is because, after routing each connection, 
LCF needs to re-compute the cost of the remaining connection requests under 

^Machine J5 is a Linux PC with a 1.7-GHz Pentium IV processor and 2-GB memory. 
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the updated network state, and computing the cost of each connection needs 
to determine the route of the connection on the auxiliary graph, whose time 
complexity is O(A^^VF^), while MUF and MAF do not need this step. Note 
that the ILP cannot practically solve the problem of this size. It reported not 
enough memory available when we ran the ILP for this example on machine A 
or B. Even if each link has only 4 wavelengths and there are only 60 connection 
requests, the ILP will have 40,800 constraints and 1,420,597 variables and it 
could not obtain the solution within 3 days. 

To further demonstrate the scalability of the IGABAG algorithm and the three 
traffic-selection heuristics, we conducted, on machine B, an experiment on a 
large, national-wide network with 277 nodes. We assume that each node has 20 
tunable transceivers and no wavelength converter, and there are 20 wavelengths 
on each link. The running time of the IGABAG algorithm is less than 0.3 
second. To route 3496 connections, MUF and MAF take about 17 minutes, 
while LCF is estimated to run about 20 days. It can be observed from these 
results that the IGABAG algorithm scales well with network size and can even 
satisfy the complexity requirement for on-line provisioning in dynamic traffic 
grooming. For static traffic, MUF and MAF can handle a large amount of 
connection requests in a reasonable time period, while LCF has a scalability 
problem as the number of connection requests increases. 

Finally, Fig. 3.7(d) shows that, when the LCF heuristic is used, the network 
throughput increases as the number of wavelengths on each link increases. 
When each link has only 8 wavelengths, the throughput improves little as the 
number of transceivers is increased from 18 to 24. This is because the resource 
bottleneck is the number of wavelengths on each fiber-link rather than the num­
ber of transceivers at each node. For each node configuration, the network 
throughput increases as the number of wavelengths on each fiber increases. 

3.6 Conclusion 
In this chapter, we developed a novel and generic graph model for traffic 

grooming in a heterogeneous WDM optical mesh network. This model takes 
into account various constraints, such as transceivers, wavelengths, wavelength-
conversion capabilities, and grooming capabilities, which means that it can be 
applied very generally to a heterogeneous WDM mesh network environment. 
With static grooming (where all connections to be set up are known a priori), 
it can achieve various objectives by using different grooming policies under 
blocking and non-blocking scenarios. Moreover, our ability to easily adjust the 
grooming policy according to the current network state makes this model very 
suitable for dynamic traffic grooming (where connections need to be set up one 
at a time). At the same time, the versatility of the model is accomplished by 
using a uniform mechanism for manipulating the edges in the auxiliary graph, 
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namely, by adjusting their weights and performing shortest-path computation, 
which is a very simple and novel feature of our proposed model. 

Based on the auxiliary graph, we develop an integrated grooming algorithm, 
called IGABAG, which jointly solves the four traffic-grooming sub-problems 
for one traffic demand, and a grooming procedure, called INGPROC, which 
can accommodate both static and dynamic traffic grooming using the IGABAG 
algorithm. Among the three proposed grooming policies MinTH, MinLP, and 
MinWL, our study shows that MinWL consumes the minimum wavelength-
links and MinLP uses the minimum transceivers under non-blocking scenarios, 
while the traffic travels using the minimum number of hops on the virtual topol­
ogy in non-blocking scenarios when MinTH is used, and MinTH achieves the 
maximum throughput under blocking scenarios. For static traffic grooming, 
the LCF heuristic outperforms MUF and MAF when combined with the ING­
PROC procedure, while MUF and MAF scale better than LCF as the number 
of connection requests increases. 



Chapter 4 

DYNAMIC TRAFFIC GROOMING 

4.1 Introduction 
In recent years, the pervasive usage of Internet services has significantly 

increased the volume of Internet traffic. Due to the popularity of emerging 
Internet-based real-time applications and services, the network will become 
much more congested unless appropriate techniques are designed. Traffic en­
gineering is an effective solution to control the network congestion and opti­
mize network performance. As stated in [Awduche et al., 1999, Awduche et al., 
2002], traffic engineering encompasses the application of technology and sci­
entific principles to the measurement, modeling, characterization, and control 
of Internet traffic. The purpose of traffic engineering is to facilitate efficient and 
reliable network operations while simultaneously optimizing network resource 
utilization and traffic performance. 

4,1.1 Traffic Engineering In Optical WDM Networks 
Through Traffic Grooming 

It has been well recognized that optical wavelength-division multiplexing 
(WDM) networks will become the dominant transport infrastructure for In­
ternet traffic. Using WDM technology, a fiber link can support multiple non-
overlapping wavelength channels and provide over a Tbps link capacity. In such 
WDM networks, a lightpath provides a basic communication mechanism be­
tween two nodes. A lightpath is a wavelength circuit, which may span multiple 
fiber links and be routed by the intermediate optical switches between a given 
node pair. Although the bandwidth of a lightpath (i.e., a wavelength channel) in 
an optical WDM backbone network is quite high (10 Gbps (OC-192) today, and 
expected to grow to 40 Gbps (OC-768) soon), only a fraction of the customers 
are expected to have a need for such a high bandwidth. Many will be content 
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with a lower bandwidth, e.g., STS-1 (51.84 Mbps), OC-3, OC-12, OC-48, etc., 
for backbone applications. Since high-bandwidth wavelength channels will be 
filled up by many low-speed traffic streams, efficiently provisioning customer 
connections with such diverse bandwidth needs is a very important problem, 
which is the traffic-grooming problem. Due to the large cost of the optical 
backbone infrastructure and enormous WDM link capacity, provisioning inef­
ficiency can cause significant capital overhead and a large amount of bandwidth 
waste. As discussed in previous chapters, traffic grooming enables a network 
operator to increase capacity utilization, minimize network cost, and optimize 
potential network revenue. Consequently, this chapter is devoted to the dynamic 
traffic-grooming problem in a heterogeneous, multi-granularity, optical WDM 
network environment, where connections with different bandwidth-granularity 
requirements arrive one at a time and each such connection needs to be properly 
routed through the network based on the current network state. 

4.1.2 Optical WDM Network Heterogeneity 
As the WDM technologies (transmission as well as switching technologies) 

keep maturing and optical network control and management protocols are be­
ing standardized, network operators are expected to be able to construct and 
operate a scalable, resource-efficient, mesh-based optical network, which can 
easily provide differentiated classes of service for different customers require­
ments. Thus, it is important for network operators as well as equipment vendors 
to understand how to efficiently provision connections of different bandwidth 
granularities in such WDM backbone mesh networks. A carrier's WDM back­
bone network is expected to be a multi-vendor, heterogeneous network since 
network equipment (NE) may need to be used from different vendors and new 
equipment has to co-exist with legacy equipment. For example: (1) network 
nodes may have optical crossconnects (OXCs) employing different architectures 
and technologies; (2) not all nodes may have wavelength conversion and traffic-
grooming capabilities (i.e., sparse wavelength conversion and sparse grooming 
networks); (3) wavelength conversion and traffic grooming may only be avail­
able on certain wavelength channels (i.e., nodes may have partial wavelength 
conversion and partial grooming capability); and (4) different fiber links may 
support different numbers of wavelength channels, which may also operate 
at different speeds. This range of heterogeneity increases the challenge for 
the network operator to efficiently engineer the customers' traffic of different 
bandwidth granularities. 

4.1.3 Organization 
In this chapter, we investigate the problem of dynamically provisioning 

connections of different bandwidth granularities in mesh-based heterogeneous 
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WDM networks. The network is considered to have two levels of hierarchical 
switching capability: (1) wavelength switching and (2) SONET/SDH based 
low-speed circuit (time-slot) switching. The ideas of this study can also be ap­
plied to networks with other hierarchical switching capabilities, such as packet-
based switching, waveband switching, fiber switching, etc. 

This chapter is organized as follows: Section 4.2 presents different OXC 
architectures and their characteristics. Section 4.3 discusses different control 
issues on traffic grooming in a heterogeneous WDM network where differ­
ent types of network components are inter-connected. Section 4.4 outlines a 
generic graph model (by building up on the work in Chapter 3) which can pro­
vide a framework to accommodate network heterogeneity and achieve different 
traffic-engineering objectives through different grooming policies. Section 4.5 
presents illustrative numerical results. Section 4.6 concludes this study. 

4.2 Node Architecture in a Heterogeneous WDM Backbone 
Network 

Optical crossconnects (OXCs) are known to be the most important network 
elements in a carrier's WDM backbone network. Controlled by intelligent soft­
ware in a centralized or distributed manner, OXCs can perform point-and-click 
or dial-up types of service to establish or tear down customers' connection re­
quests in a matter of seconds (or perhaps milliseconds). There are transparent 
and opaque approaches to build these OXCs. The transparent approach refers 
to all-optical (0-0-0) switching, and the opaque approach refers to switch­
ing with optical-electronic-optical (0-E-O) conversion. Depending on their 
architectures and technologies employed, different OXCs may have different 
multiplexing and switching capabilities, which result in different capabilities 
for grooming low-speed traffic streams onto high-capacity wavelength chan­
nels. In this chapter, we consider OXCs of four categories. Below, we give a 
brief introduction on each type of OXC. A more detailed comprehensive study 
on their characteristics and performance will be presented in Chapter 5. 

• Non-grooming OXC: This type of OXC can be built with either transparent 
or opaque approach. It has wavelength-switching capability. If the trans­
parent approach is used, it is possible for this type of OXC to switch at 
higher bandwidth granularity, such as waveband (a group of wavelengths) 
or fiber. There is no low-data-rate port on a non-grooming OXC. Thus, extra 
aggregation/de-aggregation network elements are needed to work with this 
type of OXC if low-speed traffic streams need to be supported. 

• Single-hop grooming OXC: Just like the non-grooming OXC, this type of 
OXC will only switch traffic at wavelength (or higher) granularity. On 
the other hand, it may have some lower-data-rate ports, which can directly 
support low-speed traffic streams. The traffic from these low-speed ports 



74 TRAFFIC GROOMING IN OPTICAL WDM MESH NETWORKS 

can be multiplexed onto a wavelength channel using a TDM scheme, before 
the traffic enters the switch fabric. Since this type of OXC does not have 
the capability to switch low-speed streams at intermediate nodes, all of the 
low-speed streams on one wavelength channel at the source node will be 
switched to the same destination node. 

• Multi-hop partial-grooming OXC: As shown in Fig. 4.1, the switch fabric 
of this type of OXC is composed of two parts: a wavelength-switch fabric 
(W-Fabric), which can be either all-optical or electronic, and an electronic-
switch fabric which can switch low-speed traffic streams. The electronic-
switch fabric is also called grooming fabric (G-Fabric). With this hierarchi­
cal switching and multiplexing architecture, this type of OXC can switch 
low-speed traffic streams from one wavelength channel to other wavelength 
channels and groom them with other low-speed streams without using any 
extra network element. Assuming that the wavelength capacity is OC-N 
and the lowest input port speed of the electronic switch fabric is OC-M 
(A^ > M), the ratio between N and M is called the grooming ratio. In 
this architecture, only a few of wavelength channels can be switched to the 
G-Fabric for switching at finer granularity. The number of ports, which con­
nect the W-Fabric and G-Fabric, determines how much multi-hop grooming 
capability this OXC has. 

• Multi-hop full-grooming OXC: This type of OXC can provide full-grooming 
functionality. Every OC-N wavelength channel arriving at the OXC will be 
de-multiplexed into its constituent OC-M streams before it enters the switch 
fabric. The switch fabric can switch these OC-M traffic streams in a non-
blocking manner. Then, the switched streams will be multiplexed back onto 
different wavelength channels. An OXC with full-grooming functionality 
has to be built using the opaque approach. Note that the switching fabric of 
this type of OXC can be viewed as a large grooming fabric. 

In a carrier's WDM backbone network, the interconnection of one or more 
types of OXCs may create different grooming scenarios, some of which have 
already been addressed in the literature [Zhu and Mukherjee, 2002b, Thia-
garajan and Somani, 2001b, Ranganathan et al., 2002, Zhu et al., 2003a, Zhu 
and Mukherjee, 2002a, Xin et al., 2002]. The work in [Zhu and Mukherjee, 
2002b] (Chapter 2) studied the network-design problem on a static traffic pat­
tern using multi-hop partial-grooming OXCs at every network node. The work 
in [Ranganathan et al., 2002] quantitatively compared the network-cost trade­
offs for different network-design schemes using different types of OXCs for 
static traffic requests. The work in [Zhu and Mukherjee, 2002a][Xin et al., 
2002][Thiagarajan and Somani, 2001b] explored the connection-provisioning 
problem for dynamic traffic requests with different bandwidth granularities in 
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Figure 4.1. A multi-hop partial-grooming OXC. 

WDM networks, which use multi-hop partial-grooming OXCs at every network 
node. The authors in [Zhu et al., 2003a] (Chapter 3) proposed a generic graph 
model to groom static traffic demands. The model assumes that, when a multi-
hop partial-grooming OXC is used at a network node, all traffic requests will 
originate (or terminate) directly from (to) the G-Fabric of the OXC. This as­
sumption may not hold in a heterogeneous WDM network since traffic streams 
can directly originate from (or terminate to) an OXC port (wavelength channel) 
without going through the G-Fabric. Moreover, the study in Chapter 3 did not 
explore how the network heterogeneity may affect the network performance 
and the network control plane. Hence, more studies are needed to efficiently 
engineer dynamic traffic in such a heterogeneous WDM backbone network. 
This is the topic of this chapter. 

4.3 Provisioning Connections in Heterogeneous WDM 
Network 

There are three important components in WDM network control, which de­
termine how connections of different bandwidth granularities are provisioned. 
They are (1) resource-discovery protocol, (2) signaling protocol, and (3) route-
computation algorithm. Resource-discovery protocols determine how the net­
work resources are discovered, represented, and maintained in the OXCs' link-
state databases (for distributed control) or by the network control and manage­
ment system (for centralized control). Route-computation algorithms deter­
mine how the route of a low-speed connection request is computed and selected 
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according to the carrier's grooming policy [Zhu and Mukherjee, 2002a] [Zhu 
et al., 2003a]. Grooming policy reflects the intention of a network operator on 
how to allocate network resources to a given request if multiple routes are avail­
able. It is a traffic-engineering decision. Signaling protocols determine how 
the connection is configured and how a network node allocates its local network 
resources to the connection, e.g., port mapping or label assignment for a con­
nection. A unified control plane for intelligent WDM mesh-based networks is 
being standardized, and is known as Generalized Multi-Protocol Label Switch­
ing (GMPLS) [E. Mannie, et al., 2002] in the Internet Engineering Task Force 
(IETF) forum. The purpose of this network control plane is to provide an intel­
ligent, automatic, end-to-end circuit (or virtual circuit) provisioning/signaling 
scheme throughout different network domains. As we mentioned above, the 
network may also be heterogeneous within one service domain. Thus, further 
extensions on the GMPLS control plane are needed to adapt it for the network 
heterogeneity caused by the inter-operation of OXCs from different vendors 
and the co-existence of new network equipment with legacy network equip­
ment. These extensions will be elaborated in following sections. Note that, 
without loss of generality and for purposes of illustration, we will consider the 
WDM network to have full wavelength-conversion capability at every network 
node in our remaining sections. 

4,3.1 Resource Discovery 
As an abstract view, the network we are considering may have two types 

of network links: physical link (optical fiber) and virtual link (lightpath). A 
lightpath is also known as a traffic-engineering link (TE-link) in [E. Mannie, 
et al., 2002]. The switching granularity of the lightpath at any intermediate 
node should be full wavelength-channel granularity. A low-speed connection 
request may traverse one or multiple lightpaths. Because of the possibility of 
the interconnection of OXCs with different grooming capabilities, there may 
exist four types of lightpaths in a carrier's optical WDM network, as follows. 

• Multi-hop un-groomable lightpath: A lightpath (i, j ) is a multi-hop un-
groomable lightpath if it is not connected with a finer-granularity switching 
element at its end nodes. This lightpath can only be used to carry the traffic 
directly between node pair (i, j). A lightpath, which is established between 
two non-grooming OXCs or single-hop grooming OXCs, is an example of 
this type of lightpath, 

• Source-groomable lightpath: A lightpath (i,j) is a source-groomable light-
path if it is only connected with a finer-granularity switching element at its 
source node. All traffic on this lightpath has to terminate at node j , but the 
traffic may originate from any other network node as well. As an example, 
if a lightpath is established from a multi-hop full-grooming OXC to a non-
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grooming OXC (or single-hop grooming OXC), it is a source-groomable 
lightpath. 

• Destination-groomable lightpath: A lightpath (i,j) is a destination-
groomable lightpath if it is only connected with a finer-granularity switching 
element at its destination node. All traffic on this lightpath has to originate 
from node i. At the lightpath destination node j , the traffic on lightpath 
(i, j ) can either terminate at j or be groomed to other lightpaths and routed 
towards other nodes. As an example, if a lightpath is established from a non-
grooming OXC (or single-hop grooming OXC) to a multi-hop full-grooming 
OXC, it is a source-groomable lightpath. 

• Full-groomable lightpath: A lightpath (i, j ) is a full-groomable lightpath 
if it connects to finer-granularity switching elements at both end nodes. 
This type of lightpath can be used to carry traffic between any node pair in 
the network. Note that source-groomable, destination-groomable, and full-
groomable lightpaths can also be called multi-hop groomable lightpaths. 

The states of both physical link (fiber link) and virtual link (lightpath) should 
be advertised by link-state advertisements (LSAs). Besides the neighbors con­
nected by physical links, a node may also have other neighbors, which are 
connected to the node by virtual links and which are geographically far away 
in the network. As a simplified abstraction, we present the link state of each 
network link type as follows. 

• Fiber Link: The representation of a fiber link (in a full wavelength-
convertible network) can be denoted as f{m,n^t^w,c), where m and n 
denote the end nodes of the fiber link, t denotes fiber index (for number­
ing multiple fibers between the same node pair), w denotes the available 
(free) wavelength channels on that fiber, and c denotes the administrative 
link cost. In a WDM network with wavelength-continuity constraint, more 
information is needed to identify the availability property of each individual 
wavelength channel. Note that this representation can be viewed as bundling 
multiple wavelength channels between the same pair of nodes as proposed 
in [E. Mannie, et al., 2002, K. Kompella, et al., 2002]. 

If there are multiple fibers between the same node pair, they may be further 
bundled. The purpose of link bundling is to improve routing scalability by 
reducing the amount of information that has to be handled by the network 
control plane. This reduction is accomplished by performing information 
aggregation/abstraction [E. Mannie, et al., 2002]. After fiber links between 
the same node pair are bundled, they can be advertised as a logical link for 
route-computation algorithms. 

• Virtual Link: The representation of a lightpath can be denoted as / (i, j , f, t, 
mi, 1712, c), where i and j denote the end nodes of the lightpath, v denotes the 



78 TRAFFIC GROOMING IN OPTICAL WDM MESH NETWORKS 

lightpath type, t denotes the lightpath id, rui denotes the minimal reservable 
bandwidth on this lightpath, which is determined by the grooming ratio of the 
end nodes, 1712 denotes the maximal reservable bandwidth on this lightpath, 
which is bounded by the total available (free) capacity on the lightpath, 
and c denotes the administrative link cost. Multiple lightpaths (of the same 
type) between the same node pair can also be bundled and advertised as a 
logical link. Note that link bundling should also follow the network fault-
management constraints, i.e., the links in the same bundle should belong to 
the same shared-risk link group (SRLG) [K. Kompella, et al., 2002]. 

Besides advertising the states of the network links, the state of a network 
node may also need to be advertised. This is because a multi-hop partial-
grooming OXC can only perform multi-hop grooming on a limited number 
of lightpaths. So, if a network node employs this type of OXC, the available 
multi-hop grooming capability of the OXC should also be advertised when the 
node's state changes. 

4,3.2 Route Computation 
In an intelligent WDM network which we are considering, the route of a 

connection request will be computed either by the source node or by the net­
work control and management system. Let Req{s,d,r) denote a connection 
request, where s denotes the source node, d denotes the destination node, and 
r denotes the capacity requirement of the connection. There exist the follow­
ing possibilities to route the connection request (as was discussed earlier in 
Section 3.4.1): 

• Operation I: Carry Req using an existing lightpath /(s,d, v^ t, mi, m2, c) 
between nodes s and d, if mi < r < m2. 

• Operation 2: Carry Req using multiple existing groomable lightpath. 

• Operation 3: Carry Req by establishing a new lightpath (either groomable 
or non-groomable) between node pair (5, d) if enough resources exist. 

• Operation 4: Carry Req using a combination of both existing groomable 
lightpaths and setting up new groomable lightpaths using available wave­
length channels in fiber links and grooming resources in network nodes. 

Since there are multiple ways to carry the connection request, multiple routes 
may be simultaneously available. The decision on how to choose a proper route 
from multiple candidate routes is a traffic-engineering decision and is known 
as the network operators' grooming policy. We have already studied different 
grooming policies in Chapter 3, under static traffic condition. In dynamic traffic 
environment, connections with various bandwidth requirements arrive in a net­
work, stay for a certain period of time, and then leave the network. A grooming 
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policy may have different performance under dynamic traffic environment than 
static one. Moreover, dynamic traffic grooming might need to dynamically 
adjust the grooming policy according to the traffic pattern and current network 
state. Hence, grooming policies for dynamic traffic need to be investigated. 

Below, we present four different grooming policies for dynamic traffic. 

• Minimize the Number ofTrajfic Hops on the Virtual Topology (MinTHV). 
We first use Operation 1. If Operation 1 fails, we always try to set up a light-
path from stod and route the traffic onto this lightpath (Operation 3). Only 
when such a direct lightpath cannot be set up, we use multi-hop grooming 
by either Operation 2 or Operation 4, and choose the one with fewer hops on 
the virtual topology (number of lightpaths). This policy chooses the route 
with the fewest lightpaths for a connection. 

• Minimize the Number of Traffic Hops on the Physical Topology (MinTHP). 
We compare the number of wavelength-links used by all the four operations 
and choose the one with the fewest wavelength-links. 

• Minimize the Number of Lightpaths (MinLP), 
This policy is similar to MinTHV but it tries to set up the minimal number of 
new lightpaths to carry the traffic. Operation 1 is attempted first. If it fails, 
we try to route the traffic using multiple existing lightpaths (Operation 2). 
If Operation 2 also fails, we try to set up one lightpath with the minimal 
number of wavelength-links either by Operation 3 or Operation 4. If such 
a lightpath is not feasible, we go with Operation 4 and set up two or more 
lightpaths. 

• Minimize the Number of Wavelength-Links (MinWL). 
This policy is similar to MinTHP but it tries to consume the minimum 
number of extra wavelength-links, i.e., wavelength-links not being used by 
any lightpaths for now, to carry the traffic. The difference between MinLP 
and MinWL is that, if both Operations 1 and 2 fail, MinWL compares the 
number of wavelength-links used by Operations 3 and 4, and chooses the one 
requiring fewer wavelength-links; MinLP, on the other hand, compares the 
number of lightpaths used by Operations 3 and 4, chooses the one requiring 
fewer lightpaths, and uses the number of wavelength-links for tie-breaking. 

In dynamic grooming, the network state changes as connection requests come 
and go. To achieve good performance, the grooming policy should be adjusted 
according to the current network state. For instance, if transceivers are becom­
ing the more scarce resource, we should make full use of existing lightpaths to 
accommodate the new traffic and avoid setting up new lightpaths. This require­
ment can be easily satisfied by modifying the weights of edges according to 
the current network state. This capability of easily adjusting grooming policies 
makes the graph model very suitable for dynamic traffic grooming. 
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4.3.3 Signaling 
After a route is successfully computed, every intermediate node along the 

route needs to be informed through appropriate signaling protocols. Two pro­
tocols — resource reservation protocol (RSVP) [Braden et al., 1997, Awduche 
et al., 2001] and constraint-based routing label distribution protocol (CR-LDP) 
[Andersson et al., 2001, B. Jamoussi, et al., 2002] with traffic-engineering 
extensions — have been proposed as the standard signaling protocols in the 
GMPLS control plane. In a heterogeneous WDM network, the route computed 
for a connection request will be composed of a sequence of intermediate node 
id as well as link bundle id. Since multiple candidate links may exist in a 
link bundle, an intermediate node needs to select one for the connection re­
quest when it needs to configure the OXC and establish the connection. If the 
link is a bundled lightpath link, then, based on the available capacity of each 
lightpath in the bundle and the bandwidth requirement of the request, different 
link-selection schemes can be used, e.g., random selection, first-fit selection, 
best-fit selection, etc. 

4.4 A Generic Provisioning INiodel 
4.4.1 Graph IModel 

The network heterogeneity increases the complexity of efficiently provision­
ing customers' connection requests. Hence, a generic bandwidth-provisioning 
model, which can incorporate various network elements (NEs) and accom­
modate different grooming policies, will enable network operators to manage 
their transport networks easily and efficiently, as well as reduce the overall 
cost (network cost and operation cost) significantly. This model should also be 
easy to implement and scale using a distributed control plane. Extending the 
work in Chapter 3, we propose such a simple, generic provisioning model for 
heterogeneous optical WDM networks. 

Figure 4.2 shows an illustrative example of the provisioning model, which 
we use to explain how the model works. Figures 4.2(a) and 4.2(b) show the 
network state for a simple three-node network. The shaded node (node 0) is 
the node which employs a multi-hop partial-grooming OXC and the un-shaded 
nodes (nodes 1 and 2) are equipped with single-hop grooming OXCs. Each link 
in Fig. 4.2(a) represents a free wavelength channel between a node pair and each 
link in Fig. 4.2(b) represents an established lightpath. The lightpath (0,2) is 
a source-groomable lightpath, the lightpath (1,0) is a destination-groomable 
lightpath, and the lightpath (2,1) is a multi-hop un-groomable lightpath. A low-
speed connection request from node 1 to node 2 can be carried by lightpaths 
(1,0) and (0,2). On the other hand, a request from node 2 to node 0 can­
not traverse lightpaths (2,1) and (1,0) since node 1 does not have multi-hop 
grooming capability. 
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NodeO 

Figure 4.2. Network state for a simple three-node network and the corresponding auxiUary 
graph. 

Figure 4.2(c) shows a graph representation of the network state in Fig. 4.2(a) 
and Fig. 4.2(b). The graph is divided into four layers, namely access layer, 
mux layer, grooming layer, and wavelength layer. The access layer represents 
the access point of a connection request, i.e., the point where a customer's 
connection starts and terminates. It can be an IP router, an ATM switch, or 
any other client equipment. The mux layer represents the OXC ports from 
which low-speed traffic streams are direcdy multiplexed (de-multiplexed) onto 
(from) wavelength channels without going through the grooming fabric. The 
grooming layer represents the grooming component of the network node. The 
wavelength layer represents the wavelength-switching capability and the link 
state of wavelength channels. A network node is divided into two vertices 
at each layer. These two vertices represent the input and output ports of the 
network node at that layer. The links in this graph model are named and work 
as follows. 

• Grooming switching link connects the input port of the grooming layer to 
the output port of the grooming layer at a given node i, when node i has 
multi-hop traffic-grooming capability. 

• Wavelength switching link connects the input port of the wavelength layer 
to the output port of the same layer at a given node i. It represents the 
wavelength-switching capability of the network node. 

Mux link connects the output port of the access layer to the output port of the 
mux layer at a given node i. It represents that the traffic starting from node 



82 TRAFFIC GROOMING IN OPTICAL WDM MESH NETWORKS 

i can be packed to some wavelength channels and transmitted to another 
network node together without going through any grooming fabric. 

• Demux link connects the input port of the mux layer to the input port of the 
access layer at a given node i. It represents that the traffic on a wavelength 
channel has been de-multiplexed and terminated at this node without going 
through any grooming fabric. 

• Mux to wavelength transmitting link connects the output port of the mux 
layer to the output port of the wavelength layer at a given node i. 

• Wavelength to mux receiving link is the link which connects the input port 
of the wavelength layer to the input port of the mux layer at a given node i. 

• Grooming link connects the output port of the access layer to the output port 
of the grooming layer at a given node i, when node i has multi-hop grooming 
capability (i.e., free outgoing grooming ports). It represents that the traffic 
starting from node i can be groomed with other traffic streams (originating 
from node i or from other network nodes) to the same wavelength channel 
and transmitted to the next network node together. 

• De-grooming link connects the input port of the grooming layer to the input 
port of the access layer at a given node i, when node % has multi-hop grooming 
capability (i.e., free incoming grooming ports). It represents that the traffic 
streams on a wavelength channel have been de-multiplexed, and then they 
may be either terminated at node i or switched to other lightpaths. 

• Grooming to wavelength transmitting link connects the output port of the 
grooming layer to the output port of the wavelength layer at a given node i, 
when node i has multi-hop grooming capability (i.e., free incoming groom­
ing ports). It denotes that a multi-hop groomable lightpath (i.e., either a 
source-groomable lightpath or a multi-hop fuU-groomable lightpath) can be 
originated at node i. 

• Wavelength to grooming receiving link connects the input port of the wave­
length layer to the input port of the grooming layer at a given node i, 
when node i has multi-hop grooming capability (i.e., free incoming groom­
ing ports). It denotes that a multi-hop groomable lightpath (i.e., either a 
destination-groomable lightpath or a multi-hop full-groomable lightpath) 
can be terminated at node i. 

• Wavelength link connects the output port of the wavelength layer at node i 
to the input port of the wavelength layer at node j . It denotes the availability 
of the wavelength channels between node pair (i, j ) . 
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• Lightpath link can start at the output port of the mux layer (grooming layer) 
at node i, and terminate at the input port of the mux layer (grooming layer) at 
node j . The four combinations of the end points represent the four possible 
lightpath types between node pair (i, j) discussed in Section 4.3.1. 

Each link in Fig. 4.2(c) represents the availability of the corresponding net­
work resource. A link is removed if the corresponding network resource is not 
available (e.g., deleting a wavelength link), and a link is added if the correspond­
ing network resource becomes available from unavailable state (e.g., adding a 
lightpath link). In this graph representation, a customer's connection request 
will always originate from the output port of the access layer at the source node 
and terminate at the input port of the access layer at the destination node. After 
properly adjusting the administrative link cost, suitable routes can be found ac­
cording to different grooming policies for a request by simply applying standard 
shortest-path route-computation algorithms. Through some straightforward ex­
tensions (by stretching the single wavelength layer to multiple layers, one for 
each wavelength), the network without full wavelength-conversion capability 
can also be properly modeled. 

Figure 4.3 shows the corresponding graph representation of network nodes 
employing different traffic-groomable OXC architectures. They are extended 
from the original graph model proposed in Chapter 3. In the original graph 
model, there is a lightpath layer in the auxiliary graph, and all lightpath will 
originate/terminate at that lightpath layer. Hence, the auxiliary graph in Chap­
ter 3 cannot model a network node to differentiate the four lightpath types and 
to simultaneously support all lightpath types we presented in Section 4.3.1 even 
if the node has this capability. By splitting the lightpath layer into the mux layer 
and the grooming layer, our proposed extended model is able to simultaneously 
support all types of lightpaths and incorporate all possible network states in a 
heterogeneous network environment. 

4.4.2 Engineering Network Traffic Using the Proposed 
Graph Model 

We can observe that, by constructing this auxiliary graph and using it for 
connection provisioning, the network control software can easily incorporate 
different network elements (i.e., OXCs with different characteristics) and ac­
curately represent different network states. This strategy provides a platform 
for network operators to realize different grooming policies, and to eventually 
improve the provisioning flexibility and network resource efficiency. 

Figure 4.4 shows an example on how to achieve different traffic-engineering 
objectives through different grooming policies by using our generic graph 
model. The network state and the graph representation are shown in Fig. 4.2. 
Assuming that there is a new traffic request from node 1 to node 2, Fig. 4.4 
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Figure 4.3. Different grooming OXCs and their representations in the auxihary graph. 

shows two possible routes (in thick links) for this connection request. The 
route shown in Fig. 4.4(a) traverses two existing lightpath links, while the route 
shown in Fig. 4.4(b) will employ two new wavelength channels. If the con­
nection requires full wavelength-channel capacity, or if the overall bandwidth 
requirement of the future traffic demands between the node pair is estimated to 
be close to full wavelength-channel capacity, the route in Fig. 4.4(b) is preferred 
since the wavelength channels are fully utilized and no grooming is needed at 
node 0; otherwise, the route in Fig. 4.4(a) may be preferred if enough free ca­
pacity is available on the existing lightpaths. By assigning proper weights to 
each link in the graph in Fig. 4.2(c), the corresponding routes will be computed 
through standard shortest-path computation algorithms according to different 
grooming policies. 

4.4.3 Computational Complexity 
The computational complexity to construct such an auxiliary graph for a 

N-node WDM network is 0(2 x N) for a full wavelength-convertible WDM 
network. This is because the auxiliary graph will consist of A/" x 4 x 2 nodes 
and at most {N x4x 2)^ links. As we know, the computation complexity for a 
standard shortest-path algorithm in a N-node network is 0{N'^). Therefore, the 
computational complexity to provision a connection request using this model in 
a full wavelength-convertible WDM network is 0{N'^). If the WDM network 
does not have full wavelength-conversion capability, there will be (2 x (VF+3) x 
N) nodes and at most (2 x {W + 3)xN)'^ links in the auxiliary graph, where W 
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Figure 4.4. Two alternative routes for a new connection request (1,2). 

is the number of wavelength channels a fiber supports in the network. Hence, the 
computational complexity to provision a connection request using this model 
will be 0{N'^ x W^) in such a wavelength-continuous WDM network. 

4.5 Illustrative Numerical Examples 
4.5.1 Comparison of Grooming Policies 

We compare the performance of different grooming policies on the network 
topology shown in Fig. 3.7(a), which has 19 nodes and 31 links. All the nodes 
have grooming capability but no wavelength-conversion capability. Each link is 
bidirectional with W = 16 wavelengths in each direction, and each wavelength 
has a capacity of OC-192. The traffic arrival is a Poisson process and the 
connection holding time is exponentially distributed (whose average value is 
normalized to unity in our studies reported here). The traffic is uniformly 
distributed among all node pairs. There are four types of connection requests: 
OC-3, OC-12, OC-48, and OC-192, and the proportion of the number of these 
connections is 6:6:6:1. For a connection request T{s, d, g, m), m, the amount 
of the traffic in unit of g, is uniformly distributed between 1 and 32, 1 and 
16, 1 and 8, and 1 and 2 for OC-3, OC-12, OC-48, and OC-192 types of 
connections, respectively. We simulate 100,000 connection requests to obtain 
the network performance under a certain scenario and a grooming policy. We 
ran our simulation experiments on a Linux PC with a 1.5-GHz Pentium IV 
processor and 512-MB memory. Each data point reported in the illustrations in 
this section took between 6-9 minutes of running time on this computer. 

Table 4.1 shows the average utilization of wavelength-links {Uw) and the 
average utilization of transceivers {UTX) when the network load L is 300 Er-
langs. When each node has only 16 transceivers, the utilization of transceivers 
is very high since they are the more constrained resources. When there are 32 
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Table 4.1. Average utilization of wavelength-links and transceivers when 1^=16 and L=300 
Erlangs. 

Tx=16 Tx=32 Tx=40 

MinTHV 
MinTHP 
MinLP 
MinWL 

Uw 

0.7819 
0.5674 
0.7403 
0.6201 

UTX 

0.9858 
0.9901 
0.9807 
0.9859 

Uw 

0.8878 
0.7354 
0.8890 
0.8133 

UTX 

0.7264 
0.8165 
0.8007 
0.8683 

Uw 

0.8905 
0.7361 
0.8918 
0.8120 

UTX 

0.5884 
0.6910 
0.6651 
0.7825 

transceivers at each node, the utilizations of both transceivers and wavelengths 
are quite balanced and high as well. If there are 40 transceivers at each node, 
we have relatively more transceivers; hence, wavelength-links become the more 
constrained resources, so the utilization of the transceivers is relatively lower. 

Figure 4.5 shows the network performance under different grooming policies 
with Tx = 32 transceivers at each node. We observe that, as the network load 
increases, the percentage of blocked traffic also increases, but different groom­
ing policies have different blocking probabilities. Grooming policy MinTHV 
performs best, followed by MinTHP, MinLP, and MinWL in sequence. 

When we alter the network configuration by adding more transceivers at 
each node, the performance of each of the policies also changes, as shown 
in Fig. 4.6. In this scenario, each node has 40 transceivers instead of 32. 
We observe that, now, MinTHP outperforms MinTHV and achieves the best 
results, and MinLP becomes the poorest-performing policy. This is because, in 
this network configuration, there are relatively more transceivers in the network 
so that wavelength-links become the more constrained resources. Recall that 
MinTHP utilizes wavelength-links more efficiently than other policies; hence, 
it performs the best in this case. 

Another observation from both Figs. 4.5 and 4.6 is that MinTHV and MinTHP 
always perform better than MinLP and MinWL in terms of percentage of 
blocked traffic. This is because MinTHV and MinTHP examine the overall 
resource requirement of a given connection, while MinLP and MinWL only 
consider the new lightpaths to be set up or the extra wavelength-links used by 
these new lightpaths while setting up the connection. Therefore, MinTHV and 
MinTHP are more resource-efficient. 

From the above results, we can observe that different grooming policies have 
different performance under various network configurations, which suggests 
that a grooming policy should be adjusted according to the current network 
state. 
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Figure 4.5. Percentage of blocked traffic Figure 4.6. Percentage of blocked traffic 
when Tx = 32. when Tx = 40. 

Adaptive Grooming Policy (AGP) 

Since MinTHV performs best when transceivers are the more constrained 
resources and MinTHP gives the best results when wavelength-links become 
more scarce resources, we try to utilize the advantages of these two grooming 
policies by combining them together. Here, we present an Adaptive Grooming 
Policy (AGP) which, for each connection request, switches between MinTHV 
and MinTHP according to the current network state. 

We use the ratio of the number of unused wavelength-links in the network 
to the total number of available transceivers at all nodes as an indicator of the 
network state. If the ratio is larger than Ai, MinTHV will be used to avoid 
setting up lightpaths since transceivers are more scarce resources at this time; if 
the ratio is less than A2, MinTHP will be employed to try to save wavelength-
links as much as possible; if the ratio is in between, the policy will not be 
changed. 

For our numerical examples, we report results for Ai = 1.2 and A2 = 
1.0. (We experimented with other combinations of these two parameters, and 
found these choices of values to perform the best for the network topology 
in Fig. 3.7(a).) Our results are shown in Figs. 4.7 and 4.8. We observe that 
the Adaptive Grooming Policy (AGP) achieves the best results under different 
network configurations. 

4.5.2 Performance under Different Scenarios 
In this subsection, we show illustrative numerical examples on the network 

performance by using our proposed model to provision different bandwidth-
granularity connection requests. The network topology used in our simulation 
experiments is shown in Fig. 4.9. It represents a typical operator's optical back­
bone network topology, which has 24 nodes and 43 bi-directional links. We 
simulated a dynamic traffic environment, where the traffic arrival process is 
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Figure 4.7. Performance of AGP when 
Tx = 32. 

Figure 4.8. Performance of AGP when 
Tx = 40. 

Poisson and the connection-holding time follows a negative exponential distri­
bution. The capacity of each wavelength channel is OC-192. For the illustrative 
results shown here, the bandwidth requirements of the connection requests fol­
low an uniform distribution between OC-3, OC-12, OC-48, OC-192 (i.e., OC-3 
: OC-12 : OC-48 : OC-192 = 1 : 1 : 1 : 1 ) ; connection requests are uniformly 
distributed among all node pairs; average connection-holding time is normal­
ized to unity; the cost of a fiber link is modeled as unity; and load (in Erlang) 
is defined as the connection-arrival rate times the average connection-holding 
time, which denotes the average number of connections the network is carrying 
at any instant. Note that, from the connections' bandwidth distribution and 
Erlang load, it is straightforward to calculate the network offered load in the 
unitofOC-1. 

We employ three metrics to evaluate the network performance, namely Traffic 
Blocking Ratio (TBR), Connection Blocking Probability (CBP), and Resource 
Efficiency Ratio (RER). 

• Traffic Blocking Ratio represents the percentage of the amount of blocked 
traffic over the amount of bandwidth requirement of all traffic requests during 
the entire simulation period. 

• Connection Blocking Probability represents the percentage of the total num­
ber of blocked connection requests over the number of all traffic requests dur­
ing the entire simulation period. The connections with different bandwidth 
requirements may experience different connection blocking probabilities. 

• Resource Efficiency Ratio represents how efficiently connections are routed 
and groomed. It can be computed as the average of network carried traffic (in 
terms of OC-1 unit) divided by the total allocated network capacity (i.e., total 
number of allocated wavelength links times 192) over the entire simulation 
period. 
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Figure 4.9. Sample network topology with 5 grooming nodes. 

Let a denote the RER. a can be computed as follows: 

a — 

where ti is the time period between the i*^ event (connection arrival or depar­
ture) and {i + 1)^^ event, pi is the network carried load during the time period 
ti, and ji is the total number of wavelength links used during t̂ . (Please note 
that Pi and ji do not change during time period ti as there is no other event 
during that period.) If every connection required full wavelength-channel 
capacity (i.e., no capacity waste) and all connections were routed through 
the shortest path (in hop distance), the resource efficiency ratio will equal ^, 
where H is the average hop distance of the network topology. This gives us 
an upper bound on the resource efficiency ratio. The average hop distance 
of the network topology in Fig. 4.9 is 3; hence, the upper bound for resource 
efficiency ratio for this network is approximately 33.3%. 

A connection is provisioned based on the following policies. 

The connection is provisioned through the least-cost route. The cost of a 
lightpath link is equal to the overall cost of the concatenated fiber links it 
traverses. Every fiber link has unit cost. 

If there are multiple least-cost routes and the connection does not require 
full wavelength-channel capacity, select the route employing the minimal 
number of free wavelength links. 

If there are multiple least-cost routes and the bandwidth requirement of 
the connection requires full wavelength-channel capacity, select the route 
traversing the minimal numbers of electronic grooming fabrics. 
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Figure 4.10. Traffic blocking ratio vs. offered load. 

Note that it is also possible to apply other grooming policies by using the 
proposed provisioning model. Additional grooming policies can be found in 
Chapter 3. 

Figures 4.10-4.12 show illustrative numerical examples based on differ­
ent network configurations. In Configuration 1, all network nodes are only 
equipped with single-hop grooming OXCs. In Configurations 2, 3, and 4, the 
shaded nodes in Fig. 4.9 are equipped with multi-hop partial-grooming OXCs. 
The numbers of grooming ports in multi-hop partial-grooming OXCs are 4, 
8, and 16 in Configurations 2, 3, and 4, respectively. In Configuration 5, all 
shaded nodes in Fig. 4.9 are equipped with multi-hop full-grooming OXCs^ 
Each bi-directional link in Fig. 4.9 contains two uni-directional fibers and each 
fiber supports eight wavelength channels. 

In Fig. 4.10, we have plotted the traffic blocking ratio versus network offered 
load in Eriangs. We observe that, as the load increases, the traffic blocking ratio 
increases. When the network has more grooming capability, the traffic block­
ing ratio can be improved significantly. Figure 4.11 shows the normalized (to 
theoretical upper bound) resource efficiency ratio of different network configu­
rations. It is straightforward to see that multi-hop grooming capability can help 
to increase the resource efficiency ratio, which will, in turn, reduce the traffic 
blocking ratio (shown in Fig. 4.10). If there is no multi-hop groomable node in 
the network, at least one lightpath is needed between every node pair whenever 
there is any low-speed request. Hence, it may lead to a full-mesh logical con-

^Note that the problem of how to select the multi-hop grooming nodes is an interesting research topic on 
network design and optimization. It is addressed in Chapter 6. The work in [Zhu et al., 2002, Lardies et al., 
2001] also presented some related study. In this work, the multi-hop grooming nodes are selected from 
among the nodes with large nodal degree (4 or 5). 
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Figure 4.12. Connection blocking probability vs. offered load. 

nectivity. This tends to increase the probability of connection blocking (due 
to lack of a free wavelength) and low wavelength-capacity utilization (due to 
under-utilization of the established lightpaths). 

Figure 4.12 shows the blocking probabilities of connections with differ­
ent bandwidth granularities. We can observe that connections requiring a full 
wavelength-channel capacity experience more chances to be blocked. This 
leads to a fairness concern. As Fig. 4.12 shows, the unfairness can become 
quite severe (relatively) when the network employs more grooming capability. 
This is because, when low-speed connections are carried by the network, the 
resources tend to be fragmented. Therefore, high-speed connections tend to 
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be blocked more often since they cannot fit into the available trunk capacities. 
The authors in [Thiagarajan and Somani, 2001b] have addressed this unfairness 
issue and proposed a call-admission-control (CAC) algorithm to achieve the ca­
pacity fairness. This algorithm tries to keep the traffic blocking ratio of each 
connection bandwidth-granularity class at the same level by using statistical 
information to perform admission control. Another possible solution to resolve 
this fairness issue is trunk reservation or capacity reservation, i.e., pre-reserve 
a certain amount of resources for connections with high-granularity bandwidth 
requirement. 

Different network topologies, different resource parameters (i.e., different 
wavelength number, different multi-hop grooming node locations, etc.) and dif­
ferent connection bandwidth-granularity distributions were also experimented 
with, and we observed similar results. 

4.6 Conclusion 
We discussed the challenges to provisioning connections of different band­

width granularities in heterogeneous WDM backbone networks. This hetero­
geneity may arise in a large, multi-vendor, inter-operational nation-wide back­
bone network. We investigated how to properly extend the existing standards 
to incorporate this heterogeneity and proposed a simple, graph-based, provi­
sioning model. Our proposed model is scalable and easy to implement in the 
existing control plane. Using this model, different traffic-engineering optimiza­
tion objectives can be easily achieved through different grooming policies. Our 
results illustrated the effectiveness of the proposed model and the relationship 
between the nodal grooming capability and the network throughput, connec­
tion blocking probability, and resource efficiency. We observed that employing 
more grooming capacity can help a network operator to improve the network 
performance and the utilization of the link capacity. However, this may also 
increase the network cost since more electronic processing is needed. We 
verified the blocking performance unfairness between connections of different 
bandwidth-granularity classes due to resource-usage characteristics. We also 
observed that the unfairness problem can become more severe when a network 
has more grooming capability. This may lead to an interesting research topic 
in the future. 



Chapter 5 

GROOMING SWITCH ARCHITECTURES 

5.1 Introduction 

As WDM switching technology keeps maturing, optical WDM networks are 
expected to evolve to arbitrary-mesh topologies, and network provisioning will 
migrate from an on-site manual interconnection process to a point-and-click or 
on-demand automatic switching and connection process. Such an intelligent 
optical WDM network is emerging under the joint efforts of optical switch (or 
OXC) development, optical network control plane standardization, and exten­
sive optical WDM network research and experimental activities in industry and 
academe. Among different optical WDM switching technologies (i.e., circuit 
switching, burst switching, and packet switching), WDM circuit switching is 
believed to be the most practical approach to enable the next-generation op­
tical network. Consequently, this study concentrates on an intelligent optical 
circuit-switched WDM transport network. 

In this chapter, we systematically investigate and evaluate the characteristics 
of different optical grooming switches, i.e., the optical crossconnects (OXCs) 
with traffic-grooming capability. According to various OXC architectures, we 
explore and propose different traffic-grooming schemes, and compare the per­
formance of the grooming OXCs and grooming schemes under a dynamic traf­
fic environment. To the best of our knowledge, this is one of the first stud­
ies which comprehensively examines the characteristics and performance of 
different types of optical grooming OXCs for dynamic traffic under different 
connection bandwidth-granularity distributions. Our investigation should assist 
network operators to cost-effectively design and operate an optical groomable 
WDM backbone network, and it will be also helpful for equipment vendors to 
develop high-performance grooming OXCs. 
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The rest of the chapter is organized as follows. In Section 5.2, we introduce 
the architectures of different grooming OXCs and explore their corresponding 
grooming schemes. Section 5.3 proposes the detailed approaches and algo­
rithms for the different grooming schemes using different grooming OXCs. 
Illustrative numerical results are presented and analyzed in Section 5.4. Sec­
tion 5.5 concludes the study. 

5,2 Different Grooming Switch Architectures and 
Corresponding Grooming Schemes 

In an optical WDM network, a lightpath provides a basic communication 
mechanism between two network nodes. From traffic-grooming perspective, 
a lightpath is a circuit with full wavelength capacity. It may span one or mul­
tiple fiber links and be switched by intermediate nodes. Low-speed traffic 
streams can be packed onto a lightpath at its end nodes by grooming OXCs. 
There are transparent (all-optical) or opaque switching technologies to imple­
ment those OXCs. Transparent (all-optical) technology refers to the switching 
without optical-to-electronic (OE) conversion. Opaque technology refers to the 
switching with OE conversion. Different technologies and architectures may 
lead to different grooming OXCs, which may be capable of different grooming 
schemes. Specifically, there are three grooming schemes, namely single-hop 
grooming, multi-hop grooming, and light-tree-based source-node grooming. 
Each grooming OXC may support one or more grooming schemes. Differ­
ent types of grooming OXCs with their corresponding grooming schemes are 
reviewed in the following subsections. 

5.2.1 Single-Hop Grooming OXC 

An OXC is called a single-hop grooming OXC if (1) it can only switch at 
wavelength granularity, and (2) it has low-data-rate interfaces (ports) which can 
directly support low-speed traffic streams from client network elements. Note 
that, co-operating with a separated network aggregation equipment (e.g., an 
electrical multiplexer), an OXC with only wavelength-granularity input/output 
ports and only switching at wavelength granularity is equivalent to and can be 
viewed as a single-hop grooming OXC. Using this type of OXCs, low-speed 
traffic from client equipment can be multiplexed onto a wavelength channel 
using a TDM scheme. Since this type of OXC does not have the capability 
of switching low-granularity traffic at intermediate nodes, all of the low-speed 
streams on one wavelength channel at the source node will be switched to the 
same destination node, i.e., a low-speed connection can only traverse a single 
lightpath hop. Therefore, this end-to-end grooming scheme is called single-hop 
grooming scheme. 
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Figure 5.1 (a) shows how a low-speed connection (Cl) is carried by a lightpath 
(L4) from node 1 to node 5 using the single-hop grooming scheme. Note that, 
in Fig. 5.1(a), nodes 1 and 5 are equipped with single-hop grooming OXCs, 
which can only switch at wavelength granularity. 

5.2,2 Multi-Hop Partial-Grooming OXC 
A multi-hop partial-grooming OXC consists of two switch fabrics, a 

wavelength-switch fabric (W-Fabric) which can be implemented using either 
transparent (all-optical) or opaque (electronic) technology, and an electronic-
switch fabric which can switch low-speed traffic streams. The electronic-switch 
fabric is also called grooming fabric (G-Fabric). With this hierarchical switch­
ing and multiplexing architecture, this type of OXC can switch low-granularity 
traffic streams from one wavelength channel to other wavelength channels and 
groom them with other low-speed streams without using any extra network el­
ement. Assuming that the wavelength capacity is OC-N and the lowest input 
port speed of the electronic switch fabric is OC-M (N > M), the ratio between 
Â  and M is called the "grooming ratio". In this architecture, only a few of the 
wavelength channels (lightpaths) can be switched to the G-Fabric for switch­
ing at finer granularity. The number of ports, which connect the W-Fabric and 
G-Fabric, determines how much multi-hop grooming capability the OXC has. 
Figure 5.2(a) shows a simplified multi-hop partial-grooming OXC architecture. 
A multi-hop partial-grooming OXC can support both single-hop grooming and 
multi-hop grooming schemes. 

Figure 5.1(a) also shows how a low-speed connection (C2) can be carried 
by a sequence of multiple lightpaths (LI, L2, and L3) from node 1 to node 5. 
Note that nodes 2 and 3 are equipped with multi-hop partial-grooming OXCs, 
and only their G-Fabrics are shown in the figure. 

Figure 5.1(a) also shows that there may exist four types of lightpaths in a 
WDM network which employs multi-hop partial-grooming OXCs. Assuming 
that, in Fig. 5.1(a), all network nodes are equipped with multi-hop partial-
grooming OXCs, and only the G-Fabrics of nodes 2 and 3 and W-Fabrics of 
nodes 1,4, and 5 are shown, lightpaths LI, L2, L3, and L4 represent these four 
lightpath types. 

• Multi-hop-ungroomable lightpath (L4): A lightpath (z, j ) is a multi-hop-
ungroomable lightpath if it is not connected with a finer-granularity switch­
ing element at either of its end nodes. This lightpath can only be used to 
carry the traffic directly between node pair (i, j ) . Lightpath L4 in Fig. 5.1(a) 
is a multi-hop-ungroomable lightpath. For simplicity, this type of lightpath 
may also be called an ungroomable lightpath. 

• Source-groomable lightpath (L3): A lightpath (i, j ) is a source-groomable 
lightpath if it is only connected with a finer-granularity switching element 
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Figure 5.1. Examples of single-hop, multi-hop, and source-node grooming schemes. 

at its source node. All traffic on this lightpath has to terminate at node j , but 
the traffic may originate from any other network node as well. Lightpath 
L3 in Fig. 5.1(a) is a source-groomable lightpath. 

Destination-groomable lightpath (LI): A lightpath (i, j ) is a destination-
groomable lightpath if it is only connected with a finer-granularity switching 
element at its destination node. All traffic on this lightpath has to originate 
from node i. At the lightpath destination node j , the traffic on lightpath (z, j) 
can either terminate at j or be groomed to other lightpaths and switched 
towards other nodes. Lightpath LI in Fig. 5.1(a) is a destination-groomable 
lightpath. 

Full-groomable lightpath (L2): A lightpath (i, j ) is a full-groomable light-
path if it connects to finer-granularity switching elements at both end nodes. 
This lightpath can be used to carry traffic between any node pair in the net­
work. Lightpath L2 in Fig. 5.1(a) is a full-groomable lightpath. Please note 
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Figure 5.2. Sample grooming OXC architectures: a multi-hop partial-grooming OXC and a 
source-node grooming OXC. 

that the source-groomable lightpath, destination-groomable lightpath, and 
full-groomable lightpath can be also called multi-hop-groomable lightpath. 

In an optical WDM network employing multi-hop partial-grooming OXCs, 
the lightpaths can either be established dynamically according to current con­
nection requests, or be pre-planned based on forecasted traffic demands. 
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5,2.3 Multi-Hop Full-Grooming OXC 

A multi-hop full-grooming OXC can provide full-grooming functionality, 
i.e., every OC-N wavelength channel arriving at the OXC will be demulti­
plexed into its constituent OC-M streams before it enters the switch fabric. The 
switch fabric can switch these OC-M traffic streams in a non-blocking manner. 
Then, the switched streams will be multiplexed back onto different wavelength 
channels. An OXC with full-grooming functionality has to be built using the 
opaque approach. 

When a WDM network employs multi-hop full-grooming OXC at every net­
work node, every wavelength channel on each fiber link forms a full-groomable 
lightpath between adjacent node pairs. Therefore, the virtual topology (i.e., 
lightpath topology) is pre-determined and exactly the same as the physical 
topology (fiber topology). A low-speed traffic stream can be easily switched 
from one time slot of a wavelength channel to another time slot of a possibly-
different wavelength channel at every intermediate node which it traverses. 
A multi-hop full-grooming OXC can support both single-hop and multi-hop 
grooming schemes. 

The time-space-time (TST) switching technology can be used to implement 
the multi-hop full-grooming OXC switch fabric. Figure 5.3 shows an overview 
of such a multi-stage switching architecture. Each input port of the fabric 
shown in Fig. 5.3 consists of n time slots and the fabric can switch Â  time 
slots in a non-blocking manner. Hence, the total number of input ports (as 
well as output ports) is N/n. Such a fabric consists of 3 stages. The first 
stage performs time-slot interchange (TSI) functionality, through which each 
of the n time slots from an input port can be directed towards any of the k time 
slots towards the second stage. The second stage performs space-switching 
functionality, through which N/n traffic streams (one time slot from each input 
port) can be switched towards the third stage. Note that the second stage may 
only require a single space-switch component since, at any instance, there are 
at most N/n traffic streams to be switched towards the third stage (one time slot 
from each input port). This architecture is called a time-shared-space switch. 
Again, the third stage performs time-slot interchange functionality. Based on 
the "Clos" switch architecture, in order to support non-blocking switching at 
lower granularity level (say, STS-1), the number of time slots supported by the 
internal connections (between stage 1 and 2, and between stage 2 and 3) should 
be nearly two times the number of time slots carried by the input/output ports 
(i.e.,A; = 2n —1). In other words, the internal speed of such a TST-based switch 
should nearly double the date rate of its input/output ports, which may lead to a 
significant technical difficulty to develop a large-scale multi-hop full-grooming 
OXC operating at high speed (e.g., OC-192, approx. 10 Gbps and OC-768, 
approx. 40 Gbps). 
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Figure 5.3. An overview of Time-Space-Time (TST) switch architecture. 

5.2.4 Light-tree-Based Source-Node Grooming OXC 
Optical "light-tree' has been proposed to support multicast applications in 

optical WDM networks [Sahasrabuddhe and Mukherjee, 1999][Singhal and 
Mukherjee, 2001]. A light-tree is a wavelength tree which connects one source 
node to multiple destination nodes. Through a light-tree, traffic from the source 
node will be delivered to all destination nodes of the tree. In a light-tree, the 
node which originates the traffic is called the "root" node, and the nodes which 
terminate the traffic are called the "leaf" nodes. Note that a leaf node can also 
serve as an intermediate multicast node since it can both receive traffic and 
forward the traffic to other nodes using its multicast capability, i.e., such a node 
may have the "Drop-and-Continue" property. In order to support multicast, an 
OXC needs to duplicate the traffic from one input port to multiple output ports. 
For an OXC using transparent switching technology, this duplication can be 
realized in the optical domain using an optical splitter by splitting the power 
of an optical signal from one input port to multiple output ports. For an OXC 
using opaque technology, the traffic duplication can be easily accomplished by 
copying the electronic bit stream from one input port to multiple output ports. 
Figure 5.2(b) shows a simplified architecture of a multicast-capable OXC using 
the transparent technology. 

Figure 5.1(b) shows how the OXCs' multicast capability can be used to per­
form traffic grooming. There are three low-speed traffic steams from the same 
source node 1 to different destination nodes 3,5, and 6, where aggregated band­
width requirement is lower than the capacity of a wavelength channel in this 
example. By setting up a light-tree, these three traffic streams can be packed 
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onto the same wavelength channel, and delivered to all destination nodes (i.e., 
light-tree leaf nodes). At each destination node, only the appropriate traffic 
stream is picked up and relayed to the client equipment. In this way, the low-
speed traffic from the same source node can be groomed to the same wavelength 
channel and be sent to different destination nodes. We call this grooming scheme 
light-tree-based source-node grooming scheme. Please note that, if a connec­
tion between a node pair requires full wavelength-channel capacity, a light-tree 
becomes a lightpath. From traffic-grooming perspective, the multicast-capable 
OXC can be called a light-tree-based source-node grooming OXC. Such an 
OXC can support the light-tree-based source-node grooming scheme as well as 
the single-hop grooming scheme. 

5,2.5 Summary of Different Grooming Schemes and 
Grooming OXC Architectures 

As a summary, the single-hop grooming scheme can only groom traffic from 
the same source node to the same destination node; the light-tree-based source-
node grooming scheme can groom traffic from the same source node to different 
destination nodes; and the multi-hop grooming schemes may groom traffic from 
different source nodes and to different destination nodes. 

Table 5.1 summarizes the characteristics of different optical grooming OXCs. 
The multi-hop full-grooming OXC has the best grooming capability and provi­
sioning flexibility, but it can only be implemented using the opaque technology. 
Therefore, it requires a significant amount of electronic processing, which po­
tentially leads to poor scalability and high cost (normalized per-bit switching 
cost). Since it has built-in wavelength-conversion capability and full-grooming 
capability, the network control of this OXC encounters less physical constraints 
and will be relatively easy to develop. 

The single-hop grooming OXC, on the other hand, has poor grooming ca­
pability and does not have too much flexibility to provision connections of 
different bandwidth granularities, since only the single-hop grooming scheme 
is supported. Both transparent (less mature) and opaque (more mature) tech­
nologies can be used to develop this type of OXC. As the OXC always switches 
traffic at high granularity, it may have the largest switching capacity and the low­
est cost (normalized per-bit switching cost). The single-hop grooming OXC 
with transparent technology can have good scalability (for wavelength-band 
switching or fiber switching). Depending on the implementation, the OXC 
may employ the wavelength-continuity constraint (if it is built with transpar­
ent technology and has no wavelength-conversion capability or only has par­
tial wavelength-conversion capability). Hence, certain intelligent control al­
gorithms are required. Provisioning connections in a WDM network with the 
wavelength-continuity constraint is known as a standard routing and wavelength 
assignment (RWA) problem and has been well addressed in the literature. 
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Type \ Charac. 

Single-hop 
grooming 

OXC 

Source-node 
grooming 

OXC 

Multi-hop 
partial-grooming 

OXC 

Multi-hop 
full-grooming 

OXC 

Grooming 
capability 

poor 

good 

better 

best 

Provisioning 
flexibility 

poor 

good 

better 

best 

Switching 
capacity 

largest 

largest 

large 

small 

Cost 

low 

meduim 

medium 

high 

Scalability 

good 

good 

good 

poor 

Optical 
bypassing 

can 

can 

can 

cannot 

Technology maturity 
(hardware) 

medium 

medium 

medium 

high 

Technology maturity 
(control software) 

medium 

low 

low 

high 

Table 5.1. Summary of the characteristics of different optical grooming switches. 

Most characteristics of the source-node grooming OXC and the multi-hop 
partial-grooming OXC are between those of the single-hop grooming OXC 
and the multi-hop full-grooming OXC. Intelligent algorithms are needed for 
WDM networks which employ light-tree-based source-node grooming OXCs 
(or multi-hop partial-grooming OXCs) to efficiently set up light-trees (or multi-
hop-groomable lightpaths). Compared with the RWA problem, there are rela­
tively few references in the literature on this subject. More efforts are needed to 
investigate the traffic-grooming problem and to develop the novel algorithms, 
which can fully utilize the grooming capability of OXCs and optimize the net­
work's resource efficiency. 

5.3 Approaches and Algorithms 
In this section, we present two approaches and algorithms to efficiently 

achieve the proposed grooming schemes in an optical WDM network, one for 
single-hop and multi-hop grooming schemes and the other for the light-tree-
based source-node grooming scheme. 

5.3.1 Single-Hop and Multi-Hop Grooming using an 
Auxiliary Graph Model 

Grooming Policies and an Auxiliary Graph Model 
In a traffic-groomable WDM network, there may be multiple ways to carry 

a low-speed connection request, i.e., there may exist multiple routes from a 
given source node to a given destination node, each of which may use different 
amount of network resources, e.g., wavelength channels, grooming ports, etc. 
The decision on how to choose a proper route among multiple candidate routes 
is known as the network operator's "grooming policy", as was discussed in 
Chapter 3. Different grooming policies reflect the network operator's intention 
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on how to engineer their traffic using the available network resources. For 
example, a low-speed connection can be carried through existing lightpaths, by 
setting up a new lightpath between the given source-destination node pair, or by 
a combination of both existing lightpaths and newly established lightpaths. The 
effect of different grooming polices on network performance was addressed in 
Chapters 2 and 3. 

We extend the generic graph model, which was proposed in Chapter 3, to 
handle the single-hop grooming and the multi-hop grooming schemes. The ex­
tended model can uniformly incorporate different grooming OXC architectures 
(single-hop grooming OXC, multi-hop partial-grooming OXC, and multi-hop 
full-grooming OXC) and can easily realize different grooming policies. In this 
model, an auxiliary graph is constructed for a given network state. The route of 
a connection request is computed based on the auxiliary graph. We use a graph 
G{VyE) to represent a given network state, where V denotes the network node 
set (i.e., the OXCs) and E denotes the network link set (i.e., the fiber links and 
the lightpath links). We use G\V\ E') to denote the corresponding auxiliary 
graph, where V denotes the vertex set and E' denotes the edge set. From 
now on, for clarity, we will use the terms node and link to represent a vertex 
and an edge in the original network state graph G(V, E), respectively, and the 
terms vertex and edge to represent a vertex and an edge in the auxiliary graph 
G"(F',£;0'respectively. 

The auxiliary graph G'{V', E') can be divided into four layers, namely the 
access layer, the mux layer, the grooming layer, and the wavelength layer. The 
access layer represents the access points of a connection request, i.e., the points 
where a customer's connection starts and terminates. It can be an IP router, an 
ATM switch, or any other client equipment. The mux layer represents the OXC 
ports from which low-speed traffic streams are directly multiplexed (demulti­
plexed) onto (from) wavelength channels and switched by the W-Fabric without 
going through any G-Fabric. It can be an electronic multiplexer/demultiplexer, 
a SONET ADM, etc. The grooming layer represents the grooming component 
of the network node, e.g., the grooming fabric. The wavelength layer repre­
sents the wavelength-switching capability, i.e., the W-Fabric, and the link state 
of wavelength channels. A network node is divided into two vertices at each 
layer. These two vertices represent the input port and output port of the network 
node at that layer. 

The detailed construction of the auxiliary graph can be found in Section 4.4. 
Figures 43-4 A illustrate examples of the auxiliary graph model. 

Grooming Using Auxiliary Graph (GUAG) Algorithm 

This auxiliary graph can be used to provision customers' connection requests. 
By assigning proper weights (i.e., administrative costs) to each edge in the 
auxiliary graph, suitable routes will be computed through standard shortest-path 
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route-computation algorithms according to different grooming policies. More 
detailed study on how to use this graph model to achieve different grooming 
policies and how these grooming policies may affect network performance can 
be found in Chapter 3. Based on this model, we design an algorithm, called 
Grooming Using Auxiliary Graph (GUAG) (see Algorithm 5.1), which can 
be used to provision connections of different bandwidth granularities. This 
algorithm can be used in a WDM network which employs single-hop grooming 
OXCs, multi-hop partial-grooming OXCs, or multi-hop full-grooming OXCs. 

Computational Complexity of GUAG 

In GUAG, the time complexity to construct an auxiliary graph for a A/'-node, 
full-wavelength-convertible WDM network is 0{N'^), because the auxiliary 
graph of such a network consists of 2 x 4 x AT vertices and at most (2 x 4 x A/")̂  
edges. Consequently, the computational complexity of Step 1 and Step 2 in 
Algorithm GUAG is 0{N'^). Step 3 computes a least-cost route between two 
given vertices based on the auxiliary graph using standard shortest-path algo­
rithms. Since the auxiliary graph has 2 x 4 x Â  nodes, the computational 
complexity of Step 3 is also 0{N'^). The computational complexity of the 
remaining steps in GUAG is 0{N). Therefore, the overall computational com­
plexity of GUAG is 0{N'^) for a full-wavelength-convertible WDM network. 
Using the same analogy, we know that the computational complexity of GUAG 
will be 0{N'^W'^) in a wavelength-continuous WDM network, where W is the 
number of wavelength channels supported by each fiber link. 

5.3.2 Source-Node Grooming Using Light-Tree Approach 
The proposed graph model and the GUAG algorithm cannot be used to han­

dle the light-tree-based source-node grooming scheme. Therefore, we design 
another algorithm to perform efficient traffic grooming in a WDM network 
employing multicast-capable OXCs. Note that, in a WDM network using the 
light-tree-based source-grooming scheme, the network state can be represented 
as a graph G(V, E, T), where V denotes the network node set, E denotes the 
network link set, and T denotes the established light-tree set. 

Grooming Using Light-Tree (GULT) Algorithm 

The proposed algorithm for the light-tree-based source-grooming scheme is 
described in Algorithm 5.2 (GULT). 

Computation Complexity of GULT 

In Step 2 of GUUT, the computational complexity to find the closest node i to 
the destination node d in a given light-tree Ts is 0{N'^). This is because node i 
can be found by constructing a shortest-path tree Td rooted at node d. In Td, we 
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Algorithm 5.1 Grooming Using auxiliary Graph (GUAG) 
Input: Network state graph G{V, E), and a connection request Req{s^ d, c) where s and d 

denote the source and destination nodes of the request (s, <i € V), and c denotes the con­
nection's capacity requirement. 

Output: A route R between nodes s and d, which satisfies the connection's capacity requirement 
and a new network state Gnew{Vnew, Enew) after provisioning the connection. 

1 Construct the auxiliary graph G'(V\E') according to network resource availability and 
the bandwidth requirement of the request, i.e., (a) if there is no free wavelength on a fiber 
connecting a node pair {i,j), there is no edge connecting the vertices of the wavelength 
layer between node pair (i, j); (b) if there is no lightpath link between a node pair (i, j) , or 
lightpaths between {i,j) do not have enough free capacity for Req, there is no corresponding 
edge in the auxiliary graph; and (c) if the multi-hop partial-grooming OXC at a given node i 
has used up all grooming ports, there is no edge between the vertices of the grooming layer 
and the wavelength layer in node i. 

2 Assign proper weights to each edge in G', according to the grooming policy. The grooming 
policy we use in this study is described as follows. 

(a) If there is any multi-hop-ungroomable lightpath between (5, d) with enough free ca­
pacity, carry Req using this lightpath. 

(b) Otherwise, a connection is provisioned through the least-cost route. In this study, the 
cost of a fiber link is assumed to be unity. The cost of a lightpath link is equal to the 
overall cost of the concatenated fiber links it traverses. 

(c) If there are multiple least-cost routes and the connection does not require full 
wavelength-channel capacity, choose the route which employs the minimal number 
of free wavelength links. 

(d) If there are multiple least-cost routes and the bandwidth requirement of the connection is 
full wavelength-channel capacity, choose the route which traverses the minimal number 
of G-Fabrics. 

Please refer to Chapter 3 on how to assign proper edge weights to the auxiliary graph 
according to a grooming policy. 

3 Compute a route R' based on the auxiliary graph G'. If no path exists, return NULL. 

4 Map R' in G' back to a route R in the original network state graph G. 

5 Allocate resource and update the network state according to the route R. It may include the 
operations of (a) updating the number of available wavelength on fiber links along the route 
R, if necessary; (b) creating new lightpath links, if necessary; (c) updating the number of 
grooming ports in a partial-grooming OXC traversed by R, if necessary; and (d) updating 
the free capacity of the lightpaths involved in R, if necessary. Note that, if there are multiple 
applicable lightpaths between a node pair (̂ , j) along the route R, we will randomly choose 
one for Req. 

6 Return R and the updated network state Gnew{Vnew, Enew)• 



Grooming Switch Architectures 105 

Algorithm 5.2 Grooming Using Light-Tree (GULT) 

Input: Network state graph G{V,E,T), and a connection request Req{s, d, c) where s and d 
denote the source and destination nodes of the request (i.e. s,d e V), and c denotes the 
connection's capacity requirement. 

Output: A light-tree Tg which is rooted at node s and covers node (i as a leaf node, and a new 
network state Gnew{Vnew,Enew,Tnew) after provisioning the connection. 

1 Let Ts denote a given established light-tree rooted at node s. If node d is one of leaf nodes 
of Ts, and Ts has enough free capacity for Req, let Tg be equal to Ts, and go to Step 5. 
Note that, if multiple such trees exist, one will be randomly picked to be T .̂ 

2 For any Ts which has enough free capacity for Req, compute a least-cost route from every 
tree node j in Ts to node d, subject to available wavelength-link constraints, and available 
splitter constraints at node j (if the transparent technology is used to build the OXC at node 
j , as shown in Fig. 5.2(b)). Let i denote the node which has the least-cost route to d among 
all the tree nodes. If no such tree exists, go to Step 4. 

3 Find the Ts and the corresponding node i' so that node i' is the closest one to node d among 
all tree nodes of all candidate trees. If node i' is the root node of T ,̂ go to Step 4; otherwise, 
expand the tree to include a new branch from node i' to node d. Therefore, node i' needs to 
duplicate the traffic originating from node s and switch it to node d. After that, go to Step 5. 

4 Set up a light-tree from node s to node d following the least-cost route based on the current 
network state. Note that this special light-tree instance only has one leaf (destination) node. 
Hence, it is equivalent to a lightpath. Let this light-tree be Tg. 

5 Allocate free capacity of Tg to Req. If Tg is a new tree or if Tg is a established tree but a new 
branch has been added, update the corresponding wavelength-link availability information. 

6 Return Tg and the new network state Gnew{Vnew, Enew, Tnew)-

can easily find the closest node (to node d) which is also in tree T^. Assuming 
that there are K candidate light-trees which are rooted at node s and can be 
expanded to support the connection request, the computational complexities 
for Steps 2 and 3 will be 0{KN'^). The computational complexity of the 
other steps in GULT is 0{N), Hence, the overall computational complexity of 
GULT is 0{KN'^) in a full wavelength-convertible network. In a wavelength-
continuous network, GULT's computational complexity is 0{KWN'^), where 
W is the number of wavelengths supported by a fiber link. 

5.4 Illustrative Numerical Results 
We simulate a dynamic network environment to evaluate the performance of 

different optical grooming OXCs and their corresponding grooming schemes, 
using the proposed algorithms GUAG and GULT. The following parameters 
are used in our example study reported here. 

• Every network node is equipped with the same type of grooming OXCs. 
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• The connection-arrival process is Poisson and the connection-holding time 
follows a negative exponential distribution. 

• The capacity of each wavelength is OC-192. 

• The network has full wavelength-conversion capability and each fiber link 
can support eight wavelength channels. 

• A multi-hop partial-grooming OXC has six (incoming and outgoing) groom­
ing ports. 

• A light-tree-based source-node grooming OXC is built using the opaque 
technology and hence has unlimited multicast capability. 

• A connection request can have any bandwidth granularity of OC—1, OC—3, 
OC-12 ,OC-48andOC-192 . Three bandwidth-granularity distributions 
for the number of connection requests (OC — 1 : OC — 3 : OC — 12 : 
OC - 48 : OC - 192) are examined, namely, (a) 3 : 3 : 3 : 3 : 1, (b) 
1 : 1 : 1 : 1 : 1, and (c) 1 : 1 : 1 : 1 : 3. 

• Connections are uniformly distributed among all node pairs. 

• Average connection-holding time is normalized to unity; network offered 
load (in Erlang) is defined as the connection-arrival rate times the average 
holding time times a connection's average bandwidth and it is normalized 
to the unit of OC-192. 

• The example network topology used in our simulation experiments is shown 
in Fig. 5.4. 

5.4.1 Bandwidth Blocking Ratio (BBR) 
Bandwidth blocking ratio (BBR) represents the percentage of the amount 

of blocked traffic over the amount of bandwidth requirement of all traffic re­
quests during the entire simulation period. Note that pure blocking probability 
cannot reflect the effectiveness of the algorithm, as connections have different 
bandwidth requirements, 

Figure 5.5 compares the network performance (BBR vs. load) by using differ­
ent optical grooming OXCs under different connection bandwidth-granularity 
distributions. In Fig. 5.5, the multi-hop full-grooming OXC shows the best net­
work performance, and multi-hop non-grooming OXC shows the worst perfor­
mance. We make the following observations, (a) Without any low-granularity 
multiplexing and switching functionality, the light-tree-based source-node 
grooming OXCs can significantly improve the network performance compared 
to multi-hop non-grooming OXCs. (b) Connection bandwidth-granularity dis­
tribution plays an important role on the network performance. When there are 
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Figure 5.4. A 24-node sample network topology. 

a lot of low-speed connection requests, multi-hop full-grooming OXCs outper­
form multi-hop partial-grooming OXCs as shown in Fig. 5.5(a). As the number 
of high-speed connections increases, the performance gap between the multi-
hop full-grooming OXC and the partial-grooming OXC is significantly reduced. 
Although not shown here, our experimental results verify that, when all connec­
tions require full wavelength-channel capacity, all OXCs have the same network 
performance. Note that the high BBR region shown in Fig. 5.5 may not be re­
alistic in a practical WDM backbone network. They are shown for illustration 
purposes to fairly compare the grooming OXCs' network performance under 
the same network load, (c) As shown in Fig. 5.5(d), the multi-hop full-grooming 
OXC performs almost the same under different bandwidth-granularity distri­
butions. On the other hand, under the same network load, if there are more 
low-speed connections, other types of grooming OXCs lead to worse network 
performance. This is because low-speed connections may potentially cause a 
large bandwidth wastage and under-utilize the wavelength capacity if a network 
node does not have multi-hop full-grooming capability. 

As we can see from Fig. 5.5, compared to the multi-hop full-grooming OXC, 
the multi-hop partial-grooming OXC shows reasonably good network perfor­
mance, while using significantly less amount of low-speed electronic process­
ing. Besides the grooming policy and the corresponding grooming algorithm 
used, the performance of multi-hop partial-grooming OXCs is determined by 
two factors: 

• How much grooming capacity a multi-hop partial-grooming OXC may 
have? 
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Figure 5.5. Bandwidth blocking ratio (BBR) vs. load (in Erlangs) for different grooming OXCs 
under different bandwidth-granularity distributions. 

• How to cost-effectively establish the multi-hop-groomable lightpath (i.e., 
source-groomable lightpath, destination groomable-lightpath, and full-
groomable lightpath) to perform multi-hop grooming? 

One approach to improve the performance of the multi-hop partial-grooming 
OXC is to increase its grooming capacity. Recall that the grooming capacity 
of a multi-hop partial-grooming OXC is determined by the size of its G-Fabric 
and the number of grooming ports (G-ports) connecting the W-Fabric and the 
G-Fabric. Another approach is to optimize the establishment of multi-hop-
groomable lightpaths. These lightpaths can either be dynamically set up (on-
demand) or be statically pre-planned. In the dynamic groomable-lightpath 
establishment approach, it is assumed that future traffic demands are unknown. 
Hence, instead of considering long-term global optimization, groomable light-
paths are set up according to the requirement of the current connection re­
quest. On the other hand, the pre-planning approach tries to pre-establish a 
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Figure 5.6. Effect of different lightpath-establishment schemes and different number of groom­
ing ports on the network performance of muUi-hop partial-grooming OXCs. 

certain number of groomable lightpaths based on the future traffic projection. 
Low-speed connection requests are then dynamically provisioned using these 
pre-planned resources. When all pre-planned groomable lightpaths have been 
saturated, new groomable lightpaths can be dynamically established for new 
requests subject to network resource constraints. 

Figure 5.6 shows how the number of grooming ports and different groomable-
lightpath establishment approaches may affect the network performance of 
multi-hop partial-grooming OXCs under different connection bandwidth-
granularity distributions. In Fig. 5.6, g denotes the number of grooming ports 
which a multi-hop partial-grooming OXC has. We observe that, as g increases, 
the performance of the multi-hop partial-grooming OXC improves. We have 
also simulated a very simple lightpath pre-planning scheme, called Embed­
ded on Physical Topology (EPT). In EPT, full-groomable lightpaths are pre-
established between every adjacent node pair. These lightpaths form a groom­
ing layer, which has exactly the same topology as the physical fiber topology. 
A low-speed connection will be carried by jointly utilizing the resources on 
this grooming layer as well as on the physical topology through the grooming 
policies described in GUAG. Unlike a dynamically-established lightpath which 
will be torn down if it does not carry any traffic, a pre-planned-groomable light-
path will never be torn down. If one wavelength channel on each fiber link is 
used for EPT, we called it a one-degree EPT (1-EPT), which is simulated in 
our experiments. Figure 5.6 shows that the 1-EPT pre-planning scheme does 
improve the performance of multi-hop partial-grooming OXC compared to the 
dynamic groomable-lightpath establishment scheme. This is because the dy­
namic scheme may greedily establish groomable lightpaths without considering 
the possible future traffic demands. Although the GUAG algorithm attempts to 
perform local (or short-term) resource optimization, the grooming layer, which 
is formed by dynamically-established lightpaths, may not be optimal and effi-
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cient to carry the future requests. If every multi-hop partial-grooming OXC has 
enough grooming capability (i.e., enough grooming ports) and W -̂EPT is used 
(where W is the number of wavelength channels supported by every fiber link), 
a network employing multi-hop partial-grooming OXCs will be equivalent to 
a network with multi-hop full-grooming OXCs everywhere. Hence, they will 
have the same network performance. 

Note that, besides the grooming policy used in GUAG, applying other groom­
ing policies may further improve the network performance. Please see Chapters 
2 and 3 for other possible grooming policies and their effect on network perfor­
mance. Similarly, besides 1-EPT, other pre-planning schemes can also be used 
and it is possible for them to improve the network performance. For example, 
the Integer Linear Program (ILP) formulation proposed in Chapter 2 can be 
used to pre-plan groomable lightpaths, and may achieve better network perfor­
mance. A potential drawback of the pre-planning approach is that it may not 
be scalable. This is because network operators may have to re-do the pre-plan 
procedure when the network needs to be scaled or when the traffic pattern fluc­
tuates. The effect of other preplanning schemes (2-EPT, ILP approach, etc.) 
should be interesting for future research 

5.4.2 Wavelength Utilization 
Wavelength utilization (WU) represents the average number of used wave­

length links over the total number of wavelength links supported by the network 
during the entire simulation period. 

In Fig. 5.7, we plot the average (weighted by time) WU versus the net­
work offered load for different grooming OXCs under different connection 
bandwidth-granularity distributions. It is straightforward to see that, under the 
same network offered load, single-hop grooming OXCs will exhaust wavelength 
links more quickly than other OXC types. We can also observe from Fig. 5.7(d) 
that, under the same network offered load, the more low-speed connections the 
network supports, the more wavelength links tend to be used. For the same 
bandwidth-blocking performance, a lower wavelength utilization is desirable 
since fewer wavelength links are consumed to carry the same load. 

5.4.3 Resource Efficiency Ratio (RER) 
Wavelength utilization shown in Fig. 5.7 may not be the best metric to mea­

sure the resource usage of different grooming schemes and grooming OXCs. 
From Fig. 5.7, one cannot tell how efficiently the allocated wavelength chan­
nels are utilized. Resource efficiency ratio (RER) is a more suitable metric to 
measure the grooming performance of different OXCs and different grooming 
schemes. RER represents how efficiently connections are routed and groomed. 
It can be computed as the average (weighted by time) network carried traffic 
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Figure 5.7. Wavelength utilization (WU) vs. load (in Eriangs) for different grooming OXCs 
under different bandwidth-granularity distributions. 

(in terms of OC-1 units) divided by the total allocated network capacity (i.e., 
total number of allocated wavelength links times 192) over the entire simulation 
period. If we consider "minimal hops" as our objective for a route-computation 
algorithm, then the inverse of the average hop distance is the RER upper bound. 
This upper bound is achieved only when every connection requires OC-192 
bandwidth and follows the shortest path. Since there are limited resources (as 
in our case), not every connection can follow the shortest path and the upper 
bound may not be achievable. Let a denote the RER, which can be computed 
as follows: 

a = EiiixU 

where ti is the time period between the v"' event (connection arrival or departure) 
and {i + 1)^^ event, pi is the network carried load during the time period U, 
and ji is the total number of wavelength links used during U. (Please note that 
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Figure 5.8. Normalized resource-efficiency ratio (RER) vs. load (in Erlangs) for different 
grooming OXCs under different bandwidth granularity distributions. 

pi and 7i do not change during time period U as there is no other event during 
that period.) 

Figure 5.8 shows the normaUzed (to upper bound) resource efficiency ratio 
(RER) versus network offered load for different grooming OXCs under differ­
ent bandwidth-granularity distributions. The higher RER means that a network 
can route and groom traffic requests more efficiently. Thus, a network with 
high RER can have low bandwidth blocking ratio (BBR), which is shown in 
Fig. 5.5. This explains why, under the same network offered load, the multi-
hop full-grooming OXC uses the least number of wavelength channels (i.e., the 
lowest wavelength utilization) but carries the most amount of traffic (i.e., the 
lowest bandwidth blocking ratio). We can also observe from Fig. 5.8 that, under 
the same network offered load, when the number of low-speed connections in­
creases, the resource efficiency ratio will decrease. This is because the network 



Grooming Switch Architectures 113 

resources tend to be fragmented while the number of low-speed connections 
increases, and the difficulty for a network to fully utilize allocated wavelength 
channels also increases. 

5,5 Conclusion 
In this chapter, we presented four optical grooming OXC architectures and 

compared their characteristics. Three grooming schemes - single-hop groom­
ing, multi-hop grooming, and light-tree-based source-node grooming - for these 
OXCs were investigated. We proposed two algorithms, GUAG and GULT, to 
efficiently provision connections of different bandwidth granularities. The per­
formance of different grooming OXCs and grooming schemes was compared 
using the proposed algorithms under a dynamic traffic environment. We also 
investigated the effect of different bandwidth-granularity distributions on the 
network performance of different grooming OXCs. We observed that the light-
tree-based source-node grooming using the OXCs' multicast capability can sig­
nificantly improve the network performance of the single-hop grooming OXC 
without employing any low-granularity electronic processing. The multi-hop 
full-grooming OXC showed the best network performance in terms of network 
bandwidth blocking ratio, wavelength utilization, and resource efficiency ratio. 
However, it may encounter a scalability problem since a large amount of elec­
tronic processing is required at low-speed granularity. With a few nodes hav­
ing low-granularity switching capability, the multi-hop partial-grooming OXC 
showed good performance compared to other grooming OXCs, which makes it 
as a good alternative when the multi-hop full-grooming is not needed at every 
network node. In order to fairly compare their performance, we assumed that a 
network uniformly employs one type of grooming OXCs. This assumption may 
not always be practical and can be relaxed in next-generation optical backbone 
networks, where different OXCs with different grooming capabilities may be 
inter-connected and may need to co-exist. This problem, which was initially 
studied in [Zhu et al., 2003b], will be discussed in Chapter 7. The proposed 
algorithms, GUAG and GULT, employed one traffic-grooming policy and light-
tree establishment approach. Other algorithms with different traffic-grooming 
policies and light-tree establishment approaches will be interesting topics for 
future research. 



Chapter 6 

SPARSE GROOMING NETWORK 

In most previous research on traffic grooming in WDM mesh networks, it is 
assumed that every network node has traffic-grooming capability, which may 
not be practical or cost-effective in a nationwide WDM backbone network. 

Figure 5.2(a) shows a sample G-OXC architecture. There are two switching 
fabrics in this OXC, a wavelength-switching fabric (W-Fabric) and a grooming 
fabric (G-Fabric). Because a grooming OXC may be more costly than an OXC 
without grooming capability (i.e., the OXCs which only have the W-Fabric), and 
the G-OXCs from different vendors may have different grooming capability, 
in a multi-vendor inter-operational WDM mesh network, only a few network 
nodes may have traffic-grooming capability. We call this type of network a 
''sparse-grooming network", and we call a node which has traffic-grooming 
capability to be a grooming node (G-Node). 

Hence, the problem of designing a sparse-grooming WDM mesh network 
is a very important and practical problem. In this chapter, we investigate the 
problem of efficiently designing a sparse-grooming WDM mesh network for a 
given set of traffic requests via theoretical formulation as well as simulation ex­
periments. The results from our research indicate that, through careful network 
design, a sparse-grooming WDM network can achieve similar network perfor­
mance as a full-grooming network, while significantly reducing the network 
cost. 

Figure 6.1 shows an example of designing a sparse-grooming WDM mesh 
network. Figure 6.1(a) shows a six-node network, where each edge represents 
a pair of unidirectional fiber links. For simplicity of illustration, let us assume 
that each fiber supports one wavelength channel, which can carry two low-speed 
connection requests. And only one G-OXC is allowed to be used in the network. 
Assume that there are four low-speed requests, among which three are between 
node pair (2,0) and one between node pair (1,0). Two network designs are 
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(a) Network 1: A 6-node network (b) Design I (c) Design II 

Figure 6.1. A sample network and two sparse-grooming network designs. 

shown in Fig. 6.1. The shaded nodes represent the G-Nodes, and the dashed 
lines represent established lightpaths. 

In Design I (Fig. 6.1(b)), node 0 is the G-Node. Two lightpaths — (1,0) and 
(2,0) — are established. Three requests can be satisfied by these lightpaths: 
two between (2,0), and one between (1,0). In Design II (Fig. 6.1(c)), three 
lightpaths are set up: (2,0), (1,0), and (2,1). Note that, in Design II, all 
requests can be satisfied. Thus, this simple example illustrates that improved 
performance can be achieved by carefully choosing the G-Node and engineering 
the traffic in the network. 

In this chapter, we study the problem of how to efficiently design such a 
sparse-grooming WDM mesh network. Section 6.1 gives the formal problem 
statement. Then, mathematical formulations for two objective functions are 
presented. Fast heuristic algorithms, which can be used to handle large network 
topologies, are proposed in Section 6.2. Then, illustrative numerical results 
from mathematical formulations as well as heuristics are shown and analyzed 
in Section 6.3. Finally, Section 6.4 concludes the study. 

6.1 Problem Statement and Mathematical Formulation 
We formally define the problem as follows: given a network topology 

G{V,E), where V represents the node set and E represents the link set of 
the network; given a traffic matrix A, where each element represents the num­
ber of low-speed requests between a node pair; assume that each wavelength 
channel can support g low-speed requests (where g is known as grooming ra­
tio); design the network such that either one of following two objectives can be 
optimized: 

1 For a given amount of network resources (number of G-OXCs Â ,̂ and 
number of wavelengths W on each fiber), maximize the network throughput. 

2 Carry all traffic requests, while simultaneously minimizing the overall net­
work cost, which is determined by the number of wavelength channels and 
G-OXCs used in the network. 

Figure 6.2 shows a WDM network in which two low-speed requests (CI and 
C2) are being carried. Both requests are from node 1 to node 5. In Fig. 6.2, 
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Figure 6.2. A sample sparse-grooming WDM network which carries two requests using four 
lightpaths. 

nodes 2 and 3 are G-Nodes, and only their G-Fabrics are shown. Nodes 1,4, and 
5 are equipped with OXCs without grooming capability. Figure 6.2 shows that, 
in a sparse-grooming mesh network, a low-speed request can be carried either 
by a single lightpath (Cl) or by traversing multiple lightpaths and G-Nodes 
(C2). 

We formulate the problem mathematically and it turns out to be an integer 
linear program (ILP). To conserve space, only the most important equations of 
the formulation are presented here. The following notations and variables are 
used: 

• (m, n), (i, j ) , and (5, d) denote the end nodes of a fiber, a lightpath, and a 
low-speed request, respectively. 

• There are four types of lightpaths, represented by (i, j ) , ( i ' , i ) , ihj'), and 
{i\ / ) . (i, j ) denotes a lightpath which does not connect with any G-Fabric 
at its end nodes, e.g., L4(l, 5) in Fig. 6.2. (i', j ) , (^, /) , and (i', j ' ) denote 
the lightpaths which are connected to G-Fabrics at the source node, the 
destination node, and both nodes, respectively, e.g., L3, LI, and L2 in 
Fig. 6.2(b). Wo use Vij,Vi 
type of lightpaths. 

yfj, Vij' and Vi'ji to denote the numbers of each 

Pmn^ ̂ mn^ ^rnn^ ̂ ^^ ^mn denote the number of wavelengths which have 
been used to support each type of lightpaths, on fiber (m, n). Pmn denotes 
the number of fiber links between node pair (m, n). 

i;^^, Tf., Tfp, and Tf,j, denote the total amount of traffic between node pair 
{s,d), which are being carried by the lightpaths (i, j ) , {i\j), [hj')^ and 
{i'^j'), respectively. T^d denotes the successfully carried traffic between 
(5, d). Ksd denotes the total offered traffic between (5, d). Note that Tsd < 
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• M̂ j = 1 if node i is a G-Node; otherwise, Mi — 0. 

6,1,1 Maximizing Network Throughput 
Given W wavelengths per fiber link and Â^ as the number of G-OXCs which 

can be used in the network, the problem can be formulated as follows: 

• Objective Function: 

Maximize I'^Tsd (6.1) 
s,d 

• Constraints: 

EP^k^Elt (6.2) 
m n 

Y,{Ptln + H^n + Piin + PH) < W X P^^ (6.3) 

T ^sd I \ "̂  rpsd rpsd I \ ^ rpsd ^^ A\ 

sk' -T- 2^1 i'k' - -Lyd-^ 2-^-'- k'j' y^'V 
^ 3 

^Tfj^<9xVi.j, (6.5) 
Syd 

T ^sd I rjisd I fj-isd I rrisd fji /r r\ 

sd + -^a'd^ ^sj' + ^s'j' = J-sd (6.0) 

T ^sd I rpsd I rpsd I rpsd rp //C '7\ 

sd + -^sd' •+" -^i'd + •'•i'd' — -'•sd K^-f) 

Yl(yi'j + ^i'f + ^ji' + ^fi') <MiXD (6.8) 
J 

YlMi<Ng (6.9) 

Equation (6.2) is the flow-conservation equation at node k for establishing 
lightpaths (i, j ) , which may use node k as an intermediate node. There are 
similar equations for lightpaths (i ' , i ) , {i\j), and {i\j'). Equation (6.3) is 
the resource-constraint equation for a fiber link {m,n), i.e., the total num­
ber of lightpaths (four types) carried by fiber (m, n) cannot exceed the total 
number of wavelength channels in fiber (m^n). Equation (6.4) is the flow-
conservation equation at any intermediate node k for routing the requests be­
tween (5, d), which may use node k as an intermediate G-Node. Equation (6.5) 
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is the resource-constraint equation for lightpaths (i', /)»i-^-' the total number of 
low-speed connections carried by the lightpath (i', / ) cannot exceed the overall 
capacity of lightpath {%'^j'). There are similar equations for lightpaths (i, j ) , 
{%', j), and (i, / ) . Equation (6.6) guarantees that, for a given node pair (5, d), 
the amount of traffic successfully flowing out from the source node should be 
equal to the amount of traffic that can be successfully carried between {s,d). 
Equation (6.7) captures the similar constraint at the destination side. Equation 
(6.8) ensures that node i is a G-Node if there is a lightpath connected to its 
G-Fabric (i.e., node i initiates or terminates a lightpath at its G-Fabric). D is 
a large constant, which can be the upper bound on the maximum number of 
lightpaths that can originate from any node. Equation (6.9) ensures that there 
are at most Â^ G-Nodes in the network. 

6.1.2 Minimizing Network Cost 
Let Cw denote the cost of supporting one wavelength channel in the network, 

and Cg denote the extra cost of employing a G-OXC instead of an OXC without 
grooming capability. The second network-design objective can be achieved 
using the following formulation. Most equations are the same as those in 
Section 6.1.1, and we only present the different ones below: 

• Objective Function: 

Minimize :W x C^-^NgX Cg (6.10) 

• Constraints: 

Tsd = Asd (6.11) 

6.2 Heuristic Approaches 
The computational complexity makes the ILP formulations only suitable for 

designing small or moderate-sized WDM networks. When the network size 
is large, i.e., there are several tens of network nodes (e.g.. Fig. 5.4), efficient 
heuristics are needed to solve the problem. 

For a given network topology and given values of Â ^ and W, we design a 
heuristic S{Ng, W) which chooses G-Nodes and routes the traffic requests to 
maximize the network throughput (for the first objective function). The second 
objective function can be achieved by starting with small values of Â ^ and W, 
and gradually increasing Ng and W until all the traffic requests are satisfied. In 
this section, we concentrate on the development ot such a heuristic S{Ng, W) 
for the first objective function. 

Given a WDM network topology G{V^ E) and a list of traffic demands A, 
the heuristic 6{Ng^ W) is composed of the following two steps. 
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1 Choose Â ^ nodes as G-Nodes from V, based on certain cost function Fc{v) 
for a given node v (to be elaborated below), 

2 Route the traffic requests on the network, subject to the network resource 
constraints. Let Fr{S) denote the algorithm to be used to route the traffic re­
quests. When the traffic is static (known a priori), the algorithm may contain 
some backtracking procedure; when the traffic is dynamic or incremental, 
no backtracking is allowed, and the requests will be carried on a first-come 
first-served basis. In this study, we consider static traffic. 

6.2.1 Grooming-Node-Selection Schemes 
We propose and study the characteristics of three different cost functions 

for selecting G-Nodes, namely nodal-degree selection, bypass-traffic selection, 
and random selection. Note that some ideas on these node-selection schemes 
are borrowed from sparse-wavelength-converter-placement studies [Iness and 
Mukherjee, 1999, Arora and Subramaniam, 2000]. 

• Nodal-Degree Selection: In this scheme, the first Ng nodes which have the 
maximum nodal degree are picked to be G-Nodes. If several nodes have 
same nodal degree and only some of them can be chosen, random selection 
is used to break any ties. 

• Bypass-Traffic Selection: For a given node v, Fc{v) is computed as the total 
amount of traffic which may bypass the node, assuming each traffic request 
is routed on the physical network topology using a standard shortest-path 
routing algorithm. The Â^ nodes which have the maximum amount of 
bypass traffic can be selected as the G-Nodes. Instead of routing the traffic 
requests between a node pair (5, d) using a single shortest-path route, it may 
be also possible to compute K {K >2) alternate paths between (5, d) and 
bifurcating the traffic among these K alternate paths. 

• Random Selection: In this scheme, Â ^ nodes are randomly picked to be 
G-Nodes. 

One can also design other schemes to select the G-Nodes. Similar heuristics 
exist in the study of sparse wavelength conversion in WDM networks [Iness 
and Mukherjee, 1999, Arora and Subramaniam, 2000]. 

6.2.2 Traffic-Routing Schemes 
A simple algorithm is used in our study to perform traffic routing after the 

network resources have been determined and allocated. Given a set of traffic 
requests, a request list is generated based on a random permutation of all the 
requests. The requests are then served sequentially following their order in the 
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Figure 6.3. Illustrative results from ILP formulation for the network in Fig. 6.1 assuming only 
one node has grooming capability. 

list. L such random lists can be generated and tried. The best one among these 
L results will be taken as the final result. In our study, we choose L as 50. 
If L is equal to 1, the traffic pattern is equivalent to incremental traffic where 
connection requests arrive one at a time. 

6.3 Illustrative Numerical Examples 
Figure 6.3 shows an illustrative numerical example based on the sample 

network shown in Fig. 6.1(a). For simplicity of exposition, let each fiber in 
this example support two wavelengths (W = 2), each wavelength can carry 
two low-speed connection requests (g = 2), and there is one G-OXC which 
needs to be placed in the network (Â ^ = 1). Figure 6.3(a) shows a randomly-
generated traffic matrix, in which each element represents the number of low-
speed connection requests between a node pair. The total number of low-speed 
requests is 32 in this example. We use "CPLEX", a commercial optimization 
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Figure 6.4. Performance comparison between different G-Node selection schemes applied to 
the network in Fig. 5.4. 

software package, to solve the ILP formulation. For this example, our study 
shows that node 1 is the best candidate node to be the G-Node. Then, we force 
our formulation to artificially select each of the other nodes separately to be 
the G-Node and compare the network throughput with that of the best design 
(i.e., selecting node 1). The performance comparison is shown in Fig. 6.3(b). 
The horizontal axis in Fig. 6.3(b) represents the node chosen as the G-Node. 
The vertical axis in Fig. 6.3(b) shows the optimal network throughput (obtained 
via ILP formulation) by choosing the corresponding node as the G-Node. It 
is observed that 100% network throughput can be achieved if the G-Node is 
node 1; at the other performance extreme, if node 4 is chosen as the G-Node, 
the network throughput is below 85%. The results indicate that a network 
operator can increase the network throughput as well as reduce the network 
cost (using less grooming equipment in the network) by carefully designing a 
sparse-grooming WDM mesh network. 

When a network has several tens of nodes, the ILP approach becomes com­
putationally intractable; hence, heuristic will need to be used. Figures 6.4 and 
6.5 show the results obtained on the network topology of Fig. 5.4, using the 
heuristic algorithms proposed in Section 6.2. The network contains 24 nodes 
and 43 bidirectional fiber links. Traffic demands are randomly generated (in­
teger values) between each node pair with uniform distribution between (0,3). 
Each fiber link can support eight wavelength channels (W = 8). Different 
values of the grooming ratio g will be investigated below. 

Figure 6.4 shows the performance comparison between different G-Node 
selection schemes. It can be observed that random selection does not perform 
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Figure 6.5. Network cost vs. network resources based on different cost ratio R. 

as well as the others. Selecting the G-Node by bypassing traffic achieves better 
performance than selecting the G-Node by nodal degree in most cases. This is 
because the Bypass-Traffic-Selection Scheme considers the network topology 
as well as the traffic intensity at each node. We can also observe that, if the 
grooming ratio is equal to eight (p = 8), when the number of G-Nodes exceed 
a certain bound (Â ^ == 16 in this case), no additional performance gain can be 
achieved by having more grooming nodes in the network. We can also observe 
that, when the grooming ratio is large (e.g., g = S), having more grooming nodes 
will achieve better network performance than the case when the grooming ratio 
is small (e.g., g = 4). 

Figure 6.5 shows different network costs based on different values of the cost 
ratio R, which is defined as follows: 

R Gyj/Cyg (6.12) 

where Cw denotes the cost (equipment cost, operational cost, etc.) to support 
one wavelength channel in the network, and C^ denotes the cost to employ 
grooming capability in a network node. The network cost Cn can be represented 
as: 

Cn = NgXCg-{-W xCw = {Ng^RxW)xCg (6.13) 

The horizontal axis {W^ Ng) in Fig. 6.5 represents, for a given number of wave­
length channels on each fiber link (W), how many G-Nodes {Ng) are needed to 
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satisfy all the requests. By normalizing the cost Cg to be one unit, the vertical 
axis represents the overall network cost computed using Eqn. (6.13). 

We can observe in Fig. 6.5 that, for a given cost ratio R, an optimal design 
with minimal overall network cost can be achieved. This optimal configuration 
reflects the cost trade-off between a grooming node and a wavelength channel. 
When the cost of a wavelength channel is cheaper compared to the cost of a 
grooming node (for R = 0.1, and R = 0.5), more wavelength channels and 
less grooming nodes should be used, and vice versa (for R = 2). Note that, 
although the cost of a wavelength channel will decrease as WDM technology 
keeps maturing, supporting more wavelength channels in a nationwide WDM 
backbone network may still be expensive because of the large geographic dis­
tance between the network nodes, the number of fiber links a backbone network 
may have, and the cost for network monitoring, maintenance, and management. 

6.4 Conclusion 
This study was devoted to the problem of designing a WDM mesh backbone 

network with sparse traffic-grooming capability. The mathematical formula­
tions (ILPs) for two design objective functions were presented. Due to the 
large computational complexity of ILPs, three heuristic algorithms were also 
proposed to solve large instances of the problem. Our results from both the 
mathematical formulations and heuristics show that, by employing a limited 
number of grooming nodes, the network capacity can be used more efficiently 
and the network performance can be improved significantly. We also showed 
that it is possible to find a balance between the number of wavelength channels 
and the number of grooming nodes used in the network. This balance will 
eventually reduce the network cost. Further study is needed on the effect of 
sparse grooming on dynamic traffic, and more intelligent heuristic algorithms 
could also be developed. 



Chapter 7 

NETWORK DESIGN WITH OXCS OF DIFFERENT 
BANDWIDTH GRANULARITIES 

7,1 Introduction 

As WDM technology advances, the capacity of a wavelength channel con­
tinues to increase (from OC-192 to OC-768 and possibly beyond). However, 
the bandwidth requirement of a typical connection request (referred to as a 
traffic demand) is versatile (e.g., STS-1, OC-3, OC-12, OC-48, and OC-192), 
and usually a small fraction of the bandwidth of a WDM channel. To effi­
ciently use the bandwidth, grooming switches have been developed which can 
pack/unpack low-speed connections onto/from high-speed WDM channels and 
switch at sub-wavelength granularities. Different grooming switches may have 
different grooming granularities. For instance, some grooming switches can 
groom at STS-1 level, i.e., they are capable of unpacking a wavelength channel 
down to STS-1 timeslots, switching those STS-1 timeslots independently, and 
packing them back onto wavelength channels. Some other grooming switches 
may do grooming only at OC-48 level (assuming the capacity of a wavelength 
channel is greater than OC-48, say OC-192). Although this kind of grooming 
switches provides less flexibility in grooming, the port cost may be less than that 
of STS-1 grooming switches. These two kinds of grooming switches are both 
opto-electro-opto (OEO) switches, and need to be surrounded by transponders, 
which perform 0/E and E/0 conversion. On the other hand, all-optical OXCs 
do not need transponders for OXC ports, which is a significant savings in opti­
cal transport networks, but at the price of no grooming capability and wasting 
channel capacities due to under-utilized wavelength channels. Since the WDM 
backbone network topologies are usually irregular and traffic requests are of 
different bandwidth granularities, it is not necessary to deploy the same kind of 
OXC at all the nodes, especially if the OXCs are interoperable, which seems 
to be a major goal of current standards activities, e.g., those of the Optical In-
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ternetworking Forum (OIF). If the granularities of all the OXCs in a network 
are the same, we call this network granularity-homogeneous network; other­
wise, we call it granularity-heterogeneous network. When designing a WDM 
backbone network, it is desirable to exploit the benefits of all types of OXCs 
to accommodate the traffic — which is typically non-uniform across all node 
pairs — while reducing the network capital expenditures. 

In this chapter, we focus on the design of a WDM mesh backbone network 
with OXCs of different bandwidth granularities to minimize the network-wide 
OXC port cost. Specifically, we determine the type of OXC at each node, 
compute the route of each traffic request, and calculate the total OXC port cost. 
To the best of our knowledge, this is the first research report which considers 
the design of a network using OXCs with different switching granularities. As 
related work, in [Ranganathan et al., 2002], the authors compare the network 
cost when using different node architectures, but they assume all the grooming 
nodes to have the same STS-1 grooming capability. 

The chapter is organized as follows. Section 7.2 presents the problem for­
mulation and the challenges faced when designing a granularity-heterogeneous 
network. In Section 7.3, we construct the auxiliary graph for the network with 
different node architectures. Based on the auxiliary graph, a traffic-provisioning 
algorithm is proposed in Section 7.4, which is employed by the framework for 
network design. Section 7.5 demonstrates an example of a network design 
using the framework. Section 7.6 concludes the chapter. 

7.2 Problem Statement and Challenges 
7,2J Problem Formulation 

The network design problem addressed here can be formulated as follows. 

• Given: 

- the physical topology of a network, 

- a traffic matrix which contains various bandwidth requirement between 
different nodes, 

- the types of OXCs which can be deployed in the network, and 

- the port cost of each type of OXC. 

• We need to determine: 

- the type of OXC at each node, and 
- the route for each traffic request. 

• Objective: 

- minimize the total OXC port cost of the network while accommodating 
all the traffic demands. 
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A traffic demand is represented by the notation T(s, d, g, m), where s and 
d are the source and destination nodes, respectively; g is the granularity of the 
traffic demand, for instance, OC-3 or OC-48; and m is the amount of the traffic 
in units of ^. Without loss of generality, we assume the finest granularity of the 
bandwidth of a traffic demand is STS-1 for the rest of the chapter. 

Note that another version of the problem formulation can be specified where 
each node in the network can have more than one type of OXC. Certainly, this 
is a more general case. However, only one OXC at each node is more practical 
today due to ease of maintenance and cost; hence, we proceed with this version 
in the rest of this study while noting that our approach can easily be adapted to 
the general node architecture with multiple types of OXCs. 

7.2.2 Challenges in Designing a Granularity-Heterogeneous 
Network 

When designing a network with OXCs of different bandwidth granularities, 
the first question we need to answer is: How to choose an OXC for each node? 
When determining which type of OXCs should be used at a node, there are 
several factors we need to consider: traffic originating from or terminating at 
this node, bypassing traffic, and the types of OXCs at other nodes. For instance, 
if most of the traffic from and to this node and bypassing traffic are of granularity 
of lightpaths, it is reasonable to put an OXC with no grooming capability at this 
node. Hence, the route of the traffic should be considered when determining 
the node architecture. On the other hand, the route of the traffic demand also 
depends on the type of OXCs at each node. If the type of OXC at a node is 
changed, some traffic in the network may need to or have to change the route 
to adapt to the change. Therefore, the type of OXCs at each node and the route 
of traffic interplay with each other, causing the network-design problem to be 
a difficult one. 

We also need to ensure that the designed network can fully accommodate the 
traffic demands, and furthermore, we need to determine how to route the traffic in 
the network. However, even in a granularity-heterogeneous network, in which 
the type of OXCs at each node is already known, routing a connection request 
and representing the network state are still significantly complex problems, 
compared with those in a network where only OXCs with STS-1 grooming 
granularity or OXCs with no grooming capability exist. 

Consider a network where some nodes have STS-1 grooming capability, 
while the others have no grooming capability. Although this network is 
granularity-heterogeneous, the complexity of computing a route for a connec­
tion and representing the network state is similar to that in a network where 
only OXCs with STS-1 grooming granularity or OXCs with no grooming capa­
bility exist. Note that, in this special case, an OXC either has finest grooming 
granularity or no grooming capability. In general, however, the routing and 
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representation problem is more complicated when there are OXCs with other 
granularities. In this chapter, we address the general case unless stated other­
wise. 

In a network consisting of only non-grooming OXCs, the free capacity of a 
lightpath can only be used by the connections which have the same source and 
destination node as the lightpath. In an STS-1 grooming granularity network, 
if there is a lightpath between two nodes, only the timeslots^ carrying traffic 
are switched to outgoing lightpaths or dropped at the end node, and all the 
other free timeslots are not switched, which means the free capacities on the 
lightpath can always be accessible by the end nodes of the lightpath. However, in 
a multi-granularity network, OXCs switch traffic at different granularities. For 
a given traffic demand requiring certain bandwidth, certain amount of timeslots 
on the lightpaths along the route of the traffic are allocated to the connection. 
At a STS-1 grooming switch, only the timeslots occupied by the traffic are 
switched from the incoming OXC port to the outgoing OXC port. However, 
at an OXC with a switching granularity coarser than the bandwidth granularity 
of the traffic request, some free timeslots may also be switched together with 
those timeslots taken by the traffic, causing these free timeslots to bypass this 
node and become unavailable to this node. The fundamental observation is that 
the timeslots within the switching granularity of an OXC are transparent to the 
OXC and these timeslots can only be operated as a whole. 

Here, we give a small example. To carry a traffic demand Ti (1,4, STS-1,2), 
we setup lightpaths Li (from node 1 to node 2), L2 (from node 2 to node 3), and 
L3 (from node 3 to node 4), and then route Ti onto these lightpaths. (Note that 
the terms STS-1 and OC-1 are used interchangeably.) The switching granulari­
ties of the nodes 1,2,3, and 4 are STS-1, OC-3, STS-1, and STS-1, respectively. 
The capacity of a wavelength channel is OC-12 for this illustration. Figure 7.1 
shows the switching state of the OXCs. 

Since the capacity of a lightpath is OC-12, we can view a lightpath as a 
communication channel with 12 timeslots (TSi to TSu)- Node 1 puts traffic 
Ti into the first two timeslots, TSi and TS2, of lightpath Li. Since the switching 
granularity of node 2 is OC-3, it can only unpack lightpath Li into 4 segments 
(each of capacity OC-3), with 3 timeslots in each segment, and node 2 can 
switch these segments as individual entities. In order to route traffic Ti onto 
lightpath L2, node 2 switches the first segment in lightpath Li to a segment, 
say the third segment, in lightpath L2. Now the traffic, if any, in timeslots 
T5i , T52, and TS3 of lightpath Li will be in timeslots TS7, TSg, and TS9 of 
lightpath L2, respectively. Note that, although the order of the timeslots where 
the traffic is put may change when the traffic is switched at node 2, the order of 

' Without loss of generality, the time domain is assumed here for traffic multiplexing within a wavelength 
channel. 
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Figure 7.1. State of the switches when routing traffic demand Ti of bandwidth STS-1 from 
node 1 to node 4. 
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Figure 7.2. Network state after routing Ti traffic demand. 

the timeslots within a segment cannot be changed because a segment is treated 
as an integral entity. At node 3, lightpath L2 is terminated and unpacked into 
timeslot level since the switching granularity of node 3 is STS-1, i.e., at the 
timeslot level. Here, only the timeslots used by traffic Ti, i.e., timeslots TS7 
and TSs, are switched onto lightpath L3; timeslot TSQ will not be switched at 
this instant, and it can be switched to any free timeslot in any outgoing lightpath 
or dropped at this node later for future traffic. Finally, traffic Ti reaches node 4 
via lightpath L3 and is dropped at node 4. 

Because the switching granularity of node 2 (OC-3) is coarser than the band­
width granularity of the traffic demand (2 x STS-1), there is a free STS-1 
timeslot (timeslot TS3 in Li) switched onto L2 (timeslot TSQ in L2) by the 
OXC at node 2. Although this timeslot goes through node 2, it cannot be ac­
cessed by node 2 due to the switching configuration for traffic Ti. Any traffic 
carried by this timeslot will bypass node 2 and directly reach node 3, where 
it can be switched to any free outgoing lightpath or be dropped at that node. 
This is equivalent to having an STS-1 circuit directly connecting node 1 and 
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node 3, and this circuit is called an induced connectivity. If there is an STS-1 
traffic demand from node 1 to node 3 later, it can be directly put into timeslot 
TSs in lightpath Li at node 1 and dropped from timeslot TSQ in lightpath L2 
at node 3, without any change in switching configuration at node 2. Figure 7.2 
shows the network state (virtual connectivity) after routing Ti. These circuits 
form another topology above the virtual topology, in which each edge is a light-
path, and traffic demands should be routed on this topology instead of on the 
virtual topology. 

723 Our Approach 
To accommodate the diverse characteristics of multi-granularity networks, 

we enhance the graph model proposed in Chapter 3. The original graph model 
can route a traffic demand according to the current network state, and update 
the network state after carrying the traffic, but only for the network in which 
all the grooming OXCs have the same (STS-1) grooming capability. The graph 
model has been extended by us now so that it can be applied to a network with 
OXCs of different grooming granularities. The extended graph model can also 
represent the situation where several types of OXCs co-exist at the same node, 
and intelligently choose the appropriate type of OXC to carry the traffic demand. 
Based on this enhanced and versatile model, we investigate a framework for 
designing a granularity-heterogeneous network. 

7.3 Construction of an Auxiliary Graph 
In the graph model, we construct an auxiliary graph according to the network 

state, compute a route in the auxiliary graph for a given traffic request, set up 
the connection according to the route, and then update the auxiliary graph to 
reflect the changes in the network state. We first demonstrate how to construct 
the auxiliary model for a node according to the node architecture, and then show 
how to build the auxiliary graph for the entire network. 

7,3.1 Node Representation 
The representation of a node in the graph model is determined by the node 

architecture. Different node architectures have different graph representations. 
With respect to node architecture, we focus on how OXCs with different switch­
ing granularity are interconnected, if there are multiple OXCs at the same node, 
and where the traffic requests can be originated and terminated. 

Figure 7.3 depicts an example of a generalized node architecture. In this node 
architecture, there are three OXCs: OXC Oi with STS-1 grooming granularity, 
OXC O2 with OC-48 grooming granularity, and OXC O3 with no grooming 
capability which can only switch at lightpath granularity, say OC-192 in this 
example. Oi and O2 are connected to O3 which is directly connected to in-
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Figure 7.3. A node with three different types of OXCs. (Each data path could be a multi-line, 
i.e., there may be multiple fibers in and out of the OC-192 OXC, multiple add and drop ports for 
each OXC, etc.) 

coming and outgoing fibers. Local traffic can be added to or dropped from all 
three OXCs. Assume that there are two wavelengths in this network (Ai and 
A2). Also, for purpose of illustration, assume that this node can convert Ai 
to A2 without using grooming OXCs, but not vice versa. The corresponding 
auxiliary graph for this node architecture is constructed as in Fig. 7.4. 

In general, the auxiliary graph for node i can be represented by Gi(V^, Ei), 
where Vi and Ei are its vertex set and edge set, respectively. In general, if 
there are W wavelengths on each link in the network, Ai through Xw, and C 
possible grooming granularities at node i, Fi through Fc , where Fi is the finest 
grooming granularity and Fc is the coarsest grooming granularity, the auxiliary 
graph for node i is constructed as a layered graph with {W + C + 3) layers. 
If the capacity of a lightpath is OC-192, the typical grooming granularities can 
be STS-1, OC-3, OC-12, and OC-48, as shown in Fig. 7.4. 

• Layers 1 through W denote the W wavelength layers, 

• Layer {W + 1) is called the transponder layer, 

• Layer {W + 2) is called the lightpath layer, 

• Layers {W + 3) through {W + C + 2) denote the C grooming layers, i.e., 
from Fc grooming layer to Fi grooming layer, and 



132 TRAFFIC GROOMING IN OPTICAL WDM MESH NETWORKS 

Access layer 

STS-1 layer 

OC-3 layer 

OC-12 layer 

OC-48 layer 

Lightpath layer 

Transponder layer 

A2 layer 

/ij layer 

Figure 7.4. Auxiliary graph for the node. 

• Layer {W + C + 3) is called the access layer, where a traffic flow starts and 
terminates. 

There are two ports on each layer, an input port and an output port, shown as a 
vertex marked with "I" and a vertex marked with "O", respectively, in Fig. 7.4. 
(The numbers 0 and 1 will be used to refer to the input port and the output 
port in the discussion below.) Let AT̂ '̂  denote port p on layer / at node i, then 
Vi = {NI'P b G {0,1}, 1 < / < (W^ + C + 3)}, where AT̂ ^ and A ]̂'̂  denote 
the input port and the output port on layer / at node i, respectively. According 
to the node architecture, the edges in the auxiliary graph for node i are inserted 
as follows. 

1 Wavelength Bypass Edges (WBE). 
There is an edge from the input port to the output port on each wavelength 
layer at node i if node i can bypass traffic without using grooming switches: 

rl,0 .rl,l 
{Nl^\ Nl^') e Ei. KKW. (7.1) 
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We call the edge (A^̂ '̂ , N^'^) 3, wavelength bypass edge on layer / at node i 
and it is denoted as WBE{i^ I). If a path^ contains WBE{i, /), that means 
a lightpath newly set up to carry the connection will bypass node i on A;. 

2 Wavelength Converter Edges (WCE). 
There is an edge from the input port on wavelength layer /i to the output 
port on wavelength layer I2 at node i if wavelength Â^ can be converted to 
wavelength A/2 without using a grooming OXC at node i: 

wavelength A/̂  is convertible to A/2 at node i. (7.2) 

We call the edge (Â ^̂  , -/V/ ) a wavelength converter edge from layer li 
to layer I2 at node i and it is denoted as WCE{i, Zi, I2). For example, there 
is a wavelength converter edge WCE{i, 1, 2) in Fig. 7.4, which is from the 
input port on Ai layer to the output port on A2 layer, because this node can 
convert Ai to A2. There is no wavelength converter edge WCE{i, 2, 1) in 
Fig. 7.4 since A2 cannot be converted to Ai at this node. If a path contains 
WCE{i, /i, I2), that means a lightpath newly set up to carry the connection 
will be converted from A/̂  to A/2 at node i without using a grooming OXC. 

3 Grooming Fabric Edges (GFE). 
There is an edge from the input port to the output port on Fj grooming layer 
at node i if node i has grooming capability at Fj granularity: 

(ATf+2+^-'̂  ivf+2+^-'i) eEi, l<j< a (7.3) 

We call the edge (Ar^+^+^'^ Arf'+^+^'^) a Fj grooming fabric edge at 
node i and it is denoted as GFE{i^ Fj). If a path contains GFE{i, Fj), 
that means the connection will be switched by an OXC with Fj granularity 
to an outgoing lightpath or the access station at node i. 

4 Wavelength Add Edges (WAE). 
There is an edge from the output port on the transponder layer to the output 
port on wavelength layer / at node i: 

{N^^^^\ iV '̂̂ ) eEi, 1 < / < I^. (7.4) 

We call the edge {N^ "̂  ' , Â '̂ ) a wavelength add edge at node i and it is 
denoted as WAE{i^ I). If a path contains WAE{i, I), that means we need 
to set up a new lightpath at node i using A/ to carry the connection. 

^For conciseness, a path means the path computed for a connection in the auxiUary graph. 
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5 Wavelength Drop Edges (WDE). 
There is an edge from the input port on wavelength layer I to the input port 
on the transponder layer at node i: 

(Ar '̂°, A^f+^'^) eEi 1<1<W. (7.5) 

We call the edge (Â "̂ '̂ , N^^'^^'^) a wavelength drop edge at node i and 
it is denoted as WDE{i^ I). If a path contains WDE{i, I), that means a 
lightpath newly set up to carry the connection will be terminated from Xi at 
node i. 

6 Grooming-Transponder Edges (GTE). 
There is an edge from the output port on the Fj grooming layer to the output 
port on the transponder layer at node i if node i has an OXC with an available 
port which can perform grooming at Fj granularity and is connected to the 
transponders directly or via an OXC without grooming capability: 

(ATf+2+^>\ Aff+1-1) €Ei, 1 < i < a (7.6) 

We call the edge {N^ "̂  '*'-̂ ' , Â^ "̂  ' ) a grooming-transponder edge at 
node i and it is denoted as GTE{i, Fj). If a path contains GTE{i^ Fj), that 
means we need to set up a new lightpath originating from an OXC with Fj 
granularity at node i to carry the connection. 

7 Transponder-Grooming Edges (TGE). 
There is an edge from the input port on the transponder layer to the input port 
on the Fj grooming layer at node i if node i has an OXC with an available 
port which can perform grooming at Fj granularity and is connected to the 
transponders directly or via an OXC without grooming capability: 

(ATf+i'0, Aff+2+^'«) eEi, l<j< a (7.7) 

We call the edge {N^ '^^'^^ N^ +2+j,o^ ^ transponder-grooming edge at 
node i and it is denoted as TGE(i, Fj). If a path contains TGE(i, Fj), that 
means a lightpath newly set up to carry the connection will be terminated 
by an OXC with Fj granularity at node i. 

8 Lightpath-Transponder Edges (LTE). 
There is an edge from the output port on the lightpath layer to the output 
port on the transponder layer at node i: 

(TVf+2'\ ATf+i'i) e E,. (7.8) 

We call the edge (A^/^'^^'\ A^̂ "̂̂ '̂̂ ) SL lightpath-transponder edge SitnodQi 
and it is denoted as LTE{i). If a path contains LTE{i, Fj), that means 
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we need to set up a new lightpath originating from a non-grooming OXC at 
node i to carry the connection. This lightpath can only be used to carry the 
traffic starting from node i. 

9 Transponder-Lightpath Edges (TLE). 
There is an edge from the input port on the transponder layer to the input 
port on the lightpath layer at node i: 

(iVf+i>°, iVf+2,0^ g Ei. (7.9) 

We call the edge (A /̂̂ "^ '̂̂ , A^ '̂ '̂̂ ) a transponder-lightpath edge at node i 
and it is denoted as TLE{i). If a path contains TLE{i, Fj), that means 
a lightpath newly set up to carry the connection will be terminated by a 
non-grooming OXC at node i. This lightpath can only be used to carry the 
traffic terminating at node i. 

10 Grooming Add Edges (GAE). 
There is an edge from the input port on the access layer to the input port on 
the Fj grooming layer at node i if node i can add traffic into an OXC with 
Fj granularity grooming capability using an unused OXC port: 

We call the edge (jV^+^+^^o^ ^w^+2+j,o^ ^ grooming add edge at node i 
and it is denoted as GAE{i^ Fj). If a path contains GAE{i, Fj), that means 
the connection will be added to the network at its source node i using an 
unused port of an OXC with Fj granularity. 

11 Grooming Drop Edges (GDE), 
There is an edge from the output port on the Fj grooming layer to the output 
port on the access layer at node i if node i can drop traffic from an OXC 
with Fj granularity grooming capability using an unused OXC port: 

(iVf+^+^'\ ATf+^+^'i> eE,, 1 < j < a (7.11) 

We call the edge (A /̂̂ "^ '̂̂ - '̂\ /^^^+<^+3,i^ ^ grooming drop edge at node i 
and it is denoted as GDE{i^ Fj). If a path contains GDE{i, Fj), that means 
the connection will be dropped from the network at its destination node i 
using an unused port of an OXC with Fj granularity. 

12 Lightpath Add Edges (LAE). 
There is an edge from the input port on the access layer to the output port 
on the lightpath layer at node i if node i can add traffic into an OXC with 
no grooming capability using an unused OXC port: 

^^w+c+sfi^ iVf+2>i) e Ei. (7.12) 
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We call the edge (Ar?^+^+3,o^ AT^^^'^) a lightpath add edge at node i 
and it is denoted as LAE{i). If a path contains LAE(i), that means the 
connection will be added to the network at its source node i using an unused 
port of a non-grooming OXC. 

13 Lightpath Drop Edges (LDE). 
There is an edge from the input port on the lightpath layer to the output port 
on the access layer at node i if node i can drop traffic from an OXC with no 
grooming capability using an unused OXC port: 

We call the edge (A^f'"^ '̂̂  A^^+^+3,ij^ ^ lightpath drop edge at node i 
and it is denoted as LDE{i). If a path contains LDE{i), that means the 
connection will be dropped from the network at its destination node i using 
an unused port of a non-grooming OXC. 

14 Grooming Cascade Edges (GCE), 
There is an edge from the output port on the Fj grooming layer to the input 
port on the F^ grooming layer at node i if traffic can flow from an unused 
OXC output port with Fj granularity grooming capability to an unused OXC 
input port with F^ granularity grooming capability at node i and granularities 
Fk and Fj are different: 

(iVf+'+^''\ iVf+^+^'«) G £;,, 1 < i, fc < C, i ^ fc. (7.14) 

We call the edge (A^^"^^+-^'\ A^^+2+fc,o^ ^ grooming cascade edge at 
node i and it is denoted as GCE{i, Fj, Fk). If a path contains GCE{i, 
Fj, Fk), that means the connection will be groomed by an OXC with F^ 
granularity after having been groomed by an OXC with Fj granularity. 

Each edge has a property tuple PT{c, w) associated with it, where c denotes 
the capacity of this edge and w denotes its weight. The capacity of each edge 
in the auxiliary graph Gi is assigned oo. We will discuss weight assignment in 
Section 7.4.3. 

7.3.2 Circuits and Induced Topology in 
Granularity-Heterogeneous Network 

As we know, a lightpath may traverse one or more wavelength-links, and 
a collection of lightpaths may form a virtual topology in a wavelength-routed 
network. Traffic requests are carried by these lightpaths. A traffic demand can 
traverse multiple lightpaths before it reaches its destination node. At interme­
diate nodes, grooming OXCs are used to switch the traffic from an incoming 
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lightpath to an outgoing lightpath. If the grooming granularity of the OXC is 
coarser than the bandwidth granularity of the traffic request, some free timeslots 
in the incoming lightpath may also be switched together with those timeslots 
taken by the traffic to the outgoing lightpath, causing these free timeslots to 
bypass this node and become inaccessible to the node. Some or all of these free 
timeslots, possibly along with other free timeslots, may be further switched to 
the next lightpath by the next intermediate node, until they are not switched 
any longer or reach the destination. We refer to these switched free timeslots 
by the term circuit. In addition, the free timeslots not switched at the OXCs are 
also called circuits, and these circuits traverse only one lightpath. Therefore, 
an unused lightpath can also be viewed as a circuit. One of the most important 
properties of a circuit is that traffic will come out at the end of a circuit if and 
only if it is put into the timeslots at the starting point of the circuit. A circuit can 
go through multiple lightpaths, and a lightpath can be traversed by multiple cir­
cuits. Hence, circuits form another topology, which we call induced topology, 
above the virtual topology. The relationship between circuits and lightpaths is 
analogous to that between lightpaths and fiber-links. 

In granularity-heterogeneous network, a traffic demand cannot be routed 
according to the virtual topology since lightpath connectivity may not provide 
accurate information for routing the traffic. For instance, if there are some free 
timeslots in the lightpath from node 1 to node 2 and there is a traffic request 
from node 1 to node 2 asking for one timeslot, this lightpath may not be able 
to deliver the traffic from node 1 to node 2 since the situation may exist where 
all these free timeslots are switched further to another node 3 and traffic in 
these timeslots cannot be dropped at node 2. However, circuits provide exact 
information on whether or not traffic from one node can reach another node. 
Therefore, traffic demands should be routed on the induced topology instead of 
on the virtual topology. The relationship between induced topology and virtual 
topology is analogous to that between virtual topology and physical topology. 

For a lightpath, both of its ends are OXCs, which may have different switching 
granularities. Since a circuit is a fraction of a lightpath or a concatenation of 
lightpaths in terms of bandwidth, it is also started from an OXC and terminated 
at another OXC, and the switching granularity of the starting OXC and the 
terminating OXC may be different. Meanwhile, a circuit itself has its own 
bandwidth granularity. Therefore, a circuit can be represented by the notation 
CT{s, Qs, t, gt, gey ^ ) , where s and t are starting and terminating nodes of 
the circuit, respectively; gs and gt are the switching granularities of the starting 
OXC and terminating OXC, respectively; gc is the bandwidth granularity of the 
circuit; and m is the amount of bandwidth of the circuit in unit of ^c Moreover, 
we extend the concept of circuits by regarding also as circuits the connections 
between OXCs and their access stations, such as SONET add-drop multiplexer, 
ATM switches, and IP routers, and between different grooming OXCs inside a 



138 TRAFFIC GROOMING IN OPTICAL WDM MESH NETWORKS 

node. So, the end of a circuit can be either an OXC or an access station, and the 
granularity of the client can be various and is assumed as the finest granularity, 
STS-1, in the following development below. One key observation is that the 
switching granularity of the starting OXC QS and that of the terminating OXC 
gt are both no coarser than the bandwidth granularity of the circuit gc, and the 
switching granularities of all intermediate nodes traversed by the circuit are all 
coarser than gc. 

After carrying a traffic request, a circuit may be decomposed into one or 
more smaller circuits if the bandwidth requirement of the traffic is less than the 
bandwidth of the circuit. For example, a circuit CT{i, OC-3, j , STS-1, OC-48, 
3) will be decomposed into CTi (i, OC-3, j , STS-1, OC-48, 2), CT{i, OC-3, j , 
STS-1, OC-12, 3), and CTsii, OC-3, j , STS-1, OC-3,1) after accommodating 
a traffic request T{i,j, OC-3,3). This means that circuits are more dynamic 
than lightpaths, and they outnumber lightpaths in the network; hence, more 
intelligence is required to keep track of circuits than lightpaths. 

7,3,3 Auxiliary Graph for the Network 
Based on the auxiliary graph of each node, we can construct the auxiliary 

graph for the entire network. 
In general, the physical topology of the network can be represented by a 

graph G'{V\ E'), where V and E' are its node set and link set, respectively. 
Assuming that each link has W wavelengths, Ai through A^y, and there are 
C possible grooming granularities at nodes in the network, Fi through Fc , 
where Fi is the finest grooming granularity and Fc is the coarsest grooming 
granularity, we construct the corresponding auxiliary graph GiV^E) for the 
network G' as follows, where V and E are the vertex set and edge set of graph 
G, respectively. 

The auxiliary graph G is a layered graph with {W + C + 3) layers. First, 
we construct an auxiliary graph GiiVi^Ei) for each node i in the network G' 
according to the node representation method described above. These nodal 
auxiliary graphs are components of the network auxiliary graph G(V, E). The 
vertex set V is the union of the vertex set of the auxiliary graph for each node 
i in the network G', i.e., 

- {A î'̂  b e {0,1}, 1 < / < W + G + 3 , Vi e V'}. (7.15) 

All the edges in the auxiliary graph of each node i in the network G' are in 
the edge set E, so 

Ei c E, Vi G V, (7.16) 

Then, we insert some additional edges according to the network state, as 
outlined below. 
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• Wavelength-Link Edges (WLE). 
There is an edge from the output port on wavelength layer / at node i to the 
input port on wavelength layer / at node j if there is a physical link from 
node i to node j and wavelength A/ on this link is not used: 

wavelength Â  on link (i, j) is not used. (7.17) 

We call the edge (A^̂ '̂ , Nj'^) a wavelength-link edge on layer / from node i 
to node j and it is denoted as WLE{i, j^l). The capacity of this edge is the 
capacity of the corresponding wavelength on the link from node i to node j . 
If a path contains WLE{i^ j , /), that means a lightpath traversing link from 
node i to node j on wavelength A/ needs to be set up to carry the connection. 

• Circuit Edges (CE). 
Based on the positions of the ends of the corresponding circuits, circuit edges 
can be classified as internode circuit edges and intranode circuit edges. 

- Internode Circuit Edges. 
There is an edge from the output port on the Fi^^ grooming layer or input 
port on the access layer at node i to the input port on the F^^ grooming 
layer or output port on the access layer at node j if there is a circuit from 
an OXC with ki grooming granularity or a client at node i to an OXC 
with k2 grooming granularity or a client at node j : 

(iVf+2+fe:.l^ ^jy+C+3,1^ g E 

(iVf+^+^'°, iVf+^+3>l) GE,l<h,k2<C 

3 a corresponding circuit from node i to node j 

in the network. (7.18) 

- Intranode Circuit Edges. 
The intranode circuit edges can be parallel with any of the following 
edges: grooming add edges, grooming drop edges, and grooming cas­
cade edges. We call those edges grooming-port-associated edges. The 
difference between these edges and intranode circuit edges is that these 
edges exist when there are unused OXC ports in the node, while intra­
node circuit edges denote the circuits inside a node, which are induced 
by using the OXC port to carry traffic requests. 
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Circuit edges are denoted as CE{i, k^ j , / j , ĉ? ̂ )» where i and j are nodes 
in the network, which can be the same; and k and Ij are the starting layer and 
ending layer of the circuit edge in the auxiliary graph, respectively, which 
can be from {W + 3) to {W + C + 3); QC is the bandwidth granularity 
of the corresponding circuit; and m is the amount of bandwidth of the 
corresponding circuit in unit of g^ The capacity of a circuit edge is the 
bandwidth of the corresponding circuit. If a path contains CE{i, U^ j , / j , 
gc,rn), that means the connection will be carried by using the corresponding 
circuit from node i to node j (if % ^ j), or will be added from or dropped 
to the access station or flow between different types of OXCs within a node 
(if i = j) by sharing a used OXC port with existing traffic. 

Although we assume the numbers of wavelengths are the same on all fiber-
links in the network, it is straightforward to construct the auxiliary graph for 
the network where different links may have different number of wavelengths. 

Note that granularity-homogeneous network is a special case of granularity-
heterogeneous network. The method for constructing the auxiliary graph de­
scribed above can also be applied to granularity-homogeneous network. 

From the construction of the auxiliary graph, it should be clear that the 
auxiliary graph reflects induced topology and the current state of the network. 

7.4 Framework for Network Design Based on the Auxiliary 
Graph 

7.4.1 Algorithm for Routing a Connection Request 
To carry a traffic request in a network, several questions need to be answered: 

(1) Should a new lightpath or lightpaths be set up to accommodate the traffic? 
Sometimes, it may be better to add a new lightpath or lightpaths even though 
the connection can be carried on the current virtual topology. (2) How to add 
the new lightpath(s)? In some cases, we can set up a lightpath directly from 
the source of the traffic to the destination. In other cases, it is not necessary or 
possible to set up this lightpath and we may need to set up one or more other 
lightpaths. (3) How to route the traffic on the virtual topology? As we mentioned 
before, the virtual topology is not able to provide sufficient information about 
the connectivity between nodes in granularity-heterogeneous network, and the 
induced topology should be used to route the traffic. 

Based on the auxiliary graph, we propose the Algorithm for Routing a 
Connection request (ARC) in a given network, which could be granularity-
heterogeneous. 

The ARC algorithm needs initialization before being used. The initialization 
takes as a parameter the network configuration, which includes the network 
topology, as well as the node and the link configurations; and according to the 
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network configuration, it constructs the corresponding auxiliary graph G using 
the method discussed in Section 7.3. 

The ARC algorithm takes a traffic demand as the input and works as shown 
in Algorithm 7.1. 

Algorithm 7.1 ARC 
Input: a traffic demand T(s,d,^,m). 

1 Delete the edges whose capacity is less than the bandwidth granularity of T, since they 
cannot accommodate T. 

2 Find the shortest path p from the input port on the access layer of the source to the output 
port on the access layer of the destination of T on graph G. If not successful, restore the 
edges previously deleted in Step 1 and return —1. 

3 If p contains wavelength-link edges, one or more lightpaths going through the corresponding 
wavelength-links need to be set up. A lightpath starts whenever p travels through a wave­
length add edge, follows the subsequent wavelength-link edges, and terminates at the first 
wavelength drop edge. Note that a lightpath is also a circuit. If p contains grooming-port-
associated edges, the corresponding intranode circuits need to be set up. 

4 Route T along the pre-existing circuits in p and/or circuits set up according to p. If the 
capacity of the path, which is defined as the minimum capacity of the circuits along the path, 
is less than the entire amount of T, route the maximum amount possible, say n units, of the 
traffic granularity g. 

5 Restore the edges previously deleted in Step 1. 

6 Update graph G as follows: 

(a) For each circuit newly set up, a corresponding circuit edge is added. 

(b) The wavelength-link edges denoting the wavelength-links used by the lightpath are 
removed from the corresponding wavelength layers. 

(c) Starting from the origin of p, for each circuit used by T, remove the corresponding 
circuit edge. If the circuit is decomposed into one or more circuits, which have different 
bandwidth granularities, add the corresponding circuit edges into the auxiliary graph. 
Each of these circuits starts from the same OXC as the original circuits, possibly extends 
to the following circuits along p, and terminates at the first OXC along p that has a 
switching granularity not coarser than the bandwidth granularity of this circuit or at the 
destination of the traffic. 

(d) For each node along p, check all the edges in the auxiliary graph of that node. Remove 
the edges whose existence conditions are not valid any longer. For instance, all the 
wavelength converter edges (WCE) in a node auxiliary graph should be removed if 
there is no wavelength converter available at this node; If there is no free port with a 
grooming granularity available at a node any more, all the grooming add/drop edge 
(GAE and GDE), grooming-transponder edge (GTE), transponder-grooming edge 
{TGE), and grooming cascade edge (GCE) connected to the layer representing that 
grooming granularity will be removed from the auxiliary graph of that node. 

7 If the entire traffic is accommodated, return 0. Otherwise, return m — n, which is the amount 
of the uncarried traffic in units of g. 
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Complexity Analysis 

The complexity of the ARC algorithm is determined by the running time of 
shortest-path computation in Step 2. Suppose there are N nodes in the network; 
each node has C OXCs with different grooming granularities; each OXC has 
P ports; and each link has W wavelengths. In the corresponding auxiliary 
graph, there are 2N{W + C + 3) vertices. As there may be multiple parallel 
circuit edges between two vertices, we need to count the number of edges 
explicitly. Within the auxiliary graph of a node, the number of wavelength 
converter edges (WCE) is O(VF^); the number of grooming cascade edges 
(GCEs) is O(C^). Hence, the total number of edges in the auxiliary graph 
of a node except intranode circuit edges is 0(14^^ + C^). The number of 
wavelength-link edges (WLE) in the auxiliary graph of the whole network 
is 0{WN'^). Since each node has P • C OXC ports, it can set up 0{PC) 
lightpaths. Each lightpath can be decomposed into C circuits, then the number 
of circuit edges in the auxiliary graph of the whole network is 0{NPC^). 
Therefore, the total number of edges in the auxiliary graph of the whole network 
is 0{W'^ + C^ + WN'^ + NPC'^). Since the running time of shortest-path 
computation using Dijkstra algorithm is 0 ( y ^ + E), where V and E are the 
number of the vertices and edges in the graph, respectively, the running time of 
the ARC algorithm is 0{N^{W -f- C)^ + W^ + C^ + WN^ + NPC^), i.e., 
0{N'^{W + C)^ + NPC^). Usually, the auxiliary graph is not dense, so the 
first part 0{N'^{W + C)^) is dominant. If each node in the network has full 
wavelength-conversion capability, for instance only OEO switches are used, all 
the wavelength layers can be collapsed into one super wavelength layer since 
all the wavelengths are equivalent. In this special case, the running time of the 
ARC algorithm is 0{N^C^ + NPC^). 

7.4.2 An Illustrative Example 
To illustrate how the auxiliary graph and the ARC algorithm work, we use 

the same example mentioned in Section 7.2. In the example network, there 
is one link between node 1 and node 2, between node 2 and node 3, between 
node 3 and node 4. Note that there may be other nodes and links in the network 
also, but for purpose of simplicity, we only focus on these four nodes in this 
example. Suppose the switching granularities of nodes 1,2, 3, and 4 are STS-1, 
OC-3, STS-1, and STS-1, respectively. Each link has two wavelengths (Ai and 
A2), and the capacity of a wavelength channel is OC-12 for this illustration. 
Initially, there is no lightpath in the network and the auxiliary graph of this part 
of the network is shown in Fig. 7.5. 

When a traffic demand Ti (1,4, STS-1,2) arrives, we need to find in the aux­
iliary graph a path from the input port on the access layer at node 1 to the output 
port on the access layer at node 4, shown as shaded ports in Fig. 7.6. It is easy to 
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Node 2 Node 3 Node 4 

Figure 7.5. Initial auxiliary graph. 

Node 4 

Figure 7.6. Corresponding auxiliary graph before routing the first traffic request Ti. 

see that there exists apathp along the edges (?AE(1, STS-1), GFE(1 , STS-1), 
GTE{1, STS-1), WAE{1, 1), WLE{1, 2,1), WDE{2, 1), TGE{2, OC-3), 
GFE{2, OC-3), GTE{2, OC-3), WAE{2, 1), H^LJ5(2, 3, 1), WDE{3, 1), 
TG£;(3, STS-1), GFE{3, STS-1), G r E ( 3 , STS-1), WAE{3, 1), VrLE(3, 
4, 1), WDE{4, 1), TGE(4, STS-1), GF£;(4, STS-1), and GDE{A, STS-1), 
shown as bold lines in Fig. 7.6. Since this path contains wavelength-link edge 
WLE{1, 2,1), WLE{2, 3,1), and WLE{3, 4, 1), which denote wavelength-
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Node 1 Node 2 Nodes Node 4 

Figure 7.7. Corresponding auxiliary graph after routing the first traffic request Ti. 

links, we need to set up three lightpaths (circuits) Li= CT(1, STS-1, 2, OC-3, 
OC-12,1), L2= CT(2, OC-3, 3, STS-1, OC-12, 1), and 1^= CT(3, STS-1, 4, 
STS-1, OC-12,1) using Ai on the fiber-link from node 1 to node 2, from node 2 
to node 3, and from node 3 to node 4, respectively. Since this path also con­
tains grooming-port-associated edges GAE{1, STS-1) and GDE{4:, STS-1), 
two intranode circuits CTi= CT{1\ STS-1, 1, STS-1, OC-12, 1) and CT2= 
CT(4, STS-1, 4^ STS-1, OC-12, 1) are also set up. Here, i^ denotes the client 
at node i. Then, traffic demand Ti is routed along these newly set up circuits. 
The capacity of the path (OC-12) is greater than the bandwidth requirement of 
Ti (2 • STS-1), and Ti is successfully accommodated. After routing Ti, the 
auxiliary graph needs to be updated. Five circuit edges, i.e., CEi= CE{1^ 7,1, 
6, OC-12, 1), CE2= CE{1, 6, 2, 5, OC-12, 1), CE^^ CE{2, 5, 3, 6, OC-12, 
1), CE4= CE{3, 6, 4, 6, OC-12,1), and C£^5= CE{4, 6, 4, 7, OC-12, 1), are 
added into the auxiliary graph. Three wavelength-link edges, i.e., WLE{1, 2, 
1), WLE{2, 3, 1), and WLE{3, 4, 1), are removed since they have been used 
and are not available any more. After routing Ti, circuit CTi is decomposed 
into two circuits: CTs= CT(1^ STS-1, 1, STS-1, OC-3, 3) and 0^= CT{1', 
STS-1, 1, STS-1, STS-1, 1); circuit edge CEi is replaced by two circuit edges 
CE(l, 7,1, 6, OC-3, 3) and CE{1, 7,1, 6, STS-1,1). After routing Ti, circuit 
Li is decomposed into two circuits: CT5= CT(1, STS-1, 2, OC-3, OC-3, 3) 
and CT6= CT(1, STS-1, 2, OC-3, STS-1, 1). As the granularity of the OXC 
at node 2 (OC-3) is coarser than that of CTQ, CTQ traverses node 2 and extends 
further to circuit L2 until it arrives at node 3 where the granularity of the OXC 
(STS-1) is not coarser than that of CTQ (STS-1). Now CTQ becomes CT(1, 
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Node 1 Node 2 

Figure 7.8. Corresponding auxiliary graph before routing the second traffic request T2. 

STS-1, 3, STS-1, STS-1, 1); and circuit edge CE2 is replaced by two circuit 
edges CE{1, 6, 2, 5, OC-3, 3) and CE{1, 6, 3, 6, STS-1, 1). After routing 
Ti, circuit L2 is decomposed into two circuits: CT7= CT(2, OC-3, 3, STS-1, 
OC-3, 3) and CT8= CT(2, OC-3, 3, STS-1, STS-1, 1). As CTg becomes a 
part of CTQ, circuit edge CE3 is replaced by one circuit edge CE{2, 5, 3, 6, 
OC-3, 3). Similarly, circuit edge CE4 is replaced by two circuit edges CE{3, 
6, 4, 6, OC-3, 3) and CE{3, 6, 4, 6, STS-1, 1); circuit edge CE^ is replaced 
by two circuit edges CE{4, 6, 4, 7, OC-3, 3) and CE{4, 6, 4, 7, STS-1, 1). 
To carry traffic demand Ti, each of nodes 1, 2, 3, and 4 uses one unused input 
port and one unused output port. Figure 7.7 shows the updated auxiliary graph 
after carrying traffic demand Ti, which represents the network state shown in 
Fig. 7.2. 

Suppose another traffic demand T2(l, 3, STS-1,1) comes. There is a path 
in the auxiliary graph from the input port on the access layer at node 1 to the 
output port on the access layer at node 3, shown in Fig. 7.8: CE{1, 7, 1, 6, 
STS-1, 1), GFE{1, STS-1), CE{1, 6, 3, 6, STS-1, 1) GFE{1, STS-1), and 
GDE{3, STS-1). Since there is no wavelength-link edge in the path, we do 
not need to set up any new lightpath; an intranode circuit CTg= CT(3, STS-1, 
3', STS-1, OC-12,1) will be set up because the path contains a grooming-port-
associated edge GDE{3y STS-1). Hence, a new circuit edge CEQ = CE(3, 
6, 3, 7, OC-12, 1) is added into the auxiliary graph. T2 is carried by existing 
circuits 0X4= C r ( l , STS-1, 1', STS-1, STS-1, 1), CTG= C r ( l , STS-1, 3, 
STS-1, OC-1, 1), and newly set up circuit CTg= CT(3, STS-1, 3', STS-1, 
OC-12, 1). After carrying T2, CT4 and CTQ have no free bandwidth left and 
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Node 2 Node 3 Node 4 

Figure 7.9. Corresponding auxiliary graph after routing the second traffic request T2. 

the corresponding circuit edges CE{1, 7, 1, 6, STS-1, 1) and CE{1, 6, 3, 
6, STS-1, 1) are removed from the auxiliary graph; CTQ is decomposed into 
two circuits: CT(3, STS-1, 3', STS-1, OC-3, 3) and CT(3, STS-1, 3', STS-1, 
STS-1, 2). Hence, circuit edge CEQ is replaced by two circuit edges CE{3, 
6, 3, 7, OC-3, 3) and CE{3, 6, 3, 7, STS-1, 2). To carry T2, nodes 1 and 2 
consume no new OXC port; T2 shares OXC ports with existing traffic (Ti) at 
these two nodes. Node 3 uses one unused OXC output port to drop T2 and 
does not consume new OXC input port. Figure 7.9 shows the updated auxiliary 
graph after carrying the traffic demand Ti and T2. 

7.4.3 Weight Assignment 
Since the ARC algorithm applies the shortest-path algorithm to compute the 

route for a connection request, the route depends on the weight of each edge 
in the auxiliary graph. In order to choose a proper route for a connection, the 
weight function should be carefully designed. If we assign the weight to each 
edge according to the cost of the corresponding component, say the weights 
of GFE are proportional to the cost of the corresponding grooming fabric, 
the weight of a WCE is the cost of a converter, the weight of a WLE is 
proportional to the cost of the corresponding wavelength-links, etc., the ARC 
algorithm will choose the most cost-effective operation to route a connection, 
under the current network state. After routing all the traffic using the graph 
model, we can determine the virtual topology and the induced topology, as well 
as the configuration of each node, such as the number of OXC ports needed at 
each node. 
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In this network design problem, for a given traffic request, how to choose 
the type of OXCs appropriately at each node along the route is a very important 
issue if there are multiple different types of OXCs at each node. A fixed weight 
function, which does not change the weights of the edges, cannot solve the 
problem. For example, if there is a connection request Ti (i, j , OC-48,1) and 
there are three type of OXCs—OXCs with switching granularities STS-1, OC-
48, and OC-192—available at an intermediate node along the path computed 
for the Ti, it may be more desirable to use the OXC with OC-48 grooming 
granularity. However, if the bandwidth requirement of Ti is 2 x STS-1, the 
OXC with STS-1 grooming granularity may become the best choice. If the 
weights of the edges are fixed, the route for the connections will be the same. 
Therefore, in order to intelligently choose the type of OXCs, the weight of an 
edge may be different for different traffic requests, i.e., the weight function 
should be dynamic and traffic requests should be one of the parameter for 
determining the weight function. 

If the port cost of each type of OXC is known, the cost of switching a single 
timeslot within each type of OXC can be calculated by dividing the port cost with 
port rate (in terms of the number of timeslots it can support.) To accommodate 
a connection, the number of timeslots required by the connection have to be 
switched at an OXC. The cost of switching these timeslots needs to be included 
in the total cost. Moreover, if the switching granularity of the OXC is coarser 
than that of the connection, some additional timeslots may also have to be 
switched. Although these timeslots are not taken by the connection and can be 
used to carry other connections, they lose some value because they can only 
carry the connections which go to the same output OXC port as the current 
connection since the switching fabric is already configured. To discourage this 
from happening, some penalty may apply in this situation. 

Here is an illustrative example. Suppose the port costs of the OXCs with 
switching granularities STS-1, OC-48, and OC-192 are 5,4, and 1, respectively, 
and the port rates are all OC-192. Then, the cost of switching a single timeslot 
is 5/192, 1/48, and 1/192. To carry a connection T( i , j , OC-48,1), node i 
needs to determine to which OXC it should add the connection. By applying 
the method described above, we can get three cost values: 

CostsTS-i{T) = 48 X 5/192 = 1.25 (7.19) 

Costoc-48{T) = 48 X 1/48 = 1 (7.20) 

Costoc-i92{T) = 48 X 1/192+ (5. (192-48) X 1/192 

= 0.25 + 0.75(5 (7.21) 
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When using STS-1 and OC-48 grooming OXCs, there is no penalty because 
no free timeslot is switched after carrying the connection. However, if an OXC 
with OC-192 switching granularity is used, 144 (192 — 48) free timeslots are 
switched, causing some penalty. In Equation (7.21), 5 is the penalty ratio, 
which is defined as the ratio of penalty for wasting a timeslot to normal cost for 
a single timeslot. It is clear that OC-48 grooming OXC is the best choice for 
this connection. In order to make Costoc-48 the least, S must be greater than 
1. On the other hand, if penalty ratio 5 is given, we can determine which OXC 
has the least cost for the connection. 

In general, for a connection T{s, d, g, m), the switching cost of T using an 
OXC O is: 

CostoiT) Co- g-m Co'S 
Ro Ro 

g-m 

go 
-go-g-m (7.22) 

where Co is per-port cost of OXC O, RQ is the port rate of OXC O, and go is 
the switching granularity of OXC O. Note that the values of Ro, goy arid g are 
in terms of the number of the smallest timeslots the network supports. 

It is obvious that the switching cost not only depends on the port cost, but also 
depends on the bandwidth requirement of the connection, switching granularity 
of the OXC, and penalty ratio. If we assign the weights of wavelength bypass 
edges and grooming fabric edges using the corresponding switching cost men­
tioned above, the weights of these edges will dynamically change accordingly. 
If the penalty ratio is properly set, the ARC algorithm can intelligently choose 
a suitable OXC for connections. 

When determining the weights of the edges in the auxiliary graph, we can 
also take into account load balancing. For example, if the load of a specific link 
is above some threshold, the weight for the wavelength-link edges representing 
the corresponding wavelength links can be increased to discourage connections 
from using them. Also, per-port cost can change for each individual OXC as 
the number of ports used varies. This reflects the facts that the per-port cost 
may be a function of the size of an OXC because different sizes of OXCs may 
employ different architectures. 

7.4.4 Network Design Framework 
The ARC algorithm computes a route for a give traffic demand, based on 

the auxiliary graph, which has the capability to represent the case where there 
are multiple different types of OXCs at a single node. By using the dynamic 
weight assignment for the edges in the auxiliary graph, the ARC algorithm 
can choose suitable OXCs along the route for a traffic demand. Based on 
the ARC algorithm, we propose the network design procedure, as shown in 
Algorithm 7.2. 
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Algorithm 7,2 Network Design Procedure 

1 Assume every node in the network has all types of OXCs. 

2 Compute a route for each traffic demand using the ARC algorithm, until all the traffic has 
been carried. 

3 Determine the type of OXC at each node. 

(a) Count the number of used ports of each type of OXCs at each node. Let Q^ be the 
number of used ports of OXC with j switching granularity at node i. 

(b) For each type of OXC at each node, calculate the number of OXC ports needed if all 
the traffic going through this node is carried only by this type of OXC. To calculate 
this number, we use Port Conversion Ratio PCR^~*^, which is defined as the number 
of ports of OXC with switching granularity k needed to replace one port of OXC with 
switching granularity j . For example, to replace one port of OXCs with OC-192 or 
OC-48 switching granularity, one port of STS-1 grooming OXC is enough as long as 
they operate at the same port rate. On the other hand, however, more than one OC-48 
grooming port may be needed to replace one STS-1 grooming port since an OC-48 
grooming port is not flexible as an STS-1 grooming port and may not groom the traffic 
as an STS-1 grooming port does. We can estimate the value of Port Conversion Ratio 
PCW'^^ as follows. Assuming that there is only one type of OXCs (OXCs with 
switching granularity j or k) in the network, route all the traffic demands and count 
the number of the OXC ports needed in each case. The ratio of these numbers is a 
good estimation of Port Conversion Ratio. Port Conversion Ratio is a parameter to the 
design procedure and can be tuned to get better performance. 

Let Q^ be the calculated number of ports of OXC with switching granularity k at node i, 
then 

Qt = Y,Qi-PCR'^'' (7.23) 
3 

(c) Suppose Ck is the per-port cost of OXC with switching granularity k, then Qf • Ck is 
the port cost at node i using an OXC with switching granularity k. We choose at node i 
the type of OXC with switching granularity k such that Qf • Ck is the least among all 
the types of OXCs at node i. 

4 Reroute all the traffic demands in the determined network configuration and calculate the 
network-wide OXC port cost. 

In Step 2, traffic demands are routed one by one. The order in which the 
requests are routed will affect the results. There are several traffic-request-
selection schemes proposed in Chapter 3, which can be employed here. One of 
the schemes is Maximum Utilization First (MUF), which selects the connection 
with the highest utilization. Here, utilization is defined as the total amount of 
the request divided by the number of hops from the source to the destination on 
the physical topology. We choose MUF in Step 2 because it has been shown in 
Chapter 3 that MUF has good performance and scalability. 

The running time of network design procedure is dominated by Step 2. Sup­
pose there are D traffic demands, and the running time of the ARC algorithm is 
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Figure 7.10. A 26-node WDM backbone network. 

0{A), then running time of design procedure is 0{D log D + DA). Please see 
Section 7.4.1 for the detailed information about the running time of the ARC 
algorithm. 

Note that, in Step 2, for each traffic demand T(5, o!, ^, m), we apply the ARC 
algorithm. Let x denote the value returned by the ARC algorithm. If x > 0, 
we need to compute another route for T(5, d, g, x) to satisfy the bandwidth 
requirement. If x = —1, it means the traffic cannot be accommodated in the 
network. In this case, the operator may need to reconfigure the network to add 
more resources, and then restart the network design procedure. 

7.5 Numerical Examples and Discussion 
We conducted simulation experiments of the above design principles on a 

typical nation-wide backbone network. The topology is shown in Fig. 7.10. It 
has 26 nodes and 40 bi-directional links. Each link has 50 wavelengths and 
the capacity of a wavelength channel is OC-192. The bandwidth granularity 
of a traffic demand can be STS-1, OC-3, OC-12, OC-48, and OC-192, and 
the total traffic bandwidth requirement distribution of these 5 granularities is 
ai : a2 : as : a4 : a^, respectively. The traffic is uniformly distributed 
between all the nodes. There are 3 types of OXCs, whose characteristics are 
shown in Table 7.1; these OXC types are chosen for this study as representatives 
of the diverse characteristics in OXC technologies. The per-port cost ratio of 
Type I, Type II, and Type III OXCs is f3i : p2'- Ps-

We compare the port cost in four scenarios. In Scenario 1, there is only 
a Type I OXC at each node; in Scenario 2, only Type II OXCs are deployed 
in the network; and in Scenario 3, each node only has a Type III OXC. The 
networks in these three scenarios are granularity-homogeneous. In Scenario 4, 
each node can only employ one type of OXC, but different nodes may have 
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Table 7.1. Comparison of three types of OXCs. 

oxc 
Type I 
Type 11 
Type III 

Switching 
technology 

0 0 0 
OEO 
OEO 

Grooming 
capability? 

No 
Yes 
Yes 

Capacity of the 
OXC port 

OC-192 
OC-192 
OC-192 

Grooming 
granularity 

N/A 
OC-48 
STS-1 

Need transponders 
for bypass traffic? 

No 
Yes 
Yes 

different types of OXCs, and the network will be granularity-heterogeneous 
network. We use the network design framework described in 7.4.4 to determine 
the type of OXC at each node, and all three types of OXCs can co-exist in the 
network. In the experiments reported here, the ratio of a i : 0̂ 2 : 0̂ 3 : 0:4 : Q;5 
is 5 : 1 : 1 : 3 : 3, which is based on the projected traffic distribution of 
a typical nation-wide WDM backbone network, and the per-port cost ratio 
/3i : /?2 • /̂ 3 is 1 : 3 : 4. Note that these ratios are sample inputs to our network 
design procedure, and more-accurate data, when available, can be plugged into 
our model. In addition, the weights of wavelength-link edges and circuit edges 
representing lightpaths are 10 and 1, respectively; the weight of the circuit edges 
representing the derived circuits is the summation of the weight of the circuits it 
derived from; the weight of grooming fabric edges and wavelength bypass edges 
dynamically change using the method described in Section 7.4.3; the penalty 
ratio (S) is 10 and port conversion ratios pcR^^^-^-'^-^^^ and PCR^^^-^^^^-"^^ 
are 5.3 and 1.6 ,̂ respectively. Port conversion ratio p(7ijoc-48-^oc-i92 ^^^ ^̂ ^ 
derived as 5.3/1.6 = 3.3. Note that port conversion ratios pc'i?oc-i92->oc-48^ 
pC'ijoc-192-.sTs-i^ and PCR^-^^-"^^^-^ are set to 1 because the port rates of 
different OXCs are the same and one OXC port with finer granularity can 
replace only one OXC port with coarser granularity. 

Figure 7.11 shows the total port cost, which is normalized by the per-port 
cost of all-optical OXCs, in the four scenarios; Fig. 7.12 shows the number 
of transponders used and wavelength-links used in the network; and Fig. 7.13 
shows the lightpath utilization in the four scenarios. For the given traffic distri­
bution and port cost ratio, the total port cost of the network in Scenario 1 is the 
highest, followed by the cost in Scenarios 2 and 3, and Scenario 4 achieves the 
lowest port cost. In Scenario 1, since the OXCs do not have grooming capabil­
ity, the lightpath utilization is very low (6.5%) and 3822 OXC ports are used, 
resulting in highest total port cost despite the lowest per-port cost. In addition, 
this scenario uses the largest amount of wavelength-links to carry all the traffic. 

^ We experimented with other combinations of these parameters, and found these choices of values to perform 
the best for this example. 
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Figure 7.11. Comparison of total port cost in the four scenarios. 
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Figure 7.12. Comparison of number of transponders and wavelength-links used in the four 
scenarios. 

In Scenario 3, although the per-port cost of the type of OXCs used is the highest, 
the total port cost is less than that in Scenarios 1 and 2. This is because Type 
III OXCs can efficiently pack low-speed connections onto high-speed wave­
length channels, making the lightpath utilization relatively high (86%). Hence, 



Network Design with OXCs of Different Bandwidth Granularities 153 

1 

0.9 

0.8 

c 0.7 o 
•a 

S 0.4 

0.2 

0.1 

0 n , ^ 

:'ii-:^l-;^ 

ii • 1 

11 _ l 
OC-192 OC-48 STS-1 

OXC granularities 

Figure 7.13. Comparison of the lightpath utilization in the four scenarios. 

the total number of OXC ports (394^ )̂, WDM transponders used (160), and 
wavelength-links used (160) are lower than those in Scenarios 1 and 2. 

However, there is still room for improvement. For instance, not all of the 
nodes need such high flexibility in grooming fabric; some nodes may achieve 
similar performance with coarser grooming granularity or even no grooming 
capability, with the coordination of other nodes, thus further reducing the cost. 
This can be observed in Scenario 4. In this scenario, we choose an appropriate 
type of OXC for each node. Compared with Scenario 3, although more OXC 
ports may be used, the total port cost and the number of transponders used in 
the network are reduced about 33% and 23%, respectively, at the price of using 
more wavelength-links and lower lightpath utilization. This is because some 
Type III OXCs at some nodes are replaced with Type I and Type II OXCs, 
which have lower per-port cost than Type III, and Type I OXCs do not need 
transponders for bypassing traffic. 

7.6 Conclusion 
In this chapter, we investigated the problem of designing a WDM backbone 

network which may consist of OXCs with different switching granularities. Our 
objective was to minimize the total network-wide OXC port cost. We found that, 
in a granularity-heterogeneous network, routing traffic on the virtual topology 
can result in additional connectivities between nodes, which form an induced 

'̂ Total port cost for Scenario 3 (STS-1 OXC) = 1576; per-port cost (j3s) = 4; so number of ports = 1576/4 
= 394. 
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topology above the virtual topology and which make traffic provisioning much 
more complex. To accommodate the characteristics of such a network, we 
enhanced our previous graph model to be able to represent different node ar­
chitectures. Based on the extended graph model, we proposed a framework for 
WDM backbone network design to better utilize the benefits of different type of 
OXCs, which have different bandwidth granularities. Our results demonstrate 
that using different type of OXCs will yield better network performance, and a 
design using our framework can reduce the network-wide OXC port cost. 



Chapter 8 

TRAFFIC GROOMING 
IN NEXT-GENERATION SONET/SDH 

8,1 Virtual Concatenation 
Optical SONET/SDH networks are the dominant infrastructure to support 

data and voice traffic in backbone and metro-area networks. With the matu­
rity of WDM switching technology, we can now deploy a multi-service opti­
cal WDM network employing intelligent optical crossconnects (OXCs). But 
SONET/SDH will still be very important as the framing layer to support effi­
cient and intelligent operation, administration, maintenance and provisioning 
(OAM&P) functionalities in backbone and metro networks. 

As data traffic continues to increase substantially, the inefficiency of trans­
porting variable-length packet through fixed-length SONET frames emerges 
as a major concern when network operators try to optimize the usage of their 
bandwidth to support various services, such as IP, frame relay, Ethernet, etc. In 
traditional SONET/SDH multiplexing hierarchy, frames of multiple low-speed 
traffic streams (say, STS-1 frame, approx. 51.84 Mbps) are combined to form 
the frame of a high-speed stream. In order to support high-speed traffic from 
single client source, e.g., an ATM switch, N "contiguous" lower-order SONET 
containers are merged into one of greater capacity. This is called SONET/SDH 
concatenation technique. 

Usually, SONET/SDH concatenation is implemented at certain speeds, such 
as STS-3c, STS-12c, etc, which provide a tiered bandwidth-allocation mech­
anism for different client services. Unfortunately, although "contiguous" and 
"tiered" concatenation is simple for implementation, it is not very flexible or 
efficient, especially in a multi-service network. 

From network node perspective, traffic streams from different client network 
equipment are to be discretely mapped into different tiers of SONET bandwidth 
trunks (data containers), which may result in huge capacity waste. For example, 
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carrying a Gigabit Ethernet connection using a concatenated OC-48 pipe (ap-
prox. 2.5 Gbps) leads to 60% bandwidth wastage. From a network perspective, 
time-slot contiguous requirement imposes a constraint for traffic provisioning 
and may degrade network performance in a dynamic traffic environment where 
resources are easy to be fragmented. This constraint also makes it more diffi­
cult for operators to perform efficient traffic grooming, i.e., packing different 
low-speed traffic streams onto high-capacity wavelength channels. 

8.1.1 SONET Virtual Concatenation 
Virtual concatenation (VCAT) helps a SONET/SDH-based network to carry 

traffic in a finer granularity, and utilize link capacity more efficiently. The 
basic principle of VCAT [ANSI T1X1.5 2001-062, 2001, ITU G.707, 2002] is 
that a number of smaller containers, which are not necessarily contiguous, are 
concatenated, to create a bigger container. Depending on a network's switching 
granularity, virtual concatenation is possible for small container size from VC-
1.5uptoSTS-3c. 

Figure 8.1 shows an example of how to support multiple services using a 
single OC-48 channel through VCAT. In Fig. 8.1, an OC-48 channel is used to 
carry two Gigabit Ethernet, one 200 Mbps Fibre Channel, and two STS-1 TDM 
voice streams. Through a STS-1 switch, traffic can be switched onto different 
OC-12 pipes, and these OC-12 pipes can be sent through the network over 
various routes. Figure 8.1 also illustrates the potential load-balancing benefit 
brought by VCAT. Also, note that, when traffic from one client is sent over 
different routes, VCAT mappers at the destination node need to compensate 
for differential delay between bifurcated streams when they are reconstructed. 
Currently, a commercially available device may support up to 50 ms (-I-/-25 
ms) differential delay with external RAM, which is equivalent to a 10,000 km 
difference in route length [Hills, 2002]. 

In general, a virtually-concatenated SONET channel made up of A^x STS-
1 is transported as individual STS-ls across the network; at the receiver, the 
individual STS-ls are re-aligned and sorted to recreate the original payload. 
VCAT can be supported at the edge OXC (in port cards) or in a separate traffic-
aggregation elements connecting client equipment and the OXC. In this study, 
we explore, from a network perspective, benefits of SONET virtual concatena­
tion in an optical WDM network under dynamic traffic. 

8.1.2 Benefits of Virtual Concatenation: a Network 
Perspective 

From a network perspective, VCAT can benefit optical networks in the fol­
lowing aspects: 
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2xSTSl Voice 

Figure 8.1. An example of using VCAT to support different network services [Stanley, 2002], 

• Relax time-slot alignment and contiguity constraints. Instead of aligning 
to particular time-slots and consisting of N contiguous STS-1 time-slots in 
a wavelength channel, a high-speed STS-N channel can (theoretically) be 
made up by any Â  STS-1 time-slots and carried by different wavelength 
channels. 

• More efficiently utilize channel capacity to support multiple types of data 
and voice services. Instead of mapping data traffic (packet/cell/frame) into 
SONET frames in a discrete tiered manner, optical networks can carry data 
traffic in a more resource-efficient way. Traffic granularity can be increased 
in the unit of 1.6 Mbps (VTl .5) in metro-area networks, and 51 Mbps (STS-
1) or 150 Mbps (STS-3c) in backbone networks. 

• Bifurcate traffic streams to balance network load. With VCAT, it is possible 
to split a high-speed traffic stream into multiple low-speed streams and route 
them separately through the network. This enables traffic to be distributed 
in the network more evenly, and hence improves network performance. 

Our investigation is based on discrete-event simulations. Connections with 
different bandwidth granularities come and leave network, one at a time, fol­
lowing a Poisson arrival process and negative exponential-distribution holding 
time. 

Note that, depending on implementation, VCAT mappers at the receiver node 
may only be able to handle certain number of routes (denoted by 0 foi" a single 
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Table 8.1. Traffic pattern II used in the study. 

Class 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

Rate 

50 Mbps 
100 Mbps 
150 Mbps 
200 Mbps 
400 Mbps 
600 Mbps 

1 Gbps 
2.5 Gbps 
5 Gbps 
10 Gbps 

Without VCAT 

STS-1 
STS-3C 
STS-Bc 
STS-12C 
STS-12C 
STS-12C 
STS-48C 
STS-48C 

STS-192C 
STS-192C 

With VCAT 

STS-1 
STS-2 
STS-3 
STS-4 
STS-8 
STS-12 
STS-21 
STS-48 
STS-96 
STS-192 

connection, in which case the connection will be blocked after t routes have 
been examined, and the connection has not yet been fully provisioned. 

8.1.3 Illustrative Numerical Examples 
The topology shown in Fig. 5.4 is used in our simulation. 
Two traffic patterns are studied (Pattern I and II), one consisting of five service 

classes and the other has ten service classes. Capacity of each wavelength is OC-
192. In Pattern I, data rates for each class are approximately 51 Mbps, 153Mbps, 
622 Mbps, 2.5 Gbps, and 10 Gbps, which can be perfectly mapped into the 
tiered SONET container, i.e., OC-1, 0C-3c, 0C-12c, OC-48c, and OC-192c. 
Table 8.1 shows Pattern IPs service classes, service rates, and corresponding 
SONET containers with or without VCAT. 

When traffic bifurcation is needed, a simple route computation and traffic 
bifurcation heuristic is applied to a connection request. The heuristic works as 
shown in Algorithm 8.1. 

Algorithm 8.1 A simple greedy traffic-bifurcation algorithm 
1 A shortest path is computed according to link cost for the request. 

2 Bandwidth of the route is calculated. Bandwidth of the route is constrained by the link along 
the route with minimal free capacity. Then, update the available capacity of the links along 
the route. 

3 Remove the link without free capacity and repeat Steps 1 and 2 until connection can be 
carried by the set of routes computed or no more routes exist for the connection. 

Figures 8.2 and 8.3 illustrate network performance in terms of bandwidth 
blocking percentage (BBP) as a function of offered load in Erlangs. BBP is used 
as the performance measurement metric since connections from different classes 
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Figure 8.2. Illustrative results - Traffic pattern I. 

have different bandwidth requirements. Network offered load is normalized to 
the unit of OC-192. Each fiber is assumed to support 8 wavelengths. 

Figure 8.2 shows the network performance for Pattern I with or without 
VCAT. Two network configurations are examined, i.e., all nodes are either 
equipped with STS-1 full-grooming switches or partial-grooming switches. 
Note that, in a partial-grooming switch, only a limited number of wavelengths 
(6 in our simulations) can be switched to a separate grooming switch (or groom­
ing fabric within an OXC) to perform traffic grooming. Observe that there is 
5-10 percent performance gain by using YCAT. In Pattern I, every class can be 
perfectly mapped into one of tiered SONET containers, and no bifurcation is as­
sumed in this example. Therefore, performance improvement shown in Fig. 8.2 
comes solely from eliminating time-slot alignment and contiguity constraints 
provided by VCAT. This observation is similar to the effect of wavelength con­
version in a wavelength-routed WDM network, where each connection requires 
full wavelength. 

Figure 8.3 shows how VCAT can improve performance when the network 
needs to support data-oriented services with different bandwidth requirements, 
assuming full-grooming OXCs everywhere. Now, BBP is significantly reduced 
by employing VCAT. Meanwhile, more improvement can be achieved by al­
lowing a simple traffic bifurcation scheme. In our study, a connection will be 
bifurcated only if no single route with enough capacity exists. The results for 
different values of t have been examined and some are shown in Fig. 8.3, i.e., 
t = 4, 8, and unlimited. It is expected that more advanced load-balancing and 
traffic-bifurcation approaches can further improve network throughput. Addi­
tional results based on different network configurations (e.g., different number 
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Figure 8.3. Illustrative results - Traffic pattern II. 

of wavelengths, different network topologies, different OXC switching capa­
bilities) were also experimented with, and similar results were observed. 

Besides the three benefits we have quantitively demonstrated, SONET/SDH 
VC AT can also benefit an optical network on network compatibility, resiliency, 
and control and management. VCAT works across legacy networks. Only end 
nodes of the network are aware of containers being virtually concatenated. For 
resiliency, since individual members of a virtually-concatenated channel may 
be carried through different routes, a network failure may only affect partial 
bandwidth of a connection. Hence, a connection may still get service under 
reduced bandwidth before failures are fixed (best-effort services) or protec­
tion/restoration schemes are activated (priority services). With VCAT, link-state 
information can be maintained at an aggregated level since time-slot alignment 
and container-continuity constraints are handled by end nodes. Moreover, built 
on virtual concatenation, the link-capacity adjustment scheme (LCAS, approved 
by ITU-T as G.7042) allows network operators to adjust pipe capacity while in 
use (on the fly). This increases the possibility for on-demand traffic provision­
ing and on-line traffic grooming/re-grooming and makes SONET/SDH-based 
optical WDM network more data friendly. However, more intelligent algo­
rithms and mechanisms need to be explored in order to fully utilize the benefits 
provided by this technique. 

8.2 Inverse Multiplexing 
The emerging new-generation SONET/SDH techniques, namely virtual con­

catenation (VCAT) and link-capacity adjustment scheme (LCAS), possess some 
attractive features which can not only eliminate different limitations of tradi-
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tional SONET/SDH networks but also deliver some new benefits. VCAT tech­
nology can break the stringent SONET/SDH digital hierarchy by virtually con­
catenating multiple lower-speed time-slots (VT1.5, STS-1, STS-3c), to form a 
higher-speed bandwidth pipe (STS-12c, STS-48c, STS-192c). Moreover, with 
the support of intelligent network control protocols, each independent member 
of a VCAT group can be supported through a different route between the source 
and destination node pair of the request. This scheme is also known as the 
inverse-multiplexing mechanism, which is illustrated in Fig. 8.4. 

8,2.1 Problem Statement and Proposed Approaches 
The benefits of VCAT technique to SONET/SDH optical networks, such as 

resource efficiency, service resiliency, flexible bandwidth provisioning, etc., 
have been widely recognized in both industry and academe [Zhu et al., 2003c, 
Cavendish et al., 2002, Valencia, 2002]. In order to fully exploit its benefits, 
the key problem for a network management system is to optimally compute 
multiple low-capacity paths to provide enough aggregated bandwidth for a 
high-speed request. Note that, although a standard max-flow algorithm can 
compute the maximal network capacity between any given node pair in the 
network in polynomial time, it cannot control the number of distinct paths to 
be returned. Therefore, it is possible that, in a STS-1 switched SONET/SDH 
network, a STS-48c request may be carried by 48 distinct (but not necessarily 
disjoint) paths in the worst case. Using too many distinct paths to support an 
inverse-multiplexed high-speed connection has some serious disadvantages: 

• It may increase the complexity of the network management system and 
signaling protocol, especially in a distributed network-control environment. 
The link-state database in the source node of the connection has to keep track 
of each individual path members for the inverse-multiplexed service. Fur­
thermore, the signaling messages have to be sent along each path to establish 
or tear down the connection. This may introduce significant management 
complexity and overhead. 

• Combined with LCAS, VCAT-based inverse-multiplexing approach may 
improve the service resiliency since each network failure may only affect 
part of the bandwidth of a service. Therefore, instead of losing the entire 
service, a degraded service can still be offered to the user before the failure is 
fixed or the protection/restoration schemes are activated. However, having 
too many path members for a connection may also increase the risk of 
service interruption. It is straightforward to see that more path members 
means higher service disruption rate when a network failure occurs. 

Because of these issues, network operators may want to limit the number 
of diversely-routed VCAT members for an inverse-multiplexed connection in 
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Splittingfl| Across legacy networks 

Figure 8.4. An illustrative example of inverse multiplexing in a SONET/SDH-based optical 
transport network. 

their optical networks. This can be achieved by setting a control parameter for 
maximal allowed path number in the inverse-multiplexing route-computation 
algorithm of the provisioning system. We formally state the problem as follows: 

• Given: 

- An optical network, modeled by a graph G (V, E^ C (e, w)), where 
V is the node set and E is the link set. Each link consist of multiple 
wavelength channels. C (e, w) denotes the available capacity on link 
e and wavelength channel w. The bandwidth of each channel can be 
shared by different users using SONET/SDH-based TDM scheme. 

- The basic time-slot component of each channel is g. g can be equal to 
VT1.5, STS-1, etc. g is also known as the basic data-rate granularity 
supported by the network. 

- Each network node has switching capacity in granularity of g. Traffic 
can be switched between different wavelength channels and different 
fiber links. Depending on the implement and node architecture, a net­
work node can be either a full-grooming switch (in the granularity oig) 
or a partial-grooming switch Chapter 5. 

- A network-wide inverse-multiplexing control parameter K for maximal 
allowed path number. 

- A high-speed request R with bandwidth requirement B. 
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Algorithm 8.2 Shortest-Path-First Inverse-multiplexing Algorithm (SPF) 

1 A shortest path is computed according to link cost for request R. 

2 Bandwidth of the route is calculated. Bandwidth of the route is constrained by the link along 
the route with minimal free capacity. Then, update the available capacity of the links along 
the route. 

3 Remove the links without free capacity and repeat Steps 1 and 2 until request R can be 
carried by the set of routes computed or K routes have been examined. 

Algorithm 8.3 Widest-Path-First Inverse-multiplexing Algorithm (WPF) 

1 Compute the widest path, i.e., the one which has maximum available capacity. Such a 
widest-path computation algorithm can be developed by modifying Dijkstra's shortest-path 
algorithm. 

2 Update the available capacity of the links along the route. 

3 Remove the links without free capacity and repeat Steps 1 and 2 until request R can be 
carried by the set of routes computed or K routes have been examined. 

Algorithm 8.4 Max-Flow Inverse-multiplexing Algorithm (MF) 

1 Compute the max-flow from the source node to the destination node of the connection request 
R using a variation of Ford-Fulkerson's maximum-flow algorithm [Cormen et al., 2001]. 
Note that, in each iteration of the algorithm, we compute the widest path between the node 
pair to be the augmenting path. Let G' {V\ E\ C' {e^w)) denote the graph constructed 
by the computed max-flow, where V denotes the node set which the max-flow covers, E' 
denotes the link set which the max-flow traverses, and C' (e, w)) denotes the amount of 
capacity needed on link e and wavelength channel w to support the max-flow. 

2 Apply Algorithm 8.3, i.e., WPF, on the graph G' {V, E', G' (e, w)). 

• Find: k distinct paths, where 1 <k < K, such that the aggregated capacity 
they offer > B. 

As we have mentioned, a standard max-flow algorithm cannot be directly 
applied since it is not able to control the number of distinct paths used to carry 
the request in polynomial time. In fact, we proved that such a problem is 
NP-complete. Therefore, we develop several heuristic algorithms, which are 
presented in Algorithms 8.2, 8.3, and 8.4. 

8.2,2 Illustrative Numerical Results 
To study the performance of the proposed heuristic algorithms, we have sim­

ulated a dynamic traffic environment on a 24-node optical WDM mesh network 
shown in Fig. 5.4. Our investigation is based on discrete-event simulations. 
Connections with different bandwidth granularities come and leave, one at a 
time, following a Poisson arrival process and negative-exponentially-distributed 
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holding time. The network supports ten service classes, with bandwidth require­
ments 51 Mbps, 100 Mbps, 150 Mbps, 200 Mbps, 400 Mbps, 600 Mbps, 1 Gbps, 
2.5 Gbps, 5Gbps, or 10 Gbps. Note that, without VCAT, some service class 
cannot be perfectly mapped to a SONET/SDH framing time-slot. Capacity of 
each wavelength is OC-192 and there are 8 wavelength channels on each fiber 
link. Each network node is assumed to be equipped with a STS-1 full grooming 
switch. 

Figures 8.5 and 8.6 show the performance of three proposed heuristic al­
gorithms based on different values of K. Since requests may have different 
bandwidth requirements, the network load is normalized to 10 Gbps and shown 
in Eriangs load on the horizontal axis. The vertical axis shows the bandwidth 
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blocking ratio (BBR), which is computed as the total amount of blocked band­
width over the total bandwidth requirements. In general, we can observe from 
Fig. 8.5 that WPF and MF have better performance than SPF in terms of BBR 
under reasonable network load. When the network load increases, SPF starts 
to outperform WPF and has very close performance compared to MF. This 
is because SPF always tries to use the least amount of resources (in terms of 
wavelength links) to carry a request. Therefore, when the network load is high 
enough, it may have a similar or even better performance compared to the other 
heuristics. We have also observed that, in most cases, MF shows the best net­
work performance. In Fig. 8.6, we show the effects of different values of K 
using the MF algorithm. We can observe that the network performance can be 
improved by increasing K from 2 to 4. But increasing K from 4 to 8 provides 
not much benefit as shown in Fig. 8.6. Higher values of K sometimes may lead 
to worse network performance, especially under high network load (shown in 
Fig. 8.6, when load > 110 Erlangs). This is because longer paths tend to be 
picked when the more path members have to be used to carry a connection. This 
may lead to higher bandwidth consumption and worse network performance. 
Please note that more advanced heuristics may achieve better performance with 
the cost of higher implementation complexity or longer computational time. 

8.3 Conclusion 
In this chapter, we investigated the traffic-grooming problem in next-

generation SONET/SDH networks. Virtual concatenation (VCAT) provides 
more flexibilities to the optical transport networks. We demonstrated the bene­
fits of VCAT in terms of network performance, and proposed several heuristics 
for inverse multiplexing. Our results show that Max-Flow performs best among 
the proposed heuristics in most cases. 
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