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Preface
The present monograph has emerged from an attempt to develop a time-variant discrete
compensation theory for achieving both stabilization and disturbance attenuation. After a
short period of investigation it became clear to us that a systematic and coherent treatment
of various subjects which are specific for time-variant discrete systems is needed. This
forced us to confront several different topics such as exponential dichotomy; input-output
operators between F(Z) spaces; nodes, as the time-variant discrete counterpart of the ones
studied by Bart, Gohberg and Kaashoek (see [5]) for the continuous case; Hankel and
Toeplitz operators, and Liapunov and Riccati equations. To our knowledge such a treat­
ment has never appeared in book form and we are convinced it will be useful to the reader
in order to encourage the development of his own theoretical and practical work. In spite of
the lack of monographs devoted to this subject, many publications do exist. Thus we have
often found ourselves in something of a dilemma: on the one hand many facts should be
known and on the other hand it is nearly impossible to give adequate reference to all. We
must therefore apologize that our comments on references, made at the end of each chap­
ter, are far from being complete. Moreover, we also rediscovered some results established a
decade or more ago, such as those concerning stability via solutions to Liapunov equations
or the ones related to exponential dichotomy deeply investigated by Ben-Artzi and Gohberg
(see [7], [8], [9]). Thus we can not exclude the possibility that other results presented in the
book for which we have no specific references were already known for some time. We feel
that this situation argues all the more forcefully for writing a monograph on the subject.
At this point we wish to acknowledge the sources that influenced us and oriented our
investigations. These were the theory of nodes due to Bart, Gohberg and Kaashoek [5]; the
state-space approach to Hoo

-control of Doyle, Glover, Khargonekar and Francis [18]; and
the results of Popov and Yakubovich concerning the so-called "positivity theory" (see [55]).
The present form of the book is in fact the result of several revisions that were succesively
performed on the initial version of the manuscript. The first two chapters were, for example,
drastically modified. These modifications concern the structure of the material, examples
and various new facts inspired by the recent volume edited by Gohberg, Time-variant Sys­
tems and Interpolation OT 56, Operator Theory: Advances and Applications, Birkhauser,
1992. The third and fourth chapters also underwent radical changes before the present form
was achieved. At present we believe that these chapters offer a new sight on the Riccati
theory and disturbance attenuation problem as well. We are also conscious that our
monograph is not one on operator theory, but that there are many operator-theoretical
aspects disseminated in the text and a lot of facts may be more deeply imbedded in an
operator framework. We are convinced that the well known interplay between operator
theory and control system theory which is very transparent in transfer matrix tenns must
have also a state-space counterpart for which the time-varying case is of the greatest
relevance.
We would like to warmly thank Professor Israel Gohberg for stimulating us to write this
book and for publishing it in the series on Operator Theory: Advances and Applications.
We thank also Assistant Professor Mihai Tache for his dedication and skill in processing the
text.
Finally, we are indebted to the Birkhauser publishing staff for friendly and helpful assis­
tance.

Aristide HALANAY

Bucharest 1993 Vlad IONESCU
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norm in Hilbert space X
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P-inner product

adjoint of the operator A

inverse of the operator A

36 > 0,<Ax,x>x~6I1xlli V xEX

the spectrum of the operator A
the spectral radius of the operator A

Cross references will follow the rule: Lemma 1 means lemma 1 in the same section; Lemma
2.1 means lemma 1 in the section 2 of the same chapter; Lemma 3.2.1 means lemma 1 in the
section 2 of the chapter 3. The same rule applies to formulae: (1) means formula (1) in the
same section; (2.1) means formula (1) in the section 2 of the same chapter; (3.2.1) means
formula (1) in the section 2 of the chapter 3.
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Chapter 0

General motivation
Discrete-time systems have proved to be a subject of major interest in many scientific areas
promoting intensive research equally disseminated both in theory and practice. Such sys­
tems arise naturally in modeling various types of processes but they are of crucial impor­
tance in Control Systems Theory. They are included in the 1991 Mathematical Subject
Classification as 93C55 and in the version of sampled-data systems as 93C57. As such, the
topics do not require supplementary motivation. What we would like to discuss here is the
choice of matters and the structure of the present monograph. The starting point lies in the

H"" -optimization problem where model uncertainties have for the first time been systemati­

cally accounted for in the design. Initial examples of H""-solutions consisted solely of small
numerical examples used to illustrate the theory. Now H"" -optimization techniques are used
for solving real-world problems arising from the area of the most advanced technologies. It
is why H"" -control has been finally included in the 1991 Mathematics Subject Classification
as 93B36. In fact during the past decade the H"" -optimization problem seems to be one of
the most exciting research areas in Systems and Control Theory, and progress accomplished
in this direction has been quite spectacular in the way it combined a sophisticated mathe­
matical theory with practical engineering design considerations. The fascinating interplay
between an engineering approach and advanced mathematical topics, mostly from Operator
Theory and Complex Analysis but equally from Differential Equations and Linear Algebra,
was the key of such rapid development of the field. Moreover we can conclude that a
characteristic feature of control science is that mathematical and engineering advances have
been closely intertwined at every stage of the development.

The H"" -control theory was focused first on the continuous time-invariant systems but later
it has been extended to the discrete-time and time-variant systems. Extension of the theory
to general time-variant discrete systems is well motivated by the fact that when sampling a
periodic continuous-time system one gets a discrete system with almost periodic coeffi­
cients.
In the second half of 1990 we started to study the suboptimal solution of the so-called
disturbance attenuation problem which consists in finding a controller for a given time-vary­
ing discrete system such that closed-loop stability and regulated output attenuation with
prescribed tolerance are simultaneously achieved. When the problem was completely solved
(in terms of necessary and sufficient conditions) we discovered that it required a lot of
specific results concerning discrete-time systems. Such results may be seen as being parti­
tioned in two categories. The first category includes those results that we considered to be
new such as a general Riccati theory for game-theoretic situations, developed in the
perspective of the Popov-Yakubovich viewpoint. The second category, a rich one, consists of
partially known results, or those which could be obtained by a specialist when necessary, but
which never have been collected in a systematic way. The above considerations led us to
write the present monograph. Let us remark that as we were stimulated to investigate
specific aspects of time-variant systems starting from the disturbance attenuation problem,



2 General motivation

(2)

(1)

(3)

Ball, Gohberg and Kaashoek developed a similar study motivated by the time-varying
Nevanlinna-Pick interpolation theory (see [4]).
Let us be now more specific in order to have an idea concerning the topics we shall con­
sider.

Let X, Vj , Yj , i = 1,2 be Hilbert spaces and letA = (Ak)k EZ' Bj = (Bj.jc)k EZ'

Cj = (Cj.jc)k EZ ,i = 1,2 and Djj = (Djj.jc)k EZ ,i ,j = 1,2 be bounded operator sequen­
222

ces i.e. sup {II Ak II + L II B." II + L II c." II + L II D.. " II} < 00 where Ak : X ... X,
kEZ i=l I", i=l I", ij=l 'J'"

Bi.jc: Vi'" X, Cj.jc: X ... Vi' i =1,2 and Dij.jc: Vj '" Vi' i ,j = 1,2. Here we assume D22 =O.

Ifx = (xk)k EZ is any X-valued sequence, let a be the unit shift that is (a x) k = xk+r Write

also A x for the sequence (Akxk)k EZ i.e. consider A as a multiplication operator or,

equivalently, as having a diagonal matrix representation where the diagonal entries equal
A .. With these in mind consider the linear discrete-time systems

I

ax=Ax+B1u1 +B2u2
Y1 = C1x + Dll u1 + Dl2 u2
Y2 = C2x + D21 u1

where x = (xk)k EZ' ui = (ui.jc)k EZ' Yi = (Yi.jc)k EZ' i = 1 ,2, with xk E X,

(u1.jc' u2.jc) E VI X V2 and (YI.jc ,Y2.jc) E Y1 x Y2 are the state, the exogenous input, the con­

trol input, the regulated output and the measured output evolutions, respectively. The distur­
bance attenuation problem consists in finding a controller, i.e. a system

aXe = Aexe + BeY2

u2 = Cexe + DeY2

activated by the measured output Y2 and providing the control input u
2

such that the resul­
tant closed loop system

aXR =ARxR + BR u1
Y1 = CRxR + DRul

does satisfy simultaneously the following two conditions

1. AR defines an exponentially stable evolution i.e. II AR;_1 AR;_2 ... ARj II ~ p c/-j for

p ~ 1, 0 < q < 1 and 'r/ i > j.
2. Once condition 1. satisfied, system (3) defines a linear bounded input-output operator

T : p(Z , V ) ... p(Z , Y1) which must be such that it y-attenuates the exogenous inputs
y1u1

that is II T II < y, where y is an apriori given tolerance.
y1u1

Notice also thatAc' Be' Cc' Dc are of the same operator nature as the coefficients of (1) and

Xc = (xc.jc)k EZ' xc.jc E Xc is the controller state evolution.

Let us explain a little more the origin and the relevance of the above stated problem which,
in the time-invariant case, coincides with the well known HOD-optimization problem (the
suboptimal version). At a first inspection conditions 1. and 2. arise as standard requirements
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imposed to a control system: a) closed loop stability and b) to keep y1 "small", i.e. to achieve

the attenuation condition IIYI112 < yll u1112 or, equivalently, II T u II < y. Notice that
Yt 1

here Yl must be seen as the classical tracking error. IfYl is augmented, that is more intemal

signals are considered as regulated outputs, then by achieving the above mentioned attenua­
tion condition the resultant closed loop configuration will be endowed with new remarkable
properties. Such properties concern the so-called robust stability. The notion of robustness
can be described as follows. Assume that the (operator) coefficients of the generalized
system (1), i.e. A, B

j
, C

j
, D

jj
,i ,j = 1,2 are perturbed. Thus we may consider (1) as

belonging to a class F and, due to these perturbations, the system (1) ranges the class F.
Usually such perturbations are viewed as model uncerlainties. Consider also a characteristic
of the closed loop system (3), for instance internal stability. We shall say that the controller
(2) is robust with respect to this characteristic if this characteristic, i.e. internal stability,
holds for every system in F. In order to argue in a deeper way the above mentioned robust­
ness property consider first the so-called small gain theorem

Theorem 1 (Small Gain). Let

(4)
i = 1,2

ax. = A.x. + B.u.
I I I I I

- -
Yj = CjXj + Djuj

be two internally stable systems defining the linear bounded input-output operators
- 2 - 2 -
Tj : l (Z , Uj) -+ l (Z , Yj)' i = 1,2 Assume that the two systems are feedback compatible that

- -- - --1
is U2 =YI' Y2 =VI and (l- D

1
D2)- is well defined and bounded. If, for a given y > 0,

- 1 - - --II T1 II ~ y- and II T211 < Y then the resultant closed loop system aXR = ARxR'

XR = eXl ,x2), i.e. that system obtained by making u1 =Y2 and u
2

=Y1 is internally stable (AR
defines an exponentially stable evolution). 0

- - -
Remark 2. Theorem 1 asserts that if the first system (4) (A 1 ' B1 ' C1 ' D1) ranges the class F

- 1 - - - -
characterized by II T1 II ~ y- then the second system (A

2
, B

2
, C

2
, D

2
) stabilizes the

whole class F. 0

In order to illustrate how robust stability is achieved let us connect together the disturbance
attenuation problem and the small gain theorem. This will be done for a particular case of
(1). To this end consider first

Lemma 3. Assume that (I) reduces to

ax =Ax +B
2

u
2

Yl = u2 (5)

Y2=C2x+u1 _ _

Consider also the first system (4) assuming that VI = Y1 and Y1 = Vr Then the next two

system operations lead to the same resultant system:
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1. Connect (2) to (5) and obtain (3). Connect then to (3) the first system (4) by making

u
1

= ;1 and u
1

= Y1 that is consider (3) as playing the role of the second system (4).

2. Perturb additively the system

ax =Ax + B
2

u
2

Y2 = C2 x

by the first system (4) and obtain

0[;,] = lo J,W] + [::]u,

" =Ie, e,l [;,] + D, u,
and then connect to (7) the controller (2).

The proof of Lemma 3 is obtained by performing simple computations.
Now we have

(6)

(7)

o

-
Theorem 4. Let y > 0 and assume that both A and A1 in (7) define exponentially stable

evolutions. If (2) is a solution to the disturbance attenuation problem formulated for (5), then
- - - - - 1

(3) stabilizes (7)/or all systems (A 1 ' B1 ' C1 ' D1) for which II TIll :S y- , that is (2) robustly

stabilizes (6).
Before proving the above stated theorem let us remark that by perturbing additively the

system (6), it ranges the class F = {T2 + T1 I II TIll :s y-1} where T2 is the input-output

operator of (6).
Proof of Theorem 4. Apply Lemma 3 in conjunction with small gain Theorem 1. 0

Thus we conclude that robust stabilization of a given system (see (6» reduces to solving the
disturbance attenuation problem for an adequately generalized system (see (5». Therefore the
disturbance attenuation problem plays a central role in the robustness theory.
Let us return to Theorem 1. In the continuous time-invariant case the proof of this theorem
is a simple exercise in applying the Nyquist criterion which in fact is an engineering version
of the variation of the argument formula. In our case such a treatement fails. In order to
prove Theorem 1 we had to prove a more powerful result which is intimately related to the
Popov positivity theory. Such result is stated as follows.

Theorem 5. Let T: p(Z , U ) -. I\Z , Y ) be the input-output operator defined by the exponen­
tially stable system a x = A x + B u, y = Cx + D u. Then, for a given y > 0, II T II < y iff the
following Killman-Szego-Popov-Yakubovich system in the so called positivity form

y2 I - D* D + B* a X B = v" V
-c* D + A* a X B = w* V

-c* C +A*aXA -X= w* W (8)
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has a stabilizing solution (X, V, W), i.e. there exist bounded operator sequences

X =x* = (Xk)k EZ' V = (Vk)k EZ' W = (Wk)k EZ for which (8) holds, y-l is well defined

and bounded and A - B y-lW defines an exponentially stable evolution. Moreover X :s O. 0

Based on this result we have immediately
Proof of Theorem 1 (sketch).

Assume without loss of generality that II T
I

II < y-l. Then by applying adequately

Theorem 5 to both systems (4) we may writ~ twQ. Kll!.man-SzeW-PQPo,£::Yakubovich systems
of type jS) with the stabilizing solutions (Xl' VI ' WI) and (Xz' Vz' Wz), respectively, and

~here Xl :s 0 and

X2 :s O. Let

o

- t:. [-l¥l 0]X = - ~O
R 0 -X

2

~en simple computations lead to the Liapunov equationXR = A; a XRAR + C; CR where

AR is associated ~o the resultant closed-loop system obtained by co~nec~ng together the

systems (4) and CR is ade~uately defined. It is shown that the pair (CR ,AR) is detectable.

This fact combined with XR ~ 0 which satisfies the above Liapunov equation provides the

exponentially stable evolution defined by AR and the proof ends.

(9)

(10)

J(klp) ~ < [~] '[f. ~][~] >

defined for all k EZ and (tu) E X x P([k, 00). VI) x P([k, 00), Vz) ([k, 00) CZ) where x

and u are linked by a x =A x + B u, x
k

= ~.

2. The Kalman-Szego-Popov-Yakubovich system in "i form"

R + BO a X B = v* i V
L+AoaXB=WiV

Q+AoaXA -X= W iW

Let us now be a little more involved in the disturbance attenuation problem, for which we
need firstly
Definition 6. Call ~ = (A , B ; M), where

M= [Q L] =M*L* R
and A defines an exponentially stable evolution, a Popov triplet. Here A = (Ak)k EZ'

B = (Bk)k EZ' M = (Mk)k EZ are bounded operator sequences where Ak : X .... X,

Bk : VI XVz .... X,Mk : X x VI X V2 .... X X VI X Vz' and X, VI' Vz are Hilbert spaces.

Associate to ~:

1. The Popov index
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where

General motivation

(11)[-II] [Vll 0]J= V=1
2

' V
21

V
22

with I. the identities in P([k , 00) , V.), i = 1 ,2 and V partitioned in accordance with J.
I I

3. The triplet (X, V, W) is called a stabilizing solution to (10) if it satisfies (10), X = Y,
V- 1 is well defined and bounded and A + B F defines, for F = - V- 1 W, an exponentially
stable evolution. 0

Remark 7. Notice that the exponentially stable assumption made on A can be easily
removed. We needed it in order to simplify the presentation. In fact we invoke here the so­
called "feedback invariance". 0

By simple computation we have

Proposition 8. Let ~ be a Popov triplet and assume that the associated Kalman-Szego-Popov­
Yakubovich system in J form has a stabilizing solution (X, V, W). Then the Popov index can be
expressed as

2 - 2 -
J(k,~,u) = -y II u1112 + II Y1 11 2 (12)

for all (k,~) EZ X X and all u = (u
1

' u
2

) E P([k, 00), Vt ) X P([k, 00), V
2

) and where

(13)

(15)

- 6.
Yt = V21 u1 + Vn u2 + W2 x (14)

with x and u linked by a x =A x + B u =A x + B1 u t + B2 u2 ' xk = ~ and w* = [~ W;l
partitioned conformaly with V in (11). 0

Assume now that A in (1) defines an exponentially stable evolution. As we mentioned and
as we shall argue a little more at the end of this chapter such assumption does not restrict
the generality of the problem.
Let

6. [D;I] [Y\ 00]R= D;2 [Dll D12] - 0

The Popov triplet ~ constructed with data defined by (15) will be called the Popov triplet
associated to the generalized system (1).
We have at once

Proposition 9. The Popov index corresponding to the Popov triplet ~ associated to (1) can be
expressed as

(16)

o
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The first basic result can be stated as follows.

Theorem 10. Assume that

(18)
0] A= [-I. ~],J 0 Io 2

/). [CI ] A/). T A/). " "C = C
2

,Q = BI BI ' L= BI [Du D21]

Ii = [DU
] [D" D" ] _ [y2I~

D
21

U 21 0

where l\s the identity in P([k , 00) , Y), i = 1 ,2.
I I

Then we have

Theorem 11. Assume that

r;2 T12 » 0 (17)

where T
12
~ CI(a1- A)-IB

2
+ D

12
and let ~ be the Popov triplet associated to (/). If (2) is

a solution to the disturbance attenuation problem (ofprescribed tolerance y) then the Kalman­
Szego-Popov-Yakubovich system (10) associated to ~ has a stabilizing solution (X, V, W) with
X~U 0

Here T l2 is the input-output operator defined by a x =A x + B 2 u2' YI =CI x + D12 u2 and
its expression in terms of the unit shift operator a is justified in Section 2.1.
There is also a dual version of Theorem 10. In order to state it introduce the dual data of
(15) as

(20)

T21 r;l » 0 (19)

where T
21

= Cia1- A)-IBI + D2f If (2) is a solution to the disturbance attenuation prob­

lem, then the dual version of the Kalman-Szego-Popov-Yakubovich system (/0), that is
A A~

R+CYC"=VJv
A A~

L+AYC"=WJv
A • A ~J*

Q+AYA -aY=WJw
has a stabilizing solution (Y, V, W), i.e. it satisfies (20), V- l is well defined and bounded and
is of the form

A [VU ~2]V= Ao V
22

A~l A
and A - W v C defines an exponentially stable evolution. Moreover Y ~ O. 0

Automatically from Theorem 10 we have

Corollary 12 Assume that all the conditions in the statement of Theorem 10 hold. Then

22 22-2-2
-y !luI 11 2+ IIYII12= -y Il u1 11 2+ IIyl 11 2 (21)

where each term ofthe right-hand side of (21) has been introduced by (/3) and (/4), respectively.

o
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We may rewrite (13) and (14) as

General motivation

(22)

(23)

Substitute (22) in (1) and replace Yl bY;l given by (23). Thus one obtains the "modified"

system (derived from (1»

where

;1 = COl x + DOll ul + D012 u2

Y2 = C02 x + D02l ul

(24)

A O =A -Bl ~lWl ,BOI =yBl ~/ ,B02 =B2

COl = W2 - V2l ~llWl ' DOll =YV2l ~/ ' D012 = V22 (25)

CO2 = Cz - DZI ~l WI ' DOZI = YD2l ~/
Remark 13. Equality (21) suggests that (2) is a solution to the disturbance attenuation
problem formulated for (1) iff it is a solution of the same problem formulated for (24). 0

Based on the above remark one can prove

Theorem 14. Assume that both (17) and (19) hold. If (2) is a solution to the diturbance
attenuation problem then the Kalman-Szego-Popov-Yakubovich system in the dual version (20)
written for the system (24), that is

RO+COYOC~= voi~
Lo+AoYoC~=woi~ (26)

Qo+AoYoA~-aYo=WoJ-W; _

has a stabilizing solution (YO' V0' W0) with Yo ~ O. Here QO' LO' Ro and J are defined

through (18) with data given by (24). 0

Let us be more explicit with the asumption concerning the exponentially stable assumption
made onA. To this end consider first the following result which may be easily proved.

Proposition 15. The controller (2) is a solution to the disturbance attenuation problem formu­
lated for (1) iff the modified controller

ax =A x + [Bc c c c
(27)

-
Uz = Ccxc + [Dc - FzlY2e

is a solution to the disturbance attenuation problem formulated for the modified system
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ax = (A + B2F2)x + B1U 1 + B2 u2

Yl = (C1+ D 12 F2)x + D ll U1 + D l2 u2

9

(28)

o

(29)

Corollary 16. If the pair (A , B2) is stabilizable then the original disturbance attenuation prob­

lem reduces to one for which the systJ:.m to be compensated is internal exponentially stable.
Indeed choose F2 such that A + B2 F2 defines an exponentially stable evolution and con-

sider the pair (27), (28). 0

Thus the question ofpreassuming the exponentially stable evolution defined by A reduces to
that of performing a prestabilizing feedback. Once this question is solved we must be sure
that for such a modified system condition (17) holds. This problem has been solved as
follows.
Consider first the following four assumptions

AI. D 12 is uniformly monic, i.e. D~2 D 12 » o.
A2. D 21 is uniformly epic, Le. D21 D;1 » O.

A3. The pair (TIl2 C1 ,A - B2 Di2 C1) is detectable where Di2 ~ (D~2 Dl2)-lD~2 and

~ tTI
12

- I - D 12 D 12.

A4. The pair (A - B 1D~l C2 , B 1 TI21) is stabilizable where D~l ~ D;1(D21 D;l)-l and

~ tTI21 - I - D 21 D21"

Then we have

Theorem 17. Assume that Al and A3 hold and let Q2 ~ C~ C 1, L 2 ~ C~ D 1'l R 22 ~ D~2 D 12.

If (2) stabilizes (1) then

1. The following Kalman-Szego-Popov-Yakubovich system in the ''positivity form"

R22 + B;aX2 B2 = V; V2

L 2 + A °a X2 B2 = iii; v2

Q2 +A
o
aX2 A -X2 = U!i..W

2
_

has a stabilizing solution, i.e. there exists a triplet (X2 , V
2

, W
2

) for which (29) is fulfilled,

-1 - -/1. -I-v;- is well defined and bounded, and A + B2 F2 defines, for F2 = - v;- W'l an exponentially

stable evolution. Moreover X
2

2: 0.
-

2. Condition (17) holds for (28) if F2 is the one above. o
By combining Theorems 10, 11, 14 with Theorem 17 we obtain the main result concerning
necessary conditions for solving the disturbance. attenuation problem. This result is stated in
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Theorem 18. Let assumptions AI, A2, A3 and A4 be all valid. If (2) is a solution to the
disturbance attenuation problem formulated for (1) then for each Kalman-Szego-Popov­
Yakubovich system (10), (20), (26) and (~) J"here exists a stabilizing solutiD,....n. It.the stabilizing
solutions are denoted by (X, V, W), (Y, V, W), (Yo' V0 ' w0) and (X2, V2, W2), respective-

ly, then X ~ 0, Y ~ 0, Yo ~ 0 and X2 ~ 0. 0

The converse result stated in Theorem 18 is given in

Theorem 19. Iffor each Kalman-Szego-Popov-Yakubovich system (10) and (26) there exists a
stabilizing solution then a solution to the disturbance attenuation problem can be effectively
constructed. 0

Let us insist a little more on the procedure for constructing the disturbance attenuation
problem solution. We shall do it in order to emphasize the fact that no additional con­
straints on the coefficients of system (1) must be imposed.
Such constraints are usually encountered in the literature as "normalized conditions".
For solving the disturbance attenuation problem we shall apply the following
Algorithm

Step 1. Assume that

al) D-:;} and D:;../ are both well defined and bounded.

bl)A - B1D:;/ C2 defines an exponentially stable evolution.

c1)A - B2D~21 C1 defines an exponentially stable evolution.

Under such conditions the disturbance attenuation problem is termed as the disturbance
estimation problem.
A solution to the disturbance estimation problem is given by

-1 B -1 B D-1D D-1CAe=A-BID21C2- 2D12 Cl+ 2 12 11 21 2

Be = (B1- B2D;21D11)D:;/

C
e

= _D~1 (C
1

- D11 D:;/C2) (30)
-1 -1Dc = -D12 D11 D21

For (30) the "exact" attenuation is attained i.e. T = O. Formulae (30) are easily obtained
YtUt

by simple algebraic manipulations.

Step 2. Assume that

aZ) D:;"/ is well defined and bounded.

b2) A- B
1
D:;/ C

2
defines an exponentially stable evolution.

c2) the Kalman-Szego-Popov-Yakubovich system (10) has a stabilizing solution.
Under aZ), b2) and c2) the DAP is termed as the disturbance feedforward problem.
By taking into account Remark 13 a solution to disturbance feedforward problem is ob­
tained as follows.
Consider instead of (1) (satisfying aZ), b2) and c2)) the modified system (24). It can be easily
checked that for this system conditions at), bt) and c1) hold. Hence formulae (30) can be
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applied and a solution to the disturbance feedforward problem is obtained by reducing it to
a disturbance estimation problem.

Step 3. Assume that

a3) D~Zl is well defined and bounded.

b3) A - BzD~Zl C
1

defines an exponentially stable evolution.

c3) the Kalman-Szego-Popov-Yakubovich system (20) has a stabilizing solution.
In this case the disturbance attenuation problem is termed as the output estimation prob­
lem.
Since the output estimation problem is the dual of the disturbance feedforward problem a
solution to the output estimation problem is obtained by dualizing the solution of the
disturbance feedforward problem obtained at Step 3.

Step 4. Assume that
a4) the Kalman-Szego-Popov-Yakubovich system (10) has a stabilizing solution.
b4) the Kalman-Szego-Popov-Yakubovich system (26) has a stabilizing solution.
Similarly to Step 2 consider the system (24). Now it can be easily checked whether (24)
satisfies a3), b3) and c3). Hence the disturbance attenuation problem has been reduced to
an output estimation problem. By applying the formulae obtained at Step 3, where the
Kalman-Szego-Popov-Yakubovich system (20) is now replaced by the Kalman-Szego­
Popov-Yakubovich system (26), the solution to the original disturbance attenuation prob­
lem is obtained. Note that in the context of the present algorithm the disturbance
attenuation problem is usually termed as output feedback problem. 0
Now several final considerations will be pointed out. In order to obtain the above stated
results an extension of what we called the Popov-Yakubovich theory has had to be
developed. Such an extension, thought in a general operator framework, generalizes in fact
the positivity theory created by Popov and Yakubovich. As it is known, the positivity theory
deals with conditions formulated in frequency-domain terms and it served to construct a
Riccati theory in a more general setting than that based on the "local positivity" assumption,
Le. the positivity of the quadratic form which appears in the integral cost criterion. To be
more specific the discrete version of the positivity theory is intimately related to the Kal-

- -man-Szego-Popov-Yakubovich system (29). Indeed if Vz and Wz are eliminated in (29) the

classical discrete-time Riccati equation is obtained, i.e.

X2 =A* aX2 A - (L2+ A* a X2 B
2
)(R

22
+ B; aX

2
B

2
)-1( L; + B; aX

2
A) + Q

2

where R
22

+ B; aX
2

Bz» O.

For solving the disturbance attenuation problem we had to study the "nondefinite sign"
case, that is the Kalman-Szego-Popov-Yakubovich system in "J form" explicitly written in
(10) and (11). As it is shown in Chapter 3, such a system generalizes the Popov-Yakubovich
theory to the game-theoretic situations which also incorporate the disturbance attenuation
problem.
We have to emphasize the fact, which in a way appears unexpected at a first glance, that
results concerning global existence of the stabilizing solutions to Kalman-Szego-Popov­
Yakubovich systems, either in "positivity" or in "J form", can be derived from the input-out­
put properties of a linear system as it is, or after connecting a stabilizing controller. 0
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Let us make now a final remark. From the uniqueness of the global on Z stabilizing solu­
tions to Kalman-Szego-Popov-Yakubovich or discrete-time Riccati equation systems we
deduce that in the time-invariant case such solutions solve the algebraic versions of these
equations. Consequently the whole theory for the time-invariant case is completely
recovered.
When we investigated these topics we met many interesting "personages" as time-varying
nodes, Toeplitz and Hankel operators, Hankel singular values etc. We hope that the reader
will enjoy the beauty of the theory, even if the consequences for an engineering viewpoint
are not always transparent. We must also remark that by investigating the time-variant case
of linear systems many notions and ideas came into their proper setting and connections
with various problems from differential or difference equations theory became clear.
Similarly to those situations in which frequency-domain aspects stimulated the people work­
ing in Operator Theory or Linear Algebra, the state-space approach we used for studying
different topics on discrete-time systems has a special appeal for people working in the field
of differential or difference equations. It is our opinion that all the approaches have their
specific charm and all of them prove in fact the impact of Control Theory on different
branches of Mathematics.



Chapter 1

Evolutions and related basic notions
In this chapter several basic notions for discrete-time linear systems with time-varying coef­
ficients are introduced. The main attention focuses on exponentially stable and exponentially

dichotomic evolutions, which allow to associate an input-state operator between P-spaces.
Thus an operator based characterization of the forced evolutions is given and this fact will
be a constant point of view during this work. Influence of recent results of Ball, Gohberg
and Kaashoek [4] is acknowledged.

1. Evolution operators

Let X be a (separable) Hilbert space. LetA = (Ak)k Ez,Ak : X -. X, be a sequence of linear

and uniformly bounded with respect to k operators, i.e. sup { II A k II IkEz} < 00. We call

A a bounded operator sequence.

Definition 1. LetA be a bounded OP[er~tor sequence an~/:tj

S;; ~ A j _ 1A j _ 2 ... A j ,i > j

AjAj+1 ... Aj _ 1 ,i < j (1)

be defined for all pairs (i ,j) E Z x Z. If i ';?, j (i :s j) call~ the causal (anticausal) evolution
'I

operator associated to A. 0

Sometimes ~ is also called the state-transition operator associated to A. In order to
'I

simplify the notation we shall often suppress the upper index A and we shall write simply
S... This will be done whenever such notation will not provide any confusions.

II

If

Xk+1 = Akxk (2)
is any causal free evolution, defined on the state-space X by A, we have

xk = stjXj 'rJ k ';?, i (3)

as immediately can be proved by induction.
Similarly if

Xk = Ak Xk+ 1 (4)

is an anticausal free evolution we can write

xk = stjXj 'rJ k:s i (5)
Directly from Definition 1 we have

Proposition 2. If k , i ,j E Z with k ';?, i ~ j or k :s i :s j we have the composition rule
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(6)
o

If we consider now the linear space of X-valued sequences x = (xk)k EZ

«ax + {3Y)k =axk +{3Yk for arbitraryx=(xk)kEZ' Y=(Yk)kEZ' a,{3ER) we can

define on this space the shift operator d as (d x)k =xk+
i

for arbitrary k EZ. If i = 1 the

upper index is suppressed and we shall write simply a. In this case a is called the unit shift
operator. It can be easily remarked that (2) and (4) can be rewritten as

ax =Ax (7)
and

x =A ax (8)
respectively. During our exposition we shall use intensively the notations (7) and (8) due to
their simplicity.
Notice now that in (7) and (8) A acts as a multiplication operator. It can also receive a
diagonal matrix representation as shown below

(9)

and

X_ 2 A -1 x_I

x_I Ao Xo
Xo Al Xl

(10)

respectively.
From (7), (8) we can also write

(aI-A)x=O (11)
and

(1- A a)x = 0 (12)
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Thus any X-valued sequence x = (Xk)k EZ' is a causal (anticausal) evolution iff it belongs to

Ker (a1 - A) (Ker (I - A a)). IfA -1 is well defined and bounded, that is (A; \ E Z is well

defined and uniformly bounded with respect to k EZ, any causal evolution (7) defines also
an anticausal evolution by

x=A-1ax
Similarly, (8) provides the causal evolution

ax=A-1x
In this case we have also

(13)

(14)

(16)

(15)

k~ !~~Ak ::::
it has a unilateral z-transform Z {Ak

} = z(z 1 - A)-1 for Iz I > p(A) where p(A) stands for
the spectral radius ofA.

Definition 3. Let T be a bounded operator sequence with r 1 well defined and also

bounded i.e. sup {II Tk II + II r;; 1 II IkEZ} < 00. We call T a Liapunov transformation.
o

-1

(~)-1 = ~ V (k,i) EZ xZ

as easily can be checked.
In the time-invariant case that is Ak = A V k E Z, A : X -+ X we have

...4 Ak - i k . d...4 Ai- k . k;:)ki = ,~l an ;:)ici = , I ~

If we define now the map

-
Definition 4. Two bounded operator sequences A and A are called causally (anticausally)
Liapunov similar if there exists a Liapunov transformation T such that

A=aTAr1 (A=TA(a7)-I) (17)
o

It can be immediately remarked that the evolutions a x = A x and ax= Ax, with Adefined

by (17), are related through the variable changingx= Tx. The same is true for x =A a x and

x= A axwith Adefined by the parenthesized formula (17).
From (17) one can e~i1y prove that _

S:i = Tk S:J-: 1
, k ~ i (~= Tk S:J-: I

, k ~ i) (18)
Let x = (xk)k EZ be any X-valued sequence and let M = (Mk)k EZ' M k : X -+ Y, be any

bounded operator sequence (Yany Hilbert space). Introduce the operator Q acting onx and
Mas

(QX)k=X_k , (QM)k=M_k V kEZ

It can be immediately checked that
(19)

Qax = a-I Qx (20)
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Definition 5. Let M = (Mk)k ez' Mk : X -+ Y, be any bounded operator sequence. The

bounded operator sequence W defined as

W = QM* (21)

where M* = (MZ)k ez is called the dual of M. 0

Clearly

A1 = ~k V k E Z (22)

Hence (Wl =M and (M N)# =N' W.
Proposition 6. If M is any bounded operator sequence and W is its dual then

W = Q M* Q (23)
and

(W)* = QMQ (24)

with M and W seen as multiplication operators acting on the linear space of X-valued sequen­
ces.

Proof. We have

Q M* Q . = Q(M*(Q .)) = (Q M*).
and (23) follows. For (24) we have (A1); ez = (~k); ez = (M-k)k eZ = Q M Q where

the above result has been used. 0

Definition 7. Let A be any bounded operator sequence on X and A # its dual. Then the

evolutions a x = A x and a x = A# x are said to be dual. 0

Remark 8. According to (23) we have ax =A# x = QA* Qx or Qax = a-I Qx =A* Qx

from where we get Qx = a(A* Qx) = aA* a(Qx). Thus the dual evolution of ax =Ax
reduces to the anticausal evolution Qx = aA* a(Qx). 0

Proposition 9. ,
.s:i = (~k+l,-i+l)* Vi, k EZ (25)

Proof. Using (22) we get for i > k

rA' # # * * * rA *;)ik =Ai _ l ... Ak =A_i+l ... A_k = (A_k ... A_i+ l ) = (s":'k+l,-i+l)

Similarly for i < k. The case i = k is trivial. 0

2. Forced evolution (affine systems)

Let A = (Ak)k ez be a bounded operator sequence on X and v = (vk)k eZ any X-valued

sequence.
Definition 1. We shall say that A and the input sequence v define
a) a forced causal evolution if

ax=Ax+v (1)



2. Forced evolution (afflfle systems)

b) a forced anticausal evolution if
x=Aax+v

17

(2)
o

Proposition 2. Ifx = (xk)k EZ satisfies (1) then

k-1

xk = s'!k'x, + L s'!k '+1 v, V k > i
I I j=i ' I J (3)

Proof. We proceed by induction. For k = i + 1 we getxi +1 =Aixi + vi" Assuming that (3) is

true for any k > i one obtains
k-l k-1

xk+1 =Akxk + vk =A/S:, x' + L s: '+1 v,) + vk = S:+1 ,x. + L S:+1 '+1 v. + vkI I j=i,J J ,I I j=i ,J J

from where (3) follows. 0

Proposition 2'. If x = (xk)k EZ satisfies (2) then

i-I
xk = s'!k'x, + L s'!k' v. V k < i

I I j=k J J (4)

Proof. As for Proposition 2 we can proceed by induction, although we prefer to use formula
(3) combined with duality arguments since, similarly to Remark 1.8, one obtains from

a x =A # x + v that a x = Q A * Q x + v or Q( ax) =A * Q x + Q v. Hence

a-1(Qx) = A* Qx + Q v from where it results that Qx = (a A*)a(Qx) + Q(a- 1v).

Hence

a(Qx) = (a- 1A*)#Qx + Q(a- 1v) (5)
is equivalent to (2). By applying formulae (3) and (1.25) to (5) one obtains for r > s

-1 • * r-l -1. *
(Qx) =S(o A) (Qx) + LS(o A) (aQx)

r rs s /=s r)+1 /

or

_ (o-IA.)* r-l (o-IA .)* -I • r-l -I.
X S + L S = Sa A X + L Sa A v
-r - rs x_s /=s r)+1 v -/-1 -s+I,-r+l -s /=s -/,-r+l -/-1

• r-l. r-l

= ~s _rx_s + L ~/-I-r V-/-1 = ~r -sx-s + L ~r -/-1 v-/-1
, J=s' 'l=s '

Let k = -r, i = -s, -[ - 1 = j. Then the last above equality provides
k i-I

xk = S:.X. + L st· v. = s:.x. + L st· v. k < i
I I j=i-l J J I I j=k J J

and the formula (4) is obtained. 0

Formulae (3) and (4) are usually termed as representation formulae or as variation of
constants formulae.
In the time-invariant case (3) and (4) become

k-1
xk = A k- i x. + LAk-j-1 v. , V k > i (6)

I j=i J
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(7)

i-I
x =Ai-kx. + LAj-k v. , V k < i

k I. k J
J=

The formulae (3) and (4) lead to a remarkable operator-based interpretation as Ball, Goh­
berg and Kaashoek have showed.

Denote by 1+(X) the linear space of X-valued sequences of finite negative support that is if
x = (xi)i E Z E 1+(X) then there exists an integer i+(x) E Z depending on x for which xi =0

when i < i+(x). Let v E 1+(X), set io= i+(v) and assume that (1) rests up to io' i.e. xi = 0 for

i S io.Then (3) yields

k-l k-l ~

xk = L s: .+1 v. = L s: ·+1 v. = L s: k-i vk_·_ 1j=io •J J j=_~ ,J J i=O' I (8)

Introduce now on the linear space of X-valued sequences the operator (a- 1Ai, i ~ 1 as

-1 )i I!. -1 -1( -1( ) »)(a A w = a (A(a ... a A w ...

I~-----i------~I (9)

where W = (wk)k EZ is any X-valued sequence. Since «a-1A)w)k~(a-tcAw»k=Ak_ 1wk_ 1

implies (a-l(A(a-l(Aw))))k=Ak_lAk_2wk_2' it follows by induction that (9) has the

explicit meaning

«a-1A)iw)k = A k_ 1A k_2 ... A k_i wk_i = S:,k-i wk_i
By comparing (8) with (to), the first can be rewritten in terms of (9) as

~

xk = L «a- 1Aia-1v)k
i=O

or equivalently as

(to)

(11)

~

x = L (a- 1A)ia-l v
i=O (12)

where clearly x E 1+(X) and the infinite series in (11) degenerates to a finite sum as (8)
shows. Hence the right-hand side of (12) is well defined. Since (1) is equivalent to
( a I - A) x = v and ( a I - A) x E 1+ (X) if x E l+ (X) the above considerations lead to

Proposition 3. The operator a I - A is invertible on l+ (X) and its inverse has the explicit
formula

~

(aI _A)-1 = (I - a-I A)-la-l = L (a- 1Aia-1

i=O

where the right-hand side of (/3) is well defined.
(13)

o
Similarly we may introduce l- (X) the linear space of X-valued sequences of finite positive
support that is x E reX) if there exists an integer i-ex) EZ for which x. = 0 if i ~ i-ex). In

I

this case if we consider v E 1+(X) and assume that (2) rests after io= i-(v) i.e. Xi = 0 for

i ~ iothen formula (4) leads to
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i-Io ~ ~

Xk = Ist· v. =I~v. = Ist,k+,vk+'
j=k J ] j=k ] i=O I I

Similar arguments as above give the anticausal version of formula (12), i.e.
~ .

x =.I (A a)'v
,=0

where

19

(14)

(15)

i ~(A a) w -A(a(A ... A(aw)... ))

I~-----i----"I (16)

and as above we may write «A a)w)k = (A(aw))k =A k wk+l' «A alw)k =AkAk+1 wk+2

etc., obtaining finally the formula

«A aiw)k = AkAk+1 ... Ak+i_1 wk+i = st,k+i wk+i (17)

Thus we obtained

Proposition 3'. The operator / - A a is invertible on l-(X) and its inverse has the explicit
formula

~

(/ - A a)-I = I (A ai
i=O

where the right-hand side of (/8) is well defined.

3. Exponentially stable and dichotomic evolutions

(18)

o

Definition 1. Let A = (Ak)k EZ be any sequence of bounded operators on X. We shall say

that
a) A defines an exponentially stable evolution if there exist p ~ 1 and 0 < q < 1 such that

11~II:spqk-i\fk~i (1)

b) A defines an anticausal exponentially stable evolution if there exist p ~ 1 and 0 < q < 1
such that

II~II :spqi-k\f k:si (2)

c) A defines an antistable evolution if A; 1 exists and is bounded \f k E Z and A -I defines

an anticausal exponentially stable evolution. 0

Remark 2. Any sequence A of bounded operators on X which defines an exponentially
stable (anticausal exponentially stable) evolution is uniformly bounded with respect to k as
directly follows from (1) «2)) for k - i = 1 (i - k = 1). Hence any sequence A which
defines an exponentially stable (anticausal exponentially stable) evolution is automatically a

bounded operator sequence. In the case of antistable, A -I is bounded. 0

Remark 3. If A k = 0 for all k then A defines simultaneously an exponentially stable and an

anticausal exponentially stable evolution. 0
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Remark 4. Let X = It' and Ak =A V k EZ. Then exponentially stable and anticausal

exponentially stable are both equivalent to the fact that the spectrum of A is located inside
the unit disk while antistable means that the spectrum ofA is located outside the unit disk.

o
Example 5. Let X = It' and let M, N E It' xn. Assume that P (N) < 1 and define, for any

koEN, the following two matrix seq~nces: A = (Ak\ EZ' A =~k)k EZ as Ak =M for

Ikl S ko' Ak =N for Ikl > ko and A k =N V k EZ. Clearly A defines an exponentially

stable evolution. We shall show that A defines also an exponentially stable evolution. A

simple evaluation ShOW1S;~: ,i S k < -ko

. ...A • .I<+k -k -i-1
a) for I < -ko : ;Yki = M' 0No, -ko S k s ko

N"-ko-1 M2koN-ko-i- 1 ,k > ko
. jAl-1 ,i S k S ko

b) for -ko SIS ko :~ = .-k-k
o
-1 • .l<o-i

N' M ,k > ko
c) for ko< i: ~ = N"-i , k ~ i.

Let v = II M II if II M II > 1 and v = 1 if II M II S 1. Since II N"-i II S Pc/-i V k ~ i,
P ~ 1, 0 < q < 1 and p(N) S q we have the following evaluations

p c/-i , i S k < -ko
k-i

) ~. k II,.A II < (k+ko1qk+ko+l)pqa lor I < - 0: ;)ki - v·

(V2kOlq2k0+1)pc/-i ,k ~ ko
. j(Vk-ilc/-i)p c/-i ,i S k S ko

b)for-koslsko:llst,lls k-' k-'+1 k-'
, (v 0 '/q 0' )p q I ,k > ko

c) for ko < i: II ~ II = p c/-i , k ~ i.

Hence II ~ II S Po c/-i ifPo ~ p(v2kolq2ko+1) and the conclusion follows. 0

Example 6. Consider the evolution associated to the Crank-Nicholson approximation
scheme i.e.

~ • k -1 • k
Xk+1 =Akxk ' A k = (I +"2 A) (1-"2 A )

where • > 0, A:X -+ X, A= A· and <Ak x ,X > ~,u II x 11 2 V x E X for all k and some

,u > O. Since (I + ~ Ak)(1 - ~ Ak) = (1- ~ Ak)(/ + ~ Ak) it follows that

• k • k -1 ~. k-1
Ak = (I - "2 A )(1 + "2 A) . Let x E X and y = (I + 2: A) x. Then

IIAk xI1 2
= II (I-i Ak)YI1 2

= IlyI12-.<y,Aky> + IIAk yl12



3. Exponentially stable and dichotomic evolutions

On the other hand

Ilx11 2 = II (I+~Ak)YI12= IIYIl2+.<y,Ak
y> + IIAkYll2

Hence

21

IIAkx 11
2 -llx 11 2 = -h <y,Aky> ~ -2.,uIIY 11

2

If II Ak II ~A. V kthen Ilx II ~ (1 +~A.)IIY II and we deduce that

IIAkxI12~(1- 2·~A.]llxIl2=lllxI12
l+T

2 -.J:.!L 2where q = 1 - • A. . Hence for. small enough we get 0 < q < 1 and clearly

l+T

II Ak II ~ q for 0 < q < 1. Since II S;j II ~ II Ak _ 1 II ... II A j II ~ l-j for k > i it follows

thatA = (Ak)k EZ defines an exponentially stable evolution. 0

Theorem 7. Liapunov similarity preserves exponential stability, anticausal exponential stability
and antistability.

Proof. Follows directly from (1.18). 0

Definition 8. A sequence A = (Ak)k EZ of bounded operators Ak : X -+ X defines an ex­

ponentially dichotomic evolution if there exist a Liapunov transformation T=(Tk)k EZ and

a splitting X = X- EIl X+ such_that 1 [A; ]
Ak = Tk+1Ak r;; = A

k
+

(3)

where A- = (A;\ Ez,A; : X- -+ X- defines an exponentially stable evolution on X- and

A+ = (A:\ Ez,A: : X+ -+ X+ defines an antistable evolution on X+. 0

If one of the subspaces X- or X+ is trivial, we are confronted with exponentially stable or
antistable only.
Remark 9. Write

(4)

in accordance with the direct decomposition of X = X- EB X+. Therefore the evolution

Xk+l = Akxk is also split inx;+l =A; x; andx:+ 1 =A: x: as (3) and (4) show. Since A­

defines an exponentially stable evolution, there exist p ~ 1 and 0 < q < 1 such that

II x; II = II S;j-xj- II ~ p l-j II xj- II V k ~ i. Similarly since A + defines an antistable
+ -)

evolution we may write II x: II = II Si1) xt II ~ p i-k II x: II V k ~ i where, by ade-

quate slight modifications, the same p and q can be used. Further we have
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(7)

(8)

(6)

II x7 II ~ p -1 i-k II x; II V i ~ k. Thus we conclude that the whole evolution is the super­

position of two partial evolutions (see also (4». The first is an exponentially decreasing
evolution while the second is an exponentially increasing one. Both evolutions are con­
sidered for increasing time.
Concerning the above remarks, more details are now in order. Let

TI@r1[rO]T
k k 0 0 k (5)

where r is the identity in X-. Clearly TI; = TIk and II TIk II ~ jl2 V k E Z where

jl =sup{ II Tk II + II r;; 1 11 I k EZ}. Here TI = (TIk)k eZ is a family of uniformly bounded

projections. The same is true for I - TI = (I - TIk)k ez as directly follows from

I - Ilk ~ r,1
[ ~ I~] Tk

where /+ is the identity in X+. The above considerations lead to
Definition 10. A family TI = (TIk)k eZ of projections for which there exists a Liapunov

transformation T such that (5) holds is called a family of uniform projections. 0
Remark 11. In accordance with Definition 10 it follows that if A defines an exponentially
dichotomic evolution we can associate to it a family TI of uniform projections. 0
An intrinsic description of the family TI of uniform projections associated to a sequence A
which defines an exponentially dichotomic evolution is given in

Proposition 12. Assume that A defines an exponentialLy dichotomic evoLution and Let TI be the
associated family ofuniform projections. Then the following are true

1. A k TIk = TIk+lAk

2. There exist p ~ 1 and 0 < q < 1 such that

II s:t+ .. TI.x II ~plll TI.x II j ~ 0, iEZJ I~ 1 1

II s:t+ .. (I - TI.)x II ~ ~II (I - n.)x II j ~ 0 , i EZ
J I~ I pq I

for alL x E X

3. Let X; @TIk X and X; @(I - TIk)X Then

a)Ak X:CX:+1 V kEZ

b) A k X; = X;+1 V k EZ

c) x E X; iff .lim si+i/cx = 0, i ~ 0.
I~OO

d) x E Xk+ iff there exists a sequence (x.). > 0 such that s'!k" .x. = x and lim x. = O.
11- ",-' 1 . 1

I~OO

(9)
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Proof.

1. Using (3) and (5), (7r~~IOW~bt p[;~- a~]d ~OS[t~Ulti~]IYI[.~g/othoSi]desof

lOA:J 0 0 0 0 0 A:
by r;;11 and Tk, respectively.

2. Follows directly from Definition 8 combined with (3), (5) and Remark 9.
3. a) Follows directly from (7).

b) Let x E X:+ 1 . Hence (see (4) and (6»

x= (I-TIk+1)X=r;;11[X2 ] =r;;11[A2X+]k+1 k k

1- 1[0 0] 1[0]= r;;+1 Ak Tk r;; 0 1+ Tk r;; x: = Ak (I - TIk) z

+!:>. +-1
wherexk = (A

k
) xk+1 and
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z g ,,' [x;]
ThusA

k
(I - TI

k
) is onto and the conclusion follows.

c) The "only if' part is a consequence of (8). For the "if' part let x be such that

st+itx .... 0 as i .... 00. Hence (8) implies II st+it(I - TIk)x II .... 0 as i .... 00 from where one

obtains with (9) that (I - TIk)x = 0 or TIkx = x and the conclusion follows.

d) For the "if' part assume the existence of a sequence with the property in the statement.
Then using (7) one obtains

TIksti = sti TIi V k ~ i (10)

Hence TIkx = TIkstt-iXi = stt-i TIk_ixi and II TIJlII :5pqi II TIk_i IIII Xi II :5pi,u2 11 Xi II

(II TIk II :5 ,u2) from where TIkx = 0 as follows by taking i .... 00. Thus (I - TIk)x =x E X: .

For the "only if' part let x E X: and set Xo= x. Then using 3.b) it follows that there exists

Xl E Xk_1 such that Ak-1 Xl = xo. Hence by induction it can be immediately proved the

existence of a sequence (x)i ~ 0' Xi E XLi ,such that stt-iXi = x. Moreover we have also

stt-P - TIk_i)xi = Xbecause of Xi E XLi . Hence by (9)

II X II = II stt-i(I - TIk_i)xi II ~ ~ II (I - TIk_i)xi II =~ II Xi II
pq pq

from where II x. II :5 p qi II x II and x . .... 0 as i .... 00. 0
I I

Remark 13. Proposition 12 is directly inspired by Ben-Artzi and Gohberg (see [7]).
Moreover, in the finite-dimensional case, one can prove that if there exists a family TI of
uniform projections for which (7), (8) and (9) all hold then A defines an exponentially
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dichotomic evolution. Notice that in [7] the above conclusion serves as starting definition for
the notion of exponential dichotomy and related topics. 0
Remark 14. In the finite-dimensional time-invariant case exponential dichotomy reduces to

TA 11 = [A- 0]o A+

whereA- andA+ have their spectrum located inside and outside the unit disk, respectively.
o

Example 15. Let yk+2 = Yk+1 +Yk be the Fibonacci sequence. By setting xZ = yk' x~ = Yk+1

·12212 12one obtams xk+1= xk and xk+1= xk + xk· Hence we have xk+1= A xk for xk = (xk ' xk) and

A = [~ ~]
Since the eigenvalues of A are A1,2 = (1 ±2v'5) Le. IA21 < 1, IA11 > 1 it follows that A

defines an exponentially dichotomic evolution. It is also interesting to note that [0, 1] is a
golden section of [0, AI]' 0

Exponentially dichotomic evolutions combined with invertibility of A k' 't/ k E Z, lead to

Proposition 16. Assume that A = (Ak)k EZ defines an exponentially dichotomic evolution and

let n = (nk)k EZ be the associated family of uniform projections. If A;;1 is well defined and

bounded for all k then

(11)
and

-1 .

11-1(1 - nj)~ II s v I-I 't/ k ~j?d (12)

for adequate v ~ 1 and 0 < q < 1.
-1 -1

Proof. From (10) one obtains nk =~ nj ~ ,k ~ i. Hence s;:c nk = -1 nj ~ ,j ~ k and

(11) follows from (8). From (9) we have II (I - n.)x II s p I- j II S:k·(I - n.)x II, k ~ i. Let, "
-1 -1. .

x =.s1k y. Then II (I - n·).s1k y II s P1-'111 - n. IIII y II s p,u2 I-'ll y II. Since y is, , , ,
-1 .

arbitrary we get II (I - n·).s1k II s v1-' (v = P,u2). Further from, ,
-1 -1-1

(I - n.) =~(I - n.)~ , j ~ i, we get (I - n·).s1k =~(I - n·).s1k , k ~j.
I I' "I I I I' "

-1 -1.

Hence II ~(I - nj)~ II = II (I - nj)S;:C II s v I-I and (12) is proved. 0

Proposition 17. Let A = (Ak)k EZ with

A, ~ [A~t ~~]
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where A l = (Al,k)k EZ' A2 = (A2,k)k EZ define exponentially stable evolutions and

A3 = (A3,k)k EZ is bounded. Then A defines an exponentially stable evolution.

Proof. The evolution defined by A is explicitly written as

aXl =Alxl +A3 x2 (13)

ax2 = A2x2 (14)
By applying to (13) the variation of constants formula one obtains

k-I k-I

xl,k =~lxI .+ L st\I A3 ,x2.j = st.txI .+ L st\I A3 ·~2x2'
~ j=i J J I ~ j=i J J JI ~

Hence
k-I

Ilxl,k II ~pl-illxl~ II +.L'pI-j-If.lpJ-illx411
J=I

for II ~1 II ~ P I-i, II ~2 II ~ p I-i,P ~ 1, 0 < q < 1, k ~ i and II A 3j II ~ f.l V j E Z.

Further

2
~ pi-iII XI~ II +~(k - i)tlq)k-iqk-i ll x411

q - .
Let y = Iq where 0 < q < q < 1. Hence 0 < y < 1 and j y .... 0 as j .... 00. Thus one can
write

2 2
II xl,k II ~pl-ill Xl' II +~vqk-ill x

2
.11 ~ (p +~v)qk-ill x·11

~ q ~ q I

But we have also 1\ X2,k II s p qk-i 1\ xi II, k ~ i. By combining this last equality with the

previous one we get
2

Ilxk II ~ IlxI,k II + Ilx2,k II ~ (2p +~V)qk-i Ilxi 1\ ,k ~i

and the conclusion follows. 0

Proposition 17'. For A as in Proposition 17 ifAl and A2define anticausal exponentially stable

(antistable) evolutions, then A defines an anticausal exponentially stable (antistable) evolution.

o
Corollary 18. For A as in Proposition 17 ifAl andA2 define exponentially dichotomic evolu­

tions, then A defines an exponentially dichotomic evolution. 0

Let us end this section with a result concerning duality

Proposition 19. IfA defines an exponentially stable (anticausal exponentially stable) evolution,

then A # defines also an exponentially stable (anticausal exponentially stable) evolution.

Proof. Use Proposition 1.9. 0
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(1)

Corollary 20. If A defines an exponentially antistable (exponentially dichotomic) evolution,

then A # defines also an exponentially antistable (exponentially dichotomic) evolution. 0

Proposition 21. If A defines an exponentially stable evolution, then A* defines an anticausal
exponentially stable evolution. 0

4. 12-forced evolutions

This section deals with forced evolutions caused by P-forcing terms under the exponential
dichotomy assumption.
We have

Theorem 1. Assume that A defines an exponentially stable evolution. Then the following hold

I. For each v E p(Z , X) the sequence x = (xk)k EZ with

k-1

xk ~ L st,i+1 vi V k EZ
1=-00

is well defined and belogs to p(Z , X ).

2. We have

ax =Ax + v (2)

for any v E p(Z , X ) and x defined by (1).

3. x = (xk)k EZ defined by (1) is the unique solution in Fez ,X) to (2).

4. There exists fJ such that II x 11 2 :5 fJ II v 11 2 for each v E Fez ,X ) and x the corresponding

i2·soiution to (2).

Proof.
1. We have

II., II' ~ II,Ist;+1 Vi II' ~ lf~ st;+1 1111 Vi IIr~ ~f~</,-i-1 11 Vi IIr
(k-1 ]2 k-1 k-1

= ~~_~q(k-i-l>2q(k-i-l>211 Vi II :5 i=~!2/-i-:=~<YJ/-i-1 II Vi 11 2

2 k-1

= /.. L I- i
-

1 II Vi 11 2

q i=-<YJ
where II ~ II :5 P I- i

, k ~ i, 1 :5 P, 0 < q < 1.
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Further
00 2 00 k-1 2 00 00

LllxkIl2$~ L L I-;-11Iv.1I2=~ Lllv.1I2L 1-;-1
k=-oo 1 q k=-oo;=-oo 1 q ;=-00 I k=;+1

2

( P )2 II v 11
2

l-q (3)

4. Follows directly from (3) for p. = 2 0
(1 - q)

Remark 2. Formula (1) shows that the P-bounded operator v ... x can be represented by the
lower-left triangular matrix form

Hence x E p(Z , X).
2. By direct checking.

3. It suffices to show that the zero valued sequence is the unique solution in p(Z , X) to

a x =A x. Let x E 12(Z , X ) such that a x =A x. Hence xk =~x; V k ~ i and

II xk 11 2$ p2l(k-;) II X; 11 2. Further ~.II xk 11 2$ p2_
1

-2 II x; 11 2. Since x E p(Z , X)
k=l 1 - q

x; -+ 0 as i -+ ± 00. Hence by taking i -+ - 00 in the last inequality one obtains II x 11 2 =0 and

the conclusion follows.

/

S-1,-2
So -2,

S1,_2

S_1,1

So -1,

S1,_1

(4)

Here the upper index A of the evolution operator st has been suppressed for the sake of
simplicity. 0

Theorem 3. Assume that A defines an anticausal exponentially stahle evolution. Then the
following hold

1. For each v E I\Z ,X) the sequence x = (xk)k EZ with

00

xk = L~ v. V k EZ
;=k I

is well defined and belongs to p(Z , X ).

2. We have

(5)

x=Aax+v (6)
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for any v E F(Z , X) and X defined by (5).

3. x = (xk)k EZ defined by (5) is the unique solution in F(Z , X) to (6).

4. There exists p such that II x liz ~ pll v liz for each v E p(Z , X) and x corresponding

F-solution to (6).

Proof. The proof runs similarly to that given for Theorem 1. Another way consists in reduc­
ing, by duality, the anticausal case to the causal one (see the proof of Proposition 2.2'). 0

Theorems 1 and 3 have an operator-based counterpart as Ball, Gohberg and Kaashoek [4]
have showed. Thus, similarly to Proposition 2.3, we have

Proposition 4. Assume that A = (Ak)k EZ defines an exponentially stable evolution. Then

1. a-I A is well defined and bounded on I\Z , X ).

2. Formula (2.13) holds on F(Z , X).

Proof. 1. Follows directly from Remark 3.2.

For 2. it suffices to evaluate the spectral radius of a-I ALe.

p(a-1A) = lim sup II (a- 1Ai 1I 11i
. From (2.10) we get

;-+00

II «a-
1
Aiw)k II = II st,k-i wk_i II ~pill Wk_i II for some W E lZ(Z ,X). Hence

II (a- 1Aiw II; ~pZq2i11 w II;and consequently II (a- 1Ai II 1Ii ~plliq-+q < 1 as

i -+ 00. o
The correspondent of Proposition 2.3' is

Proposition 4'. Assume that A = (Ak)k EZ defines an anticausal exponentially stable evolu­

tion. Then

1. a A is well defined and bounded on p(Z , X ).

2. Formula (2.18) holds on F(Z , X). 0

Let us now assume thatA in (2) defines an exponentially dichotomic evolution and assume also

that v E F(Z , X ). Let T be the Liapunov trasformation considered in Definition 3.8. Then
using (2) one obtains

a Tax = a(Tx) = a T A r1(Tx) + a Tv
or

..... -- .....
ax=Ax+v

where

X=TX=[;:] .V=UT'=[::] .;=[[ A+]
Hence (7) yields with (8)

ax- =A- x- + v- ,x+ = (A+)-lax+ - (A+)-lv+

(7)

(8)
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By applying now Theorems 1 and 4 one obtains
k-l _

x; ~ L st,i+l vj-
1=-0>

where

29

(9)

(to)
[s,'+V(I - n;+,l]' " ,,' [: (s,':~i<l -1 ] 1i+,

is a pseudoinverse for S;+l,JP - TIj +1)' In this way we have established

Theorem 5. Assume that A defines an exponentially dichotomic evolution. Then the following
hold

1. For each v E p(Z , X), x = (xk)k EZ with xk defined by (9), is the unique solution in

p(Z , X ) to (2).

2. There exists # such that II x 11 2 :5 #11 v 11 2 for all v E p(Z ,X) and x the corresponding

solution to (2) in I\Z , X ). 0

Corollary 6. Assume that A = (Ak)k EZ defines an exponentially dichotomic evolution and

A;l all exist and are bounded. Then (9) becomes

(11)
or equivalently

k-l 0> _) _)

xk = L st· TI'~'+l v. - Lst· (l- TIJ')~J';+lvi
i=-o> .J J U 1 i=k .J ~ (12)

For the last formula we used the commutation relation (3.10) which provides
-) -)

TIj .st+l = .st+lTIi+l and .st+lTIi+l = TIj .st+l as well. 0
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Remark 7. Similar results may be obtained if v E fez ,X ),p ~ 1 or v E 1''''(Z ,X). We
confine ourselves to p = 2 in order to use the nice Hilbert space structure. 0

Remark 8. Ben-Artzi and Gohberg [8] obtained also the converse result stated in Theorem

5 that is if equation (2) has for each v E F(Z , X) a unique solution x in F(Z , X ) then A
defines an exponentially dichotomic evolution. In fact, [8] contains not only the converse of
Theorem 5 but also this theorem itself. Such a remarkable result is also expressed in terms
of the equivalence between exponential dichotomy and the invertibility of the operator with
the bidiagonal representation

Le. (6;/ - 6;j+l A)~=_oo (see [7], [9]).

In this book we do not dwell on this subject and on other significant results related to it. 0

5. Liapunov equations

About a century ago AM. Liapunov introduced the so called direct method for the study of
motion stability. At present this method is usually known as the method of Liapunov func­
tions. Liapunov himself applied his method to the case of linear systems with constant
coefficients using a special matrix equation which later was termed as the Liapunov equa­
tion. The Liapunov equation method has been successfully applied also for investigating
stability of time-variant linear systems. Main results in this area are pointed out below.
LetA = (Ak)k EZ ' Q = (Qk)k EZ be two sequences of linear bounded operators on X.

Definition 1. The equations

X=A*aXA +Q (1)

a Y= A YA * + Q (2)
are termed as the Liapunov equations associated to the causal evolutions defined by A, i.e.
ax =Ax.
The equations

aX=A* XA + Q (3)

Y=AaYA*+Q ~

are called the Liapunov equations associated to the anticausal evolutions defined by A, i.e.
x =A ax. 0



5. Liapunov equations 31

The following result is of major importance.

Theorem 2. Assume that Q is bounded and that A defines an exponentially stahle evolution.
Then X = (Xk)k EZ and Y = (Yk)k EZ with

and

CX>

Xk =i~/~)·Qi ~
(5)

(7)

k-I

Yk =:' L S:,i+1 Qi(S:,i+l
1=-00 (6)

are well defined and bounded, and are the unique bounded solutions on Z to (1) and (2),
respectively.

Proof. Let us prove the first part of the theorem, i.e. that regarding (5). We have
00 00 2

II X II $ L II ~ 11 2 11 Q.II $ p2# L l(i-k) =..1!..1- V k EZ
k i=k Ik I i=k 1-l

and the uniform boundedness with respect to k is proved. To further check (1) is an easy
exercise for the reader. For uniqueness it suffices to show that X = 0 is the unique bounded

onZ solution toX=A· aXA. To this end notice first that X = (~/X~,j ~ i. Hence if
1 JI J JI

X is any bounded solution to the above homogenous equation we get

II X II $ p2 l V-i) II XII $ / lV-i) v, II X II $ v V j. By takingj -+ 00 we deduce
1 J J

II X II = 0 for arbitrary i EZ and the conclusion follows.
I

For the second part of the theorem use Proposition 1.9. Hence following the first part of this

theorem it follows that W = (A#)"a WA# + (Q.)# has a unique bounded solution W. Fur­
ther we have

W = Q A Q a W Q A· + Q Q ~ Q W =A a-l( Q W) A· + Q ~ a Y =A Y A· + Q for

Y ~ a-I Q W = Q a W. From here simple computations involving (5) provides (6). We can
also prove (6) by direct checking. 0

Similarly by using Proposition 3.21 we have

Theorem 3. Assume that Q is bounded and that A defines an anticausal exponentially stable
evolution. Then X = (Xk)k EZ and Y = (Yk\ EZ with

k-l

Xk =:' L (s'/+I/)"Qis'/+l/c
1=-00

and
00

Yk = L S:. Q·(5":tk ->"
i=k 1 I I (8)

are well defined and bounded, and are the unique bounded on Z solution to (3) and (4),
respectively. 0

For the case of exponential dichotomy we shall state the following result of Ben-Artzi and
Gohberg [8]. Notice that this result is essentially the trivial part of the main result of [8].
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(9)
and X = ~ XTwith

Theorem 4. Assume that A = (Ak)k EZ defines an exponentially dichotomic evolution and let

T be the associated Liapunov transformation. Then there exists a bounded sequence

X = (Xk)k EZ =x* and E > 0 such that

X-A*aXA ~E!

(to)

andx.- ~r,X+ ~I+.

Proof. Let Abe defined by (3.3). According to Theorems 3 and 4 let x.- and x+ be the
unique and bounded solutions to x.- = (A-)*ax.- A- + rand

aX+ = [(A+)-I]*x+(A+)-1 -1+, respectively. Rewrite the last equation as
x+ = (A+)*a x+ A+ + (A+)*A+. Thus one obtains with (to)

X-A'oXA = ro (A+~'A+ ] (11)

Since (A +)-1 defines an anticausal exponentially stable evolution it is bounded. Hence
there exists v > 0 for which (A+)*A+ ~ v 1+. Take v subunitary. Hence (11) leads to
X - A* a X A ~ v I. From here one obtains

~Xr-T*A*(a T*)-laT*aXaT(a 1)-IAT=T*Xr-~A*(a ~)-la(~i7)(a1)-IAT

~vT*T~VflI=EI, E=Vfl>O
and the conclusion follows. 0

Now we shall relate Liapunov equations more strongly with exponential stability and an­
ticausal exponential stability.

Theorem 5. If (1) is fulfilled for X = x* and Q with 0:5 X :5fl1, v 1:5 Q, v > 0, then A
defines an exponentially stable evolution.

Proof. Note first that (1) shows that Q = Q* and X ~ Q ~ v I. Thus fl > O. Let

(i,~) EZ x X be arbitrary chosen and let IfJk ~ <xk ,Xkxk > for xk ~ ~~, k ~ i. Then

IfJk+1- lfJk= <xk+1,Xk+l xk+l> - <xk,Xkxk > = <xk ,(AZ Xk+l Ak- Xk)xk>

2 v v= - <xk ' Qkxk> :5 -vii xk II :5 -ji<xk ,Xkxk > = -P IfJk ' P = ji

withfl augmented enough such that 0 < P < 1. Hence lfJk+l :5 (1 - p)lfJk from where

IfJk :5 (1 - p)k-ilfJr Therefore vII Xk 11 2 :5fl(1 - p)k-i II ~ 11 2 or II ~~ II :5 Po q"-i II ~ II
for Po = (I'/,.) 112 and q = (1 - p)1I2 where Po > 0 and 0 < q < 1. Thus II ~ II :5 Po q"-i 'V
k > i and the theorem is proved. 0
By duality it follows immediately

Theorem 5'. If (2) is fulfilled for Y = y* and Q with 0:5 Y :5flI, v 1:5 Q, v > 0, then A
defines an exponentially stable evolution. 0
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Similarly to Theorems 5 and 5' we have via Proposition 3.21

Theorem 6. If (3) is fulfilled for X == X and Q with 0 ~ X ~ fl I, v I ~ Q, v > 0, then A
defines an anticausal exponentially stable evolution. 0

Theorem 6'. If (4) is fulfilled for Y == y* and Q with 0 ~ Y ~ fl I, v I ~ Q, v > 0, then A
defines an anticausal exponentially stable evolution. 0

Example 7. Consider again the Crank-Nicholson approximation scheme given in Example

3.6. LetA and Q be defined by A
k
~ (l + i Ak)-l(l- i Ak) and

Qk==2t"(I+iAk)-lAk(I+iAk)-1. Then one can easily check that (1) is fulfilled for

X == I. Hence if Ak
2:: a I, a > 0 V k, the result given in Example 3.6 is recovered. 0

6. Uniform controllability. Stabilizability. Uniform obser­
vability. Detectability

Let X, U and Y be Hilbert spaces and let A == (Ak)k ez' B == (Bk)k eZ' C == (Ck)k ez be

bounded operator sequences where Ak : X -+ X, Bk : U -+ X and Ck : X -+ Y. Subsequently we

shall introduce the notions of uniform controllability and uniform obsetvability each of them
being associated to the pairs (A ,B) and (C ,A), respectively.
Definition I. The pair (A ,B) is called causally uniformly controllable if there exists i 2:: 1
and v > 0 such that

k-l
P;,k_"(A,B)~ 2: Sk"+1B"B~SZ"+12::vI V kEZ (1)

I j=k-i J J J J

The pair (A , B) is called anticausally uniformly controllable if there exists i 2:: 1 and v > 0
such that

/',. k+i-l

P:,k+.(A,B)== 2: Sk"B"B~SZ"2::vI V kEZ (2)
I j=k 1 J J 1

Here Skj stands for~. 0

The connection between causally uniformly controllable and anticausally uniformly control­
lable can be expressed by duality as follows in

Proposition 2. If the pair ((A O
)# ,(BOl) is causally uniformly controllable then the pair

(A , B) is anticausally uniformly controllable.

Proof. Using (1) combined with (1.25) one obtains
k-l • # • # k-l • •

"2: ~i121 (Bjl ((Bjl)0(Si12I>" ~ 2: ~~j-l+i,-k+I)OB_jB~l~.j_I+i,_k+I
J=k-I J=k-I

k-I

== 2: S-k+I _" B-J" B~J" S~k+I'-J"
j=k-i ' J
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Let r = -j , 1= -k + 1. Then the last sum becomes
-I I+i-l

L .SuB,B; s;, =L SuB,B; S;
-,=-1+1-1 ,=1

and the conclusion follows. 0

Causal uniform controllability endows the causal forced evolution xk+l = Akxk + Bk uk'

termed also as a causal controlled evolution, with nice properties as will be shown below.

Proposition 3. The pair (A , B) is causally uniformly controllable iff there exists i ~ 1 such that
for all pairs (k,~) EZ X X there exist p(i , II ~ II) and a sequence uk- i ' ... , uk_ 1 such that

II uj II S p(i , II ~ II) and the evolution xj+1 =Ajxj + Bj uj ,xk_i = 0, reaches ~ at j = k.

Proof. "Only if'. Let uj ~ B; S;j+l(P~)-I~, j = k-i, ... ,k-1 where P~(A ,B) is ab­

breviated by P~. Then II uj II S Pai v II ~ II for II Bj II S P and II Aj II S a V j. Let

p(i, II ~ II) ~ Pai vII ~ II and the upper bound for II u. II is obtained. Further by applying
J

the variation of constants formula one obtains

xk =ki l Sk'+1 B.u .= (~l Sk'+IB.B~S;'+I](P~)-I~=~
j=k-i J J J lj=k-i J J J J

Let us prove now the "if' part. This will be done by contradiction. If the pair (A , B) is not
causally uniformly controllable, then for each i ~ 1 and v > 0 there exist k E Z and ~ E X

k-l
with II ~ II = 1 such that <~,~ ~ > < v or explicitlyjJ-i<~ , Skj+1 Bj B; S;j+l ~ > < V

k-l

i.e. L II B~ S; .+1 ~ 11 2 < v. Take the sequence uk _., ... , uk _ 1 with the property in the
j=k-i J J ,

k-l
statement. Then we have ~ = L Sk '+1 B. u., II u, II s p(i, 1). Since II ~ II = 1 it results

j=k-i J J J J

k-l k-l
1 = <~,L Sk·+IB.u.> =L <B~ S;·+l~'u.>

j=k-i J J J j=k-i J J J

1 1

(k-l ]2(k-l ]2
S l~k_)IB;Skj+1~1I2 ~k}ujIl2 sv

Vl
ip(i,1)

But such an inequality is a contradiction because of the arbitrariness in choosing v. 0

Similarly we have

Proposition 3'. The pair (A , B) is anticausally uniformly controllable iff there exists i ~ 1 such
that for all pairs (k,~) EZ X X there exist p(i, II ~ II) and a sequence uk' ... , uk+i-l such

that II uj II sp(i , II ~ II) and the anticausal evolution xj = Aj xj+1 + Bj uj ,xk+i- 1 = 0,

reaches ~ at j = k. 0
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Notice that the reachability properties pointed out in the above theorems claim uniformly
bounded control energy.
Causal uniform controllability combined with exponential stability lead to significant conse­
quences as these are emphasized below.

Proposition 4. Let (A , B) be any pair with A defining an exponentially stable evolution. Then

1. ~: p«-00, k-1], U) -+ X expressed as

k-l
~u ~ 2. Sk,i+l Bjuj

1=-00

is well defined and uniformly bounded with respect to k E Z.

2. If (A , B) is causally uniformly controllable, then ~ is onto.

3. Let pC = (P{)k EZ be defined by P{ ~ ~(~t Then r is bounded and it is the unique

positive semidefinite solution to the Liapunov equation

a P C= A pC A * + B B* (4)

If (A , B) is causally uniformly controllable then pC» 0.

Proof. 1. and 2. follow directly from Theorem 4.1 and Proposition 3, respectively. For 3. one
can easily prove that

«~)*~)j = B; S;,i+1 ~ , i ~ k - 1 (5)
k-l

Using (5) it follows that p{ ~ 2. Sk,i+l B; B; S;,i+l and the conclusion follows by combining
1=-00

Theorem 5.2 with Definition 1. 0
Definition 5. ~ is called the (causal) controllability operator at k and pC is termed as the

(causal) controllability Gramian. 0
Notice that in the absence of exponentially stable assumption on A, ~ is well defined for

sequences of finite length. Sometimes, in order to simplify the notation, the upper index c
of~ and pC will be suppressed and we shall write simply 'l'k and P, respectively.

Similarly to Proposition 4 we have

Proposition 4'. Let (A, B) be any pair with A defining an anticausal exponentially stable
evolution. Then

1. ~ : P«k , 00] , U ) -+ X expressed as

00

~u = 2.Sk.B.u.
;=k 1 1 1

is well defined and uniformly bounded with respect to k E Z.

2. If (A , B) is anticausally uniformly controllable, then~ is onto.

3. Let pP = (Pfc)k EZ be defined by Pfc = ~(~t Then pP is bounded and it is the unique

positive semidefinite solution to the Liapunov equation
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]:II = A a ]:II A * + B B*

If (A ,B) is anticausally uniformly controllable, then ]:II » O.
(7)

o
Definition S'.~ is called the anticausal controllability operator at k and ]:II is termed as the

anticausal controllability gramian. 0

Definition 6. Let a x =A x + B u be any controlled evolution and let F = (Fk)k eZ be any

arbitrary bounded sequence, Fk : X -+ U. A dependence u = Fx + u is called a (causal)

state-space control law. Ifu= 0, u = F x is usually called a state-space feedback law.

Letx=Aax+Bu be any controlled anticausal evolution. Thenu=Fax+u and
u = Fax are termed as anticausal state-space control law and anticausal state-space feed­
back law, respectively. F is termed as feedback gain. 0

If a control law u = Fx + u is applied to a x =A x + B u it becomes ax=(A +BF)x+Bu.

Similarly for the anticausal case one obtains x = (A + B F)a x + B u for u =Fax + u.
Two major questions are now in order. The first concerns preserving causally uniformly
controllable (anticausally uniformly controllable) under causal (anticausal) control law, Le.
if the pair (A + B F, B) still remains causally uniformly controllable (anticausally uniformly
controllable). The second question consists in the possibility of causally (anticausally)
stabilizing a controlled system, Le. the existence of a feedback gain F such that A + B F
defines an exponentially stable (anticausal exponentially stable) evolution.
Concerning the first question we have

Proposition 7. If (A , B) is any causally uniformly controllable pair, then for every feedback
gain F, (A + B F , B) is also a causally uniformly controllable pair.

Proof. According to Proposition 3 there exists i ~ 1 such that for all pairs (k , ~) E Z x X
there exist ,u(i, II ~ II) and a sequence uk _ i ' ... ,uk _ I such that II uj II ~,u(i, II ~ II) and

xk = ~ for xj+I = Ajxj + Bjuj , xk_i = O. Let uj @uj - Fjxj , k - i ~j ~ k - 1. Since

j-I .

X.= L S. +IB u we deduce that II x·11 ~ iP a',u(i, II ~ II). Here II B II ~P and II A II ~a.
J r=k-i J.f r r J r r

Hence II U. II ~ II u. II + II Filii x. II ~ (1 + qJ iP ai),u(i, II ~ II) = ,u(i, II ~ II),
J J J J

II FII ~ qJ.Letx·+ I = (A. + B.F)X. + B.u. withxk . = O. Then
J J J J J J J J -I

Since xk_i - xk_i = 0 it follows that x
j

- x
j

= 0 and consequently xk =~. Using again

Proposition 3 the conclusion follows. 0

The anticausal version of Proposition 7 can be easily stated and it is omitted here.
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Concerning the second question mentioned above we shall introduce first
Definition 8. A pair (A ,B) is said to be causally (anticausally) stabilizable if there exists a
feedback gain F for which A + B F defines an exponentially stable (anticausal exponentially
stable) evolution.
We have

Proposition 9. Let (A ,B) be a causally uniformly controllable pair and assume that A -1 is
well defined and bounded. Then (A , B) is (causally) stabilizable.

Proof. Let us show first that there exists fl > 1 such that (u A)-1 defines an anticausal

( )
i-k

exponentially stable evolution. For write sJ:4f
l

= t A;1 ... A:-\, k ~ i - 1. Hence

-I (V)i-k
11sJ:4) II ~ Ii where sup{IIA;111 I kEZ}~V. By choosingfl >v the con-

clusion follows. Since (A , B) is causally uniformly controllable (A -1 ,A -1 B) is anticausally
uniformly controllable. Indeed from

= sA . ~ .(A-1 A-I B)(sA . )*
r+l/ r/+I' r+l/

for r ~ k - i. Thus the following formula holds
-I -I

~ (A-1 A-I B) = sA Y (A B)(sA )*
r, r+i' r, r+i r+i,r' r, r+i (8)

and the conclusion follows. Clearly «(uA)-1 ,(uA)-IB) is also anticausally uniformly con­
trollable. According to Proposition 4' we have

~ = (uA)-la ~(uA*)-1 + (uA)-IB B*(uA*)-1 (9)
From (9) one obtains

or
A ~ = fl-2 a ~(A*)-1 +fl-2B B*(A*)-1

A - fl-2B B*(A*)-te~)-1 = fl- 1a ~(uA*)-I(~)-1 (10)
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Since PJ » 0 it acts as a Liapunov transformation and consequently the right-hand side of
(10) defines an exponentially stable evolution (see Proposition 3.21). By defining

F=}l -2B-(A-)-1(PJ)-1 it follows that A + B F defines an exponentially stable evolution and
the proof ends. 0

Using Proposition 2 we have also the anticausal version of Proposition 9 stated as follows

Proposition 9'. Let (A ,B) be an anticausally uniformly controllable pair and assume that
A -1 is well defined and bounded. Then (A , B) is anticausally stabilizable. 0

Definition 10. Two pairs (A , B) and (A , B) are said to be Liapunov similar if there exists a

Liapunov transformation such that A=a TAr 1
, B=a T B. 0

Proposition 11. Liapunov similarity preserves causal (anticausal) uniform controllability.

Proof. Follows directly from (1.18), (1) and (2). 0

Based on Proposition 11 we have

Proposition 12. Assume that (A , B) is causally uniformly controllable and that A defines an
exponentially dichotomic evolution. Then (A , B) is causally stabilizable.

Proof. Since A defines an exponentially dichotomic evolution there exists a Liapunov trans­
formation T such that

- 1 [A- .1A =aTA r = A+)

where A - defines an exponentially stable evolution and A defines an antistable evolution
(see Definition 3.8). Let

- [B-]B=aTB = B+ __

Since (A , B) is causally uniformly controllable the pair (A , B) defined above is also causally
uniformly controllable as Proposition 11 asserts. Hence (A + ,B+) is causally uniformly

controllable as follows from < fii(A ,B'jX ,x> ~ v II x11
2
, x= Tx = (x - ,x+) by taking

x - = O. According to Proposition 9 there exists F+ such that A + + B+ F+ defines an ex-
-Ii. + ---

ponentially stable evolution. Let F = [0 F]. Then A + B F defines an exponentially
stable evolution and the conclusion follows via Theorem 3.7. 0

All the above treatment has been concerned with the pair (A ,B). Let us now look at the
notion of uniform observability which is related to the (C ,A) pair. To this end we have
Definition 13. The pair (C ,A) is called causally uniformly observable (anticausally

uniformly observable) if the pair (A# ,C#) is causally uniformly controllable (anticausally
uniformly controllable). 0

Thus uniform observability is a dual notion to uniform controllability. Therefore all the
above results can be dualized. We shall do so explicitly only with those results which seem to
be relevant.

Proposition 14. Let (C ,A) be any pair with A defining an exponentially stable evolution. Then

1. e~ :X -+ P([k, 00) , Y) expressed as
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(e~X)j = Cj SjkX V i ~ k , x E X (11)

is well defined and uniformly bounded with respect to k E Z.

2. If (C ,A) is causally uniformly observable, then e~ is one to one.

3. Let if = (~)k EZ be defined by~ = (e~)·e~. Then if is well defined and bounded and

it is the unique positive semidefinite solution to the Liapunov equation

if=A·aifA +C·C

If (C ,A) is causally uniformly observable, then if » O.

(12)

o

(13)

Definition IS. e~ is called the (causal) observability operator at k and if is termed as the

(causal) observability Gramian. 0

Sometimes the upper index c at e~ and if will be omitted.

Proposition 14'. Let (C ,A) be any pair with A defining an anticausal exponentially stable
evolution. Then

1. e~ :X -+ p«- 00 , k - 1], Y) expressed as

(e~x)j = Cj Si+l,kx Vi::;; k - 1 , x E X

is well defined and uniformly bounded with respect to k E Z.

2. If (C ,A) is anticausally uniformly controllable then e~ is one to one.

3. Let if =(0:\ EZ be defined by 0: = (e~)·e~. Then if is well defined and bounded and

it is the unique positive semidefinite solution to the Liapunov equation

a(f=A·(fA +C·C
If (C •A) is anticausally uniformly controllable then if » 0.

As above S.. stands for sA..
I) I)

(14)

o
Definition 15'. e~ is called the anticausal observability operator at k and if is termed as the

anticausal observability Gramian. 0

Definition 16. Let F be any feedback gain for the pair (A# , C#). Then K ~ ~ is called an
injection gain for the pair (C ,A). 0
Clearly if K is any injection gain it associates to the pair (C ,A) the bounded sequence
A+KC.
Preservation of causal (anticausal) uniform observability under injection is obvious as fol­
lows by dualizing Proposition 7.
Let us introduce

Definition 17. A pair (C ,A) is said causally (anticausally) detectable if (A# , c#) is causally
(anticausally) stabilizable. 0
By dualizing Proposition 9 one obtains
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Proposition 18. Let (C ,A) be any causally uniformly observable (anticausally uniformly ob­

servable) pair with A-I well defined and bounded. Then (C ,A) is causally (anticausally)
detectable. 0

Example 19. Preservation of uniform controllability by sampling. Consider the continuous
time system x =A(t)x + B(t) u where t ... A (t), t ... B(t) are continuous and bounded matrix
valued maps of dimensions n x nand n x m, respectively. Let S(t ,T) be the evolution
operator associated to A. In this situation uniform controllability means the existence of
T > 0, V > 0 such that

t

f S(t,s)B(s)B*(s)S*(t,s)ds~vI V tER
t-T

Take h > 0 called the sampling period and let i EN, i ~ 1, such that i h ~ T. Then for
k > i we can write

kh

f S(kh,s)B(s)B*(s)S*(kh,s)ds ~vl
kh-ih

that is
k-l (j+l)h

L f S(kh ,s)B(s)B*(s) S*(kh ,s) ds ~ v I
j=k-i jh

As is well known the discrete system x'+ l =A.x. + B.u. obtained by sampling from the
J J J J J

(j+ l)h

continuous one is characterized by A. = S«j+ 1) h ,j h), B. = f S«j+ 1) h ,a) B(s) ds.
J J

jh
From here we deduce that

k-l
L Ak_l .. ·A·+IBJ.BJ~AJ~+1 ... A;_l

j=k-i J

k I (j+1)h (j+l)h

=i S(kh,(j+1)h) f S«j+1)h,s)B(s)ds f B*(a)S*«j+1)h,a)daS*(kh,(j+1)h)
j=k-i jh jh

k-l (j+l)h (j+l)h

= L f S(k h ,s) B(s) ds f B*(a) S*(k h ,a)da
j=k-i jh jh

k-l (j+ l)h

=hL f S(kh,s)B(s)B*(s)S*(kh,s)ds+
j=k-i jh

k-l U+1)h [U+l)h ]
~=f-i £S(kh,s)B(s) ! (B*(a)S*(kh,s)-B*(s)S*(kh,s»)da ds
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kh

= h f SCk h, s) BCs) B*Cs) S*Ck h , s)ds + EkiCh)
(k-i)h

where by EkiCh) has been denoted the second term in the preceding equality, but

II EkiCh) II ::5 M h wCh) where w is the modulus of continuity for B*Ct) S*Ck h, t). Hence by

taking h small enough the causal uniform controllability of the discretized system is guaran­
~~. 0
Example 20. Uniform controllability under delayed controls. Let us consider the system with
a one step delay, that is xk+l =Akxk + Bk uk_I" Let Vk+l =uk and obtain the augmented

system

Thus we must investigate the unifor1 controlJbility of the pair

Ak Bk [0]A - B -
a,k - ° ° ' a,k - 1m

Observe that (1) is, according to the variation of constant formula, the solution to Liapunov

equation Xj+1 = Aj~Aj + Bj Bj, Xk_i = 0, j ~ k - i. It can be immediately checked that

the above Liapunov equation written for the[~oveoa]ugmented pair is satisfied for

X = J
aj ° 1m

Since P:
k

" = X
k
~ v I , obviously X ,k ~ v I + for v adequately modified in order to become

I nan m

subunitary if necessary. 0

7. Further results concerning exponential stability

Using the concepts of stabilizability and detectability introduced in the previous section we
are now in the position to improve the results stated in Theorems 5.5,5.5',5.6 and 5.6'.

Theorem 1. Assume the pair CC , A) causally detectable. If the Liapunov equation

X=A*aXA+C*C (1)
has a bounded on Z positive semidefinite solution X (0 ::5 X ::5 It I) then A defines an exponen­
tially stable evolution.

Proof. Choose Ci ,;) E Z x X arbitrary and let xk+l = Akxk,xi = ;, k ~ i. Then from (1) we

have

<xk+l ,Xk+l xk+l > - <xk 'Xkxk> = <xk ' CA;Xk+1Ak - Xk)xk> = -II CkXk 11 2

Thus
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from where

or
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k-1
}: II C.x,11 2~ <~ ,x.~> ~jJ. II ~ 11 2
j=i J J J

00

j~iIICjXjIl2~jJ.1I~1I2 (2)

Let K be such that A + K C defines an exponentially stable evolution. Since
xk+1=(Ak+KkCk)xk-KkCkxk the variation of constants formula gives

k-1
...A+KC I: ~ ...A+KC

xk = ;)k' ., + LJ;)k '+1 K. C.x,
J j=i oJ J J J

Thus

2p2 c2 k-1
~ 2p2 l(k-i) II ~ 11 2+ __0 LI-j-111 C.x,1I 2

1 - q j=i J J

where II ~+KC II ~ PI- i
, P <!: 1 , 0 < q < 1 , II ~ II ~ co'

Further

2 2p2c2 00 00

~~1I~1I2+__0 }:1IC.x,1I 2 }:c1-j - 1

1-l 1 - q j=i J J k=j+i
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or equivalently

00

L II Ski~ 11
2
~P-O II ~ 11

2

k=i

00

I ~ P. ~ L S~ Ski ~ P-oI
I k=i

But P. = A: P.+ 1A. + I as can be checked easily and the exponential stability of the evolu-
I I I I

tion defined by A follows from Theorem 5.5. 0
Dualizing Theorem lone obtains

Theorem 1'. Assume the pair (A, B) is causally stabilizable. If the Liapunov equation

aY=A YA* + BB* (3)
has a bounded on Z positive semidefinite solution Y then A defines an exponentially stable
evolution. 0

Using Proposition 3.21 we have also

Theorem 2. Assume the pair (C ,A) is anticausally detectable. If the Liapunov equation

aX=A*XA+C*C (4)
has a bounded on Z positive semidefinite solution X then A defines an anticausal exponentially
stable evolution. 0

Theorem 1'. Assume the pair (A , B) anticausally stabilizable. If the Liapunov equation

Y=A aYA* + BB* (5)
has a bounded on Z positive semidefinite solution Y then A defines an anticausal exponentially
stable evolution. 0

Example 3. Let us consider again Example 5.7. Take C
k

= (2 or)It7.(Ak)lt7.(1 + ~ Ak)-l and

Kk = or iI2(Ak
)V2. Then A

k
+ Kk Ck = (I + -2£ Ak)-l. Hence if «I +!.2 Ak)-\ EZ

2 (2 or)
defines an exponentially stable evolution the same is true for A defined in Example 5.7 as
Theorem 1 asserts. 0

Notes and References

General results concerning discrete-time systems may be found in [24]. The same topics
restricted to linear systems are treated in [44]. A rather recent book on stability of time-in­
variant discrete linear systems is that of La Salle, see [47]. For the concept of duality
(Definition 1.5) see [4] and [58]. The forced evolution caused by inputs of finite negative
(positive) support are inspired from [4] (see Propositions 2.3 and 2.3'). Concerning ex­
ponential dichotomy a very thorough investigation has been made by Ben-Artzi and Goh­
berg (see [7], [8] and [9]). For several connections with our treatment on these topics see
Remark 3.13. Results on exponential dichotomy in the discrete case may be also found in
[14], [53], [43] and [50]. Here we have to mention the stimulating and useful text on ex-
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ponential dichotomy, in the continuous case, belonging to Coppel, see [15]. For P-forced
evolutions the results stated in Propositions 4.4 and 4.4' are inspired from [4]. Remark 4.8
contains also a relevant result on this subject which is extensively developed in [7] and [9].
General results on the discrete version of the Liapunov equation may be found in [2]. Such
an equation is termed in [7] as the Stein equation. A pioneering work on stability of dis­
crete-time systems is that of Kalman and Bertram, see [41]. For the notions of uniform
controllability and observability see for instance [56]. Results on controllability and obser­
vability Gramians, in the continuous case, may be found in [19]. Propositions 6.4 and 6.14 in
the text are extensions of these results. Equivalent results on constructing a stabilizing
feedback (see Proposition 6.9) are available in [42] and [45]. Similar results to those stated
in section 1.7 on exponential stability may be found in [2].
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Nodes
In this chapter an operator-based approach of the input-output behaviour of discrete time­
variant linear systems is the focus of our attention. More exactly if any linear system has an
internal exponentially dichotomic free evolution, then we can always associate to it a linear

bounded operator between the p(Z) spaces of the input and output sequences. Such an
operator will be called a node. Nodes have remarkable system-theoretic properties which
play a central role in solving different tasks of system compensation. From a theoretical
viewpoint our study may be considered as a discrete time-variant analogue of the one
developed by Bart, Gohberg and Kaashoek (see [5]) for the continuous-time systems.

1. Linear systems. Input-output operators

Let us start with
Definition 1. Let X, U and Y be Hilbert spaces and let A = (Ak)k EZ' B = (Bk)k EZ'

C = (Ck)k EZ and D = (Dk)k EZ be bounded operator sequences with Ak : X -+ X,

Bk :U -+ X, Ck : X -+ Y and Dk : U -+ Y. The quadruple (A, B, C, D) defines a linear system

in the causal version (or a causal system) if

xk+1= Akxk + Bkuk
Yk = Ckxk + Dkuk (1)

The quadruple (A , B , C ,D) defines a linear system in the anticausal version (or an an­
ticausal system) if

Xk = Akxk+1+ Bk Uk

Yk = CkXk+l + Dk Uk (2)
In both above cases Xk' Uk and Yk are the state, the input and the output, respectively, and all

being considered at the time-moment k E Z. 0
Usually we shall adopt for (1) and (2) the representation in terms of sequences that is

ax=Ax+Bu
y=Cx+Du (3)

and
x=Aax+Bu
y=Cax+Du (4)

respectively, where x = (xk)k EZ' u = (uk)k EZ'y = (Yk)k EZ' a is the unit shift operator, i.e.

(ax)k =xk+1 «a- 1x\ =xk_1) and A, B, C and D act as multiplication operators.
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(9)

(7)

(8)

Let Z+(V) be the linear space of V-valued sequences u = (uj)j ez of finite negative support

that is u E Z+ (V ) iff there exists i+ (u) E Z such that uj = 0 for i < i+ (u). Let u E Z+ (V), set

j = i+(u) and assume that x. = 0 for i ~ j i.e. (1) rests up to the moment j. Then the output
1

of (1) is well defined by

IkilCkSk·+lB.u.+DkUk' k >j
.. ,I 1 1

Y = 1=)

k Dk uk ' k = j (5)

o , k <j

where Ski stands for the evolution operator ~ and the variation of constants formula has

been used (see Proposition 1.2.2). Clearly Y = (Yk)k eZ ' for Yk defined by (5), belongs to

Z+(Y) and i+(y) = i+(u). For a givenj EZ denote Z:(V) the subspace of Z+(V) consisting
)

of all the sequences u for which i+ (u) ~ j. Then (5) defines a linear operator

T .: Z: (V ) ... Z+ (Y ) called the causaZ input-output operator at j. Following Proposition 1.2.3
CJ )

we can now characterize the whole family (T .). ez by a single operator well defined on theCJJ
whole Z+(V). Indeed one can write from (3) x=(al-A)-lBu, Y = (D + C(a1- A)-lB)u,
u E Z+ (V), x E Z+ (X ), Y E Z+ (Y) and obviously the desired operator is

Tc=D+C(al-A)-lB (6)

The explicit formula for (a1- A)-l (see (1.2.13)) gives the explicit action of
T : Z+ (V ) ... Z+ (Y) as

C
co

T u = D u + L C(a-1Aia-1(B u)
C j=O

T is called the causal input-output operator associated to (3).
C

A similar treatment may be developed for the anticausal version. For let Z-(V ) the linear
space of V-valued sequences of finite positive support that is u E Z-(V) iff there exists
i-(u) EZ for which u. = 0 i ~ i-(u). Let u E r(V), setj = r(u) and assume that (2) rests

I

after j - 1, i.e. x. = 0 for i ~ j. Then the output of (2) is well defined by
1

I
0 ,k>j-l

Dk Uk ' k = j - 1
Yk = j-l

j="f+~kSk+l,iBjuj+ Dkuk ' k < j - 1

where formula (1.2.4) has been used. As above y = (Yk)k ez' Yk defined by (8), belongs to

r(Y) and i-(y) = i-(u). Let r(V), j EZ, be the subspace of Z-(V) consisting of all

sequences u for which i- (u) ~ j. Then (8) defines a linear operator T .: C (V ) ... Z- (Y )

called the anticausal input-output operator at j. Following now Proposi~ton)1.2.3' one can
easily check that (4) provides the anticausal version of C!!l' Le.

Ta = D + C a(l - A a) B
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T :r(u) -+ r(y), which acts explicitly (see (1.2.18)) asa
00
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T u = Du + LCa(AaiBu
a ;=0 (10)

T is called the anticausal input-output operator associated to (4).
a

Remark 2. The operators T and T generalize the notion of transfer function introduced inca·
the time-invariant case. In this case (6) and (9) correspond to Tc(z) = D + C(Z 1- A)-IB

and T (z) = D + z C(I - A z)-IB u, respectively. 0
a - - - -

Definition 3. Two causal systems (A, B, C, D) and (A, B, C ,D) are said to be (causal)

- -
input-output equivalent if T = T where T and T are the causal input-output operatorsc c c c

associated to (A ,B , C , D) and (A , B , C ,D), respectively. 0

In a similar way the anticausal input-output equivalen£e i! d~fin~d.
Definition 4. Two causal system (A , B , C ,D) and (A , B , C ,D) are said to be Liapunov

similar if there exists a Liapunov transformation T such that A= a TAr I, Ii = a T B,

e=crt, jj =D. If the above systems are anticausal the Liapunov similarity is written as

A= T A (a 7)-1, Ii = T B, e= C (a 7)-1,f) = D.

Proposition 5. Liapunov similarity preserves input-output equivalence.

Proof. Using (6) we get

T = jj + C(aI -A)-Iii = D + C rl(aTr l - aTA rl)-Ia TB
c

o

= D + C rl[T(a1- A)rl]-Ia T B = D + C(a1- A)-IB = T
c

A similar equality holds for anticausal input-output operators. 0
Some elementary system connections are now in order.
We shall treat only the causal case. The anticausal one is left to the reader as an exercise.
Let (AI' BI ,CI ,DI ) and (A2 , B2, C2' D2) be two (causal) systems with input-output

operators Tel and Tc2' respectively. Assume that U 2 = Y l' Then TcR ~ Tc2 Tel is well

defined from 1+ (U I) into 1+(Y 2) and means that the input u2 equals the output YI' TcR is

really a causal input-output operator which is associated to a resultant system obtained by
cascading the above two systems. Indeed

TcR = Tc2 Tel = (D2 + C2(a 1- A2)-IB2)(DI + CI(a1- AI)-IBI)
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[
aI-At O]-t[Bt] -t

= D2 Dt + [D2CI C2l -B
2
C

t
aI-A2 BPI = DR + CR(a1- A R) BR

where

AR = [B~~, :,], BR = [B~,] ,CR = ID,C, C,I, DR =D, D1 <")
If U t =U 2 and Y t =Y 2 we can define the parallel connection of the two systems. Indeed

TeR = Tel + Te2 is well defined and

TeR = Tel + Te2 =Dt + Ct(a1- At)-tBt + D2 + C2(a 1- A 2)-tB2

where

AR = [0' ;,], BR = [::] , CR =IC, C,1. DR =D1+ D, (12)

Consider now the causal system (A , B , C, D) and assume that D-t is well defined and

bounded. Then the second equation (3) yields u = -D-ICx + D-Iy. By substituting it in
the first equation (3) one obtains

ax = (A - B D-tC)r + B D-Iy (13)
u = -D-ICx + D-ty

Denote by T the causal input-output operator of (13) which acts from 1+ (Y) into 1+(U ).e __

Using (11) one can easily check that Te Te = Te Te = I. This can be also checked by direct

computation in accordance with the rules of algebra of linear operators between 1+(U ) and
/+(Y). The above considerations motivate to call (13) the inverse of system (3) and to

denote its causal input-output operator by Te-
t .

Definition 6. If (A, B ,C, D) is a causal (anticausal) linear system then the causal (an­

ticausal) system (A* ,B* ,C* ,D*) is called the dual of (A, B ,C ,D) and is denoted

*(A ,B,C ,D) .

Proposition 7. Let (A ,B , C ,D) be a causal system and let T be its causal input-output
e

operator. Denote by r: the causal input-output operator of the dual system. Then

where

y#=Q1*Q
e e (14)
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1* ~ D* + B* a(l - A* a)-IC*
c

Proof. According to (15), the right-hand side of (14) is defined by

w=A*aw +C*Qy
u=QB*aw+QD*Qy

Premultiplying the first equation by Q one obtains

Q w = (QA*)Q aw + (Q C*)y
U = (QB*)Qaw + (QD*)y

Let x = Q a w = a-1(Q w). Hence a x = Q w and we obtain finally

ax=A*x+c#y

U = B* x + D* Y
and the conclusion follows.

From Definition 6 we have automatically that (rt:l = Tc'

The anticausal version of Proposition 7 is left to the reader as an exercise.
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(15)

o

As we have seen before, any causal (anticausal) linear systems defines a linear operator
between the input and output spaces of sequences of finite negative (positive) support. This
fact has been put in evidence by the causal (anticausal) input-output operator T (T)

c a
defined through (1.6) «1.9)). In this section we shall restrict our attention to the following
three cases: a) A defines in (1.3) an exponentially stable evolution; b) A defines in (1.4) an
anticausal exponentially stable evolution; c) A defines in (1.3) an exponentially dichotomic
evolution. We shall see that in all these cases the corresponding linear system defines a
linear bounded operator between F(Z , U ) and F(Z , Y). Such an operator will be called a
node.
Case a)
Following Proposition 1.4.4 one can immediately see that (1.6) and (1.7) are well defined on
F(Z , U ) and the causal input-output operator T becomes a linear bounded operator from

c

F(Z , U) into F(Z ,Y). The explicit action of T is given by (see (1.4.1))
c

k-l

Yk = (Tcu)k =. L Ckst,i+l Bjuj + Dkuk (1)
'=-00

Case b)
Based on the arguments given by Proposition 1.1.4' the same conclusion as in the preceding
case holds, but with respect to the anticausal operator T (see (1.9) and (1.10))a

(2)

Case c) _

This case incorporates both previous cases. Let (A , B , C ,D) be linked to (A , B , C , D)
through the Liapunov similarity defined by the Liapunov trasformation introduced in
Definition 1.3.8 that is
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x~ Tx- [~:]
where A - and A + define exponentially stable and antistable evolutions, respectively. Then
we have

a x- = A - x- + B- U

x+ = (A+)-1ax+ - (A+)-1B+ U

Y = C- x- + C+ x+ + Du = C- x- + C+(A+)-1ax+ + (D - C+(A+)-1B+)u

According to the previous cases we can write x - = (a 1 - A -)-1B- u,

x+ = -(I - (A+)-1a)-1(A+)-1B+ u for any u E p(Z , U). So the output y of the above
system can be expressed as

y=[C-(a I-A -)-1B- -C+(A +)-1a(I-(A+)-1a)-\A+)-1B++(D-C+(A+)-1B+]u

Thus y = r u where

T ~C-(a I-A-)-1B- -C+(A+)-1a(I-(A+)-1a)-1(A+)-1B++D-C+(A+)-1B+ (3)
c

is a linear bounded operator mapping p(Z , U ) into l\Z , Y). Here the lower index c is a
reminder that the exponentially dichotomic system is written in the causal version (1.3). An
explicit action of (3) may be rapidly obtained by using (1.4.9), that is

k-1 ~

(T u)k= L CkS:·+1TI·+1B.u.-LCk[5':4+1,,(I-TI·+1)]tB.u.+Dkuk (4)
c i=-~ ,J I I I i=k I.,.. I I I

for all k E Z and u E p(Z , U ).
Now we are ready to introduce

Definition 1. We call the node the linear bounded operator between p(Z ,U) and
p(Z , Y) originated in one of the three preceding cases a), b) or c). 0
We shall write T = (A , B , C ,D] if the node is defined by the system (A , B , C, D) writtenc c
in the causal version (1.3) and Ta = [A ,B ,C ,D]a if the node is defined by the system

(A, B ,C ,D) written in the anticausal version (1.4). The quadruple (A ,B, C, D) is called
the system realization of the node (in the causal or the anticausal version). The realizations
corresponding to the cases a), b) and c) are termed as internal exponentially stable, internal
anticausal exponentially stable and internal exponentially dichotomic ones, respectively. If

T = [A , B , C ,D] and A -1 defines an anticausal exponentially stable evolution we shall
c c

say that T
c

has an internal antistable realization. Usually, if no confusion appears, the

subscripts a and c will be suppressed writing simply T, instead of T and T .c a

Example 2. a x = u , y =x defines the causal node T = [0, I , I, 0] with internal exponen-
c c

tially stable realization. Since Yi = ui_ 1
' i E Z the matrix representation

Tc = (dij+1)j ,j EZ should also be used. 0
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Remark 3. A node is invariant under Liapunov transformations performed on its realization.
o

Now some basic operations with nodes are in order.
First we shall evaluate the adjoint. To this end note first three facts:
1)

(5)

because of <ox,y> = <x,o-ly > 'V x,y§lJZ~XJ.
2) The causal systems (A, B , C, D) and (A, B , C ,D) are Liapunov similar iff the an-

ticausal systems (A* ,B* ,C* ,D*) and CA* ,It, c* ,jj*) are Liapunov similar (see Defini­
tion 1.4).
3) We have

(A, B, -C, Dlc = [A , -B, c, Dlc and [A ,B, -C, Dla = [A , -B, C, Dla (6)

Let [A , B , c, Dl be an internal exponentially stable node. Then with (5) its adjoint is
c

(A, B, C, Dl; = r; = CD + qo1- A)-IB)* = D* + B*Co* 1- A*)-IC*

= D* + B*Co-1 I - A*)-IC* = D* + B* 0CI - A* o)-IC* = [A* ,C* ,B* ,D\ (7)

Similarly if [A , B , C , Dla is an internal anticausal exponentially stable node, we have

[A , B , C , Dl: = [A *, C* , B* , D*lc (8)

Finally for an internal exponentially dichotomic node we may write according to (3), (6), (7)
and (8) that

[A,B,C,Dl; =[A - ,B-,C-,oJ;+[CA+)-1,-CA+)-IB+,C+CA +)-1, -C+(A+)-IB+l:

+[CA +)-*, -CA +)-*CC+)*,(B+)*(A +)-*, -(B+)*(A +)-*(C+)\

where CA+)-* stands for «A+)-I)*. The above expression leads to
x- = (A-)*ox- + (C-)*y

ox+ = (A+)-*x+ - (A+)-*(C+)*y
u = (B-)*ox- + (B+)*(A+)-*x+ + (D* - (B+)*(A+)-*(C+)*)y

or equivalently
x- = (A-)*ox- + CC-)*y
x+ = (A+)*ox+ + (C+)*y
u = (B-)*ax- + (B+)*{A+)-*[(A+)*ox+ + (C+)*Yl

+ (D* - (B+)*(A+)-*(C+)*)y = (B-)*ox- + (B+)*ox+ + D*y
Hence

* [A-[A , B , c, Dl = [
c 0
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o

o

where the last equality is a consequence of the second fact mentioned above in conjunction
with Remark 3.
Thus (8) and (9) lead to

Proposition 4. For any causal (anticausal) node [A , B , C ,D]e ([A, B , C , D]) we have

[A , B , C ,D]; = [A * , C* , B* ,D\ ([A, B , C ,D]: = [A* , C* ,B* ,D*]e)

For a cascading operation and / or a parallel connection we have

Proposition 5. If two nodes [AI' BI ,CI ,DI]e and [Az' Bz ' Cz ' DZ]e are cascaded then the

resultant node [AR ,BR , CR ,DR]e is given by (1.11). If the parallel connection is performed

then (1.12) holds.

Proof. The resultant systems (Lll) and (Ll2) are really nodes in accordance with Proposi­
tion 1.3.17' and Corollary 1.3.18. 0

Proposition 6. Let [A , B , C ,D] be a causal node. Assume that D- I is well defined and
e

bounded and that A - B D -1C defines an exponentially dichotomic evolution. Then

[A B C D]-I = [A-BD-IC BD- I -D-1C D-1]
, , , c '" c

Proof. See (Ll3). 0

Definition 7. Let T = [A , B , C ,D] be a causal node. Then the dual node is defined ase e

t'f = [A, B, C, Dr' ~ [A# ,C# ,B# ,D#] . It is similarly so for the anticausal case.
e e e

Clearly (t'f)# = T. We have also
e e

Proposition 8. a) If T is a causal node then t'f = Q T Q.
J e e e

b) If Tel and TeZ are two causal nodes then (TeZ Tel! = ~ r:z.
Proof. a) See the proof of Proposition 1.7 and remark that (Ll5) really defines the adjoint
r; of Te (see also (5». For b) apply Definition 7. 0

The anticausal version of Proposition 8 is left to the reader.
Remarkable connections between linear systems (which are not necessarily nodes) and
nodes are now emphasized through the so-called doubly coprime factorization. We shall treat
only the causal case.

Definition 9. Let (A , B , C ,D) be a causal system and let T = D + C(a I - A)-1B be its
e

causal input-output operator (T :1+(U ) --+ 1+ (Y ». Then
e

a) A pair (N, M) which consists of two internal exponentially stable nodes N and M, with M
invertible as input-output operator Le. M-1

: 1+(U ) --+ 1+ (U) exists, is called a right­
coprime factorization of T if

e

T =N~l
e

and there exist two internal exponentially stable nodes G and H such that
GM+HN=I

(10)

(11)
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-
b) A pair (N, M) which consists of two internal exponentially stable nodes Nand M, with

if invertible as input-output operator, Le. (it)-I : 1+(Y ) -+ 1+ (Y) exists, is called a left­
coprime factorization of Te if

T = if-INe _ _ (12)
and there exist two internal exponentil!!lvtableEodes G and H such that

MG+NH=I (13)
Definition 10. We say that a causal linear system (A , B , C , D) with the causal input-output
operator T has a doubly coprime factorization if there exist eight internal exponentiallye

(14)[-ff R][; ~] ~ [~ ~]
either equality (10) or (12) holds. 0

Remark 11. It can be easily checked that the pair (N, M) and (N, M), for N, M, N, M in the
statement of Definition 10, are right- and left-coprime factorization of T

e
, respectively. 0

We have

Theorem 12. Let (A , B , C, D) be a causal linear system and let T be its causal input-output
e

operator. If (A ,B) and (C ,A) are causally stabilizable and detectable, respectively, then the
system has a doubly coprime factorization.

stable nodes N, M, N, M, G, H, G, jj with M- I and if-I well defined on 1+(U ) and 1+(Y ),
respectively, such that

Proof. Let F and K be such that both AF @A + B F and AK @A + K C define exponentially

stable evolutions. Then we have

a x = A x + B u = (A + B F)x + B Ii

Ii = u - Fx
Hence

-I ­
X = (aI -A

F
) Bu

and

or

Ii = (I + F(a 1- AF)-IB)-Iu

where the inverse exists according to (1.13) and it is taken on 1+(U). Thus

x = (a1- AF)-IB(I + F(a1- AF)-IB)-Iu

and consequently

y = Cx + D u = (C(a1- AF)-IB(I + F(a1- AF)-IB)-I + D)u
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N = (A + B F , B , C + D F ,Dl,

(15)

(16)

M = (A + B F, B , F ,ll, (17)

which are both internal exponentially stable nodes. Then

T, = N M-
1

(18)

as follows from (15). Apply now the same scheme to the dual system (A, B , C , D)" =

(A # , C# ,B# , D#) and obtain

where
N = (A + K C , B + K D , C , Dl,

(19)

(20)

-
M = (A + K C , K, C, I], (21)

Write now the so called "full-state observer" for the causal system (A , B , C , D) that is
a x = A x + B u + K(Cx - y + D u)
u =Fx

and look for the transitiony ... u. Hence

x = (aI -AK)-\B + KD)u - (aI -AK)-1Ky

and

Thus

u = -(I - F(a1- AK)-\B + K D»-1F(a1- AK)-1Ky

and define the nodes
G=[A +KC,B+KD,-F,I],

H = [A + K C ,K, F, Ol,
which characterize (22) as u =:.. _G- 1 H y. By duality we have also

G = [A + B F, -K, C + D F, I],
-
H = [A + B F, K, F, Ol,

Let C
F

= C + D F and B
K

= B + K D. Then (16), (17), (23) and (24) provide

G M + H N = (-F(a I - AK) -1BK + l) (F(a I - AF) -1B + l)

(22)

(23)

(24)

(25)

(26)

(27)
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as immediately can be checked. SimilarlY­
MG+NH=I

- -
-HG+GH=O

and
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(28)

(29)

- -
-MN+NM=O (30)

as directly follows from (18) and (19). Thus (27), (28), (29) and (30) show that (14) is true
and the proof ends. 0

Corollary 13. If in the statement of Theorem 12 the causal system (A ,B , C , D) is substituted

by the causal node [A , B , C , D]c' then M- I and it-I are also nodes.

Proof. See Proposition 6.

3. Hankel and Toeplitz operators. The structured stability
radius

o

Let s EZ. Then for any Hilbert space H we may write p(Z, H) = p«-oo ,s - 1], H)

$l2([s , 00) , H ) where by 12«- 00 ,s - 1] , H ) we have denoted all sequences belonging to

p(Z , H ) for which their support is located in ( - 00 ,s - 1] and by p([s , 00) , H ) all sequen­

ces of p(Z , H ) for which their support is located in [s , 00). Denote by P- and by p+ the
s s

orthogonal projections of p(Z , H ) onto p((- 00 ,s - 1] , H ) and p([s , 00) , H ), respectively.

Definition 1. Let T be a node. The operators Tc,T ~ p+ T p+ and Ta,T ~ P- T P- are
s s s s s s

called the causal and anticausal Toeplitz operators associated to Tat s, respectively. 0

Definition 2. Let T be a node. The operators Hc,T ~ p+ T P- and Ha,T ~ P- T p+ are
s s s s s s

called the causal and anticausal Hankel operators associated to Tat s, respectively. 0

Usually if no confusion appears the upper index T will be omitted writing simply T c , T a ,
s s

HC Ha .s' s

Proposition 3. Let T be a node with internal exponentially stable (internal anticausal exponen­
tially stable) realization. Then T' = T p+ ~ = T P-) and Ha = 0 (Hc = 0) V s EZ.

s s s s s s

Proof. Follows directly from (2.1) «2.2)). 0

Remark 4. If T has an internal antistable realization then the parenthesised text of Proposi­
tion 3 is also true (see (2.4)). 0

Proposition 5. Let T be a node. Then

(TC,T). = Ta,T' (Ta,T). = Tc,T' (HC,T). = Ha,T' (Ha,T). = Hc,T'
s s's s' s s' s s

Proof. Follows from Definitions 1 and 2. 0
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o

(1)

(2)

Proposition 6. Let T be a node with intemal exponentially stable realization and let G be any
node such that G T is well defined. Then

Tc,GT =Tc,G Tc,T and Ha,GT = Ha,G r,T
s s s s s s

Proof. Following Proposition 3 we may write Tc,GT=P+GTP+ =P+GP+TP+ =Tc,GTc,T.
s s s s ss s s

We have also Ha,GT = P- G T p+ = P- G p+ T p+ = Ha,G Tc,T .
s s s s s s s s

As Proposition 3 asserts, any node with internal exponentially stable realization has null
anticausal Hankel operator. Under stronger assumption the converse is also true as is
pointed out in

Theorem 7. Let T = [A , B , C ,D) be a node with intemal exponentially dichotomic realiza­
c

tion. Assume that A -I is well defined and bounded and the pairs (A ,B) and (C ,A) are

causally uniformly controllable and causally uniformly observable, respectively. If Ha,G = 0 V
s

s E Z then A defines an exponentially stable evolution.

Proof. In accordance with (1.4.12) we have
k-I 00 -1 -1

(TU)k = L CkS:S TI st'+1 B.u. - L CkS:S (I - TI )st'+1 B.u.
j=-oo S S,I • 1 j=k S S,I 1 1

Let s E Z. Then Ha = 0 implies
S

00 -1 -1

O=.L Ck~ (I - TIs)S:,i+1 Bj uj , k s, s - 1
I=S

for all u E p(Z , U). Since (A, B) is causally uniformly controllable it follows that

(A -I, A -I B) is anticausally uniformly controllable (see (1.6.8)). Hence there exist r > 0
and v > 0 such that

s+r-l -1 -1

pa (A- I A-I B) = ~ ~ A:- I B.(A:- I B.)*(~ )*s,s+r' .LJ SIll 1 1 SI
.=s

s+r-I -1 -1
_~..,4 *..,4 *>
- LJ .)--·+IB.B·(.)-·+I) _vI

. S,I 1 1 S,I
I=S

-1

Let X E X and define u = (uj)j EZ by u j = B;(S:,i+/x, s s, is, s + r - 1 and u j =0 other-

wise. For such u, (1) yields
s+r-l -1 -1 -1 -1

O=.L Ck~ (I - TIS)S:,i+l Bj B;(S:,i+I)*x = Ck~ (I - TIs)J':,s+r(A-
I
,A-

I
B)x

I=S

Since x is arbitrary and P:,s+r is invertible as (2) implies, it follows that
-1

Ck~ (I - TIs) = 0 , k s, s - 1 (3)

Since (C ,A) is causally uniformly observable it follows that (CA- I ,A-I) is anticausally
uniformly observable. Hence there exist r > 0 and v > 0 such that

s-I -1 -1 s-I -1 -1

k=~_,<S:+I,s)*(CkA;I)*CkAkS:+1,s = k=~-r~ C; Ck~ ~ v I (4)
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-1

Postmultiplying (3) by (sts )*CZ and then summing from k =s - r to k =s - 1, (4) yields

I - n =0, i.e. n =I for all s and this proves that A defines an exponentially stable evolu-
s s

~ 0

Following Hinrichsen and Pritchard let us introduce
Definition 8. Let T = [A , B , C, 0] be a node with internal exponentially stable realization.

C

~
Call ro(A;B,C)=

inf {r I II H II < r& A +BHC does not define an exponentially stable evolution} the struc­
tured stability radius ofA with respect to the pair (B, C). 0
Remark 9. If in the previous definition B = C = I then A + B H C =A + H and A is directly
perturbed by H. In this case ro(A ; I, l) is called the unstructured stability radius of A.

Otherwise H acts on A through the "structure" of Band C. 0
The structured stability radius is intimately related to the norm of the causal Toeplitz

operator ~ associated to the node Tat s. This is made explicitly in

Theorem 10. Let T = [A, B ,C , O]c be a node with internal exponentially stable realization.

Then

1
ro(A ; B , C) ~ -su-p--'II'---T'-II

s
(5)

s
Proof. Let 0 < qo < 1. We shall show that A + B H C defines an exponentially stable evolu-

tion if

II H II ~ sup ~0T' II
s

(6)

(7)

s
from where (5) will follow. To this end let s E Z and ~ E X and consider the linear system

ax=Ax+BHy x =~
s,,= Cx

with Y E p([s , 00) , Y ) and A defining an exponentially stable evolution. Following Proposi­
tion 3 in conjunction with (2.1) we get

,,=C~~+~Hy 00

where" ,y E p([s, 00), Y) and the operator Ss is defined by (Ss~)k ~ s:s~. For fixed~, (8)

defines a linear bounded operator y .... " from p([s , 00) , Y) into itself. Moreover such an
operator is a contraction because of

11"1 - "2112 = II Ts
C

HY1 - Ts
C

HY2112 ~ II Ts
C 1111 H I111 Y1 - Y2 11 2~ qoll Y1 - Y2112

where (6) has been used. Hence there exists unique yE p([s , 00) , Y ) for which

y= C S ~ + T C Hy
s s (9)
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Thus

II Y11 2 s v II ~ II
a II CSs II

for v = 1 . Let xbe the state evolution of (7) for y = y.Hence
-qo

(10)

that is

ax=Ax+BHy

y=Cx

x =~s
(11)

ax=(A+BHc)X xs=~ (12)

Since A defines an exponentially stable evolution the first equation (11) shows that

xE p([s , 00) , X ) and

IIxIl2s,u(II~1I + lIy112)
(see Theorem 1.4.1). Using (10), (13) yields·

(13)

IIxI12s,u(I+v)II~II=voll~1I (vo=,u(1+v» (14)

By combining (12) with (14) and taking into account the arbitrarity of ~ one obtains
00 - -

Is P = 2. (Si/sis s vol
s k=s (15)

for A~ A + B H C. But (15) implies that A defines an exponentially stable evolution be­
cause of

A* a PA - P + I = 0 and Theorem 1.5.5.s s s

4. Hankel singular values

o

Let T = (A ,B , C , Dlc be a node with internal exponentially stable realization. We have

Proposition l. The causal Hankel operator H~ associated at s can be expressed as

H~ =e~~ (1)

where~ and e~ are the causal controllability and observability operators at s, respectively.

Proof. For 'I" and eC see Definitions 1.6.5 and 1.6.15. Following (2.1) we haves s
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s-l s-l

(H
c

U)k = LCk s'!k ·+1 B. u. =Ck s'!ks Ls4·+ 1B. u.s . .) I I . S.) I I,=-00 '=-00
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(2)

= (ec~ U))k = ((aC
~)U)k ' k ~ s

S S S S

for all U E p(Z , U ) and the conclusion follows. 0

A remarkable result is given in

Theorem 2 Let T = [A , B , C ,D) be a node with internal exponentially stable realization.
C

Then for all s E Z

1. pep ftJ = p((Hc)·Hc).
S S S S

2. P (f. and (Hc)·Hc share the same nonzero eigenvalues.
S S S S

Here P and ft stand for the causal controllability and observability Gramians, respectively.

Proof. For P and ft see Definitions 1.6.5 and 1.6.15, respectively. According (1) one
obtains

(HC/HC= (~)·(fi)·ec ~
S S S S S S

Hence following Propositions 1.6.4 and 1.6.14 we have

p((Hc)·Hc) =p((~nec)·ec~) =p(~(~/(ec)·ec) =pCP ft.) (3)
S S S S ss ss S S ss

and 1. is proved. For 2. denote by A'(1) the set of nonzero eigenvalues of any operator T.
Then the chain of equalities (3) is also true ifp is changed by A' and the conclusion follows.

o
Using the anticausal version of Proposition 1 combined with Propositions 1.6.4' and 1.6.14'
we get the anticausal version of Theorem 2 stated as follows

Theorem 2'. Let T = [A , B , C ,D) be a node with internal anticausal exponentially stable
Q

realization. Then for all s E Z

1. pCP; 0;) = p((H;fH;).

2. fP (f. and (HQ)·HQ share the same nonzero eiuenvalues.
S S S S 0

Here fP and (f stand for the anticausal controllability and observability Gramians, respec­
tively. 0

Definition 3. Let T = [A , B , C , D]c be a node with internal exponentially stable realization.

Call sup II H~ II the causal Hankel norm of T and denote it by II T II~. In a similar way the
S

anticausal Hankel norm II T II~ of a node T with internal anticausal exponentially stable

realization is defined. 0

If no confusion appears the superscript c (or a) will be omitted writing simply II Til H.
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Corollary 4. Let T = [A , B , C ,D) be a node with internal exponentially stable realization,
and letp(~ Q') ~ supp(~ ~). Then

s

rP (~ 0')]112 ~ II T II~ ~ II Til (4)

Proof. Sincep«H~)*H~) ~ II ~ 11 2 the first inequality in (4) follows. The second inequality

holds because of II H~ II = II P: TP; II ~ II P: 1111 T1111 P; II = II Til· 0

The anticausal version of Corollary 4 is left to the reader.

Ofremarkable significance is the finite-dimensional case that is U = R"', X = K', Y = RP. In

this case ~ and if. are both n x n positive semidefinite matrices. Hence if~ and if. ares s s s

nonzero matrices it follows that A.'(~~) ~ 0. Call as~ ~ [A.i(~ ~)]112, for those

i = 1, ... ,n for which <f; ~ 0, the causal Hankel singular values of Tats. Has' is the greatest

Hankel singular value at s, then clearly

sup as' = II T II~
s (5)

A similar comment holds for the anticausal evolutions.

5. All-pass and contracting nodes

Definition 1. Let U = Y. A node T for which r T = T r = I will be called an all-pass node.
o

Clearly any all-pass node is a unitary operator and T is all-pass iff ~ it is. We have

Theorem 2. Let T = (A , B , C , Dl, be a causal node. Assume that

1. [~ ~] ~ onto

2. There ex~ts a Liapunov transformation Q = (Qk)k eZ such that

C*C+A*aQA =Q
C*D+A*aQB=O
D* D + B* a Q B = I (1)

Then T ~ an all-pass node.

Proof. Equations (1) can be compactly written as

[ ] * [ ][ ] [ ]
AB QOAB_QO
C D a 0 leD - 0 I (2)

But equation (2) is of type M* S M = N where M is onto and S-l and N- 1 are well defined
and bounded. Since N has a bounded inverse there exists 0 > 0 such that
IINxl1 ~ollxll· Henceollxll:s IINxl1 = IIM*sMxll ~ IIMllllSlIllMxl1 from
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(3)

(4)
o

where II M x II ~ <5' II x II with <5' ~ II M IfII S II > O. Thus M is also one to one and

II M-1 II ~ 1~'. Based on the above considerations (2) provides

[~ ~ra[Q~l ~] [~ ~r = [Q~l ~]
where we used for (M'')-1 the notation M-·. Therefore

[~ ~] [Q~l ~] [~ ~r =a[Q~l ~]
The action of T, i.e. t= T u is described by a x =A x + Buy = C x + D u. Postmultiplying

both sides of (2) by ~] one obtains

ra: ;.] [a~] = [~]
- • - • .-. -/1that is x =A a x + C y, B x + D y = u for x = Q x. But these equations show that

u = r y = r T u. Hence r T = I. Postmultiplying both sides of (3) by [c::], similar argu­

ments lead to T r = I. Therefore T is all-pass and the proof ends. 0

Remark 3. Let P ~ Q-I. Then (3) yields

B B· + A PA· = a P
BD· +A PC· = 0
DD· + CPC· = I

(5)0] [A. C.]-1
I B· D·~] = [a~-l

Remark 4. In the finite dimensional case i.e. X = R!', u = R"', Y = RP condition 1. in
Theorem 2 is superfluous. Indeed (2) yields

Idol [~: ::] I ~v > OV kEZ

Thus we may conclude that in the finite-dimensional case condition 2. alone makes T to be
~~. 0

Lemma 3. Assume that both conditions 1. and 2. in Theorem 2 hold. Assume also that both
A -I and D-I are well defined and bounded. Then the following two causal systems
(A - B D-1C, B D- 1 , -D-1C, D-1) and (A-· , -A-· C· ,B· A-· ,D· - B· A-· C·) are
Liapunov similar.

Proof. From (3) we obtain

[~ ~J[Q~l
Premultiplying both sides of (5) by
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one obtains

o

(7)

(6)

(9)

(8)

]

-1
C*

D*
But

-BD-
1
] [A*

I B*

[~ g] = [C:- 1 ~] ru D-~-IB]
Hence the last factor in the right-hand side of (7) clearly has a bounded inverse. Since A-I

is bounded it follows that (D - C A-IB) -1 is well defined and bounded. Hence (7) provides

[
A B] -1 = [A-

1
-A-

1
B(D-CA-

1
B)-I][ I 0]

C D ° (D-CA-1B)-1 -CA-1 I

= [A-1+A-1B(D-CA-1B)-lCA-1 -A-1B(D-CA-1B)-I]
-(D-CA-1B)-ICA -l (D-CA-1B)-1

Using (8) in (6) one obtains

[

(A-BD-1C)Q-l 0] = [aQ-1A-* +(aQ-1A-*C*+BD-1)(D* -B*A-*C* -IB*A-*
CQ-l D -(D* -B*A-*C*)-lB*A-*

(aQ-IA -*C*+BD-1 D*-B*A-*C* -I]
(D* -B*A-*C*)-1

Identifying entry by entry in (9) it results

(A - B D-1C)Q-l = aQ-IA -* , aQ-IA -*C* + B D-1= 0

CQ-l = -(D* - B*A-*C*)-IB*A-* , D = (D* - B*A-*C*)-1
from where we have finally

A-* =aQ(A - BD-1C)Q-l , -A-*C* = -aQ B D-1

B*A-* = -D-1C D* - B*A-*C* =D-1,
and the assertion of lemma is proved.

Theorem 4. Assume that all the conditions stated in Lemma 3 hold. Then

Proof. We have

1 1 = 1'* = [A* C* B* D*] = rA-* -A-*C* B*A-* D* -B*A-*C*], , , a l' " c

Using Lemma 3 we obtain that

[A -* -A-*C* B*A-* D*-B*A-*C*] = rA-BD-1C BD-1 -D-1C D-1]
, " C I: " 'c

and the conclusion follows. 0

Under stronger assumptions the conditions expressed by systems (1) and (4) are necessary
conditions for a node to be all-pass. This is shown in

Theorem 5. Let T = [A , B , C, D]c be an all-pass node with internal exponentially stable,

causally uniformly controllable and causally uniformly observable realization. Then both ~s-
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(11)

tems of equations (1) and (4) hold for Q=(/, p =Y, where (/ and Y are the observability

and controllability Gramians, respectively, and Y = «(/)-1.

Proof. ~T = 1 reads
ax=Ax+Bu

x =A·ax + C·(Cx + Du) =A·ax + C·Cx + C·Du

u =B·ax + D·(Cx + Du) =B·ax + D·Cx + D·Du

SinceA·aQ'A + C·C = (/, i.e. the first equation (1) holds, one obtains further

ax=Ax+Bu

x =A·ax -A·a(/Ax + (/ x + C·Du

=A·ax -A·a(/ax + (A·a(fB + C·D)u + (fx

u = B·ax + D·Cx + D·Du

Let M ~A·a(fB + C·D, N ~ B·a(fB + D·D,z ~x - (f x.
Then the above system becomes

x=Ax+Bu
z =A·az + Mu. ~ . .
u = B (az + a lot ax) + D Cx + D Du

• • rl ). • B· .....= B a z + B a lot (A x + B u + D Cx + D D u = a Z + IVl X + N U

k-l
Since A defines an exponentially stable evolution we may write xk = L Sk '+1 B.u.,

. ,l 1 1
1=-00

00

zk = j~k S~k Mjuj' for any u = (uj)j EZ E F(Z , U ). Here Skj stands for S:j' Thus

k-l 00

uk =. L MZ Sk,i+lBjuj +, L BZS;./<+1 Mjuj +Nk uk (12)
1=-00 I=k+l

For u chosen u j = v for i = k and u j = 0 for i -:F- k (12) yields v = N
k

v. Hence N
k

= I V

k EZ. Thus the last equation (1) holds and (12) becomes
k-l 00

0= L MZ Sk'+IB.u.+L BZS~"+IM.u. (13)
j=-oo ,l I 1 j=k+l I".. 1 1

Let u be such that u. = B~ Sk '+lx for any x E X and i :5 k - 1, and u. = 0 for i ~ k. With
1 1 ,l 1

such u, (13) provides MZ~x = 0 (see Proposition 1.6.4). Therefore MZ~ = 0 due to the

arbitrariness of x. As p{ has a bounded inverse «A, B) is causally uniformly controllable)

we get MZ = 0 V k EZ. Thus the second equation (1) holds and w have proved the validity

of system (1) for Q = (f. Starting from T ~ = I and based on the causally uniformly observ­
able assumption made on (C ,A) similar arguments lead to the validity of the system (4) for

P = Y. From here we conclude that both equation (2) and (3) hold: the first for Q = (f and
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(14)

the second for Q-l= Y. Since both «(1)-1 and (y)-1 are well defined and bounded the
above two mentioned equations are of type M*S M =N and M S' M* =N' where S, N, S'
and N' have all bounded inverse. From here one obtains easily that II M x II ~ <511 x II,
II M* x II ~ <511 x II for <5 > O. Hence~1 is well defined and bounded. It follows that

[~ g]-1
is well defined and bounded. Following the same scheme as in the proof of Theorem 2 we

conclude that the system (4) is simultaneously satisfied by Y and «(1)-1. Since the first

equation (4) has a unique bounded on Z solution, Y and «(1)-1 must coincide and the
theorem is completely proved. 0

Corollary 6. Assume U = Y = It" and X = R". If all conditions of Theorem 5 hold, then

II T II~ = 1.

Proof. Since Y =«(1)-1 it follows that ~ ~ =I V s E Z. Hence the conclusion follows

from (4.2). 0

Remark 7. The anticausal version of the above results can be easily obtained by duality. Let
T = [A ,B ,C ,D] . Then T" = [A* ,C* ,B* ,D*] . Note also that (A, B) is anticausallya c

uniformly controllable iff (B* ,A*) is causally uniformly observable. Since T is all-pass iff
T" is all-pass the procedure is obvious. 0

Let y = U = U+ ED U- and denote by 1+ and r the identity operators in p(Z ,U+) and

p(Z ,U-), respectively, p(Z, U) = p(Z ,U+) EDP(Z ,U-). Let I = -1+ + r or

equivalently in. ut."ix «p«,ent.tio; = [-/+ r]
Definition 8. Let T be a node. We call T I-unitary if T" IT = TIT" = I. 0

Theorem 2 can be adapted in the following manner

Theorem 9. Let T = [A , B , C , D]c be a causal node. Assume that

1. [~ g] ~onto.
2. There ex~ts a Liapunov transformation Q = (Qk)k EZ such that

C*IC+A*aQA=Q

C*ID+A*aQB=O
D* I D + B* a Q B = I

Then T ~ a I-unitary node.

Proof. Equations (14) can be rewritten as

[ ] * [ ] [ ] [ ]
AB QOAB_QO
CDaO ICD-O I (15)
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By combining assumption 1. of the theorem with (15) it follows, by using similar arguments
as in the proof of Theorem 2, that (15) is equivalent to

[~ g] [Q~1 ~] [~ gr = [~-1 ~] (16)

Now we shall evaluate v = r- I T u for any u E p(Z , U). To this end postmultiply both

sides of (15) by [~] where ax =Ax + B u,y =Cx + Du that isy = Tu. We obtain

[~: ~] [o~] = [9:]
-d - * - * * - *Let x =Qx and obtain further x =A ax + C I y, I u =B a x + DIy, that is

I u = r- I T u. Since u was arbitrary chosen it follows that I = r- I T. Similar arguments lead
to I = T I r- if (16) is used. Thus T is I-unitary and the proof ends. 0

Note that for the finite-dimensional case Remark 4 holds with respect to Theorem 9.

Remark 10. Several topics on I-unitary operators on Phave been closely investigated by
Ball, Gohberg and Kaashoek (see (4)) in order to develop their theory regarding Nevanlina­
Pick interpolation for time-varying input-output maps. 0

Definition 11. Let y > O. Any node T for which II T II < y will be termed as a y-contracting
node. 0

Theorem 12. Let T = (A , B , C ,D] be a causal node. Assume that there exist
c

X = (Xk)k EZ =x*, V = (Vk)k EZ and W = (Wk)k EZ such that

y2 I - D* D + B* a X B = V* V
-C*D+A*aXB=w*V (17)

-C* C +A* aXA -X= w* W
then II T II ~ y.

Moreover if V- 1 is well defined and bounded and A + B F defines, for F = - v-1 W; an
exponentially stable evolution, then II T II < y.

Proof. Let a x = A x + B u, y = C x + D u be the state-space description of the node. Then
by using (17) one obtains

y2 11 u 11 2 _ II Y 11 2 = < [x] , [-c*c -C*D] [x] >
2 2 u -D*C ll-D*D u

= < [~] , [~: ~~] [~] > + < [~], [x~:.:~ =~::;:] [~] >

= II Wx+ Vu 11;+ <x,Xx> - <Ax+Bu,aX(Ax+Bu»

= II Wx + Vu II; + <x ,Xx> - <ax ,aXax> = II Wx + Vu II; (18)

Thus III u II; - II y II; ~ 0 and the first part of the theorem is proved.
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To prove the second part of the theorem assume that II Til = y. Hence there exists a

sequence {uk IkE N , uk E p(Z , U ), II uk liz = I} such that II T uk liz - y as k - 00. Let

l g Tuk. Hence yZ11 uk II~ - Illll~ - 0 as k - 00. Leti E p(Z ,X) be uniquely defined

byai =Ai + Buk, k EN. Then we have ai = (A + BF)l + (uk - Fi), F= -V"1W;

and, due to (18), clearly uk - Fi- 0 as k - 00. Since A + B F defines an exponentially

stable evolution it follows in accordance with Theorem 1.4.1 thati- 0 as k - 00. Hence

uk _ 0, k - 00 which contradicts the fact that II uk II = 1. Thus the second part of the
theorem is proved. 0

The dual version of Theorem 12 is

Theorem 13. Let T = (A , B , C , D]c be a causal node. Assume that there exist Y =Y', V and

Wsuch that

yZ I - D D* + C Y C* =V V*
-BD* +AYC* = wV*

-BB* +A YA* - Y= ww*
(19)

then II Til s y.

Moreover if V" 1 is well defined and bounded and A + K C defines, for K = - W V" 1, an
exponentially stable evolution then II T II < y.

Proof. Since II Til s y iff II Y# II s y and II Til < y iff II Y# II < y, Theorem 13 follows
by applying Theorem 12 to Y# = (A# ,c# ,B# ,D#t 0

Remark 14. It is clear that corresponding results may be also stated for I-contracting nodes,

Le. for those nodes for which < u , T* I T u > s yZ < U ,Iu > (or with strict inequality). Such
a topic will be extensively treated in Chapter 4 in connection with the so-called disturbance
attenuation problem. 0

6. Nehari Problem

The Nehari problem has a long history that we shall not repeat here. Roughly speaking the
problem consists in evaluating the distance from a given function f, which is bounded and
analytic in Iz I < 1, to the space of functions which are bounded and analytic in Iz I > 1.
Here bounded means sup {If(z)1 I Izl < 1~ < 00 and sup {If(z)1 I Izi > I} < 00,

respectively. From an operator viewpoint the Nehari problem can be stated as follows: given
a lower left triangular infinite matrix find an upper-right completion for which the resultant
matrix is of minimum norm. Subsequently we shall be confronted with the systemic version
of the Nehari problem relaxed to a suboptimal one. To be more specific, let
T = (A , B , C ,0] be a node with internal exponentially stable realization and let y > 0 bec
l;lpre.s..crU>e~ tolerance. The suboptimal Nehari problem cQnsists in finding a node
T = [A ,B ,C ,O]c with antistable realization such that II T - Til s y. A solution to this

problem will now be given.
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Theorem 1. Let T = [A ,B , C, O]e be a node with internal exponentially stable, causally

uniformly controllable and causally uniformly observable realization and assume that A -1 is
well defined and bounded. Let y > 0 be a prescribed tolerance and suppose that
[p (Q P)]1-2 < y where P and Q are the (causal) controllability and observability Gramians,
respectively. If

(1)
and

(2)
- - - -

then A defines an antistable evolution and II T - T II :s y for T = [A ,B , C , 0] .
e

Proof. Since (A ,B) and (C ,A) are causally uniformly controllable and causally uniformly

observable pairs, respectively, and p(Q P) < y it follows that P )} 0, Q )} 0 and P)} O.
Consider the difference system (A

R
, B

R
, C

R
, 0) defined by

_ A. = [~ ;] • B. = [;] . C. = [C -C] (3)

with A, B and C introduced via (2) and show that (5.17) is fulfilled for (3), that is there exist
X, V and W such that

Take

y2 1+ B; a X B
R

= v* V

A;aXBR = w* V

-C;CR +A;aXAR -X= w* W

(4)

a~u-1Q~-~ m
Since p(Q P) < y2 it follows that a)} 0 and the first equation (4) is fulfilled for

V~ (y2 1+ B* aaB)1-2 (8)
as follows from (6).
For the second equation (4) we get
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A~UXBR~rAO' ;,W:Q :~ [~=[A'(l+;PQ»)BHA'(UQ:-luQB]
where I + a(PQ) = (a Q)-laQ as immediately can be checked from (1) and (7). Let

W= [0 Wz]

and the second equation (4) holds for

W; ~A\aQ)-laQ By-I

(9)

(10)

(11)
It remains to check that

-C; CR +A; aX AR - X = [~~1 ~12] = [~] [0 Wz]= [~ w:Ow] (12)
1Z zz s Z Z

where L
ll
~ -c* C - A*a Q A + Q = 0, in accordance with the equation of the obser­

vability Grarnian, and LIZ ~ C* C+A* A - I = -c* C P + A*(A*)-l(I + c* C P) - 1=0.

Thus it remains to prove that

L22~-C*C+A*aPA-p=W;Wz=A*(aq)-laQB[YZI+B*aQB]-lB*aQ(aQ)-1.1(13)

where (8) and (11) have been used. Making C explicit, (13) receives the equivalent form

.1*apcA*)-l-P=A*(a Q)-laQB[ll+B*aQB]-lB*aQ(a Q)-l(A*)-l
which reduces to

P =A\a P - (a Q)-la QB[l1+ B* aQB]-lB* aQ(aQ)-l)(A*)-l (14)
In order to prove (14) perform some simple computations on the right-hand side of (14) and
obtain with (1) and (7)

ai - (a Q)-laQ B[I + y-Z B* aQB]-ly-Z B* aQ(aQ)-l

=yZ(I-y-ZaPaQ)-laP-(I-y-ZaPaQ)-l[I+y-ZBB*(I-y-ZaQap)-laQ]-l X

x y-Z B B*(I - y-ZaQa p)-l = y-Z[I - yZ A PA* a Qj-1A PA*
where the equation of the controllability gramian has been used. Using the above expression
in (14), in conjunction with the equation of the observability Gramian, equality (14) follows
after simple manipulation.

U~ng (13) we ge:P~ (A')-IPA_I + [ (A')-Ie v<yIW;l rCA~1
] (15)

WzA-1

and notice that according to (2)

A-I - C* CA-1 = (I + c* C p)A"-l =A* (16)
whereA* defines an anticausal exponentially stable evolution. Therefore (16) shows that the
pair
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o

[[~~lA-l]
is anticausally detectable. This conclusion together with (15), where p» 0, imply via

'[heo~IlL IJ.2 that A-I defines an anticausal exponentially stable..svolution. Thus
T = [A ,B , C , 0] is really a node with antistable realization and II T - T II s y holds be-c
cause of (4) and Theorem 5.12. The proof is complete. 0

A direct consequence of Theorem 1 is

Theorem 2. Let T = [A , B , C ,O]c be a node with internal exponentially stable, causally

uniformly controllable and causally uniformly observable realization and assume that A -1 is

well defined and bounded. Let Yo ~ inf {II T - T II I Twith antistable realization}. Then

Yo = II TII~

Proof. Let Hc,T and Hc,T be the causal Hankel operators associated to T and Tat s,s _ s

resl2-ectively. Since T has an antistable realizatioQ. it follows (see Proposition 3.3) that

Hc,T = 0 V s EZ. Hence II Hc,T II = II Hc,T - Hc,T II s II T - Til from where
s s s s

II T II~ = sup II H~,T II sliT - TII. Thus II T II~ s Yo' If II T II~ < Yo let y > 0 be such
s

that II T II~ < y < Yo' Since [p(PQ)]V2 s II TJI~ (see Corollary 4.4) it follows, in accord­

ance with Theorem 1 that there exists a node T with antistable realization such that

II T - Til s y < Yo which is clearly a contradiction. Hence II T II ~ =Yo and the con­

clusion follows. 0

The anticausal versions of Theorem 1 and 2 are

Theorem 1'. Let T = [A ,B , C ,O]c be a node with internal antistable, causally uniformly

controllable and causally uniformly observable realization. Let y > 0 and assume that

[P(pO if)]V2 < Y where pO and if are the anticausal controllability and observability

Gramians associated to the pairs (A -1 , A -1 B) and (CA-I ,A -1), respectively. If

jiz ~ y-2 pO(l- y-2 if pO)-1

and

_ A~(A·)-I(l+C·Cjiz), ii~aifB~ C~ -C~ _ _ _ (2)
then A defines an exponentially stable evolution and II T - T II s y for T = [A ,B , C ,Olc' 0

Theorem 2'. Let T = [A , B , C ,Olc be a node with internal antistable, causally uniformly

controllable and causally uniformly observable realization. Let

y~ ~ inf {II T - TII I Twith exponentially stable realization }. Then y~ = II T II~
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Notes and References

Chapter 2/Nodes

The ideas concerning nodes follow the ones developed in [5]. Expressions, in terms of the
unit shift operator, for an input-output operator associated to a linear system (see section 1)
are due to Ball, Gohberg and Kaashoek (see [4)). Definitions for Hankel and Toeplitz
operators are in the framework of the general approach. For the continuous case an
elementary treatment may be found in [19] and for details see [54]. Definition 3.8 and
Theorem 3.10, regarding the structured stability radius, follow some ideas developed in [30]
and [31]. The results exposed in section 4 are the time-variant discrete counterpart of those
due to Glover (see (20)). The results of section 5 must be compared with those presented in
[22]. Concerning the Nehari problem a solution via the so-called band method is presented
in [21].



(3)

(2)

Chapter 3

Riccati equations and nodes
This chapter is dealing with the operatorial aspects related to the existence of the stabilizing
solution to the discrete-time Riccati equation which, in tum, is equivalent to the so-called
(generalized) Kalman-Szegti-Popov-Yakubovich system. The treatment intends to inves­
tigate two major questions: a) how some properties of different nodes, for instance contrac­
tion, are reflected in terms of discrete-time Riccati equation or Kalman-Szegti-Popov-Yaku­
bovich systems; and b) how the causal (anticausal) stabilizing solution to the discrete-time
Riccati equation is involved in remarkable node operations such as doubly coprime normal-

ized factorizations, all-pass completion, P-synthesis, the extended Nehari problem etc.
Moreover, the present chapter can be seen as a generalization of the Popov-Yakubovich
theory. As it is well known one striking result of this theory consists in emphasizing the
connections between the properties of a quadratic (cost) functional and the existence of a
solution to the discrete-time Riccati equation or Kalman-Szegti-Popov-Yakubovich system.
In fact our treatment is based on replacing the Popov "positivity condition" with a more
general one, described through the invertibility of an adequate sequence of Toeplitz
operators, which allows to incorporate the game-theoretical situations as well. The results
on positivity theory as well as those concerning traditional linear quadratic problems are
easily recovered as particular cases. Notice also that the present theory prepares the ground
for the next chapter devoted entirely to the disturbance attenuation problem.

1. Popov triplets

Let X and U be Hilbert spaces and consider the linear system

ax=Ax+Bu,xk=~ (1)

where x = (x')'>k' U = (u')'>k are the state and the control evolutions, respectively, with
11- 11_

X. E X and u. E U and A = (A.). EZ' B = (B.). EZ with A.: X -+ X, B.: U -+ X bounded
I I II II I I

operator sequences. Here (k,~) E Z x X is any arbitrary initial conditions pair. Let

U(k,g) c P(rk, 00), U) be the class of all P-control inputs for which the solution to (1),

denotedX<k,~,u), belongs to P([k, 00), X), and where (see (1.2.3»
i-I

(k,~,u) _ nA I: + ~ nA B . kx. -Sis ,(.,':>'-'+1 .u.,z>
I I j=k IJ ] ]

Associate to (1) the quadratic (cost) functional

J(k",u) ~ < [~] ,[f. ~][~] > , px(k")
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defined for all triplets (k,~,u) EZ x X x U(k,~) and where Q =(Qj)j eZ' L =(Lj)j ez'

R = (Rj)j ez with Qj : X -+ X, Qj =Q;, L j : U -+ X and Rj : U -+ U, Rj =R;. Here the inner

product (3) is taken in P([k , 00) , X ) x P([k , 00) , U ). Call J the Popov index associated to
(1).
Note that U(k,~) could be empty for some pairs (k,~). A situation when U(k,~) ~ 0 V
(k,~) E Z x X is given by

Proposition 1. If the pair (A , B) is stabilizable, then U(k,~) ~ 0 V (k,~) E Z x X

Proof. Let F = (F;lj ez' F: X -+ U be a bounded operator sequence for which A + B F =

(A. + B. F.). ez defines an exponentially stable evolution. Let (k,~) be given and let
I I II

it E P([k, 00) , U ). Let X<k~,u,F) be defined by a x = (A + B F)x + Bit, xk = ~. Then

X<kJ,u,F) E P([k , 00) , X ). Let U<k~,u,F) ~ Fx(k,~,u,F) + it; then u(k,~,u,F) E P([k , 00) , U ) and

aX<k~,u,F) =A X<k,~,u,F) + B u(k~,u,F).

Hence u(kJ,u,F) E U(k,~), that is U(k,~) contains the parameterized by ufamily of controls

u(kJ,u,F). In fact it is easy to see that for every u E U(k,~) and every F for which A +B F

defines an exponentially stable evolution, there exists it E P([k, 00), U) such that

u =u(kJ,u,F). Let indeed u E U(k,~) and let x be defined by a x =A x + B u, xk = ~,

x E P([k , 00) , X ). Such x exists since u E U(k,;). Hence it = u - Fx is in P([k , 00) , U ) and

a x = (A + B F)x + Bit. Therefore x =X<k~,u,F) and u = U<k~,u,F). 0

Proposition 1 shows that if (A ,B) in (1) is stabilizable, then the Popov index (3) is well
defined. Moreover ifA defines an exponentially stable evolution, then

U(k,~) = P([k , 00) , U ).
Now we can introduce

Definition 2. r = (A, B; M) where A = (Ak)k ez' B = (Bk)k ez and

M= [f. ;] =(M,),ez = ([~; ~:]Lz =M'

withA
k

: X -+ X, B
k

: U -+ X, M
k

: X x U -+ X x U is called a Popov triplet. 0

We shall use also the explicit notation r = (A , B ; Q,L , R).
It is easy to see that a Popov triplet r incorporates all the elements defining (1) and (3), that
is the pair (A ,B) corresponds to the system (1) and M defines (3) via

J(k,~,U)=L <zk,Mkzk>XXU
j~k 0)

for zk = (xk ' Uk) E X x U, u E U(k,~) and x =X<k~,JJ).
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Example 3. Consider the linear system
ax = A x + B u , X

k
= ~

y=Cx+Du
For each (k,~,u) EZ x X x U(k,~) let us associate

Jt(k,;,u) = II y II;
and
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(5)

(6)

Jz<k,;,u) = y
2 11 u II; - II y II; , y > 0 (7)

for u E U(k,;) and y the output to (5) corresponding to (k,;,u). (In Chapter 4 we shall be

concerned with J3(k,;,u) = -lll u II; + II y II;.)
Since

II y 11;= II Cx+Du 11;= <x,C"Cx> +<x,C"Du > + <u,D"Cx> +<u,D"Du > (8)

it can be easily remarked that for (6) and (7) correspond to the Popov triplets
It = (A , B ; C" C, C" D , D" D) (9)

and
" " 2 ")I

2
= (A , B ; -C C, -C D, y 1 - D D (10)

(12)

respectively.
As we shall see later, (9) will be involved in the classical linear quadratic problem and will
be termed as the first Popov triplet associated to (5) while (10) will serve to describe, in
discrete-time Riccati equation's terms, the contracting property of a node and we shall term
it as the second Popov triplet associated to (5). 0
Definition 4. Let I = (A ,B ; Q ,L , R) be a Popov triplet. Then
a) .

[
A"aXA-X+Q A"aXB+L] [I] = 0 (11)

L"+B"aXA R+B"aXB F

with X = (Xk)k EZ' F = (Fk)k EZ' Xk =XZ :X -+ X, Fk : X -+ U, is called the discrete-time

Riccati system associated to I. A pair (X, F) with X, F bounded operator sequences satisfy­
ing (11), for which A + B F defines an exponentially stable evolution, is called a stabilizing
solution to (11).
b)

R +B"aXB= G
L+A"aXB=H

Q+A"aXA -X=FGF

GF+F=O

with X = x*, F as above and G = (Gk)k EZ' H = (Hk)k EZ' Gk : U -+ U, Hk : U -+ X is called

the extended Kalman-Szego-Popov-Yakubovich system associated to I. A quadruple
(X, F, G , H) with X, F, G, H all bounded operator sequences satisfying (12), for which
A + B F defines an exponentially stable evolution, is called a stabilizing solution to (12). 0

Under selfadjointness of X, which is always assumed, clearly (11) and (12) express the same
object written in two different ways.
A reason for introducing the extended Kalman-Szego-Popov-Yakubovich system (12) is for
the purpose of a simple representation of the Popov index (3). In this respect we have
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(14)

(15)

Proposition 5. Let (k,~) E Z X Xand assume that U(k,~) ;It 0. Assume also that a bounded on
Z solution (X, F, G, H) to (12) exists (not necessarily a stabilizing one). Then

J(k,~,u)= <u-Fx,G(u-Fx» + <~,Xk~>X (13)

for u E U(k,~) and x = ik~.u).

pr;(:·c~S)i~ ~12[~]SUb[s~uteLl'[~]:d: i: ([;]an[~~~::~*~~ H-A*aXB] [x] >
,.", U ' C RJ u u' H* -B*aXA G-B*aXB u

= <u-Fx,G(u-Fx» - <ax,aXax> + <X,Xx>

= <u - Fx, G(u - Fx» + <~ ,Xk~>X 0

Proposition 6. If (X, F) is a stabilizing solution to the discrete-time Riccati system (11)
(X, F, G ,H) is a stabilizing solution to the extended Kalman-Szego-Popov-Yakubovich sys­
tem (12» then X is unique.

Pnw( ~wne that (X. ~f:'~;£:ilm;~~;~r[;F)~Heare

Then from (11) and (14) we get
A* a X A - X + Q+ (A* a X B + L)F = 0

L * + B* a X A + (R + B* a X B)F = 0
and

A * a i A - i + Q + P'(B* a i A + C) = 0
A* a i B + L + P'(R + B* a i B) = 0

We get further from (15) and (16)

A * a X(A + B F) - X + Q+ L F =0
C + R F + B* a X(A + B F) = 0

and

(16)

(17)

(19)

(18)
(A + B ii)*a i A - i + Q + P' C = 0

L + P'R + (A + B ii)*a XB = 0
By substracting the first equation (18) from the first equation (17) and taking into account
each second equation from (17) and (18), we get with a little computation

(A + B ii)*(X - X)(A + B F) - (X - X) = 0
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Since both A + B F and A +B F define exponentially stable evoutions the unique solution

to (11), bounded on the whole Z, is X - X=0 and the conclusion follows. 0
The following definition will be useful for the next developments.
Definition 7. Two Popov triplets ~ = (A , B ; Q, L ,R) and f =(;, B; Q, L ,R) are said

equivalent if there exist-bounded s~quences F and X= j{* such that
A =A +BF

B=B

Q=Q + L F+ i?' L*+ i?' R F+;*aX; - X

L=L + i?' R +;* a XB

R=R +B*aXB

(20)

If
a) X=0, f is called an F..equivalent of~.
b) F=0 and Q=0, f is called a reduced equivalent of ~. 0
It can be checked that (20) really defines an equivalence relation on the family of Popov
triplets.
Notice that if A defines an exponentially stable evolution then the Liapunov equation

i =A * a i A + Q has a unique bounded on Z solution X. Consequently if we take F=0

then (20) yields for such Xa reduced equivalent f of~ because of Q=0 as immediately can
be seen.
Related to Definition 7 we have

Proposition 8. Let ~ and f be two equivalent Popov triplets. Then

1. Iffor (k,!;) EZ x X, U(k,!;) ~ 0 then

J(k,!;,u) = J(k,!;,u) + <!; ,Xk!;>X

where J and i are the Popov indices associated to ~ and £; respectively, u E U(k,!;) and

u~u-Fx.

;*a(X-X>B+L] [ 1 ] = 0

R+B*a(X-X>B F-F

J(k",,); < [~] ,[f. ~W] >

= < [x] [I -i?'] [I i?'] [Q L] [L 0] [ 1_ 0] [x] >
u ' 0 1 0 1 L* R F 1 -F 1 u

Proof.
1.

2. Equality (11) holds iff

[;*a(~-i)A-(X~~+QL*+B*a(X-X)A
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~ {!F ~][~]. [Q+U:.:;;,?RF L+:RJ[!F ~W] >

~ < [;] • [Qi.~~~i¥ ~=~::~] [;] >

where (20) has been used and also the fact that a x =A x + B u =A x + Bu.
2. Follows by direct computation.

Definition 9. Let ~ = (A , B ; Q,L , R) be a Popov triplet. Then

a) We call

o

X =A·aXA - (A·aX B + L)(R + B·aX B)-\L· + B·aXA) + Q (21)
with X = X*, the discrete-time Riccati equation associated to ~. A bounded sequence X,

with (R + B·a X B)-l well defined and bounded, satisfying (21) and for which A + B Fwith

F~-(R+B·aXB)-l(L*+B·aXA) (22)
defines an exponentially stable evolution, is called a stabilizing solution to discrete-time
Riccati equation (21).
b) We call

R + B·aXB = G
L+A~XB=H (~)

Q +A·aXA -X=HG-1 F
with X = X*, the generalized Kalman-Szego-Popov-Yakubovich system associated to ~. A
triplet (X, G ,H) with X, G and H all bounded operator sequences satisfying (23) with

G-1 well defined and bounded and for which A - G-1 F defines an exponentially stable
evolution, is called a stabilizing solution to the generalized Kalman-Szego-Popov­
Yakubovich system (23). 0

Remark 10. If the invertibility of G
k

= R
k

+ BZX
k
+

1
B

k
V k EZ is assumed, then the

discrete-time Riccati equation (21) and the generalized Kalman-Szego-Popov-Yakubovich
system (23) result from the discrete-time Riccati system (11) and the extended Kalman­
Szego-Popov-Yakubovich system (12), respectively, by eliminating F. Thus

F = _G-1 F (24)
with F defined by (22). Hence the discrete-time Riccati equation and the generalized Kal­
man-Szego-Popov-Yakubovich system are equivalent.
Note also that according to Proposition 6 if a stabilizing solution to the discrete-time Riccati
equation (Kalman-Szego-Popov-Yakubovich system) exists it is unique. 0
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(26)

It is worthwhile now to emphasize some remarkable consequences of the uniqueness
property proved in Proposition 6.
Let X be any solution to discrete-time Riccati equation (21) and assume that the elements
of the Popov triplet are all periodic sequences, that is there exists p ~ 1 for which

A = aPA, B = aPB, Q = aP Q, L = aPLand R = aPR. As we can immediately see aPX is
also a solution to (21). Note further that ifA + B F defines an exponentially stable evolution

then aPA + aPB aPF = aP(A + B F) defines also an exponentially stable evolution. Com­
bining the above two statements it follows that if X is a stabilizing solution to (21) then

aP X is also a stabilizing solution to (21). Consequently by the uniqueness argument given

in Proposition 6 it follows that aP X = X. From here we conclude that if the coefficients of
discrete-time Riccati equation (21) are periodic of period p, the stabilizing solution (if it
exists) is also periodic of the same period. It follows further that if A, B, Q, L, R are all
constant, the stabilizing solution (if it exists) will be also constant and will satisfy the al­
gebraic discrete-time Riccati equation

A* XA -X - (L +A* XB)(R + B* XB)-l(B* XA + L) + Q = O.
Of practical importance is

Lemma 11. Assume that X = r satisfies (21) and assume also that R-1 is well defined and
bounded. Then (21) is equivalent to the following forms

X =:4* aX:4 -:4 aXB(R + B* aXB)-lBaX:4 + 'Q (25)

X = :4* a X(I + B R- 1 B* a X) -1:4 + 'Q
where

Note also that

A + BF= (I + BR- 1 B* aX)-l:4

(27)

(28)
for F defined via (22).

The proof is a direct consequence of 2. of Proposition 8 by considering, for ji= _R-1 C,

the corresponding F-equivalent of ~.

Now some considerations concerning duality are in order.

LetA = (Ak)k Ez,Ak : X -+ X, C = (Ck)k EZ' Ck : X -+ Y and M = (Mk)kEZ'

M
k

: X x Y -+ X x Y,

o

A _ [Qk Lk] _ ('1*M - r.. A - JVl.
k L R k

k k

be bounded sequences and consider the Popov triplet f: = (A# , C# ;W). Write for it the
corresponding discrete-time Riccati equation

X=(A#)*aXA # -«A#)*aXc#+£#)(fi#+(c#)*aXc#)-l«£#)*+(c#)*aXA#)+Q#
and obtain succesively (see Proposition 1.1.6)

X=QAQaXQA*
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-(QAQaXQC-Q+Q[*Q)(Q/iQ+QCQaXQC-Q)-I(oL+QCQaXQA*)+QQ

QX=A(QaX)A*-(A(QaX)C* +L*)(R+C(QaX)C*)-\£+C(QaX)A*)+Q

aY=AYA*-(AYC*+L*)(R+CYC-)-I(£+CYA*)+Q (29)
where

Q a X = a-I QX and Y ~ a-I Q X.
Similarly, the operator corresponding to (22) is

K* = -(R* + (C*)*aXc*)-I«{!)* + (C*)*aXA*)
from where we get succesively

K* = -(QRQ + QCQaXQ C* Q)-I(Q£ + QCQaXQA*)

QK* = -(R + CYC*)-I(£ + CYA*)

K= -(AYC* + L*)(R + CYC*)-I (30)

Note also that A * + C* K* defines an exponentially stable evolution iffA + K C defines an
exponentially stable evolution.
Equation (29) is usually known as the discrete-time Riccati equation for estimation (while
(21) is known as the discrete-time Riccati equation for control). If Y satisfies (29) with

(R + C Y C-)-I well defined and bounded, and A + K C defines, for K given by (30), an
exponentially stable evolution, Y is called a stabilizing solution to (29) and K is termed as
the stabilizing injection gain.
In a similar way (23) and (24) can be dualized providing

R+CYc*=8
L* + A Y C* = fi (31)

A. AAl""
Q + A Y A * - a Y = H G- it

and

K= -fi8- 1

respectively.

2. A Popov-Yakubovich type result

(32)

In this section general conditions for the existence of the stabilizing solution to the discrete­
time Riccati equation (1.21) are described. In what follows we shall refer to a fixed Popov
triplet L=(A ,B ;M). We shall assume throughout this section, except in the cases that will
be mentioned, that A defines an exponentially stable evolution. Under such an assumption,

for each (k,~,u)EZXXXP([k,oo),U) there exists a unique solution to (1.1) belonging to

P([k, 00) •X ) and denoted x(kl.#) given explicitly by

x(kl.#)=Sk~+Iku (1)

where Sk: X ... P([k, 00), X), Ik : P([k, 00), U) ... P([k, 00), X) are defined by
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(Sk~)i~Sik~ i~k
where Sik is the state transition operator associated to A, and

1
0 , i=k

tJ. i-I
(1ku). = .

1 2.S"+1 B.u. , I > k
j=k ,'; J J

It is an easy exercise to check that if (1) holds, then for each i ~ k we have
x(k~lJ) =Sjk~lJ) + I. u

1 1 1

where X<k~lJ) and u are restricted to P([i , 00) , X) and P([i , 00) , U ), respectively.

The adjoints S; and I; are evaluated as follows. Let x E P([k , 00) , X ). Then

"" "" ""
<x,Sk~> =2. <x"S·k~>X=2. <~,S:x·>x= <~,2.S:x·>x

i=k 1 1 i=k 1 1 i=k 1 1

and
"" "" i-I

<x, 1ku> =2. <x., (1ku)·>x = 2. <x., 2. S"+1 B.u·>x
i=k 1 1 i=k+ 1 1 j=k ,'; J J

"" i-I "" ""
= 2. 2. <x"S··+I B.u·>X= 2. 2.<u.,B~S~·+lx·>U

i=k+l j=k 1 ,'; J J j=k i=j+l J J ,'; 1

"" ""
= 2. < u., 2. B~ S~.+1x. >

j=k J i=j+l J ,'; 1

Hence from (5)

""
S;x = 2. S~kx.

i=k 1 1

and from (6)

""
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(2)

(3)

(4)

(5)

(6)

(7)

(1Zx). = 2. B~ S~'+1 x. = (I· x). V i ~ s ~ k (8)
1 j=i+l 1 N J S 1

Now we can evaluate the Popov index (1.3) which under exponentially stable assumption is

well define~ for[:~~IJ~k],tU[~EZLX] X[i~,i:\[]k' oo~' UlSk~:I::v]e W1['~ (1~] [Sk~+1kU]
J(k,~,u) < ,. > < •• >

u L R u u L R u

= < [~] [s; 0] [Q L] [Sk Ik
] [~] > = < [~] [ik 5'k] [~] >

u 'I· I L• R 0 I u u ' 5'. 5t u
k k k

where

-
= < ~ ,Xk ~ > X + 2 < ~ ,5'k u > X + < u , 5tk u > (9)

(10)
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(11)

5l
k
~ R + L*Ik + I; L + I; Q Ik (12)

with Xk : X -+ X, 5'k : P([k , (0) , U ) -+ X, 5lk : P([k , (0) , U ) -+ P([k , (0) , U ). Here

I = (I.»k with I. = Iv. Note that R and L act on P([k, (0) , U ) and Q acts on
11- 1

P([k, (0) , X) as multiplication operators. Note also that (Xk)k ez' (5'k)k ez and (5lk)k eZ
are all bounded operator sequen~s.
Using (2) and (7) it follows that X

k
can be explicitly written as

00

Xk = LS~kQ· S·k
_ i=:=,.k 1 1 1

Hence according to (Theorem 1.5.2) X = (Xk)k ez satisfies the Liapunov equation

X~A*aXA+Q _ _ (13)
Consider now the reduced equivalent ~ of~ constructed via (1.20) for F = 0 and X given by
(13). Then we shall have

_ f = (A , B ; 0, L , R)
where Q = 0 as follows from (1.20), and

L=L+A*aXB
and

(14)

(15)

R = R + B* aXB (16)
Then using 1. of Proposition 1.8 in conjunction with (9) we obtain for (11) and (12) the
reduced expressions

(17)

_ _ 5lk =R+i}Ik +I;i (18)

where L and R are given by (15) and (16), respectively. Therefore we can work from the
beginning with the reduced triplet (14) and finally we shall convert the result to the original
one.

Remark 1. Let I : p(Z , U ) -+ p(Z , X ) be defined by
i-I

(Iu); =. L Sij+l Bjuj (19)
)=-00

Then by comparing (19) with (3) it follows that

Ik = I P: = P: I P: V kE Z (20)

Hence I k is the Toeplitz operator associated to I at k. Let now

5l ~ R + I* L + L*I + I* QI = R + I* L + L* I (21)
where the second expression in (21) is called the reduced expression of :it
Then using the first equality (20), (21) provides

~=~5l~ ~
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Hence 5t
k

defined by (12) (or (18» is the Toeplitz operator associated to the operator (21).

o
The sequence of Toeplitz operators (5tk )k EZ plays a crucial role in the main result of this

section stated below.

Theorem 2. Let ~ = (A , B ;M) be a Popov triplet. The following assertions are equivalent:

a. (5t;\ EZ is well defined and bounded.

b. The discrete-time Riccati equation (1.21) (the generalized Kalman-Szego-Popov-Yakubovich
system (1.23)) has a stabilizing solution.

As the proof is a little lengthy we shall proceed by stating several auxiliary results. As we
already mentioned we shall work with the reduced Popov triplet (14).
Associate to f the system

o

(26)

(24)

(23)

(25)

a x =A x + B u , xk =~

,1,= Lu+A*a,1,
y = L* x + Ru + B* a ,1,

For each (k,~,u) EZ x X x P([k, oo),U) the system (23) associates a unique output

y E P([k , 00 ),U ) denoted y<k,~,u). Indeed, this follows directly from the fact that the second

equation (23) has a unique solution,1, E P([k, 00), X) denoted ,1,(k,u) and given by
00

,1,~k,u) = LS~.L.u. = S~ Lu =5'.u V i ~ k
I j=i JI J J I I

as follows from (7) and (17).

Lemma 3.1. For each (k,~,u) EZ x X x l\[k, 00), U) and each i ~ k we have

y<k~,u) = 5t. u + 5'~ ik,~,u)
I I I

with y<k,~,u) restricted to P([i, 00) , U ) and x(k~,u) given by (1).

2. The system (23) considered for u E l\[k , 00) , U ) with ~ = 0 is a realization for the node
5t/c" the same system considered for u E I\Z , U ) is a realization for the node 5t.

Proof. 1. First note that from (24) and (8) we have
00

(B*a,1,(k,u».=B*,1,~k,u)= L B~S*. L u =(r.~Lu). ,j~i~k
J J J+ 1 . 1 J 'J+ 1 " I J

'=J+
With (26) and (4) substituted in the last equation (23) one obtains with (17) and (18)

y<k,~,u) = j;- S.x<k.~,u) + L* r.. u + Ru + r.~ L u = 5t. u + 5'~ ik~,u) i ~ k
I I I I I I I

and (25) is proved.
2. The conclusion follows directly from 1. combined with (19) and (21).
From Lemma 3 we have

Corollary 4. Assume that a. in Theorem 2 holds. Then for each (k,~) E Z x X there exists a
unique control u E l\[k , 00) , U ), denoted u(k~), which zeros the output y of (23). Moreover if
we denote by X<k,~) the solution x(k~,u) for u = u(k,~), then
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U(k~) = -SC-1:r x~k~) V i ~ k
I I I

with u(k~) seen as belonging to P([i , 00) , U ).

Proof. For i = k, (25) provides

iff

(27)

(28)

(29)u = u(k~) g -5i;I5'; ~ E P([k, 00), U)

Hence (28) and (25) provide with (29)
5i. u(k~) + 5'~ x~k~) = 0 i ~ k

I I I

from where (27) follows. 0

Denote by A(k~) the solution A(k,u) for u = u(k~). Then we have

Proposition 5. Assume that a. in Theorem 2 holds. Then there exist two bounded sequences
X= r and F such that

1. A~k~) = Xjk~) i ~ k.
I I I

for ail (k,~) E Z X X

3. A + B F defines an exponentially stable evolution.

4. The discrete-time Riccati system (1.13) (the extended KaIman-Szego-Popov-YakubRvich
(1.14)) with Q =0 and L and R updated with (15) and (16), respectively, is fulfilled for X and
F in the statement.

Proof.

1. Using (24) for u = u(k~) we get with (27)

A.~k~) = 5'. u(k~) = -5'. 5t:-15'~ ik~)
I I I I I I

and the conclusion follows for

2. From (29) it follows that

X. g -5'. 5t:-I5'~ V i EZ
I I I I (30)

I: ... u(k~) = (_ 5i-I5'*~)
':> k k k k

is a well defined linear bounded operator for all k E Z and uniformly bounded with respect
to k. Denote it by F

k
. Using now (27) the result is obvious.

3. By substituting u(k~) =F X<k~) in the first equation (23) we get a X<k~) = (A + B F)x(k~).

ButX<k~) E P([k, 00), X) and II X<k~) 11 2 = II (Sk - I k 5t;I5';)~ 11
2

:51411 ~ II,

14 g II Sk - I k 5i;15'; II as follows by substituting (29) in (1). Hence the last equality shows
00

-Ii. - - - -Ii.
that I :5 P. = L~ Ski :514 Iwhere Ski is the evolution operator of A = A + B F. Since ob­

I k=i

viously i. =A~ P.+ 1A. + I, the conclusion follows from Theorem 1.5.5.
I I I I



2. A Popov-Yakubovich type result 83

(31)

(33)

(34)

(32)

4. Using 1. and 2. of Proposition 5, (23) becomes

ax=0+ B F)x
* "Xx = LFx +A aXax

0= L* x + R Fx + B* aiax

for x = ik,l;). By substituting the first equation (31) in the last two equations one obtains
.A A."'--

(1 a X A ~X + (1. a X B ~ L)F)x = 0
(C + B* a X A + (R + B* a X B)F)x = 0

Take now (32) at moment k, that is x
k

= ~, and the discrete-time Riccati system (1.13) is

fulfilled because of the arbitrarity of ~ E X. 0

The next step consists in obtaining the discrete-time Riccati equation from the discrete-time
Riccati system. To this end let, for F introduced in Proposition 5,

ax=Ax+Bu , xk=O

v=-Fx+u

which defines the operator Nk :P([k, 00), U) -. P([k, 00), U) V k EZ. Clearly (Nk)k EZ

is bounded. Since (33) holds iff
a x = (A + B F)x + B v , xk = 0

u = Fx + v
and A + B F defines an exponentially stable evolution (see 3. of Proposition 5) it follows

that (N;\ EZ is well defined and bounded, where N;l is the operator associated to (34).

Now we can state

Lemma 6. Assume that a. in Theorem 2 holds. Then

1. tv; G N
k

= 5t
k

V k EZ

with G introduced in (1.12).

2. G-1 is well defined and bounded.

Proof. First notice that according to 4. of Proposition 5 the extended Kalman-Szego-Popov­
Ya~bovich (1.12), with Q = 0, Rand L updated with (15) and (16), respectively, is fulfilled
for X and F.

1. Let u E 12([k , 00) , U ). Then using (1.12), (33) and (18), succesively, we can write

<u,tv;GNku> = <Nku,GNku> = <v,Gv> = <-Fx+u,G(-Fx+u»

= <x,F'*GFx> -2<u,GFx> + <u,Gu>

• A. A. -.. A. --. A

= <x,(A aXA -X)x> +2<u,(L +B aXA)x> + <u,R+B aXB>

= «Ax+B u), ai(Ax+B u» - <x ,ix> + <L* x, u> + <x, Lu> + <u, R u>

= <ax,aiax> - <x,ix> + <u,(R+L*Ik+IZL)u> = <u,5tk u>

Since both selfadjoint operators tv; G N
k

and 5t
k

generate the same quadratic functional

they coincide.
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2. Since condition a. in Theorem 2 implies the existence of ad> 0 such that

II 5l.k u 11 2 ~ 15 II u 11 2, V (k,u) E Z x PUk , 00) , U ), it follows from the present lemma that

II Gu 11 2 = II (N;I)*5l.k N;lu 11 2 ~doll u 11 2 (35)

for all (k,u) EZ X P([k, 00), U) and do> 0 adequately chosen. Let v E U be arbitrary and

let u E PUk , 00) , U ) defined as uk = v, uj = 0 for i ~ k. Then (35) provides

II Gk v II V ~ doll v II V that is

II (Rk + B;Xk+1 Bk)v II v ~ doll v II v V k EZ (36)

which shows that G-1 = (R + B* a X B) -1 is well defined and bounded. 0

Now we can proceed to the
Proof of Theorem 2.
a. => b. Using 2. of Lemma 6 we can eliminate F in the discrete-time Riccati system (1.13)
and obtain the discrete-time Riccati equation

X=A* aXA - (A* aXB + L)(ii +B* aXB)-l(L* + B* aXA) (37)
as well as

F = -(ii+ B* aXB)-I(L* + B* aXA) (38)
To convert (37) and (38) into original data use (15) and (16) and define

_ x~i+X (39)
with X introduced by (10). Then (37) and (38) are clearly equivalent to (1.21) and (1.22),
respectively. Notice also that this is a direct consequence of 2. of Proposition 1.8. By making
(39) explicit we get with (30)

Xk = Xk - 5'Z 5l.;l5'k V k EZ (40)

which is a representation formula_for the stabilizing solution to the discrete-time Riccati
equation and where the solution X to the Liapunov equation (13) has been used.
b. => a. Follows directly from 1. of Lemma 6. 0
Example 7. Let L = (A ,B ; Q , L , R) where

A ={O, kodd B =1 Q =1°' kodd L =0, Rk =l
k 1, keven' k 'k 1, keven' k

For this data the discrete-time Riccati equation 1.21) becomes
o , kodd

Xk = X~+l
Xk+ 1 - 1 X + 1 , k even

+ k+l

We shall obtain the stabilizing solution to the above discrete-time Riccati equation. For, we
shall compute the operators (10), (11) and (12) and then (40) will be applied. We shall start
with the operators Sk and I k given in (2) and (3), respectively. It is easy to see that the

following matrix representations are true
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S =k

Sk.Jc

Sk+l.Jc

Sk+2.Jc

Sk+3.Jc

o
Sk+1.Jc+1Bk

Sk+2.Jc+lBk

Sk+3.Jc+lBk

Sk+2.Jc+zBk+ 1

Sk+3.Jc+zBk+l Sk+3.Jc+.f3k+2

By substituting the given data we get
a) for k odd

1 0
0 1 0
0 0 1 0

S = , I k = 1 1 0k
0 1

1

and
0 1 0

0 1 1
0 1 0

S; = (1 0 ... ] , I; = 0 1 1
0 1

0

Then
o

1
o

o

1
o

=0

o
1

o

o

o
1 0
010

1 1 0
010

1 1

= [0 0 ... ]





and

Then
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1
0
1 0

1
1 1 0

0 0 1 0S = 0 , 1k =k 1 1 0
0 1

1

0 1 1
0 1 0

0 1 1

S; = [1 1 0 ..• J , 1; =
0 1 0

0 1 1

1

87

o

o
1

1
1
o = 1

1
o

1

0
1 0
1 1 0

0 1 0 = [0 0 ... j
1 1 0

0 1
1

1
1

5tk = R + 1; Q 1k =
1
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0 1 1 1 0
0 1 0 0 1 0

0 1 1 1 1 0
+ 0 1 0 0 0 1 0

0 1 1 1 1 1 0
0 0 1

1

2 1
1 2

2 1
1 2

.'1t-1=
k

which provides

and the result,as can be seen, IS

Hence

x ={O, kodd
k 1, keven

and the discrete-time Riccati equation is fulfilled as it can be directly checked. Moreover
the stabilizing feedback is

1
0'kodd

Fk = -(Rk + BZ Xk+l Bk)-IBZXk+1 Ak = _1 keven
2 '

1
0 , kodd

Ak+BkFk = 1 k
2' even

and clearly A + B F defines an exponentially stable evolution. 0

Theorem 2 has some remarkable corollaries.

Theorem 8. Let ~ be a Popov triplet. Then the following assertions are equivalent

l·.'1tk »OVkEZ (41)

that is there exists (j > 0 such that < u , .'1tk u > ~ (j II u /I ~for all pairs

(k,u) EZ X P([k, 00), U).
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2. The discrete-time Riccati equation (l.23) has a stabilizing solution X and

R+B*aXB»O
3. The following Kalman-Szego-Popov-Yakubovich system

R + B* a X B = v* V

L+A*aXB=w*V

89

(42)

Q +A*aXA -X= w* W (433)

has a stabilizing solution, that is, there exists a triplet of bounded sequences (X, V, W) satis­

fying (43) with X = x* and V- 1well defined and bounded, and for which A - B V- 1W defines
an exponentially stable evolution. We have also

F = _V- 1 W (44)
with F given by (l.22).

If 3. holds then

4. The Popov index can be expressed as

J(k,~,u) = II VU + WX II; + <~ ,Xk~>X (45)

V (k,~,u) E Z x X x l2([k , 00) , U ) and attains its minimum for the stabilizing state feedback
law

u=Fx=-V-1Wx (46)
and this equals < ~ ,X

k
~ >.

Proof.
1. ~ 2. Since (41) implies the validity of condition a. of Theorem 2, the existence of the
stabilizing solution to the discrete-time Riccati equation follows from b. of Theorem 2.
Condition (42) follows by combining (41) with 1. of Lemma 6.
2. ~ 1. follows directly from 1. of Lemma 6.
2. ~ 3. To this end notice that (42) is equaivalent to

Rk+B;Xk+lBk~vlu V kEZ (47)
for an adequate v > O. Hence there exists a bounded sequence V = (Vk)k EZ with

V- 1 = (y;\ E Z well defined and bounded such that

Rk + B;Xk+l Bk = V; Vk (48)

(for instance we can choose Vk = (Rk + BZXk+1 Bk)VJ..)

Define now

( 1r-1 * * *Wk = I'k ) (Lk + Bk Xk+1Ak) (49)

Then using the discrete-time Riccati equation (1.21), (43
3
) follows, and (4\) and (43

2
) are

true due to (48) and (49), respectively. Equality (44) follows from (48) and (49) too.
3. ~ 2. is trivial.
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(50)

(51)

H G-I F =W W (52)
By substituting (50) and (44) in (1.13), (45) is obtained, and (46) is a direct consequence of
(45) and of the fact that (44) is the stabilizing feedback gain. Since II Vu + Wx 11 2 = 0 iff

(46) holds

4. By comparing (43) with (1.23) we have

G=v*V

H=WV
and consequently

(53)min J(k,~,u) = <~ ,Xk~>X

u E r([k, 00) IU)
for all (k,~) E Z X X. Thus the theorem is proved. 0

Remark 9. Condition (41) is the time-varying, discrete-time counterpart of the Popov
"positivity condition". The positivity condition (41) implies factorizations (50), (51) and (52)
that make the generalized Kalman-Szego-Popov-Yakubovich system take on form (43).
Such a form is the "classical" Kalman-Szego-Popov-Yakubovich system encountered in the
Popov-Yakubovich theory. Note also that (41) can be expressed in the Popov index terms,
that is

J(k,O,u) ~ /5 II u II; , /5 > 0 (54)

for all (k,u) E Z x P([k , 00) , U ) as follows from (9). 0

Theorem 10. Let I = (A , B ; Q ,L , R) be a Popov triplet where A does not necessarily define
an exponentially stable evolution. If

a)L = 0

b)R»O

c) Q ~ 0

d) (A , B) is stabilizable

e) (Q1I2 ,A) is detectable (causally uniformly observable)

then the discrete-time Riccati equation

X=A· aXA -A· aXB(R + B· aXB)-lB· aXA + Q (55)
has a positive semidefinite (definite) stabilizing solution X and (42) holds.

Proof. Since (A, B) is stabilizable there exists F = (Fk)k EZ bounded on Z such that

A= A + B ji defines an exponentially stable evolution. Let f = (A, ii; Q, i, R) be the

(56)

F-equivalent of I (see Definition 1.7 a» where ii=B, Q=Q + F* R F, i =? R, R=R.

Let 5l
k

be the operator (12) associated to f; that is

5fk =R+ r: i + i· t: + r: Qt: =R + r:? R + R it: + r:(Q +?R ii)t:
= (I + iI,/R([ + i~) + it: Q~
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- -
where lk is defined via (3) with the state transition operator associated to A. Clearly

5ik ~ 0 as follows from assumptions b) and c). Let (Ei)i ell' Ei > 0 and Ei .... 0 as i .... 00. Let

fi =(A, Ii; Q, L, R+ Ei J) for which it corresponds 5i~ =5l.
k

+ Ei I, i EN and

5i~ ~ EJ V k EZ

Hence (41) holds for 5i~. Then by applying Theorem 8 to fi it follows that: 1) the discrete­

time Riccati equation
Jt =A· aJt A - (A· aJt B + L)(R + EJ + B· aJt B)-l(L· + B· aJt A) + Q (57)

has a stabilizing solution Jt for each i EN and 2) the Popov index j1(k,~,u) associated to

fi attains its minimum for an adequate control input, say ~ i E P([k , 00) , U ) and it equals

<, ,~ ,>x· ~nOl~ ~;~ If; c~][;nd~j [~Iima~FFn :~rk

, 00) , X ). Sin~

it follows that M' ~ M' 1 ~ 0 and consel:~ntly we :~n write _ . _ .

<~ ,Jtk~>X = j1(k,~,~i) = < :'.] ,it [:'.] > ~ < [:'.] ,it+! [:'.] >
u' u' u' u'

~ j1+\k,~,~ i+l) = <~, xt+ 1 ~ > x= < [;i+l] ,it+1 [;i+l] > ~ 0 V (k,~) EZ x X

~i+1 ~i+1

Hence

and consequently
t!.. .

Xk= }':~X'k ~ 0 V k EZ (58)

defines a bounded sequence X = (Xk)k eZ. Since b) and (58) imply R + B· a X B» 0 it

follows by taking i .... 00 in (57) that

X=A· aXA - (A· aXB_+ L)(R + B· aXB)-I(L + B· aXA) + Q
Using now 2. of Proposition 1.8 (for X = 0) the last equation is equivalent to (55). Let

F ~ -(R + B· aX B)-lB· aXA (59)
which is a bounded sequence. Using (59) we can bring (55) into the Liapunov form

X= (A + BF)·aX(A + BF) + Q + F* RF (60)
But

and
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A+BF+[K -BR-1I2][R~F]=A+KC VK

Hence the pair ((Q + F* R F)1I2 ,A + B F) is detectable since (C ,A) is as e) asserts. Since
X ~°apply Theorem 1.7.1 and the conclusion follows. For the parenthesized text see
Proposition 1.6.14. 0

Remark 11. Theorem 10 is the standard result of the linear quadratic problem formulated
under the "local positivity condition", that is, conditions a), b) and c) in the statement of the
theorem. 0

Theorem 12. Let I = (A , B ; Q , L , R) be a Popov triplet where A does not necessarily define
an exponentially stable evolution. If

aJ [f. ~] ~ 0

b) R»O

c) (A ,B) is stabilizable

d) ((Q - L R-1L*)112 ,A - B R-1C) is detectable (causally uniformly observable), then the
discrete-time Riccati equation (1.23) has a positive semidefinite (definite) stabilizing solution.

Proof. Since

[
I -LR-l] [q L] [I 0] =jQ-LR-1C RO] ~°
OIL R -R-1L* I °

the conclusion follows by applying Theorem 10 to the F-equivalent

f = (A - B R-1L* ,B; Q - L R-1L* ,0, R) and then use 2. of Proposition 1.8. 0

Corollary 13. Let I = (A ,B ;M) be a Popov triplet for which a. of Theorem 2 holds. Then the
Popov index can be uniquely expressed as

J(k,~,u)= <~,Xk~> + <u-ikJ),5tk (u-u{kJ»> (61)

for all (k,~,u) EZ x X x P([k, 00), U) and where 5tk, u{kJ) and Xk are given by (12), (29)

and (40), respectively.
The proof is an easy consequence of (29) and simple manipulations on quadratic functionals
on Hilbert spaces. 0

Remark 14. Equality (61) shows that u = u{kJ) is a stationary point for the quadratic func­
tional (61). If 5t

k
» °(5t

k
« 0) it provides a minimum (maximum) of it. Other cases as those

that will be investigated in the next chapter will lead to game-theoretic situations. 0

Let us now point out the connections of the above developed theory with the Hamiltonian
approach to Riccati equations which in the discrete-time case presents some particularities.
To this end consider again the system (23) with y = °written in terms of the original data of
I that is

ax=Ax+ Bu
).=Qx+A*a).+Lu
O=L*x+B*a)'+Ru

(62)
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- -
To obtain (62) from (23) write Land R explicitly by the aid of (15) and (16), respectively,

and then replace A. by A. + Xx. As we already mentioned in 2. of Lemma 3, (62) defines the
node 5t which was deeply involved in the above theory through its associated Toeplitz
operator family (5tk)k eZ' Rewrite (62) as

ax=Ax +Bu
-A*aA.=Qx-A.+Lu
- B* a A. = L *x + R u

0' in the "descrip'.," fOI~
o

-A*
-B*

(63)

(64)

Introduce now
Definition 15. Let ~ = (A , B ; Q , L ,R) be a Popov triplet with A not necessarily defining

an exponentially stable eVOlu[~on. ~all (~]' B ), with [A 0 B]
A = 0 -A* 0 ,B = Q -] L

o -B* 0 L* 0 R

the Hamiltonian pair associated to~. We shall say that the pair (A, B ) is dichotomic if there
exist two bounded sequences V =col(Vl ' V2, V3) =(col (VI,k , V2,k' V3,k»k ez'
V1,k: X -+ X, V2,k: X -+ X, V3,k: X -+ U and S = (Sk)k eZ' Sk: X -+ X with S defining an ex­

ponentially stable evolution, such that
B V = A a V S (65)

If in addition ~ 1 is well defined and bounded we shall term this property as disconjugacy.

o

o
-A*
-B*

v = [~] • S = A + B F

where (X, F) is the stabilizing solution to the discrete-time Riccati system. Indeed, (65) is
explicitly written as

[f.

Now we can state the result which emphasizes the connection between the Popov­
Yakubovich approach and the Hamiltonian approach.

Theorem 16. Let ~ be a Popov triplet. The following are equivalent

a. The discrete-time Riccati system (].1]) has a stabilizing solution (X , F).

b. The Hamiltonian pair (A , B) is dichotomic and disconjugate

Proof.
a. ~b.
The equality (65) holds for
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A+BF=A+BF
Q-X+LF= -A*aX(A +BF)
L* +RF= -B*aX(A +BF)

that is, in fact, the discrete-time Riccati system (1.11) which is clearly fulfilled. Since
A + B F defines an exponentially stable evolution and VI = I, the conclusion follows.

b. => a.
To this end we shall prove first

Proposition 17. If (65) holds with S defining an exponentially stable evolution, then

~~=~~ ~~
Proof. Write explicitly (65) i.e.

A VI + B V3=a VI S

Q VI - Vz + L V3 = -A* a VzS

L * VI + R V3 = - B* a VzS

(67)

(71)

From (67) we get

~~~~~=~a~A~+~a~B~

-~VI = -S*a~AVI- ~QVI- V;L*V1 (68)

0= -S* a~ B V3 - V; R V3 - ~ L V3
and by summing the left-hand and right-hand sides of (68) one obtains

~~~~~-~~=-~Q~-V;L*~-~L~-V;R~
Since S defines an exponentially stable evolution, the above Liapunov equation has a unique
solution and, since the right-hand side is selfadjoint, ~ VI is selfadjoint too and equality

(66) holds. 0

Let us go back to the proof of implication b. => a.. Define

X= VZV;1 , F= V3 V;1 (69)

According to Proposition 17, X = Y. With (69), (67) provides

A+BF=(aVI)SV;1

Q - X + LF = -A* aX(a V1)S V;l (70)

L* + R F = -B* aX(a VI)S V;l

Since S and A + B F are linked by a Liapunov transformation as first equation (70) shows,
it follows that A + B F defines an exponentially stable evolution and the last two equations
(70) become

Q - X + L F = -A * a X(A + B F)
L * + R F = - B* aX(A + B F)

which is exactly the discrete-time Riccati system as we have already seen. 0

Remark 18. Theorem 16 shows the connections between the dichotomy-disconjugacy
property of the Hamiltonian pair (A, B) and the existence of the stabilizing solution to the
discrete-time Riccati system (1.11), but not to the discrete-time Riccati equation (1.21). This



2. A Popov-Yakubovich type result 95

happens because of the fact that no information is known about the invertibility of
R +B· 0 X B. In the case of the Popov-Yakubovich approach such information is obtained
via Lemma 6 while in the Hamiltonian theory such information is not available. Neverthe­
less in the time-invariant, finite-dimensional case it can be proved that R + B· X B is inver-

tible if the matrix pencil l A - B is regular i.e. det(l A - B ) 'f= O. In the time-varyin&
finite-dimensional case a similar result can be obtained by taking into consideration some
additional constraints. 0

In this respect we have

Proposition 19. Let X = ftI, u = ft1I and let L = (A ,B ; Q, L, R) be a Popov triplet. Assume
that

a) R-1 is well defined and bounded.

b) .;;r-1 is well defined and bounded where A = A - B R-1 L·.

c) The Hamiltonian pair (A, B ) is dichotomic and disconjugate.

Then the discrete-time Riccati equation (1.21) has a stabilizing solution.

Proof. According to Theorem 16 there exists a stabilizing solution (X, F) to the discrete­

time Riccati system (1.11). Using 2. of Proposition 1.8 for i =0 and F= _R-1C, rewrite
(1.11) as

A· 0 X(A + B F) - X + ~ = 0

R F+ B· 0 X(A + B F) = 0

where ~ = Q - LR- 1C andF = F - R-1 C.
From the last equation (72) we get

and consequently

A + B F= A - B R-1 B· 0 X(A + B F)
or

(72)

(1 + B R- 1B· 0 X)(A + B F) = A (73)

Since we are in the finite dimensional case, (73) shows that (I + B R-1 B* 0 X) -1 is well

defined and bounded because of assumption b). Eliminate now A + B F from (73) and the
first equation (72), and obtain

A* a XCI + B R- 1 B* a X)-lA - X + ~ = 0
By using Lemma 1.11 the conclusion follows. 0

Consider finally a Buey type result

Proposition 20. Let (A ,B , C , 0) be a stabilizable and detectable linear system. Then

a) The discrete-time Riccati equations

X=A*aXA -A·oXB(l+B*aXB)-lB• aXA +C*C (74)
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aY=A Y A* - A Yc*(I + CYC*)-lCYA* + BB*
have positive semidefinite stabilizing solutions X and Y, respectively.

b)

(75)

A + B F = (I + a Y a X) -l(A + K C)(I + Y X) (76)
where F and K are the stabilizing feedb(l(;k and injection gains, respectively.

Proof.
a) For the discrete-time Riccati equation (74) the result follows directly from Theorem 10
for R = I and Q = C* C. Referring to the discrete-time Riccati equation (75) apply the

previous result to f: = (A II , cit ,BII ) and then dualize the result.
b) Equations (74) and (75) can be rewritten as (see Lemma 1.11)

A * aX(A + B F) - X + C* C = 0
(A + K C)Y A * - a Y + B B* = 0

from where we get

Y A * a X(A + B F) - (I + Y X) + I + Y C C* = 0
(A + K C)Y A * a X - (I + a Y a X) + I + B B* a X = 0

Further

(A + K C)YA * a X(A + B F) - (A + K C)(I + Y X) + A = 0
(A + K C)Y A * a X(A + B F) - (I + a Ya X)(A + B F) + A = 0

where (1.30) and its dual have been used. From the above two equalities the following holds
(A + K C)(I + Y X) = (I + a Y a X)(A + B F) (77)

Since X, Y ~ 0, (I + Y X) -1 is well defined and bounded and consequently (77) implies
(76). 0
Remark 21. A corresponding result holds for Kalman-Szego-Popov-Yakubovich systems. 0

3. Positivity. Factorizations. Contracting nodes

Let T = [A ,B , C ,D) be an internally exponentially stable node. As in Example 1.3 as­
sociate to it the Popov triplets k} = (A, B; C*C, C*D, D*D) and

k Z= (A, B; -C*C, -C*D, yZI-D*D) for any y > O. We shall say that T has the positivity

property on the left (right) if 1" T» 0 (T 1" » 0), that is, there exists d > 0 such that

II Tu liz ~ d II u liz VuE [z(Z ,U). We call T a y-contr(l(;tion if II Til < y. In what fol­

lows we shall emphasize the connections between the positivity property and the existence
of the stabilizing solution to the discrete-time Riccati equation and the Kalman-Szego­
Popov-Yakubovich system associated to k

1
on the one hand, and the y-contracting property

and the existence of the stabilizing solution to the discrete-time Riccati equation or the
Kalman-Szego-Popov-Yakubovich system associated to k

Z
' on the other hand. In the first

case the so called inner-outer and normalized factorizations will be obtained.
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(4)

We shall start with the positivity problem in which, as we already mentioned, the so-called
Popov triplet It is involved.

We have

Lemma 1. Let T = (A , B , C ,D) be an internal exponentially stable node and associate to it
the Popov triplet II = (A , B ; C*C , C*D , D*D). Then 51. = 1'* T where 51. is the operator

(2.21) associated to I r

Proof. Following Proposition 2.2.4 1'* T has the following realization
ax=Ax +Bu
A=C*Cx+A*aA+C*Du (1)

y = D* Cx + B* a A+ D* D u
Hence by using 2. of Lemma 2.3 (see also (2.62)), the conclusion follows. 0
We have now the main result of this section

Theorem 2. Let T = (A , B , C , D) be an internal exponentially stable node. Then

a. The following assertions are equivalent

1. 1'* T» O.

2. The discrete-time Riccati equation associated to II

X=A*aXA - (A*aXB + C*D)(D*D + B*aXB)-l(D*C + B*aXA) + C*C (2)
has a positive semidefinite stabilizing solution X

3. The Kalman-Szego-Popov-Yakubovich system associated to II

D* D + B* a X B = v* V
C*D+A*aXB=WV (3)

C*C+A*aXA-X=WW

has a stabilizing solution (X, V, W) with X ~ O.
We have also

1'* T» 0 => D* D » 0
b. The following assertions are equivalent

1.T1'*»o.

2. The discrete-time Riccati equation

aY=A YA* - (A YC* + BD*)(DD* + CYC*)-\DB* + CYA*) + BB* (5)
which is the dual of (2), has a positive semidefinite stabilizing solution Y.

3. The Kalman-Szego-Popov-Yakubovich system

DD* + CYC* = VV
Bd+Aye=~V W

B B* + A YA * - a Y= ~W
which is the dual of (3), has a stabilizing solution (Y, V, W) with Y ~ 0.

We have also

T 1'* » 0 => D D* » 0 (7)
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Proof. We shall prove part a. of the theorem.
1. ~ 2. Notice that the following double implication holds

r- T "2 6 / ~ P: r- T P: = r; Tk "2 (}J V k E Z (8)

Here Tk stands for the (causal) Toeplitz operator associated to Tat k.

The equality in (8) is trivial because Tk =P: T P: = T P: as a consequence of T being an

internal exponentially stable node. For the direct implication in (8) we have

6I1Pkull~:5 <P:u,r-TPku> = <P:u,Pkr-TPku>

for all u E p(Z , U) and the conclusion follows.

For the reverse implication in (8) let u E p(Z , U ) be arbitrarily chosen. Then P: u ap-

proaches u in p(Z , U ) as k approaches - 00. Hence by taking k -+ - 00 in the inequality

6I1 Pk u ll;:5 <P:u,P:r-TPku> = <P:u,r-TPku>

the result is obtained.
We can proceed now to our proof. From (8) and Lemma 1 we get 5t

k
» O. We have also

Jl(k,~,u) "2 0 for the associated Popov index as follows from (1.8). Hence by using Theorem

2.8, the conclusion follows.
2. ~ 1. is a direct consequence of 1. of Lemma 2.6.
2. ~ 3. is as in Theorem 2.8.

To prove (4) let (k,v) EZ x U be arbitrarily chosen and define u E p(Z ,U) as Uk = v and

uj = 0 for i ~ k. Since A defines an exponentially stable evolution, (1) provides for such u,

r;;+l x = 0 and P:+1 A. = 0, where (x,)..) Ep(Z , X) x p(Z , X) is the solution to (1). Hence

the last equation provides

= <DZ Ckxk , v>u + <BZA.k+1' v>u + II Dk v II~ = II Dk v II~

for 6 > 0, that is DZ Dk "2 6/u V k EZ and the implication (4) is proved.

To prove part b. apply part a. to 1'" = [A# ,C# , B# , D#] and then dualize the result. 0

We shall now be concerned with applications of the previous theorem.

Corollary 3. Let T = [A , B , C, D] be an internal exponentially stable node. Then we have

1. If r- T» 0 then

where

To=[A,B,W,V]=[A,B,-VF,V] (10)

with F = -r1w and v, W given by the stabilizing solution to the Kalman-Szego-Popov­
Yakubovich system (3).
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where
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(11)

'" A A. A A-

TO = (A , W, C, V] = (A , - V K, C, V] (12)
.~l" " "with K = - V W and V, W given by the stabilizing solution to the Kalman-Szego-Popov-

Yakubovich system (6).

Proof.
1. According to Theorem 2 the Kalman-Szego-Popov-Yakubovich system (3) has a stabiliz­
ing solution. Hence by combining 1. of Lemma 2.6 with Lemma 1 we get

N* v* V N = 51. = ~ T (13)
where N is the node

ax=Ax+Bu
v=-Fx+u (14)

Ii.
Let To = VNand (9) and (10) both hold due to (13) and (14).

2. This follows by dualizing 1. 0

Definition 4. An internal exponentially stable node T for which r 1 is also an internal
exponentially stable node will be termed as an outer node. 0

Since ~l = (A + B F, B JTl ,F, JTl] as follows from (10) and A + B F defines an ex­

ponentially stable evolution, it follows in accordance with Definition 4 that To in the fac­

torization (9) is an outer node.
Definition 5. An internal exponentially stable node Twill be called inner (coinner) if

~ T = I (T~ = l) 0
We have

Proposition 6. Let T = (A ,B , C ,D] be an internal exponentially stable node. Then

a) T is inner if there exists X ~ 0, bounded on Z, such that

D· D + B· a X B = I
C·D+A·aXB=O (15)

C·C+A·aXA -X= 0
If T is inner and the pair (A ,B) is causally uniformly controllable then there exists X ~ 0,
bounded on Z, for which (15) holds.

b) Tis coinner if there exists Y~ 0, bounded on Z, such that

DD· + CYC· = I
B D· + A Yc· = 0 (16)

B B· + A YA· - a Y = 0
If T is inner and (C ,A) is causally uniformly observable then there exists Y~ 0, bounded on
Z, for which (16) holds.

Proof.

a) Remember that (1) defines ~ T. For the first part of a) use (15) in (1) and obtain
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ax =Ax +Bu
A. =Xx -Ao aXAx + AO aA. -Ao aXBu =Xx + AO aA. -Ao aXax
y = - BO a X A x + BO a A. + u - BO a X B u

A. - Xx =Ao a(A. - Xx)
y=Boa(A.-Xx)+u

Since the unique solution in [2(Z , X ) to w =A°a w is w = 0, it follows from the above two
equations that A. - X x = 0 and consequently y = u, i.e. ~ T = I.
For the second part of a) let X 2!: 0 be the solution to the last equation (15). Such a bounded
on Z solution exists because of the exponentially stable evolution defined by A. This,
together with (1), provides

ax=Ax+Bu
A. - X x = c- Cx + A °a(A. - X x) + A°a(Xx) - X x + C· D u

= -Ao aXAx +Ao a(A. - Xx) +Ao a(Xx) + CO Du
=Ao a(A. - Xx) + (c- D +Ao aXB)u

u =DO Cx + BO a(A. - X x) + BO a(Xx) + (Do D + B· a X B)u - BO a X B u
= BO a(A. - X x) + (Do C + BO a X A)x + (Do D + B· a X B)u

Denote Z =A. - X x and the above system can be written as
ax=Ax+Bu

z =Ao az + (Co D + AO aX B)u (17)
u = BO a z + (Do C + BO a X A)x + (Do D + BO a X B)u

Let (k,v) EZ x U be arbitrarily chosen and define as before u E F(Z ,U) by uk = v and

u. = 0 for i "# k. Since A defines an exponentially stable evolution we will have x. = 0 for
I I

i:$ k andzj = 0 for i 2!: k + 1 for the solution (x,z) E F(Z ,X) x F(Z ,X) to (17). Hence by

taking the last equation (17) at moment k it follows that

v = (DZ Dk + BZ Xk+l Bk)v
and the first equation (15) is fulfilled due to the arbitrariness of v and k. Now (17) becomes

ax=Ax+Bu
z=Aoaz+Hu
0= BO az + H* x

where H ~ CO D +AO a X B. Since x = I u, and BO a z = IO H u (see (2.19» the above sys­
tem provides

o= (Io H + H* I)u
Let u be defined again as above. Then (18) provides

P;+l IO Hu = 0

that is

(18)

from where we get
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Since (A ,B) is causally uniformly controllable the above equality provides H
k

Y = 0 and

consequently H = 0 due to the arbitrariness of Y and k. Thus the second equation (15) holds
and a) is completely proved.

To prove b) apply a) to r = (A# , C# ,B# , D#] and then dualize the result. 0

With the above result we can proceed to the inner-outer (outer-coinner) factorization of a
node. We have

Theorem 7. Let T = (A , B , C ,D] be an intemal exponentially stable node. If 1* T» 0
(T 1* » 0), then T can be factorized as

A A

T=TjTo (T=TOTj) (19)

where Tj (~) is an inner (a coinner) node and To CToJ is an outer node.

Proof. Assume 1* T» O. According to Corollary 3, (9) holds. Define Tj as

Tj = T rc/ (20)

which is really a node. Indeed, since 7Q1 = [A + B F , B V" 1
, F , V" 1] we have for

w=r:.1
yo

a z = (A + B F)z + B V" 1 y

w=Fz +V"l y

Hence we have for y = T 7Q1
y

a z = (A + B F)z + B V" 1 v

ax=BFz+Ax+BV"l y

y=DFz+Cx+DV"l y

and by subtracting the second equation from the first we get

a z = (A + B F)z + B V" 1
y

a(x - z) = A(x - z)

Y = (C + D F)z + C(x - z) + D V"1 y

Since the unique solution in p(Z , X) to a(x - z) = A(x - z) is x - z = 0, due to exponen­
tially stable evolution defined by A, the above system reduces to

a z = (A + B F)z + B V" 1
Y

y=(C+DF)z+DV"l y

that is

Tj =(A+BF,BV"l,C+DF,DV"l] (21)

which is clearly a realization of the node because of the exponentially stable evolution

defined by A + B F. Since (20) and (9) provide ~Tj=(7Q1)*1*T7Q1 =(7Q1)*~To7Q1=I

we conclude that Tj is an inner node. For the parenthesized text use dual arguments. In this

case
A l).... l l:>... l
Tj = (A + K C , B + K D , v C, v D] (22)



102 Chapter 3/Riccati equations and nodes

is the coinner factor and (12) is the outer factor, and where the stabilizing solution to (4) has
been used. 0

Example 8. Let us illustrate now an inner-outer factorization. For, consider the internal
exponentially stable node T = [A , B , C, D] defined by

A _{O, kodd B _{1, kodd C_{I, kodd D _{O, kodd
k- 2, keven' k- 0, keven' k- 0, keven' k- 2, keven

k-l

For these data the input-output operator described by Yk =:= L Ck Sk,i+l Bj u j + Dk uk (see
'=-CX)

(1.2.1» becomes

j
ouk + OUk_

1
+ 2u

k
_ 2 + OU

k
_

3
+ OU

k
_ 4 + ...

Y =k 2u
k

+ OU
k

_
1

+ OU
k

_
2

+ OU
k

_
3

+ OU
k

_
4

+ ...

-3 -2 -1 0 1 2 3

, kodd

, keven

-3

-2

-1

T= 0

2

o
2 2

o 0
2 2

o 0
2 2

o 0

in the matrix form. Hence r T = 41» 0 as can immediately be checked from the above
matrix representation of the node. The discrete-time Riccati equation (2) becomes

1
1 :kodd

X-
k - Xk+1 ' keven

that is, X
k

= 1 V k E Z which is exactly the stabilizing solution.

Now the Kalman-Szego-Popov-Yakubovich system (3) is easily obtained from

d+IP.-X={1, kodd => V={I, kodd
k k k 4, k even k 2, k even

and
2 2 ••~

Ck +AkXk+1 - X k = Wi
since both sides equal zero for all ks. Since F = - r I W =0, (21) and (to) provide

T[ = [AI'B[, C[,D[] withAl =A, B[ = B r l
, C[ = C, D[ = D r l
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and
To = [Ao,Bo,CO,DO] with A O =A, BO =B, Co = W= 0, Do = V, respectively. One

can immediately prove that T = T[ To' 0

Now we shall confront the "all-pass completion" problem. It consists in finding a completion
Tl. for a given inner node T such that [T Tl.] is an all-pass node. We shall solve this problem
in the finite-dimensional case. Thus we have

Proposition 9. Let X = K', U =~, Y = RP and let T = [A , B , C ,D) be an internal ex­
ponentially stable node. Assume that

a) T" T» 0.

b) (A - B Dt C) -1 is well defined and bounded.

c) (n1-2 C ,A - Bot C) is causally uniformly observable.

Then for the inner factor in (19), given by (21), there exists a node

Tt = [A + B F, Bl. , C + D F , Dl.] (23)

such that Text ~ [T[If] is an "all-pass" node.

Here Dt ~ (D· D)-ID·, n ~ 1- D(D· D)-ID• where (D· D)-1 is well defined and bounded
because of implication (4).

Proof. Following Theorem 2 the discrete-time Riccati equation (2) has a stabilizing solution
X ~ O. Because of b) we can rewrite (2) as (see Lemma 1.11)

X=A· aXA -A· aXB(D· D + B· aXB)-IB• aXA + C· n C (24)
where, with actual data,

A =A - BR- 1C =A - B(D· D)-ID• C =A - Bot C

V= Q - LR-1C = C· C - C· D(D· D)-ID• C = en C
By applying Theorem 2.10 (see the parenthesized text) to (24) it follows that X»O and

consequently r 1 »0. Rewrite now (2) in the Liapunov form (see (2.60»

(A + B Fta X(A + B F) - X + (C + D F)·(C + D F) = 0 (25)
where according to (1.30)

A+BF=(l+BR-1B·aX)-IA , R=D·D

and, consequently (A + B F)-I is well defined and bounded since A is so (see b) in the
statement).
Thus X is the positive definite observability Gramian of the pair (C + D F ,A + B F) with
(A + B F)-1 well defined and bounded. Now we can use Theorem 2.5.2. This means we have
to find a bounded Bl. = (Bl.) Dl. = (Dl.) Bl. E R"x(p-m) Dl. E R.Px(p-m)

k k EZ' k k EZ' k ' k
such that

(C + D F)·[D Dl.] + (A + B F)·a X[B Bl.] = 0 (26)

[(l~~).Jrii D'] + [(:)}XIB B'] ~ [I~ Ip~m] (27)
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Moreover we shall let (Dext) -1 be well defined and bounded where

l!. - ol
Dext = [D D) (28)

Here B y-l and D y-l have been denoted by Ii and V, respectively. Since T[ is inner (see

(15», it follows that those equations derived from (26) and (27) which do not contain Bol
and Dol are automatically fulfilled. Hence Bol and Dol must satisfy

(C + D F)*Dol + (A + B F)*oXBol = 0 (29)

V* Dol + Ii* 0 X B =0

As we mentioned

(C + D F)*V + (A + B F)*0 X Ii= 0
is true. From (29) and (32) we get

Bol = _(oX)-I[(A + BF)*]-I(C + DF)*Dol
and

(30)

(31)

(32)

(33)

Ii= _(oX)-I[(A + BF)*]-JcC + DF)*V (34)
By substituting (33) and (34) in (30) and (31) one obtains the following two equations

V* ZDol = 0 (35)

(Dol)* Z Dol = I (36)
that must be simultaneously satisfied by Dol. Here

Z ~ I + (C + D F)(A + B F)-l(oX)-l[(A + B F)*]-I(C + D F)*» 0 (37)
To solve (35) and (36) write them as

-* ol
Dk ZkDk = 0 (38)

(Dtt Zk Dt = Ip _m (39)

Since Vk = D
k

v,;1 has full column rank as (4) asserts, there exists an orthogonal matrix

Uk such that

(40)

with Dk nonsingular. Since VZ Vk = VZ Vk clearly the sequence V-I is bounded. Let

Uk Zk U; partitioned as

U ZIf. = [Zll,k ZI2,k]
kkk z* z

12,k 22,k

with Z22,k E R(P-m)xp-m and Z22» 0 as follows from (37). Let

(41)
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olt1 [0]Dk = U; Z2iJ V k EZ (42)

which clearly defines a bounded onZ sequence Dol. By using (40) and (41) it can be easily
checked that Dt given by (42) satisfies both (38) and (39). With Dol substituted in (32),

Bol is also obtained. Finally note from (28), rO) and (42) that

Dm=lfl~ z~]
and consequently D;;: is well defined and bounded. Thus the proof ends. 0

Remark 10. By dualizing the result of Proposition 9, in other words by using the Kalman­
Szego-Popov-Yakubovich system (6), a completion ft of ~ given by (22) may be found

""'. ""'. ~ .such that T = [T] (1] ) ) is an all-pass node. 0

A remarkable application of the Kalman-Szego-Popov-Yakubovich systems (3) and (6) is
the so-called normalized factorization.
Definition 11. Let Tbe a node. We shall say that Thas a right (left) normalized factorization

if it can be written as T = N M-1 (T = ir1 N) where N, M (N, it) are internal exponential­
ly stable nodes and

M*M+~N=I (ifM*+NN*=1) 0
Since the Bezout identity is fulfilled, the normalized factorization is coprime. We have

Theorem 12. Let T = (A , B , C ,D) be an intemal exponentially stable node. Then T has a
right (left) normalized factorization.

Proof. Since 51. ~ 1 + 1'" T»°is the operator (2.21) associated to the Popov triplet
~'1 = (A ,B ; C* C, C* D ,1 + D* D) we can apply Theorem 2 and Corollary 3 to ~'r Thus

we obtain

1+1'"T=T"aTo (43)

with To given by (10) and where V and W have been replaced by the new ones correspond­

ing to the stabilizing solution to the Kalman-Szego-Popov-Yakubovich system
1+ D* D + B* a X B = v* V

C* D + A* a X B = w* V (44)
C*C+A*aXA -X= w* W

associated to~' r

Let M~~l=(A+BF,BV-l,F, V- 1
) and N~T~l=[A+BF,BV-l,C+DF,DV-1)

(see (21» and notice that in this case N is not inner. Notice also that both M and N are

internal exponentially stable nodes. Using (43) we get (~l)*~l + (T~l)*(T~l) = 1

that is M* M +~ N = I. For the parenthesized text use dual arguments. 0
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An interesting result which can be directly derived from the above theorem in conjunction
with Theorem 2.2.12 is the one concerning the doubly coprime and normalized factorization
of a node. Consider first
Remark 13. Let (A ,B , C ,0) be a linear system. Assume that the discrete-time Riccati
equation (2.74) has a stabilizing solution X ~ 0 and let F be the stabilizing feedback gain.
Let the following two internal exponentially stable nodes be defined via formulae (2.2.17)
and (2.2.16) that is M = [A + B F, B, F, 1] and N = [A + B F, B, C, 0]. Then

~ M +~ N = V- V (45)
where V- V = I + B* a X B. To prove (45) notice that the Kalman-Szego-Popov-Yakubovich
system associated to (2.74) is

I + B* a X B = V- V
A*aXB=W'V (46)

A*aXA-X+C*C=W'W
By comparing now (46) with (44) the result follows directly from the proof of Theorem 12.

o
From Remark 13 we derive

(48)

(47)

and

Theorem 14. Let T = [A , B, C, 0] be a node with (A, B) stabilizable, (C ,A) detectable. Then
both discrete-time Riccati equations (2.74) and (2.75) have stabilizing solutions X ~ 0 and
Y ~ 0 and let F and K be the corresponding feedback and injection gains, respectively. Let the
following internal exponentially stable nodes

1 1 - "'1 "'1M=[A+BF,Br ,F,r] M=[A+KC,K,rC,r]
1 - .">-1N = [A + B F , B r ,C, 0] N = [A + K C , B , V C, 0]

G=[A+KC,B,-VF,v] G=[A+BF,-KV,C,VJ
H = [A + K C , K, V F , 0] H = [A + B F , K V, F, 0]

be defined. Here / + B* aXB = V- V and / + CYC* = vV-. Then T = N M-1 = ir 1 N,

[; ~] [; ~] ~ [~ ~]

(50)

(49)~M+~N=/

itM*+NN*=/
that is T has a doubly coprime and normalized factorization.

Proof. By dualizing (45) we get

_ it~ + NN* = vV- (51)
whereM=[A+KC,-K,-C,I], N=[A+KC,B,C,O]. By making the following

1 1 - .">-1- - .">-1- - - '"
replaces M +- M r ,N +- N r ,M +- v M, N +- v Nand G +- V G, H +- V H, G +- G V,

ii +- ii Vwith original G, H, G, H given in (2.2.23), (2.2.24), (2.2.25), (2.2.26) the result
follows directly from (45), (51), (2.2.11) and (2.2.13). 0
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As we mentioned in the introductory part of the present section the question of contracting
nodes will be now in order. Such a topic will be investigated by reducing it to the positivity
theory. Similarly to Lemma 1 we have

Lemma IS. Let T = [A , B , C , D) be an internal exponentially stable node and associate to it
. •• 2 ·)fi Ththe Popov tnplet ~2 = (A ,B ; -C C, -C D, y 1- D D, or any y > 0. en

5t =YI - T" T where 5t is the operator (2.21) associated to ~2'

Proof. A realization of y2 I - T" T is
ax=Ax +Bu

(-A) = -C· Cx + A· a (-A) - C· D u (52)

y = -D· Cx + B· a (-A) + (y2 I-D· D)u
which is exactly the system (2.62) written for the triplet ~2' Hence the conclusion follows by

using 2. of Lemma 2.3. 0

The main result in this section is

Theorem 16. Let T = [A , B , C , D) be an internal exponentially stable node. Let y > 0. Then
the following assertions are equivalent

I. II Til < y.

2. Both discrete-time Riccati equations

X=A·aX4-(A·aXB-C·D)(y2/-D·D+B·aXB)-1(B·aX4-D·C)-C·C (53)
and

aY=AYA· -(AYC· -BD·)(y2/ - DD•+CYC·)-l(CYA·-DB·)-BB· (54)
have negative semidefinite stabilizing solutions X and Y, respectively, and
y2 I-D· D + B· a X B » 0, y2 I - D D· + C Y C· » 0

3. Both Kalman-Szego-Popov-Yakubovich systems

y2 I-D· D + B· a X B = v* V

-C·D+A·aXB=w*V (55)
-C·C+A·aXA -X= w*w

and

y2/-DD·+CYC=VV
-BD· +A YC· = WV (56)

-BB· +A YA· - aY= WW
"'- "'-

have stabilizing solutions (X, V, W) and (Y , V, W), respectively, with X :s; 0 and Y :s; 0.

We have also

Proof. We have

II Til <y~y2/-T"T»0
Indeed, for the direct implication we have

II Til < y=> II Tu lIi:s; II TI1 2 11 u IIi < YII u IIi

(58)
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~lliu 11;-11 Tu 1I;~(y2_11 T11 2)llu II;~ <u,(y2/- T 1)u> ~c} IIu II;
for c} = y2 - II T 11 2> O. The reverse implication is trivial.
As in (8) we have

2 ~ 2 + ~Y /- 1 T»O<>y Pk - lkTk»O V kEZ

where T
k

is the Toeplitz operator associated to Tat k.

Using now Lemma 15 we get

(59)

:Itk = l P; - r:c Tk V k EZ (60)

where :It
k

is the Toeplitz operator associated to :It at k, for :It given by (2.21) and cor­

responding to the Popov triplet ~2' By combining (58), (59), (60) and then by applying

Theorem 2.8 the equivalence of 1. with the existence of the stabilizing solutions to the
discrete-time Riccati equation (53) and the Kalman-Szego-Popov-Yakubovich system (55)
is obvious. Simple inspection of the Liapunov equation in (55) shows that X ~ O. To prove
the rest of the equivalences use dual arguments based on the fact that II Til < y iff

II r II < y. Finally (57) follows exactly as (4) and (7) but with respect to the system (52).
Thus the theorem is completely proved. 0

4. Stabilizing compensators. Small Gain Theorem

In this section several relevant applications of the positivity theory, exposed in the previous
section, are presented. These concern the question of constructing stabilizing compensators
such that the resultant closed-loop system has "good" properties with respect to internal
uncertainties.
Let (A , B , C , D)

ax=Ax+Bu
y=Cx+Du (1)

ax =A x +B uc c c c c

~=~~+~~ ~
be two linear systems. Here x = (xk)k EZ' xk E X, u = (uk\ EZ' uk E U, Y = (Yk)k EZ'

Yk E Y and Xc = (xc,/<\ EZ' xC,/< E Xc' Uc = (uc,/<\ EZ' uc,/< E Uc' Yc = (Yc,/<\ EZ' Yc,/< E Yc'

Assume that
a)

U = Y and Y = U
c c (3)

and

b) (/ - D D) -1 is well defined and bounded. Note that (l - D D )-1 will also be well
C C

defined and bounded.
Conditions a) and b) are usually termed as thefeedbock well-posedness conditions.
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We shall say that the system (2) compensates the system (1) or that the system (2) is a
compensator (controller) for (1) if

Uc = y and u = Uc (4)

that is, (2) is coupled to (1) (or vice versa). This is the reason that if (2) is a compensator for
(1) we shall write it usually as

ax =A x + B yc c c c
U =C x + D y (5)

c c c
Notice that the roles of the systems (1) and (2) may be interchanged, such that (2) is a
compensator for (1) iff (1) is a compensator for (2).
By substituting the second equation (1) in the second equation (5) one obtains

u=Cx+DCx+DDuc c c c
from where

u = (1- D D)-ID Cx + (1- D D)-IC x
c c c c c

= Dp - DDc)-ICx + (1- Dc D)-ICC Xc (6)

where the second condition of feedback well-posedness has been used. By substituting (6)
in (1) and (5) we get

a x = (A + B D (I - D D )-IC)t + B(l - D D)-IC x
c c c c c

ax =B(l-DD)-ICx+(A +B(l-DD)-IDC)t (7)
c c c c ecce

or in a compact form

(8)
with

and

(9)

A @A +B D(l-D D)-IC 11 @B(l-DD)-I
c c c c c' c c c

V@(l-DD)-IC D@D(l-DD)-I
c c c' c c c

(10)

(11)

Remark 1. If D = 0 in (1) or Dc = 0 in (5) then the second feedback well-posedness condi­

tion is automatically fulfilled. IfD = 0 then (9) and (10) become
A =A 11 = B V = C D = Dc c' c c' c c' c

and

= [A+BDcC BCc]
AR BC A

c c

respectively. By comparing (9) with (11) we conclude that if the second feedback well­
posedness condition holds then (10) can be considered as data of a new compensator for the
system (1) in which D = 0, and providing the same resultant closed loop operator AR' Hence
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the second feedback well-posedness condition allows to assume from the beginning that
D = 0 in (1) and this assumption will be frequently made. 0

According to the above remark the compensation techniques deal only with systems of the
form

(13)

Remark 3. Proposition 2 is usually known as the duality principle in compensation.

A remarkable result is given by

Theorem 4. There exists a stabilizing compensator (5) for the system (12) iff the pairs (A ,B)
and (C ,A) are stabilizable and detectable, respectively.

Proof.
"Only if'. Assume that a stabilizing compensator (5) exists for (12), i.e. AR given in (11)

defines an exponentially stable evolution. Fix any s E Z and construct by induction a

bounded sequence (X:' V: ' W:)k:S S _ 1 generated by the Kalman-Szego-Popov-Yakubo­

vich system

ax=Ax+Bu
y=Cx (12)

The system (5) is called a stabilizing compensator for the system (12) if A R given in (11)

defines an exponentially stable evolution.
We have

Proposition 2. The compensator (Ae , Be' Ce , Dc) stabilizes the system (A, B, C, 0) iff the

compensator (A: 'C: ,B: ,D:) stabilizes the system (A# ,C# ,B# ,0).

Proof. As we know (see Proposition 1.3.19) A; defines an exponentially stable evolution iff

A R defines an exponentially stable evolution. But

[

A#+C#D#B# c#B#]
A# = e e

R c#B# A#
e e

which shows that (A ,B ,C ,D) is a compensator for (A ,B , C, 0) iffe e c e

(A# ,c# ,B# ,D#) is a compensator for (A# ,c# ,B# ,0), and the conclusion follows. 0
e e e e

o

IV + BZX:+I Bk = (V:>" V:

AZX:+I Bk = (W:)* V: (14)

Ix + AZX:+1Ak - X: = (W:)* W:

initialized for X: = 0, such that X: = (X:) * ~ 0 and (V:) -I exists and it is bounded for all

k:s s - 1. For k:s s - 1 the first two equations (14) give (V:_I)*V:_1=Iv' (W:_/V:_1=0.

Hence we may choose V:_ 1 =Iv and consequently W:_ 1 =O. Then the third equation (14)

providesX:_ 1 = Ix. Let k :S s - 2 and assume that (14) is fulfilled for k + 1 :S i :S s - 1 and
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for X S= (Xs)* ~ 0, v.S~ (Iv + B~ X S+1B.)1IJ. and w.S~ (v.S)-lB~ X S+1A .. Note that
I I I I I I I I I I I

V:_ 1 = Iv and W:_ 1 = 0 as we already obtained.

Since Xt+l ~ 0, choose Vt~(Iv+B;Xt+1B/?' and then define wt ~ (Vt)-IB;X;~IAk

andXt = Ix +A;Xt+1 Ak - (wt)*Wr Thusxt, vt, wt have been constructed and, since

vt ~ Iv, it has a bounded inverse. Let us show thatXt ~ O. Using (14), we can rewrite the

third equation (14) asXt=A;Xt+1Ak+V;'Ck where Ak~Ak-Bk(vt)-IWt '

'C;~[I (wt)*(Vt)-I]. It follows thatXt~O. Thus the whole sequence (xt, vt, Wt)kSS-l

with the desired properties is constructed. Fix now any pair (r,~) E Z x X and r $ s - 1.
Then for any two sequences (xk)k ~ r' (uk)k ~, linked by xk+1 = Akxk + Bk Uk' x, = ~ we get

from (14)

= II Wtxk + vt Uk II~ + <xk,Xtxk>X - <Xk+1 ,Xt+l xk+l>X

By summing from k = r to k = s - 1, and taking into account that X S = 0, we get
S

s-1 s-1
L(lIxklli+ Ilukll~)=L II Wtxk+Vtukll~+ <~,X:~>x (15)

k=, k=,
from where

s-1
<~ ,X,s ~>x $ L (II Xk Iii + II Uk II~) (16)

k=,
Using (15) and (16) we have further

s-1 S

<~.X:~>x$L(lIxklli+ Ilukll~)$L(lIxklli+ Ilukll~)
k=, k=,

S

= L II wt
1
xk + vt

1
Uk II~ + <~ ,X:+

1~> (17)
k=,

Consider the particular choice of (xk)k ~, given by xk+1 = (Ak - Bk(Vtl)-IWtl)xk'

x, =~. Then for Uk ~ _(Vt1)- IWt 1xk both (xk)k ~, and (uk)k ~, are linked by

xk+1 = Akxk + Bkuk' X, = ~ and, in addition, II wt1xk + vt+1 Uk II~ = 0 for k ~ r. Con­

sequently (17) gives < ~ ,X: ~ > x $ < ~ , X:+ 1 ~ > x' that is,
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0::5 X S ::5 X s+1 V s, V r::5 s - 1, , (18)
due to the arbitrarity of~.

Consider now the state-space evolution of the resultant closed loop system
xR,k+l =AR,kxR,k' initialized at k = r by xR,k = (~,O) E X x Xc. In this case we have

uk = Cc,kxC,k + Dc,k Ckxk· SinceAR defines an exponentially stable evolution one obtains

II Xk Iii + II Uk II~ = II Xk IIi + II Cc,kXc,k +Dc,k CkXk II~

::5 II Xk Iii + 211 Cc,k 11 2
11 xc,k Iii + 21/ Dc,k 11 2

11 Ck 11 2 11 Xk Iii
c

::5a(lI xk lli+ IIxc,xlli)=a IlxR,kllxxx ::5ap
2
l(k-,) 11~lIi (19)

c c

for adequate a,p and 0 < q < 1. With (19) in (16) we get
00

<~ '~~>x \~,ap2l(k-') II ~ Iii =Po II ~ IIi

_ ap2
for Po - --2· Hence

l-q

~ ::5 Po I V s, V r::5 s - 1 (20)
By combining (18) and (20) we conclude that for each r EZ, limXs exists. Denote it by X, ,

s-+oo

where 0::5 X,::5 pol V r EZ that is X = (Xk\ EZ is positive semidefinite and bounded.

Since lim v; = (I + B;Xk+1Bk)107. ~ Vk and lim W; = CV;)-lB;Xk+lAk ~ Wk as follows
S.~ S.OO

from the above construction, by taking k -+ 00 in (14) one obtains

I + B* a X B = v* V = V2

A*aXB=WV
I+A*aXA -X= WW

From here we have immediately that

X= (A +BF)*aX(A +BF) + I +F* F (21)

for F ~ _V-1 W. Since X ~ 0 and 1+ F* F ~ I, (21) shows, via Theorem 1.5.5 that
A + B F defines an exponentially stable evolution. Therefore (A ,B) is a stabilizable pair.
Since the compensator (Ac ' Bc ' Cc ' Dc) stabilizes the system (A, B, C, 0) it follows (see

Proposition 2) that (A* , c* ,B* ,D*) stabilizes (A* , C* ,B* , 0). Acording to the abovec c c c
proof (A* ,c*) is a stabilizable pair. Therefore (C ,A) is a detectable pair and the "only if'
part is proved.
"If'. Since (A ,B) and (C ,A) are stabilizable and detectable, respectively, there exist F and
K such that both A + B F and A + K C define exponentially stable evolutions. If

A =A+BF+KC B =-K C =F D =0 (22)c 'c' c 'c
then (22) defines a stabilizing compensator. Indeed, by substituting (22) in (11) one obtains
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[
A BF]

AR = -KC A+BF+KC

If we consider the Liapunov transformation

T= [I 0]-I I

113

(23)

(24)

A I [A+BF BF J
AR =a TAR r = 0 A +KC

which clearly defines an exponentially stable evolution in accordance with Proposition
1.3.17. Thus the "if' part is proved and the proof of the theorem ends. 0

Remark 5. In the finite dimensional time-invariant case the proof of the "only if' part of the
above theorem is a simple exercise in applying the Hautus criterion to test the stabilizability
of any pair (A , B). In the time-variant case the frequency domain approach fails and conse­
quently other tools must be used. The proof given above further emphasizes the efficiency
of the Riccati theory (see the "only if' part of the proof of Theorem 4). 0

Remark 6. In Proposition 1.6.9 it has been proved that uniform controllability of any pair
(A , B) implies the stabilizability property for it. The mentioned proof required the existence

of A-I. Using similar arguments as in the proof of the "only if' part of Theorem 4 the

restriction concerning the existence of A -I can be removed. Assume that (A ,B) is any
causally uniformly controllable pair. For any s E Z construct the sequence

(xt,vt,WDkSs-1 satisfying (14) and initialized for X: = O. Then, as it has been shown, (15)

and (16) hold and consequently the monotonically increasing property (18) is true. It
remains to prove (20). Since the pair (A , B) is causally uniformly controllable, according to
Proposition 1.6.3 there exist v > 0 and f3 > 0 such that for each (r,~) E Z x X (r :s s - 1 in

this case) there exists a control sequence u;, ... ,u;+V_I for xk+1 = Akxk + Bk Uk' Xr = ~

which steers ~ in the origing in v steps. Moreover if i = ~, ..., i+ =0 is the associated
r r v

state-space evolution then
r+v-I

L (II xf II ~ + II uf II~) :s f3 II ; 11 2
(25)

k=r
A A ~ A

Let (Uk)k ~ r be defined as Uk = Uk for r :s k :s r + v-I and Uk = 0 for k ~ r + v. Then the
A A ~

associated state-space evolution will be (xk)k ~ r such that xk = xk for r :s k :s r +v-I and

x: = 0 for k ~ r + v. Hence (25) provides
00

L (1Ix: II~ + II ~ lit) :sf311 ~ 11 2
(26)

k=r

and using (16) one obtains from (26) <~, X S ~ > :s f3 II ~ 11 2
• Thus (20) follows. Further,

r

the proof runs similarly as in Theorem 4 and the stabilizability of (A , B) is proved. 0

Theorem 7 (Small Gain Theorem). Let T = [A , B , C, 0] and T = [A ,B ,C ,D) be two
c c c c c

internal exponentially stable nodes. Assume that Tc compensates T If II T II < y and

II Tc II < ~ then Tc is a stabilizing compensator for T.
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Proof. According to Theorem 3.16 there exist two stabilizing solutions (X, V, W) and
(X ,V ,W) to the Kalman-Szego-Popov-Yakubovich systemse e e

l [ + B* a X B = v* V
A * a X B = UI" V (27)

-C*C+A*aXA -X= Ul"w
and

1 * * v*-[-DD+BaXB= V'l e e e e e e e

-C*D +A*aX B =UI"vee e ee ee
-c* C + A* a X A - X = UI" Wee e ee e ee

respectively, with X ::5 0 and X ::5 O.e
Let

(28)

(33)

(31)

(32)

(29)
[

-X
X =

R

[

_BJr l

K =
R 0

with CR given in (32). Let

-IX,] ~O
and evaluate QR ~ A; aXRAR - XR for AR given by (11). Using (27) and (28) we get

[

A*+C*D;B* C*B;] [-ax 0 ][A+BDeC BCe] + [X 0] = [Q ll Q12]

C;B* A; 0 -y2aXe BeC A e 0 y2Xe Q~2 Q22 (30)

where

Q
ll

= -(UI" W + UI" V D C + C* D* v* W + C* D* v* V D C + y2 C* v* V C)e e e e e e

Q12 = -(UI" V C + C* D* v* V C + y2 c* v* W)e e e e e

Q22 = -(C* v* VC + l UI" W)e e e e
But (31) gives QR = -C; CR' where

_ [W+V DeC VCe]
CR - yVeC yW

e

Hence we get the Liapunov equation

XR =A;aXRAR + C;CR

Then

[

A+BV-lW 0 ]
A +K C =

R R R 0 A +B V-lW
e e e e
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(2)

(1)

which clearly defines an exponentially stable evolution since (X, V, W) and (X ,V ,W)c c c
are stabilizing solutions to (27) and (28), respectively. Hence (CR ,AR) is detectable and

consequently the positivity of XR (see (29» together with (33) imply, via Theorem 1.7.1, the

exponentially stable evolution defined by AR' Thus the proof ends. 0

Remark 8. If in the statement of Theorem 7 the contracting properties of the nodes T and

T are modified as II T II s y and II T II < _y1 the conclusion still remains valid. Indeed,
c c

there exists Y1 > Ysuch that 1\ Til < Y1 and II Tc II < ;1' 0

The following corollary of Theorem 7 emphasizes the significance of this theorem versus
"parameter" uncertainties.

Corollary 9. Let y> 0 and let T = {T = (A , B , C ,0] I II T 1\ < y} and

T = {T = (A ,B ,C ,D) I II T II < _y1} two families ofintemalexponentiallystable con-c c ecce c
tracting nodes. Then every T E T is a stabilizing compensator for every T E T. 0c c

Remark 10. Assume the conditions of Corollary 9 to be valid and fix two nodes T E T and
T E T . Then the closed loop stability is preserved under "parameter" uncertainties that

c c
occur in the "structure" of T and T provided that they still belong to T and T , respectively.c c
In fact the Small Gain Theorem asserts the stability robustness of the resultant closed loop
configuration. 0

5. 12-Optimization

In this section the time-varying counterpart of the H2-optimization problem will be inves­
tigated. The next development is essentially based on the pair of the Riccati equations
(Kalman-Szego-Popov-Yakubovich systems) (3.2) and (3.5) «3.3) and (3.6». Unlike in the
previous section, where the stabilizing question has been exclusively under interest, now we
shall be interested in attaining supplementary properties concerning the input-output be­
haviour of the resultant closed-loop configuration. For evaluating such input-output proper-

ties the z2-seminorm of an z2-operator will be introduced. Notice that all the treatment will
be developed in the finite-dimensional case.

Let T: z2(Z , R"') -+ z2(Z ,RP) be a linear bounded operator and let
00

Yk~LTkiui' T/ciERPxm, kEZ
1=-00

be its action written explicitly. Here u = (uk)k EZ and y = (Yk)k EZ belong to p(Z , R"') and

p(Z , RP), respectively.
Introduce the positive numbers

tki ~ trace (r;i Tki) = trace (Tki r;i) V k, i EZ
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and, for each i E Z and 1 $ j $ m, define uij E p(Z , R"') by

Ie. , k = i
U = J

jj,k 0 , k "" i
where e. = col (0, ... ,0,1,0, ... ,0).

J j

Let
y.. = Tu ..

IJ IJ
Then according to (1) and (3), (4) providesy,.,k = Tkie. and consequently

IJ J
m m
L II y",k 11

2
= L e~ ~ Tk·e. = trace (~Tk') = tleij=l IJ j=l J I J I

from where
m m 00 00

L IIY,.II~=L L IIY",k112=Ltk·
j=l IJ j=lk=-oo IJ k=-oo'

Thus (5) and (4) show that
00 m

Ltk.$LIITII21Iu"II~=mIITII2 V iEZ
k=-oo' j=l IJ

Because of (6) the following quantity

(3)

(4)

(5)

(6)

1

t.(. 1 S S ]2
IITI1 2 = ;~~uP2S+1j=~Sk~_~kj (7)

is bounded by m II T 11 2. Here sEN. Thus II T 11 2 is well defined for all linear bounded

T: p(Z , K") - p(Z , Rl'). It can be easily checked that II T1 + T2112 $ II T1 II + II T211

for arbitrary Tl' T2 (for which the sum is defined). Notice also that II T 11 2 = 0 if tjk "" 0 for

a finite family of index pairs (i,k) EZ x Z. Therefore II 11 2 is a seminorm.

Definition 1. For any linear bounded operator T: l\Z , K") - p(Z , RP) call II T 11 2
defined by (7) the associated P-seminorm. 0
We have
Lemma 2.

(8)
Proof. Since

00

(T* Y)j = L'TZjYk
k=-oo

and
00

('1'# y). = L T*. .y,
I j=-oo -J,-I J

(see Definition 1.1.5), the conclusion follows from (7). o
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Now we deal only with P-operators defined by internal exponentially stable nodes. To be
more specific let T = (A , B , C ,D) be an internal exponentially stable node. Here

A = (Ak)k eZ' B = (Bk)k ez' C = (Ck)k ez' D = (Dk)k ezwith Ak E R"xn, Bk E R"xm,

C
k

E RP xn and D
k

E RP xm, that is X = R", u = [('I, Y = RP. In this case

_\Ck Sk,i+l Bj , ~ ~ k- 1
Tkj- D k ,I-k

o , i > k (9)

where Sk,i+l = S:,i+l is the evolution operator associated to A. Consequently

tkj = 0 for i > k (10)

Notice also that in this case P
k
- .y.. = 0 for y.. defined by (4). For this reason y.. will be
-I I) I) I)

called the j-causal impulse-response at initial time i, that is, the output when the system is

excited on the /h input channel by a unit impulse at the moment i.
The following result will be usefull for our next development.

Proposition 3. Let T = (A , B , C , D) be an internal exponentially stable node. Then

1.

2. If D = 0 then

1 S m
II Til; = lim sup 21 2: 2: Ily.. II;

s-+oo s + j=-s j=l I)

II Til; = lim sup A.±trace (B; Qi+l B)
s-+oo s + I=-S

(11)

= lim sup -21 1 ±trace (C. P. C~) (12)
s-+oo s + j=-s I I I

where Q = (Qj)j eZ and P = (Pj)j ez are the (causal) observability and controllability

gramians i.e. the bounded on Z solutions to

Q =A* aQA + C* C (13)
and

a P = A PA* + B B*, (14)
respectively.

Proof.
1. Following (5) and (10), (11) is equivalent to

1 S 00

II Til; = lim sup 2+1.2: 2: .tkj (15)
s-+oo s I=-S k=1

where, according to (6), the right-hand side of (15) is bounded.

Because of the exponentially stable evolution defined by A we have that tkj ~ a l-j V

k ~ i for adequate a ~ 1 and 0 < q < 1. Hence
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1 ± ~ t . S _a_ ± ~ I-i = _a_ ±c/+1-i ~/-S-l
2s + 1 ;=-s k=s+1 ki 2s + 1 ;=-s k=s+1 2s + 1 ;=-s k=s+l

a q 1 s -i anI 2s. a q 1- -- --- L c/ = ---=.:.7- -- L qJ < -- -+ 0 as s -+ 00
l-q 2s+1 i=_s l-q 2s+1 j=o - (l_q)2 2s+1

Based on (16) we have for an adequate subsequence (s)y E N

s
. 1 s co • 1 v co

hmsup 21 L Ltki = hm 2 + 1 L Ltkis..co s + i=-s k=i y .. co Sy i=-s k=i
v

(16)

I. [ 1= 1m
y .. co 2sy +l

1 s s

S }~~ sup 2s + 1i=~S k~/ki = II Til; (17)

On the other hand, according to Definition I, the left-hand side of (15) is less or equal than
the right-hand side of (l5). This, together with (17), proves the equality (15).
2. Using (15) we obtain for D = 0

II TII;=limsup A ± ~ tk ·
S"CO s + i=-s k=i+l I

. 1 S ClO •• *
= hm sup -21 L L trace (B. Sk '+1 Ck Ck Sk '+1 B.)

S"CO S + i=-s k=i+l I ~ ~ I

= lim sup 2s ~ 1 .±trace (B; Qi+l Bi )
s .... OO I=-S

where (1.5.5) has been used to express the solution to (13). Thus the first equality (12) is
proved. For the second equality (12) use the first equality (8) in conjunction with

s ;-1

II T" ,,; = lim sup A .L L tik
S"CO S+ /=-sk=-co

and then proceed similarly as above where now formula (1.5.6) has been used. Thus the
proof ends. 0

Remark 4. The first part of Proposition 3 provides a dynamical significance of the F-norm
of an internal exponentially stable node, that is, it equals the square root of the causal

impulse-response energy. The second part gives an evaluation of the F-seminorm in terms
of the controllability and observability Gramians.
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(19)

(18)

(20)

In the time-invariant case we have for the causal impulse-response Yij,k = YOj,k-i and conse-

m m m
quently LilY·· II; = L II YOj II;. Hence II Til; = L II YOj II; which is exactly the HZ-norm

j=l IJ j=1 j=i
2n

of the node. By the Parseval equality we get II Til; = 2
1
1l f trace (r-(,j8) T(E!8)) dO

o
where T(z) = C (z I - A)-1B + D is the associated transfer matrix. 0

Now we are ready to deal with the [z-optimization problem. For, consider the system (or the
plant) written in the generalized form, that is

ax =Ax + Bl u1+ Bzuz
Y1 = C1x + D1Z u2
Y2 = Czx + DZ1 u1

where x = (xk)k EZ' u1 = (ul,k)k EZ' Uz = (u2,k)k EZ' Y1 = (Yl,k)k EZ' Yz = (Y2,k)k EZ are

the state, external input, control input, regulated output and measured output, respectively,

with xk E X = K', uk = (ul,k' uZ,k) E VI X Vz =Jt"t x /t"2 and

Yk = (Yl,k 'Y2,k) E Yl x Yz=RPt x R P2.

Let also the compensator (4.5) be written with D = 0, i.e.e

aXe =Aexe + Beyz

Uz = Cexe

where Xc = (xe,k)k EZ' xe,k E f(lc activated by the measured output Yz and providing the

control input uz'
Notice that we preserved the system and compensator structures encountered in the classi­
cal Linear Quadratic Gaussian setting, i.e. Dn = 0, Dzz = 0, Dc = O.

By connecting (19) to (18) one obtains

aXR = ARxR + BR ul

Y1 = CRxR

(21), AR = [BAC
e 2

as it can be checked.

The P-optimization problem can be stated as follows. Find a compensator (19), usually called
in this case a controller, which

(S) Stabilizes the resultant closed-loop system, i.e. A R defines an exponentially stable evolu-

tion.

(0) Provides the minimum of the P-seminorm of the resulting internal exponentially stable
node (20), with respect to all compensators (19) satisfying requirement (S).
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Denote the resulting node (20) by T and by T t its optimal value.
Yt"t Yt"tOP

Now we can state the main result of this section.

Theorem S. If both discrete-time Riccati equations
• • • • • -1. • •

X=A aX4-(A aXB2+CtD12)(Dl'Pt2+BpXB2) (D12Ct+B2aX4) +CtCt (22)

and

aY=AYA*-(Aye;+BtD;t)(D2tD;t+C2YC;)-t(D2tB;+C2YA*)+BtB; (23)

associated to the Popov triplets 1:12 = (A ,B2 ;c; C1 ' C; D12 , D;2 D12) and

f'12 = (A* ,cr ;B1Bf ,B1Drt ,D2t D:1), respectively, have stabilizing solutions X and y,

respectively, then a solution (19) to the P-optimization problem exists. To be specific, this
solution is

Ae =A+B2F2 +JSC2 , Be=-JS, Ce =F2 (24)

where F2 and JS are the stabilizing feedback and injection gains associated to (22) and (23),

respectively. The optimal value of the P-seminorm is
k

II T t II~ = lim sup 2k
1
+ 1 }: [trace (C;. y. C1 .) + trace (B; ·x.+1 B1 .)] (25)

Yt"tOP k .. ClO i=-k ,I I ,I ,I I ,I

o
Notice that if the stabilizing solutions to (22) and (23) exist, then they are positive semi­
definite because of the non-negativity of the Popov indices (see (1.8».
In the sequel three particular problems will be examined which gradually lead us to the final
result.

1. The Disturbance Estimation problem

Such a problem arises in the following circumstances.

(DEI) D;21and D~/ are well defined and bounded.

(DEl) Both A - B1D:;'/ C2 and A - B2D;2t C t define exponentially stable evolutions.

We have

Proposition 6. If (18) satisfies (DEI) and (DEl), then

Ae =A - B1D~/ C2 - B2D;2
t

Ct ' Be = Bt D;'/
is the optimal controller and it makes

II TY"Optll2=0
t t

Proof. APPI[ing (21), with actual data, we get

A -BP;2tCt]A =
R BtD;'/C2 A-B1D;'/C2-Bp;.}Ct

Further by applying the Liapunov transformation

(26)

(27)



B = aSB = [B1]'R R 0

5. [2.0ptimization

S= [I 0]
-I I

one obtains

[

-1 -lC ]
A _ -1 _ A-BzP12 C1 -BzP12 1
AR-aSARS - -1o A-B1D21 C

2
A -1
CR=CRS =[0 C11

Since A
R

defines an exponentially stable evolution, as DE2 asserts, and the node
A A A •

[AR ,BR , CR , 01 equals zero as can be checked directly, the conclusIOn follows.
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2. The Disturbance Feedforward problem

The hypotheses are now relaxed to

(DFI) D;/ is well defined and bounded.

(DF2) A- B
1
D;/ C

2
defines an exponentially stable evolution and the discrete-time Ric­

cati equation (22) has a stabilizing solution.
Then we have

Proposition 7. If (18) satisfies (DFI) and (DF2), then

A e = A - B1D;/ C2 + B2F2 ' Be = B1D;/ ' Ce = F2 (28)

is the optimal controller which provides
k

II T til; = lim sup -2k
1

1 L trace (B~ ox.+ 1B1 0) (29)
YjUjOP k .. co + i=-k ,I I ,I

Proof. According to Theorem 2.8 DF2 is equivalent to the existence of a stabilizing solution
(X, V, W) to the Kalman-Szego-Popov-Yakubovich system associated to the Popov triplet
L12, Le.

D~2D12 + B;aXB2 = V'v
C~ D12 +A·aXB

2
= W V

C~ C
1

+A· aXA -X= W W

(30)

Here F2 = _V- 1 W. Instead ofYl in (18) introduce a fictitious outputYl and obtain the new

system

Y
1

= Wx + VU
2

(31)

Y2 = C2x + D21 u1

Since both D;ll and V- 1 are well defined and bounded, (31) satisfies (DEI) and (DE2).

Then by applying (26) to (31) and taking into account that F
2

= _V-1 W, (28) is recovered

and it is the optimal controller for (31). Since the difference between (18) and (31) occurs
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(34)

in regulated outputs, clearly (28) will be a stabilizing compensator for (18). Let us prove
now its optimality for the original system. Consider an arbitrary stabilizing compensator
(19). Using (30) in conjunction with (18) one obtains

II Y1,k 11 2 = II C1,kXk + D l2,k U2,k 11
2

+ 2<u1,k ,B;,kXk+lXk+l > - <u1,k,B;,kXk+lBl,ku1,k> (32)

Let Ylij be the j-causal impulse-response of the resultant system (20) at initial time i and let

(xij,k)k EZ and (u2ij,k)k EZ be the corresponding state-space and output evolutions of the

system and the controller, respectively. In such conditions (32) becomes

2 - 2IIYlij,k1l = IIYlij,k11 + <Xij,k,XkXij,k> - <Xij,k+1,Xk+l Xij,k+1>

+ 2 <ulij,k,B;,kXk+lXij,k+1 > - <Ulij,k ,B;,kXk+1 B1,k ulij,k > (33)
By summing both sides of (33) from k = -00 to k = 00 and taking into account that:
xij,k = 0, U2ij,k = 0 for k s i (Dc = 0), xij,i+l = B1,i ulij,i =B1,i ej and ulij,k = 0 for k ;II! i, we
get

II Ylij II~ = II Ylij II~ +ej B;,iXi+1 B1,iej
Another summation from j = 1 to m gives finally

m m
2 ~ - 2 •L "Ylio/1 2= £. "Ylio "2 + trace (B1 oX+1 B 1 0)

j=l 1 j=l 1 ,I I ,I

Using (11), (34) provides
1 k

II \u
1

II~ ~;~~sup 2k + 1i=~ktrace (B;,iXi+l B 1)

m
and equality is attained for (24), which nullates LilyliO II ~ for all i E Z as a solution to the

j=l 1

disturbance estimation problem for (31). Thus the proof ends. 0

3. The Output Estimation problem

This is the dual of the previous disturbance feedforward problem. The initial assumptions
are now

(OEl) D-:;l is well defined and bounded.

(OE2) A - B2D-:;l C1 defines an exponentially stable evolution and the discrete-time Ric­

cati equation (23) has a stabilizing solution.
Then we have

Proposition 8. If (18) satisfies (OEl) and (OE2), then

Ae =A - B2 D~21 C1 + IS C2 ' Be = IS ' Ce = D~21 C1 (35)



6. Reverse-time Riccati equation and contracting nodes

is the optimal controller which provides
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k

II T U 0 t II~ = lim sup 2k
1

1. L trace (C1,i Yi C~) (36)
Yt t'P k-+oo + I=-k

Proof. By dualizing system (18) and the discrete-time Riccati equation (23) one obtains

ax =A* x + crYl + ~Y2

* *u1 = B1 x + D21 Y2 (37)

* *u2 = B2 x + D12Y1
and the discrete-time Riccati equation associated to f 21• respectively. In this case the cor­

responding assumptions (OFl) and (OF2) both hold. Hence the result follows by applying
Proposition 7 and then dualizing the result and taking into account Lemma 2. 0

Now we shall deal with the

Proof of Theorem 5

We follow the main lines in the proof of Proposition 7. After introducing the fictitious

outputY1 (see (31» the system (31) satisfies in this case the conditions (OEl) and (OE2)

where the corresponding discrete-time Riccati equation coincides with (23). According to
Proposition 8 the optimal controller given by (35) receives exactly the form given in (24).
Consequently (24) is the optimal controller for (31). Hence it also stabilizes (18). Since
equality (34) still remains valid for any stabilizing compensator, it follows from Proposition
8 that

k

II T \I 2: IimsuP-2k
1

1 L [trace (C1 · y. C~. + B1 ·X.+1 B1 .)]
YtU t k-+oo + i=-k ~ 1,1 ~ I ~

m
with equality attained for the controller (24) for which L II Yli' II~ = tr (C1 . y. C~.)

j=l 1 ~ I ~

V i EZ as follows by applying again Proposition 8. Hence (24) is the optimal controller. 0

Remark 9. The reader can recognize the perfect similarity of (24) with the classical solution
to the Linear Quadratic Gaussian problem. 0

6. Reverse-time Riccati equation and contracting nodes

Unlike in sections 3.2 and 3.3, where the theory concerns the infinite-time interval [k, 00),
our attention will be now focused on system evolutions which take place on (- 00 , k - 1]
and that are evaluated via the reverse-time Popov index. These facts will be expressed in
terms of the so-called reverse-time Riccati equation. Application to the extended Nehari
problem will be also given. To be more specific let L = (A •B ; Q , L •R) be a Popov triplet
and assume throughout this section that: a) A defines an exponentially stable evolution, and

b) A -1 is well defined and bounded.
Let

ax=Ax+Bu (1)
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Then foe any k E Z. (1) lineaely rna::~[S.j'~ r:i~r m1'«- ~ ,k - 1],X) X ~ (2)

through

i klJ} = f U
k

with ~ : p«- 00 , k - 1], U ) .... p((- 00 , k - 1], X ) defined by

i-I

x~klJ}=(~U)i =. L Si.j+lBjUj , i:5k-1
}=-oo

(Sij == S;), and

(3)

(4)

(5)

(6)

(8)

(7)

k-l
(klJ) - 111 - ~ S Bxk -Tku-~ k'+1 .u.

j=-oo J }}

with 'l'k : Z2(( - 00 , k - 1] , U ) .... X. In fact (iklJ}). < k is the unique solution inI ,_

p« - 00 , k] , X) to (1) and 'l'k is the controllability operator. Notice that both (~)kEZ and

('I'k)k EZ are bounded (operator) sequences.

To describe the adjoints tz and 'l'Z, that is

[~] I.... [tz 'l'Z] [~] = U

for (x,~) E p((- 00 , k - 1], X ) X X and U E p((- 00 , k - 1], U ) we write
k-l k-l i-I

<x,t:e u > = ~ <X., <t:eu).>x = ~ ~ <x.,S··+I B .u ·>X
i=-oo I I i=-ooj=-oo I IJ }}

k-2 k-l k-2 k-l

= L L <u. ,B~ S~'+1x·>u= L <u., L B~ S~'+1 x'>u
j=-oo i=j+1 } } IJ I j=-oo} i=j+l} IJ I

and consequently

~ j k~1 ' i = k - 1
(Ikx). = ~ * * .

I ~ B. S"+1 x. , I :5 k - 2
j=i+l 1],1 }

for all x E p« -00 , k - 1], X). Further
k-l k-l

<~,'I'ku>X= <~, L Sk·+1 B .u ·>x= L <B~SZ'+I~'u,>U= <'I'Z~,u>u
j= _ 00 J }} j= _ 00 } J }

with

('I'Z~)i = B; SZ,i+l ~ V i:5 k - 1

For each pair (k,u) EZ x P« -00, k - 1], U) let

J(k,u) <\ < [i~)] .[f. ~] [i~)] >
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be the reverse-time Popov index, written e1liCitly

k-l [ik.)l) [Qi
J(k,u) ~=~oo< 'Ui 'L;

and associated to the triplet ~.
Introduce now
Definition 1. Call

(9)

R + B· aXB = (G + B· H)G-1(G + Jt B)

L+A·aXB=A·HG-1(G+JtB) (10)
Q +A· aXA -X=A· HG-1Jt A

the reverse-time Kalman-Szego-Popov-Yakubovich system associated to ~. A triplet

(X, G , H) with X = X-, G = G· and both r 1 and G-1 well defined and bounded, is called
an anticausal stabilizing solution to (10) if (10) is fulfilled for it and

F = _G-1Jt (11)

defines via u = Fax an anticausal stabilizing feedback for (1) that is A-1(I - B F) defines
an anticausal exponentially stable evolution. 0

Remark 2. Note that the right-hand side of (1) differs drastically from the right-hand side of
the Kalman-Szego-Popov-Yakubovich system (2.23). Moreover, with a little computation
we can rewrite (10) into equivalent form

G = R - C A-I B - B·(A·)-IL + B·(A·)-I(Q - X)A-l B (12)

H = (A·)-I(L - (Q - X)A-I B) (13)

aX+(A·)-I(Q_X)A-I_HG-1Jt=0 (14)
Equation (14) with Hand G substituted from (12) and (13), i.e.

aX+(A·) -1(Q_X)A -1_(A·)-1(L-(Q-X)A-IB)(R-L·A -IB- B·(A·)-IL

+B·(A·)-I(Q_X)A-IB)-I(C-B·(A·)-I(Q_X)A -1=0 (15)
is called the reverse-time Riccati equation. X is an anticausal stabilizing solution to the
reverse-time Riccati equation (15) if (X, G ,Hl is a stabilizing solution to the reverse-time
Kalman-Szego-Popov-Yakubovich system (10). Since (15) has an intricate form, we shall not
operate with it and we shall prefer to work with the reverse-time Kalman-Szego-Popov­
Yakubovich system (10). The next remark is an argument for this preference. 0

Remark 3. Assume that G» 0 and let V g G\-2 + G\-2 Jt Band W g G-\-2 Jt A. Then (10)
can be rewritten in the simpler form

R +B·aXB= V V
L+A·aXB=WV (16)

Q+A·aXA-X=WW
which coincides with the Kalman-Szego-Popov-Yakubovich system (2.43). However V and
W have here different meanings. Indeed, the anticausal stabilizing feedback (11) is written
in terms of V and Was

(17)
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(19)

where V is not necessarily invertible as in the case of (2.43). Thus a triplet (X, V, W) with

X = x* and both X- 1 and (V - WA -1 B) -1 well defined and bounded, is called an an­
ticausal stabilizing solution to the Kalman-Szego-Popov-Yakubovich (16) if (16) is fulfilled
for it and (17) defines an anticausal stabilizing feedback. 0

By substituting (3) in (8) one obtains

J(k,u) = <u, Stk u > (18)
where

with ~ described in (6).

In what will follow we shall be interested in finding conditions for the existence of an
anticausal stabilizing solution to the reverse-time Kalman-Szego-Popov-Yakubovich system
(or the reverse-time Riccati equation). As the next theorem will emphasize, the operator
(19) will playa central role.

Theorem 4. Under assumptions made on the triplet r the following two assertions are
equivalent

1. The following hold:

a. (St;\ EZ is well defined and bounded.

b. «'I'kSt;1 '1';)-\ EZ is well defined and bounded.

2. The reverse-time Kalman-Szego-Popov-Yakubovich system (10) (reverse-time Riccati equa­
tion (15)) has an anticausal stabilizing solution (X, G , H) with X unique.

As for Theorem 2.2 we shall proceed by dividing the proof into several steps.
First we introduce the system

ax=Ax+Bu
A.=Qx+Lu+A·aA., A.k=fl (20)

y = L• x + R u + B· a A.

For each (k, fl,u) E Z x X x p«- 00 , k - 1], U) (20) provides a well defined output

/k,p/-J) E p« -00 ,k - 1] , U ). Indeed, letxCk/-J) be given by (3) which is the unique solution

in p« - 00 , k - 1] , X) to the first equation (20). For x = x(k/-J) and each fl the second equa­

tion (20) has a unique solution in p« - 00 ,k] , X ), and let A.(k,p/-J) be the restriction of it to
(-00 ,k - 1]. Then

A.(k,p/-J) = ~fl + Sk(Lu + Qik/-J»
(21)

and
(aA.(k,p/-J» =fl

(22)k-1
where (see 1.1.5)

A •

(Skfl)i = Skifl V i~k-l (23)
and

k-1
(Sk z). = L S:.z. V i~k-l

(24)1 j=i)l)
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2
for all z = (9j S k _ 1 E 1«-00 , k - 1], X ). Hence

y<k,flJ.l) = L* X<kJ.l) + R u + B· a ;.(k,flJ.l) (25)

Concerning (25) the following result holds

Lemma S. For each (k,#,u) EZ x X X l2« -00, k - 1], U) andfor each i ~ k we have

y<k,flJ.l) = 5t
j
u + '1'; ;.~k'flJ.l) (26)

(with y<k,flJ.l) seen in p(e- 00 ,i - 1] , U ).)

Proof. Notice first that (4) provides

(~ u)j = (f; u)j V j ~ i - 1 ~ k - 1 (27)

and let z @L u + Q X<kJ.l). Then with (6), (7) and (21)-(24) we get
k-1

• ;.(k,flJ.l») - B· ;.(k,flJ.l) - B·«S) (8)) - B·(S· L S· )
(B a j - j j+1 - j k# j+1 + k Z j+1 - j kj+1 # ~=j+t'j+1 z,

= B~ S~ '+1 ;.~k,flJ.l) + (~z). = ('I'~ ;.~kJ.lJ.l) +~ z).
J IJ I I J I I I J

for j ~ i - 1 ~ k - 1. Hence

B· a;.(k,flJ.l) = 'I'~ ;.~k,flJ.l) +~(Lu + QX<kJ.l») = 'I'~ ;.~k,flJ.l) + t.· Lu +~Qfu (28)
I I I I I I I I

where (27) has been used. By substituting (3) and (28) in (25), (26) follows with (19) and
~n. 0
We have immediately the important result stated in

Corollary 6. If l.a. and l.b. in the statement of Theorem 4 hold, then for each (k,~) E Z x X
the following are true

1. There exist unique u EPee-00, k - 1], U), denoted u(k,~), and # E X, denoted # (kl.), for

which '11
k

u = ~ and y<k, flJ.l) = 0.

2. Let x(kl.) and ;.(kl.) be the corresponding solutions x(kJ.l) and ;.(k,flJ.l), respectively, for

u = u(kl.) and # = #(kl.). Then

;.~kl.) = -('I'.5t:-1'I'~)-1ikl.)
I I I I I (29)

and

U(k,~) = _5t:-1'I'~('I'.5t:-1 'I'~)-1ik,n
I I I I I I

for all i ~ k and all k E Z and where xikl.) = ~ and ;.ikl.) = # (k,~).

Proof. For i =k, (26) and (22) give for y<k,flJ.l) =0

0= 5tk u + '1';#
and consequently

(30)

(31)
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dl'-1 *
u=-J\.k Wkfl

zeros the output/k,p,u). Further, from

~ = Wk u = -Wk St;
1

W; fl

one obtains

(32)

= -(W St-l W*)-11:
fl k k k S (33)

By substituting (33) in (32) we get
(k~) = St-1W*(W St-1W*)-11:

u k k k k k ., (34)
which is exactly the desired control input and it is unique. Now with (34), (26) becomes

o= St. u(k~) + W~ A.~k,~)
I I I

from where

(35)
But

X}k~)= Wi u(k~) (36)

by definition of X<k~) (with u(k~) seen in p«- 00 , i-I] , V ». Hence (35) and (36) provide
(29) and (30), in the same way as (33) and (34) have been obtained. 0

Proposition 7. Assume that l.a. and l.b. in the statement of Theorem 4 hold. Then there exist

two bounded sequences X = x* and F with X unique, Jr 1 well defined and bounded, such that

1. A.~k~) = x.ik~) i:s; k
I I I

and

2. u~k~) = F. ik+~I) i:s; k - 1
I I I

for all k E Z (xkk~) = ~).

3. u = Fax is an anticausal stabilizing control law that is A -1(1 - B F) defines an anticausal
exponentially stable evolution.

4. X and F satisfy the system

aX + (A*)-I(Q - X)A-l + H F = 0
F + GF= 0 (37)

with G and H given by (12) and (13).

Proof.
1. Follows directly from Corollary 6 by setting in (29)

X. = _(W.St:-lW~)-1 = r (38)
I I I I I

2. Looking at (34) it follows that ~ >+ (St;IW;(WkSt;IW;)-I~)k_ldefines a linear bounded

operator Fk_1 : X ... V, V k E Z, for which Ui"-~{ = Fk_I ~. Clearly F = (Fk)k E Z is bounded.

Using now (30) we get

u~k,~) = (St:-IW~ (lJI. St:-lW~)-Iik,~». = F. x~k,~) , i:s; k
1-1 I I I I I I 1-1 1-1 I

and 2. is proved.
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(39)

(41)

(40)

3. From the first equation (20) we have
a X<k~) = A X<k~) + B u(k~)

which becomes for u(k~) =FaX<k~)

x(k~) = A -1(1 - B F)a X<k~)

Since for all (k,~)EZXX, X<k~)EP«-oo,k-l],X)and lIX<k~)1I2spll~lIx (p

evaluated directly from (3) and (34» it follows (use a similar argument as for proving 3. of

Proposition 2.5) that A - \1 - B F) defines an anticausal exponentially stable evolution.
4. If 1. and 2. just proved above are now used in (20) one obtains

x = A-1(l- B F)ax
Xx = Qx + LFax +A" aXax

o= L* x + R Fax + B" a X a x

for u =u(k~), x =X<k~) and A. =A.(k,~). Using the first equation in the next two ones it results

«Q _X)A-1(l- BF) + LF +A" aX)ax =0

(L" A - \1 - B F) + R F + B" a X)a x = 0
Since (ax)k_1 =~ and the pair (k,~) is arbitrarily taken in Z x X, it follows that both

operator coefficients of ax in the above system equal zero. From here simple manipulations
lead to system (37).
To prove uniqueness of X assume the existence of another pair (X, F) satisfying (37) and

that makes A -1(1 - B Ii) to define an anticausal exponentially stable evolution. Then after
some simple manipulations, omitted here, one obtains

- 1 - - 1a(X - X) = (A- (l- B Fll"(X - X)A- (l- B F)
Hence according to (1.5.7) it follows that X - X = O. Thus the proof ends. 0

Assume again that 1.a. and Lb. in Theorem 4 both hold and consider, for F introduced by
Proposition 7, the following system

ax=Ax+Bu
v= -Fax+u

For each k E Z such a system defines a linear bounded operator

N
k

: p«-oo ,k - 1], U) -+ p«-oo ,k - 1], U) x X as

'" [Sk]Nku = 'Ilk U

~ (k~) '" '"where SkU = -Fax + u = -Fa(Iku) + u with I k and 'Ilk introduced by (3) and (5),

respectively. Notice also that N; 1
: p«- 00 , k - 1] , U ) x X -+ p«- 00 ,k - 1] , U ) is well

defined and bounded as follows by inverting (39), that is
-1 -1

X = A (l- B F)a x + A B v , xk = ~

u=Fax+v

and where A - \1 - B F) defines an anticausal exponentially stable evolution. Clearly
'" '" 1(Nk\ EZ and (N; )k EZ are bounded.

Now we can state
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Lemma 8. Assume that l.a. and l.b. in Theorem 4 hold. Then for G and X given by (12) and
(38), respectively, we have

1.

N;[~
2. G-1 is weU defined and bounded.

Proof.
1. We show first that

(42)

* dl- *Sk G Sk = J\k + 'PkXk 'Pk (43)

Let u E p«- CIO ,k - 1] , U ). Then using (37) with (12) and (13) one obtains

<u,SZGSku> = <Sku,GSku> = <-Fax+u,G(-Fax+u»

= < -Fax+u ,H* ax+Gu> = < -HFax+Hu, ax> + < -G Fax, u> + <u, Gu>

= <aXax+(A*)-I(Q_X)A-l ax , ax> + <Hu, ax> + <H* ax, u> + <u, Gu>

= <aXax ,ax> +< (A*)-I(Q_X)A-l(Ax+B u) ,Ax+B u>

*)-1 X)A-l+2«A (L-(Q- B)u,Ax+Bu>

( X) -1 -1=<aXax,ax>+< Q- (x+A Bu),x+A Bu>

+2< (L-(Q_X)A-l B)u ,x+A-1Bu> + <Ru ,u>

-2<A-1 B u ,Lu> + < (Q_X)A-l Bu ,A-1 B u>

= <aXax ,ax> - <Xx ,x> + <Qx ,x> + <x ,Lu> + <L* x ,u> + <u ,Ru>

= <Xk'Pku,'Pku> + <Stku,u> = «Stk+'PZXk'Pk)u,u>

Since both sides of (43) are selfadjoint operators and generate the same quadratic function-

al, equality (43) holds. Write n:w (43: as[G 0] [Sk]

[Sk 'Pk] 0 A -X
k

'Pk = Stk

and (42) follows by using the definition of Nko
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or

from where

2. From (42) we can write

[~ -:kH~] = (N;)-t ~kN;l[~] (44)

for arbitrary (v,~) E p« - 00 ,k - 1] , U ) x X. By taking ~ = 0, (44) provides

II Gv liz = II (N;)-1~kN;1[~] liz ~ 6
0 11 vliz (45)

for an adequate 60 > 0 (60=~, II ~;1 II ~ 6 and II Nk II ~ v 'V k EZ, 6, v > 0).
6v

Based on (45) the proof runs similarly to that given for 2. of Lemma 2.6. 0

Now we can proceed to the

Proof of Theorem 4

1. ~ 2. Using 2. of Lemma 8 we can eliminate F in (37) (see (11» and obtain the system

(12)-(14) which is equivalent to system (10) in which X = rand )(1 is well defined and

bounded (see 1. of Proposition 7). Notice also that A-tel - BF) defines an anticausal
exponentially stable evolution as 3. of Proposition 7 asserts.

2. ~ La. Using (42) and taking into account that (N; \ E Z' G-1 and )(1 are all well

defined and bounded, it follows that (~;\EZ is also well defined and bounded.

2. ~ Lb. From (42) we have [8-
1

0]

~-1 = k 1 (fr.)-1
k k 0 _r1 k

k

[
8-1 0]

Nk~;1 N; = 1
o -X;

(here G-1 acts as a multiplication operator on Pcc -00, k - 1], U ».
By replacing N

k
from (40) we get further

[Sk] ~-1[S* '1'*] = [G-
1

'I'k k k k 0

'I'k ~;1 '1'; = -X
k

and the conclusion follows because of boundedness of X. Thus Theorem 4 is completely
proved. 0

A direct consequence of Theorem 4 is

Theorem 9. Besides the conditions a) and b), imposed at the beginning of this section, to the
triplet L assume additionally that the pair (A , B) is causally unifonnly controllable. Then the
following two assertions are equivalent

1. ~k» 0 unifonnly with k EZ (46)
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2. The reverse-time Kalman-Szego-Popov-Yakubovich system (16) has an anticausal stabilizing
solution (X, V, W) with X « 0 and

Moreover, if 1. holds then

3.

G» O. (47)

min J(k,u) = -<~ ,Xk~>X (48)
IJIku=~

for all k EZ and ~ E X and the minimum is attained for u =u(kJ) given in (29). Here J(k,u)
is the reverse-time Popov index expressed in (13).

Proof.

1. ~ 2. According to (46) we have St;l » 0 and uniformly bounded with respect to k. Thus

La. of Theorem 2 holds. Further, there exists 15 > 0 such that

<u ,St;l u> ~ 1511 u II~

for all k E Z and all u E p«- (Xl , k - 1] , U ). Hence

< ~ , 'I'k St;1'1'; ~ > X = < '1'; ~ ,St;1'1'; ~ > ~ 15 < ~ , 'I'k '1'; ~ > X~ 15 v II ~ II i
where < ~ , 'I'k '1'; ~ > X~ v II ~ II i, v > 0 due to causally uniformly controllable assump­

tion. Thus 'I'k St;1'1'; » 0

V k E Z and Lb. of Theorem 2 holds too. Using now (38) and (42) the conclusion follows.
2. ~ 1. This follows directly from (42).
3. Use the Lagrange multipliers rule. Write

F(k,u,#) = J(k,u) + 2<#, 'l'ku>X = <u, Stku> + 2<'1';# ,U>
By zeroing the Frechet derivative of F one obtains

Stku + 'I';.u = 0

from where

(49)
But

and
= _('I' St-l'l'-)-l~.u kk k '"

By substituting it in (49) it follows that

=St-1'1'-('1' St-1'I'-)-l~ = _St-1'1'- X ~ = (kJ)u k k k k k '> k k k'> u
Hence

J(k,u(kJ» = < u(kJ) St u(kJ) > = < St-1'1'- X ~ '1'- X ~ >, k k k k'>, k k'>
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Since Stk»O, J(k,u(k~») is really the minimum of J(k,u) constrained by 'I'ku = ~ and 3. is

proved. 0

Remark 10. Theorem 9 can be seen as the reverse-time Popov's Positivity Theorem in the
time-varying discrete version. 0

Remark 11. Since A defines an e'!P0!!.entially stable evolution we can .£onsider also ..!he
reduced equivalent f = (A , B ; 0 , L , R) of ~ = (A , B ; Q , L , R) where L =L + A· a X B,

R= R + B· a XB with Xgiven by (2.13). As we have seen in (2.21) we can write

5t = R + L· I + I· L + I· QI = R+ i· I + I· i (50)
with I given by (2.19). As we already mentioned the second expression in (?O) is termed as
the reduced form of 5t. Consider also the operator (19) written for ~ and ~ that is

'* .'" ~ ~ '"
J1.k =R+L Ik+lkL+lkQlk (51)

and

(52)
respectively.
Looking now at (4) it can be immediately seen that

~ = P; IP; (53)
i.e., ~ is exactly the anticausal Toeplitz operator associated to I at k. Consequently using

the reduced form of 5t given in (50) one obtains with (52) and (53)

P; 5t P; =P; R P; + P; i· I P; + P; I· i P; =R+ i· P; I P; + P; I· P; i

- -. '" ~ - -
= R + L I k + I k L = Stk (54)

By comparing (52) with (54) we conclude that the anticausal Toeplitz operator associated to
5t at k coincides with the operator (19) associated to the reduced equivalent f and not to the
original ~.

Notice also that

Stk ~.?tk (55)

and this is because of ~ ~ I P;, while in the causal case we have I k = I P: and conse­

quently the causal version of (55), Le. 5t
k

= 5t
k

holds. 0

To be more specific in connection with (55) we have

Proposition 12. If ~ = (A , B ; Q, L ,R) and f = (A , B ; 0 , L ,R) is its reduced equivalent
mentioned above then
1.

_ J(k,u)=j(k,u)-<u,'I';Xk 'l'k u > _ (56)

where J and J are the reverse-time Popov indices associated to ~ and ~, respectively, and 'Ilk

has been introduced by (5).
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(57)

with Stk given in (52).

3. If St
k

» 0 then St
k

» 0.

Proof.
1. Following the same computa!!on as in the proq! of 1. of Propq§ition 1.8 one obtains

J(k,u) =J(k,u) - <ox,oXox> + <x,Xx>

for x =X<k~). Since the time horizon is (-00, k - 1] the above equality yields

J(k,u) = i(k,u) - <xkk~) ,Xkxkk~»

from where (56) follows by using (5).
2. Follows directly from (51), (52) and (56).

3. Fixk EZ and let r ~ k.l..et any u E p(Z , U) be such that u. = 0 for i ~ k. Then (4) yields
1

,-1 k-1

<u,f,u> =:'L <uj,(f,u)j>U= . L <Uj,(~u)j>U= <u,~u>
1=-00 1=-00

Hence from (54) we get

With (58), (57) provides

< u , St
k

U > = < U ,St u > ~ < U ,51. U > - I < U , '1'. X 'I' U > Ir r r r r

~ 611 u 11 2
2 - I< U , '1'. X 'I' u > I, , ,

for an adequate 6 > O. But

(58)

(59)

,-1
- - 2 2I<u,'I';X,'I',u> I = I<'I',u,X,'I',u>xl s,ull'l',u II x =,u11 . LS,,i+1Bjujllx

1=-00

k-1
= II u 11 2,u,82 p2l('-k) L l(k-j-l) =,u,82 p2(1 -l)-ll('-k) II U 11 2
2. 2

1=-00

where II X; II s,u, II B j II s,8 and II Sjj II s p qi-j, i ~j, 0 < q < 1.



6. Reverse-time Riccati equation and contracting nodes 135

(61)

Hence for r sufficiently large J-l {32/(1 -l)-Il(,-k) < %that is

- <5 - <5I<u, '1'; X, 'I',u > I < 2 and (59) becomes <u, Stk u > ~ 211 u 11 2, Since u has been ar-

bitrarily chosen in p((- 00 , k - 1] , U ) we deduce that jk » O. 0

A natural question which arises is that of recovering the usual discrete-time Riccati equa­
tion (1.21) from the reverse-time Riccati equation (10). In this respect we have

Proposition 13. Let I be a Popov triplet. Assume that R-1 and (A - B R -1 L·)-1 are all well

defined and bounded. If X = X* with r 1 well defined and bounded is any solution of the
reverse-time Riccati equation (15) then

I. X is a solution to the discrete-time Riccati equation (1.21).

2. (R + B· a X B) -1 and (I - B F) -1 are both well defined and bounded and

A A+BF=~-BF)-~
for F and F defined through (11) and (1.22), respectively.

Proof.
1. Rewrite the reverse-time Riccati equation (15) as

A· a X A - X + Q - (L - (Q - X)A -1 B) x

X(R - C A-I B - B·(A·)-1 L +B·(A·)-I(Q - X)A-l B)-IX

(L· - B·(A·) -1(Q - X) = 0 (60)

Let A =A - B R-1C and X =X - Q. Since A-I and A -1 are both well defined and

bounded, it follows that (I - A -IB R-1L·)-1, (I - B R-1L· A-I), (I - R-1L· A -IB)-1

and (I - C A-1BR-1)-1 are all well defined and bounded. Then we can rewrite the last
term in the left-hand side of (60) as

(L+X4 -IB)SR-L·A -IB- B·(A·)-IL - B·(A·)-1X4 -IB)-1(L·+B·(A·) -IX)

= (L+X4 -IB)R- I(I-L·A -IBR-l_B·(A·)-IX4 -IBR-l)-I(L·+B·(A·)-IX)

=(L+X4-IB)R-l(I-L·A-lBR-I)-lx

x[I-B·(A·) -1(L+X4 -IB)R-\I-L·A-IBR-l) -I]-I(L·+B·(A·)-IX)

= (L+X4 -IB)~-R-IL·A-IB)-IR-l x

x[I-B·(A·) -1(L+X4 -lB)(I-R-1L·A -IB)-IR-l]-I(L·+B·(A·) -IX)

=[I-(L+X4 -lB)(I-R-1L·A -lB)-IR-IB·(A·)-l]-I(L+X4 -lB) x

X(I-R-1L·A-1B)-lR-I(L·+B·(A·)-lX)
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With (61) substituted in (60) we get

[I-(L+XA -IB)(I-R-1L"A-IB)-IR-IB"(A") -1](A"aXA-X)

-(L+XA-1B)(I-R-1L*A-1B)-IR-\L"+B"(A")-IX)=O (62)
From (62) we obtain succesively

[I-(L+XA -IB)(I-R-1L"A-IB)-IR-IB"(A")-I]A"aXA-X

-(L+XA-IB)(I-R-1L"A -lB)-IR-IL"=0,

A"aXA-X+Q-L(I-R-1L"A-1B)-lR-1B"aXA

-L(I-R-1L"A-1B)-lR"L· -XA-1B(I-R-1L·A-1B)-lR-1L"

+QA-1B(l-R-1L"A -lB)-lR-1L"=0,

A"aXa-X'{l+(I-A -lBR-1L")-IA -IBR-IL"]+Q-L(I-R-1L"A-IB)-IR-IB"aXA

A"aXA - XA- 1A +Q-L(I- R-1L"A -1B) -1R- 1B·aXA - XA- 1BR- 1B"aXA

.:4"aX-xrl-L(l-R-IL·A-IB)-IR-IB·aX-XA-lBR-lB"aX-LR-lL·.:4-1

- LR-1L ".:4-1+Q.:4-1(I+BR-1B·aX) =0,
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Rewrite (63) as

+a;r\I+BR-lB*aX)=0,

A*aX+(-X-LR-lL*+Q)If-l(I+BR-lB*aX) =0 (63)

A* = (X + L R-lC - Q)If-l«aX)-l + B R-lB*) (64)

Hence the right-hand side of (64) has a bounded inverse. Since both (X + L R-lL - Q) and

«aX) -1 + B R-lB*) are self adjoint (multiplication) operators it follows that each of them
has a bounded inverse. With this conclusion (63) yields

A*aX(I + B R-lB* a X)-lA - X + r! = 0 (65)

where r! = Q - LR- l C. Since (65) is just (1.26) the conclusion follows.
2. Using (11) one obtains

1- F B = G(I - B*(A*)-lLR-l)R

with G defined by (12). Hence (I - B F)-I is well defined and bounded. Similar computa­

tions as above prove that A + B f = (1- B F) -lAo 0

We have immediately

Corollary 14. Assume that all conditions stated in Proposition 13 hold. If X is the anticausal
stabilizing solution to the reverse-time Riccati equation (/5) then it is the anticausal stabilizing

solution to the discrete-time RiccatJ...equation (/.21) that is x = (A + B f;) -lax is an anticausal
exponentially stable evolution for F defined by (/.24). 0

We shall end this section by stating the reverse-time counterpart of Theorems 3.2 and 3.16.

Theorem 15. Let T = (A , B , C ,D] be an internal exponentially stable node with A -1 well
defined and bounded and (A ,B) causally uniformly controllable. Let
~1 = (A , B ; C* C, C* D , D*D) be the (first) associated Popov triplet. Then the following are

equivalent

1. T* T» 0.

2. The revf:!se-time Kalman-Szego-Popov-Yakubovich (16) associated to the reduced
equivalent ~1 of~l' i.e.

D* D + B* a X B + B* a X B = v* V
C*D+A*aXB+A*aXB=WV (68)

X+A*aXA=WW
has an anticausal stabilizing solutil!..n (X, V, W) with X « Qand G » Qand where G is given by
(12) for Q = 0, L_= c* D -i:..A* a X B, R = D* D + B* a X B. Here X is the unique and global
solution onZ ofX = A* a XA + c* C.

Proof.

1. ~ 2. According to Lemma 3.1 5t = r" T is the operator (2.21) associated to ~1' Take it

into the reduced form and then apply (54). It follows that P; T* TP; = jk . Following
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similar arguments as in the proof of Theorem 3.2 one can prove that 1* T» 0 iff St
k

» O.

Hence the conclusion follows from Theorem 9.
2. ~ 1. Follows from Theorem 9. 0

Theorem 16. Let T = (A , B , C, D) be an internal exponentially stable node with A -1 well
defined and bounded and assume (A ,B) causally uniformly controllable. Let
~2 = (A ,B; _Co C, _Co D,VI - D"D) be the (second) associated Popov triplet. Then the

following are equivalent

1. II Til < y.

2. The reverse-time Kalman-Szego-Popov-Yakubovich system (16) associated to the reduced
equivalent f 2 of ~2' i.e.

VI - D" D - B" a X B + B" a X B = v* V
-C"D-A"aXB+A"aXB=WV (69)

X+A"aXA=WW
has an anticausal stabilizing solution (X, V, W) with X « 0 and G » 0 and where G is given by
(12) for Q = 0, L = _CO D - A" a X B, R = y2 I - D" D - B" a X B. Here X has the same
meaning as in the previous theorem.

Proof. See the previous proof in conjunction with that of the Theorem 3.16. 0

7. Extended Nehari problem

Now a remarkable application of the results presented in the previous section will be given.
It consists in solving the so-called extended Nehari problem stated as follows. Let
T1 = (A, B, C1 ,0] and T2 = (A ,B, C2 ' D2] be two (causal) internal exponentially stable

nodes with A -1 well defined and bounded and the pair (A ,B) causally uniformly control-
AAA ....... 1

labIe. For a specified y > 0 find a node T = [A , B , C ,0] with A - well defined and
bounded and defining an anticausal ex~onentia lr stable evolution such that

T-T
1 <
T -y

2 (1)

First, necessary solvability conditions, in terms of T1 and T2, will be established for the

extended Nehari problem.
Clearly (1) is equivalent to

II (T1- 1)u II; + II T2u II; s VII u II; (2)

VuE F(Z , U ). Further

II T2 u II; = < T2 u, T2 u> = < (C2x + D2 u), (C2x + D2 u»
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where x =Iu (see (2.19» and

5i2 ~ R2 + I* L2 + L; I + I* Q 2 I (4)

i.e., it is the operator (2.21) associated to the Popov triplet 1:2,} = (A , B; Q2' L 2 , R2) with

6 * 6 * 6 *R2 = D2 D2, L2 = C2D2, Q 2 = C2C2·
As we have seen in (2.21) we can write also

~=~+r~+~I 00
where

-6 * * - -6 * *-_ R2 = D2 D2 + B a X 2 B, L 2 = C2 D2 + A a X 2 B

and where X
2

is the solution to

X2 =A* aX2A + Q 2

Fix an arbitrary k E Z and let u E [2(Z , U ) such that
P+u =0

k

(5)

(6)

(7)
Then we have for such a u

II "l,ku II~ = II P; T} P; u II~ = II P; T} u II~ s II P; T1u + P; T1U - P; Tu II~

= II T} u - P; T u II ~ = II T1u - P; T u - P; T u II ~ = II (T}- 1)u II ~ (8)

because of P; T u = P; T P; u = 0 (remember that T is an anticausal internal exponential­

ly stable node and consequently its causal Hankel operator equals zero). Here "l,kstands

for the causal Hankel operator associated to T} at k.

By combining (2) and (8) we get

II H1,ku II; + II T2 u II; s y
211 u 11 2

or with (3)
<u'"~,k"},ku> + <u,5i2 u> = <u'"~,k"l,ku> + <P;u,5t2 P;u>

sy2l1ull~

for any u E [2(Z , U ) satisfying (7) and where

St2,k ~ P; 5i2 P; = R2 + P; I* P; i 2 + i;p; IP; = R2 + tzi2 + i2~
Thus (9) provides

( ""2 d\-) * > ""2 2 2<u, y I-Jt2,ku> - <u,H1,kH},ku> -(y -Y)lIuI12
2 -for all U E [ «- 00 , k - 1], U ) and anyy > y.

According to (2.4.2) and Proposition 1.6.14 we have

"~,k "l,k = 'P~,k 8~,k 8},k 'P},k = 'P~,kX},k 'P1,k

(9)

(10)

(11)

(12)
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where Xl is the solution to

Chapter 3/Riccati equations and nodes

(20)

- • - A •
Xl =A aXIA + QI ' QI =CI C I (13)

and 'I'l,k and 8 1,k are the controllability and observability operators at k for the system

(A ,B, Cl' 0).

Using (6.56) and (12) we get further

<u, "~,k "l,ku> = <u, 'I'~,kil,k'I'l,ku> = -JI(k,u) + ~(k,u) (14)

where J I and ~ are the reverse-time Popov indices associated to II I = (A,B;C;Cl'0,Q) and

its reduced equivalent fl,l = (A ,B ;°,LI ,RI ), respectively, and where

-A.- -A.-
L I = A a Xl B , RI = B a Xl B (15)

By combining (11) with (14) we get

<u,YZI-5t2,ku> +JI(k,u)-~(k,u)=<u,5tk u> ~(yz_yz)lIull; (16)

or equivalently

5tk » ° (17)
where 5t

k
is the operator (6.19) associated to the Popov triplet I = (A ,B; Q, L, R) with

Q ~ QI =C~ CI
A- - •• - - •• -

L=-LI-Lz=-CzDz-A a(XI+Xz)B=-CzDz-A aXB (18)

R ~ yz1- R - R =yz I-D· D - B· a(X +i )B =yz I-D· D - B· aXB
I Z Z Z 1 Z Z_ Z

as immediately can ~e se~n fr<:.m (16) and the explicit forms of J1 and J I in conjunction with

(5) and (10). Here X =Xl + Xz is the solution to
- . - . .
X=A aXA+C1C1+CZCZ (19)

as follows from (6) and (13).
Thus we have

Theorem l. Assume that a solution to extended Nehari problem exists. Then for each i> y the
reverse-time Kalman-Szego-Popov-Yakubovich system (6.16) associated to the Popov triplet
defined by (18)

y'""2 / _ D; D
z

- B· a X B + B· a X B = v* V. . - . ..,..
-CzDz -A aXB +A aXB = w V.. ..,..

CICI+A aXA-X=w W

has a bounded on Z solution (X, V, W) with X = x* and X « 0. In fact such a solution is
exactly the anticausal stabilizing solution to (20).

Proof. As we have seen above, (17) holds with respect to the Popov triplet given explicitly
in (18). Hence by applying Theorem 6.9 to this triplet the conclusion follows. 0

An explicit solution to the extended Nehari problem will be now effectively constructed. To
this end we have
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Theorem 2. Assume that for i = y the reverse-time Kalman-Szego-Popov-Yakubovich system
(20) has a bounded on Z solution (X, V, W) with X =X" and X «0. Then

A= (A*)-I(X - c; C1Wl

B=aXB+(A*)-lc;D
2

(21)

C=C r 1

_ I '" '" '"
where X is given by (19), defines a node T = (A ,B, C ,0] which is a solution to the extended
Nehari problem.

Proof. First of all note that;-1 is well defined and bounded because of X - C~ C1 « o.
We shall prove first thatA-1 defines an anticausal exponentially stable evolution. Using the
first equation (21), rewrite the last equation (20) as

(X - C~ C
I
W 1A-1a X(A*)-lr 1(X - C~ CI) - X + C~ C1 = w* W

Further we have

(22)
where

From (22) we get further

-X = A-Ia(-X)(A*)-I- X(I - (X - C~ CI)-IX) + W tV

[

(l-C rlC*)-lIlj
= A-1a( _X)(A*)-l+ [C~(l- C

1
r 1 C~)-lIl W] I 1

Using again the first equation (21) we obtain tV
A* =A-1 _ C* C r 1A-I

1 1

(23)

(24)

[

(I-C rlc*)lIlc rIA-I]
=A-l_[C~(l-Clrlc~)-lIl W] I 1

0

I (25)

Since A defines an exponentially stable evolution A* defines an anticausal exponentially

stable evolution and consequently (25) shows that the pair (A-I, [C~(l-clrlc~)-lIl WD is

anticausal stabilizable. This fact combined with Liapunov equation (24) where -X» 0 implies,
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via Theorem 1.7.2', that;-1 defines an anticausal exponentially stable evolution. Hence
A A A

T = [A , B , C , 0] is really a node.

Now we shall pmve ilia' (1):.:r~1::::::'U~~;l) Co~der ilie realizatioo

where (see (1.1.12»

A.: ~ A]' B.~ [i] ,c.~ [~: -oJ' D.~ [~2] (26)

To prove that (1) holds, it suffices to show (see Theorem 2.5.12) that the following Kalman­
Szego-Popov-Yakubovich system

2 * * T'*)I I-DRDR+BRaXRBR= YRVR

-C~DR +A~aXRBR = ~ VR (27)

-C~CR +A~aXRAR -XR = ~ WR
has a bounded solution (XR , VR ' WR) with XR = X;.
To this end choose first

_ X. = [-; _':-1] (28)

where X and X «°are the solutions to (19) and (20), respectively.
Using the second equation (20) we have for fi given by (21)

fi=aXB-(A*)-1w*V (29)
Using (26), (28) and (29) the left-hand side of the first equation (27) becomes

2 * *)I 1- DR DR + BRaXRBR

=)121- D
2
*D

2
+[B* B* X v*WA-1][-ax I] [ B ]

a. - I -(aX)-1 aXB-(A*)-1w*V

= l 1- D;D
2

- B* aXB + B* aXB - v* WA- 1(aX)-1(A*)-1w* V

= v*(I - WA- 1(aX)-1(A*)-1w*)V= ~ V
R

where the first equation (20) has been taken into account and where

VR ~ (I - WA-1(aX)-\A*)-1w*)~V (30)

is well defined with V; 1 well defined and bounded because of X « 0.

Consider now the left-hand side of the second equation (27). Using (26) and (29) one
obtains

C:D +A* X B - [c; C;][o] + [A* o][-ax I ][Bl
- R R Ra R R - - -c ° D2 ° A* I -(aX)-1 fiJ
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[ * * - *"'1 [ ]
_ -CzDz - A aX B +A B _ 0 _ ~

- A* B -A*(aX)-I§ - A*(aX)-I(A*)-Iw* V - R VR

where the second equation (20) has been used and where

W
R

= [0 (I - WA-1(aX)-I(A*)-Iw*)lIlW..rI ] (31)

as follows after a little computation by using (30), the first equation (21) and the third
equation (20).
Finally the left-hand side of the third equation (27) can be expressed as

* * X-CRCR +A aXRA - R

[

C*
=- ~

-C
C;] [C1 -Ej + [A* ~] [-ax
o Cz 0 J 0 A I ][ ] [ - ]I A 0 -X I

-(aX)-1 0 A - I _..r l

_ [-C;C1-C;Cz-A*ai4+x C;C+A*A-I ]

- CCI+A*A-I -CC-A*(aX)-IA+..r1

_[0 0 ]-~W
- 0 ..rlw*(I-WA-I(aX)-I~*)-I~)WX-1 - R R

as follows from (31) and the explicit form for A and C given by (21). Resuming, it follows
that the Kalman-Szego-Popov-Yakubovich (27) is fulfilled for XR' VRand WRgiven by (28),

(30) and (31), respectively. Hence inequality (1) is true for Tspecified by (21) and the proof
ends. 0

Notes and References

As pioneering works devoted to the discrete-time Riccati equation and Hamiltonian systems
in the time-variant case [23] and [24] have to be mentioned. It is also difficult to track the
whole history for the linear quadratic problem for infinite time horizon. As a basic reference
on this subject we cite [44]. The same topics may be found in [1] and [40]. For the con­
tinuous time case a basic reference is that of Coppel, see [15]. A very recent and interesting
treatment of the time-varying discrete-time Riccati equation associated to the optimal filter­
ing may be found in [17]. Section 1 extends the results given in [55]. Section 2 originates in
[29] and [36]. For the positivity theory developed in section 3 see [3] where the results given
in [55] are extended to the infinite-dimensional case. Inner-outer factorizations of nodes
have been intensively studied in [5]. The subject of section 5 has been treated first in [35].
Sections 6 and 7 intend to offer the discrete-time counterpart of the topics developed in
[39]. For pioneering work on the subject see [38].



Chapter 4

Disturbance Attenuation
This chapter may be viewed as the heart of this book, for it joins together almost all the
results exposed in the previous chapters, with a special accent on the Popov-Yakubovich
theory developed in Chapter 3. In fact, what will follow is, in a way, the time-variant (dis­
crete) version of the H"" theory whose natural framework is the time-invariant case. As is
well known, the H"" theory has been deeply investigated in the last decade and many math­
ematical tools proved efficiency in solving different aspects of the cited theory. Our option
here concerns the game-theoretic situation directly derived, as a particular case, from the
Popov-Yakubovich-like result presented in Theorem 3.2.2. Such a result invokes an operator
based approach which, in our opinion, provides better understanding of the structural
aspects of the solution to the so-called disturbance attenuation problem, as well as easier
ways for deriving the formulae. In fact our motivation in developing the subsequent theory
was the following. Given a (generalized) time-variant discrete system, assume that a stabiliz­
ing controller exists such that the resultant closed-loop input-output operator has its norm
bounded by a prescribed positive number y, that is, such a controller provides y-disturbance
attenuation. Starting with this general hypothesis and taking into consideration a minimal set
of initial assumptions made on the given system, our major objective consists of deriving "as
much as possible" necessary conditions expressed in a very suitable form, i.e. by means of
the Kalman-Szego-Popov-Yakubovich systems. Such expression of the necessary conditions,
which turn out to be also sufficient, points out a striking fact: the existence of a stabilizing
controller that simultaneously provides y-disturbance attenuation has remarkable implica­
tions concerning the existence of solutions to some nonlinear system, in fact as Kalman­
Szego-Popov-Yakubovich system. Finally, it is worthwhile emphasizing that our approach
can be viewed also as a Popov-Yakubovich version for solving (indirectly) a general Nehari
problem.

1. Problem formulation and basic assumptions

Consider the (generalized) system
ax =Ax + B1u1+ Bzuz
Y1 = C1x + Dn u1+ D1Z Uz (1)

Yz = Czx + DZ1 u1
where x = (xk)kEZ' u1 = (u1,k)kEZ' Uz = (u2,k)kEZ' Y1=(YI,k)kEZ' Yz = (Y2,k)kEZ are the

state, the external input, the control input, the regulated output and the measured output
evolutions, respectively with (xk ' u1,k' uZ,k 'Y1,k 'YZ,k) E X x VI X Vz X Y1 X Yzand where

X, VI' Vz' Y1 and Yz are Hilbert spaces. Here A = (Ak)kEZ' B1=(B1,k)kEZ' Bz=(B2,k)kEZ'

C1=(C1,k)kEZ' CZ=(C2,k)kEZ' Dn=(Dn,k)kEZ' D12=(D1Z,k)kEZ' DZ1 =(DZ1 ,k)kEZ are all
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bounded operator sequences defined as follows: Ak :X .... X, Bile: Vi .... X, Cile :X .... Y,.,

Dijle : Vi .... Yj i ,j = 1 ,2 (D
22Ic

= 0).

Consider also for the system (1) the controller (see 3.4.5)
ax =A x +B Y2c c c c

~=S~+~~ W
Xc EXc' which provides the resultant closed-loop system

aXR =ARxR + BRu i

YI = CRxR + DR ul (3)
where

= [x] = [A+BzPc
C

2 B2CC
] = [BI+BzPP2I]xR x ,AR B C A'BR B D

c c 2 c c 21

CR = [CI+DlzPcC2 Dl2Cc],DR =D ll+D1zPP21 (4)
Let y be any positive number. The disturbance attenuation problem consists in finding a
controller (2) for the system (1) such that the resultant closed-loop system (3) exhibits
internal exponential stability, that is, AR defines an exponentially stable evolution; and

provides y-disturbance attenuation, that is, the (closed-loop) input-output operator T is
y1u1

a y-contraction, i.e. II T U II < y. 0
Y1 1

Notice that according to the first requirement of the disturbance attenuation problem,

T u is a linear bounded operator from p(Z , VI) into p(Z , YI) whose action is expressed
Y1 1

as
k-I

(T UI)k= 'LCR"S:"+lBR"UI"+DR"Ul" V kEZ (5)
YtU t i=-oo ",,J ,J,J ". '"

and where~ is the state evolution operator associated to AR.

Any solution to the disturbance attenuation problem will be called a y-attenuator.
The following four assumptions will be used in the sequel

AI. D12 is uniformly monic that is there exists v> 0 for which D~2IcD121e ~ v Iu V k EZ.
2

A2. D21 is uniformly epic that is D;I is uniformly monic.

A3. The pair (TI12CI ' A -B2Di2 CI) is detectable where Di2 ~ (D~2 Dl2)-ID~2 and

TI12 ~ I~ - D12 Di2 with I~ the identity operator in p(Z , Y1).

A4. The pair (A-BI Dil C2 ' BI TI2I) is stabilizable where Dil ~ D;I(D21 D;I)-I and

TI21 ~ II - Dil D21 with II the identity operator in p(Z , VI)·
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Notice that both TII2 and TI2I are orthogonal projections of p(Z , YI) and p(Z , VI)' respec­

tively.
The reasons for which such assumptions have been considered as well as how they can be
relaxed under adequate circumstances, will be discussed during the exposition of this chap­
ter (see Remark 5 in section 5).

2. Statement of necessary solvability conditions: the Kal­
man-Szego-Popov-Yakubovich systems

Associate to system (1.1) the following two Popov triplets: ~2 = (A , B2 ; Q2 ' L2 ' R2) where

Q2 = C; CI ' L 2 = C; D I2 ' R2 = D;2 D 12 (1)
and ~ = (A ,B ; Q , L , R) where

B = [B t B21, Q = Q2 ' L = C; [D ll D121

[
D;t]

R = "[D llD
I2

where R
2

== Rzz. Introduce also

(2)

(3)

o

(4)

where It has been already introduced in A4 and Iz is the identity in p(Z , Uz).

Recalling the notions given in Section 3.1 we can state

Theorem 1. Assume that both Al and A3 hold. If there exists a stabilizing compensator (1.2) for
(1.1) then the following "standard" Kalman-Szego-Popov-Yakubovich system associated to ~z

R22 + B; aX2 Bz = V; Vz
Lz + A" aXzBz = if; Vz

.9 +_A" aXzA - Xz = if; Wz
has a stabilizing solution (X2 ' V2 , W2) with Xz ~ O.

The proof of Theorem 1 will be given in the next section.

Theorem 2. Assume that both Al and A3 hold. If there exists a y-attenuator (1.2) for (1.1), i.e.
a solution to the disturbance attenuation problem, then the following Kalman-Szego-Popov­
Yakubovich system in "f- form" associated to ~

R +B· a X B = V" f V
L+A"aXB =WfV (5)
Q +A"aXA -X= W fW

has a stabilizing solution (X, V, W) with X ~ 0 and V ofform
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o

(6)

(9)

(7)

(8)

(10)

(11)

Introduce also

v= [~:: :22]
partitioned in accordance with J in (3). 0

The proof of Theorem 2 will be given in Section 5. Notice that while Theorem 1 can be
viewed as a standard (Riccati) result for standard linear quadratic problem (see Section 3.5),
Theorem 2 is the key for solving the disturbance attenuation problem.
Theorems 1 and 2 have dual versions as immediately follows. Consider the dual of (Ll), Le.

a x = A# x + Cf u1+ c: Uz
y1 = Bf x + Dfl u1+ D~1 Uz

Yz = B~ x + Dfz u1
For (7), the assumptions A2 and A4 work in a similar way as Al and A3 work for (Ll).
Hence Theorems 1 and 2 hold also with respect to the Popov triplets
~# - (A# C#· QA# Lf'# R{:;#) where
..z- 'z'z'z'z

A ." • A •

Qz = B1B1 ' Lz = B1DZ1 ' Rz = DZ1 DZ1
and ~# = (A # C#· {j# [# fi#j where

, , , '[C1 A A A * *
C = C

z
' Q = Qz ' L = B1[D11 DZ1 ]

Ii = [D11] [D* D*] _ [yz~ ]
D

Z1
11 ZI 0

Ali [-I~ ]J= A

Iz
A A z

where 11 has been introduced in A3 and Iz is the identity in I (Z , Yz).
If now we shall write the Kalman-Szego-Popov-Yakubovich systems (4) and (5) updated

with ~~ and ~#, respectively, and then such systems are dualized one obtains

Theorem 1'. Assume that both A2 and A4 hold. If there exists a stabilizing compensator (1.2)
for (1.1) then the following Kalman-Szego-Popov-Yakubovich system

A * A .~
Rz + Cz Yz Cz =Vz VZ
A • A. ./)".

Lz +A YzCz = Wz Vz
A. • A T~~

Qz + A YzA - a Yz =Wz w Z
A A

has a stabilizing solution (Yz , Vz , Wz) with Yz ~ O.

Theorem 2'. Assume that both A2 and A4 hold. If there exists a y-attenuator (1.2) for (1.1), i.e.
a solution to the disturbance attenuation problem, then the following Kalman-Szego-Popov­
Yakubovich system
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R+CYC· =vfv-
f +A Yc* = wfv- (12)
A • A "'/;'~

Q+AYA -aY=WJw
has a stabilizing solution (Y, V, W) with Y ~ 0 and Voffonn

V= [Vll ~12] (13)
o V22 0

The above Kalman-Szego-Popov-Yakubovich systems are written in terms of the original
data of system (1.1).
Now a modified system will be in order. Such a system is a hybrid one from the data point
of view since it incorporates both data of (1.1) and new data derived from the stabilizing
solution of the Kalman-Szego-Popov-Yakubovich system (5) (if it exists). Such a system is

ax =Aox+Boli;l + B02 u2

.vI = COl x + DOll ul + D 012 u2

where

and

where

w~ [~;]

(16)

(17)

(18)

partitioned conformally with (6).
The origin of system (14) will be discussed in Section 6 of this chapter. Notice that the
subscript 0 in (14) is motivated by the fact that such a system is outer in some sense. More
exactly, the inverse of the system (A o ' B02 ' COl' D012) exists and it is internally exponen-

tially stable as directly can be checked.

Consider the data (9) updated for (14), that is

Co = [~~;] , Qo ~ BOI B~I ' Lo =BOI [D~II D;",]

Ro ~ ~::][D~II D;",l- r'/ 0]
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and let
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(19)

Then we have

Theorem 3. Assume that AI, A2, A3 and A4 alI hold. If there exists a y-attenuator (1.2) for
(1.1) then the following Kalman-Szego-Popov-Yakubovich system

Ro+CoYo~ =voT~
L o +Ao YoC~ = woT~ (20)

Qo +Ao YoAo - aYo = woT~

has a stabilizing solution (Yo' V0 ' w 0) with Yo ~ 0 and V0 ofform

Vo = [VOll Von] (21)
o V022 0

Notice that the Kalman-Szego-Popov-Yakubovich system (20) corresponds to the Kalman­
Szego-Popov-Yakubovich system (12).
The proof of Theorem 3 will be given in Section 6.
Before ending this section some preliminary results will be derived.

Proposition 4. Assume that a y-attenuator (1.2) exists for (1.1). Then

I. D~DR ~ II T 11 21
1 < y\

y1u1

• 2'" 2'"
2. DR DR ~ II T u II II < " II

Y1 1

3. D~1 TI12 Dll ~ II T u 11\ < y\
Y1 1

• 2'" 2'"
4. Dll TI21 Dll ~ II T u II II < " II

Y1 1

with DR defined in (1.4) and the significance of II and I~just explained above.

Proof.

1. Fix a pair (k , vI) E Z x Uland let u1 E 12(Z , U1) be defined by u1,k = v I and zero other­

wise. Then (1.5) provides
k

y
2 11 VI IIi = III ul II; > II T u 11 2 11 ul II; ~ II T u ul II;~. L II (T u UI)j IIi

1 Y1 1 Y1 1 1=-00 Y1 1 1

= II DR,k VI IIi
1

and the conclusion follows due to arbitrariness of k and v1"

2. By dual arguments.
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o

II DR II ~ [J;~~12]DR

[(I~~:{)hR]
and the conclusion follows because of TIi2 = TI12.

4. By dual arguments.

Using (2) we have for R

R= [R~l
R12

3. Since TIu is an orthogonal projection and TI
U

D12 = 0, as easily can be checked, we have

from (1.4)

and let 'k ~ Rll - R12 R:;} R~2 be the Schur complement of Rn . Notice that Rn has a

bounded inverse because of AI. Then the following corollary of Proposition 4 holds

Corollary 5. Assume that a y-attenuator (1.2) exists for (1.1). Then

a) Rn ~ v 12

v
b) Rll :5 -IJ II

for v ,IJ > 0.

Proof. a) follows from AI. For b) we have

v • • (D. )-1. 2Rll = Dll Dll - Dt P12 12 Dt2 D12 Dll - Y It

= D~} TI12 D ll - y2 I}:5 _(y2 - II T u 11
2)I}

Y1 1

and the conclusion follows for IJ ~ y2 - " T u 11
2 > 0

~l 0
In fact Corollary 5 asse!:!s that R has constant signature J. The same is also true for Ii, Le. it
has constant signature J.

3. The standard Kalman-Szego-Popov-Yakubovich system

This section is devoted to the proof of Theorem 2.1 which asserts that the existence of a
solution to the disturbance attenuation problem implies the existence of a stabilizing solu­
tion to the standard Kalman-Szego-Popov-Yakubovich system (2.4).
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Proof of Theorem 2.1. Fix any s E Z and construct by induction the operator sequences

(X~)kSS' (V~)kSS' (W~)kSS with XLr = 0 for which the Kalman-Szego-Popov-Yakubo­

vich system (2.4) is fulfilled and such thatX~ ~ 0 and (V~)-l is well defined and uniform­

ly bounded with respect to k < s.

To this end use the first equation (2.4) at k =s - 1 and define V2.r-1=(R2.r-/~=

(D~2.r-1Dl2.r-/'~' According to AI VLr-1 has a bounded inverse, i.e. II (VLr_1)-1 II ~v-1I2.
Let further WLr-1 = «(V;,s_l)·)-lL~_l and the second equation (2.4) will be fulfilled at

k =s - 1. Now XLr-1 can be constructed via the last equation (2.4) taken at k =s - 1. It

results (see (2.1»
X S = Q _ Ws,. W S

2.r-1 s-l 2.r-1 2.r-1

= c· c - C· D (D· D )-lD• C1,s-1 1,s-1 1,s-1 12.r-1 12,s-1 12,s-1 12,s-1 1,s-1

= C~,s-l TI l2.r-1 C1,s-1 ~ 0

Assume now that X2,i+1 ~ O. As above VL and W;,i can be obtained from the first two

equations (2.4) i.e. VL = (R2,i + B;,iX/+l B2)1I2 = (D~2,iD12,i + B;';Xi~l B2,i)1I2 and

WL = «(VL)·)-\L2,i + A; XL+1 B2,i)*. Clearly Al implies II (VLr_1)-1 II ~ v-1I2. Using
the third equation (2.4) one obtains

S • S Q (Ws ).WsX2,i = Ai X2,i+1 Ai + 2,i - 2,i 2,i

VS. S Vs S. S VS.V s
= (Ai) X2,i+1 Ai + (W2,i) W2,i + (C1) C1,i ~ 0

vS t;,. S -1 S v S t;,. S ( S)-1 S .
whereA i = Ai - B2/V2,i) W2,i and C1,i = C1,i - Dl2,i V2,i W2,i as easily can be checked

using the expressions of VL and W;,i just obtained before. Thus the above mentioned

sequences are iteratively constructed.
If the sequences x and u2 are linked by ax = A x + B2u2 we have by using the Kalman-

Szego-Popov-Yakubovich system (2.4) [ ]

2 [x. ] Q2' L2 · [x.]IIC
1

.x.+D12 .u2.lI y = < I , ;' ,I I >xxv
,I I ,1,1 I u2,i L2,i R2,i U2,i 2

= < [Xi] [(WL)·W;,i (W;/V;,i] [Xi] >
U . ' (Vs )·Ws (Vs )·Vs U. XxV

2,i 2,i 2,i 2,i 2,i 2,i 2

+ < [Xi] [XL-A;XL+r4i -A;XL+lB2,i] [Xi] >
U ' B· X S B· X S B U XxV

2,i - 2,1 2,i+r4i - 2,i 2,i+1 2,i 2,i 2
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(3)

= II V~U2.) + W~Xi II~ + <xi ,X~Xi>X - <Xi+1,X~+l xi+1 >X
2

By summing from i = r to s - lone obtains
s-l s-l

.L II C1,ixi + D l2,iu2,i II~ =.L II v~u2.) + W~xi II~ + <xr,Xf,x,>x (1)
1=' 1 1=' 2

where <xs ,x~xs> =0 because of X;"r =O. From (1) we get
s-l

O::s; <X, ,Xf,x,> X ::s;.L II C1,ixi + D12,iu2,i II~ (2)
1=' 1

Choose any ~ E X and consider now the free evolution of the resultant system (1.3)
xR,i+1 = A R,i xR,i' xR,r = a ,0) and xR,i = (xi' xc) , i ~ r. As u2 is delivered by the control­

ler (1.2) we have U.,; = C .X . + D .C .x.. Since A
R

defines an exponentially stable evolu-
.... c~ c~ c~ c~ 1

tion it follows that II xR ·ll xxx ::s; pqi-'II ~ Il x V i ~ r, 0 < q < 1. From here simple
~ c

computations lead to
s-l ~

.L II C1,ixj + Dl2.)u2.) II~ ::s;.L II C1 ,xi + Dl2.)u2,i II~ ::s; coil ~ IIi
1=' 1 1=' ~ 1

With this inequality, (2) yields

O::s; <~ ,X;,,~ > ::s; coil ~ Iii

or O::s; x;,,::s; co/x V r::S; s - 1 and V s EZ. Thus (X;"),ss is uniformly bounded with

respect to rand s. Moreover X;,r ::s; X;; 1. Indeed because of (1) and (2) we have

s-l s
<~ ,X; ~>x::S; L II C1 ·x. + D12 .U.,; II~ ::s; L II C1 ,x, + Dp;u.,; II~

,r i=, ~ 1 ~.... 1 i=, ~ 1 ........ 1

s
_ E: X s+1 E: ~ II Vs+1 Ws+1 11 2
-<s, 2 "'>x+~ .,; u.,;+ 2' X. U

,r i='........ ~ 1 2

where Xi and u2,i are linked by xj +1 = Aixj + B2,i u2,i' x, = ~, i ~ r. Using the state feedback

law ui = _(V~+1)-lW~+l xj ' (3) provides <~ ,X;"~>x::S; <~ ,X;;l~>X and the con­

clusion follows. Therefore we conclude that (X~)s eZ is a monotonically increasing and

uniformly bounded with respect to i sequence.

Thus limX~ = X2 . with O::s; X.,;::s; co/V i EZ. According to the above recurrent construc-
s"~ ~ ....

tion we have

(4)
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(5)

(7)

(1)

By takings'" 00 in the first two equalities (4) one obtains

V2,i ~ lim V~ = (R2,i + B;'; X2,i+ 1B2,i)1I2 ~ vll2 Iv
~~ 2

W2,i ~ lim W~ = (v*2,i)-l(L2,i +A; X2,i+1 B2,i)
S"~

Thus the last equality provides with (5) and for s ... 00

Q2,i + A; Xi+l Ai - X; = W*2,iW2,i (6)

~enceJ5) and (6) £rove ~he existence of the bounded sequences X2 = (X2jc)kEZ'

V2 = (V2jc)kEZ and W2 = (W2jc)kEZ satisfying the Kalman-Szego-Popov-Yakubovich sys-

tem (2.4) with X2~ 0 and V;1 well defined and bounded. It remains to show that

(X2 ' V2, W2) is a stabilizing solution, i.e. A - B2V; 1 W2 defines an exponentially stable

evolution. Rewrite the last equation (2.4) as

v. v v. v
A aX2A-X2 +C1C1=O

v/:1 -1- v/:1 -1-
whereA =A - B2~ W2 and C =C1 - D12~ W2.

Using now A3 it follows that there exists a bounded sequence K
1

such that

A - B2Di2 C1 + K1n12 C1 defines an exponentially stable evolution. By choosing

K1= -B2Di2 + K1n12 it results

vy_v_ -1- t -1-_ t
A+KtCt-A - B2V:; W2+(-Bp12+Ktnt2)(Ct-Dt2V:; W2)-A-BP12Ct+KtTIt2Ct

that is the pair (e
1
,.4) is detectable. This fact together with (7) and X

2
~ 0 imply via

v
Theorem 1.7.1 thatA defines an exponentially stable evolution and the proof ends. 0

4. A game-theoretic Popov-Yakubovich-type result

This section is crucial for the development of our next argument. Here a game-theoretic
version of the general result presented in section 3.2 will be given.
Let I = (A , B ; Q ,L , R) be a Popov triplet where A defines an exponentially stable evolu-

tion and B, Land R are partitioned as follows [R

ll

R

12

]

B = [B1 B2], L = [L1 L2], R = •
R12 R22

with Bk :VI x V2'" X, Lk :VI x V2'" X, Rk :VI X V2'" VI X V2 and B = (Bk}k EZ'

L = (Lk)k EZ' R = (Rk)k EZ' V =VI X V2· Consider also the Popov triplet

I 2 = (A , B2 ; Q,L2 ' R22)
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Let

and

5l = R + I· L + L• I + I· Q I = [5l11
,kk k k k k 5l.

12,k

5l12,k]
5l22,k (2)

5'k = S;(Q Ik + L) = [5'1,k 5'2,k] (3)

be introduced in accordance with (3.2.11), (3.2.12) and partitioned conformally with (1).
Here I k = [Il,k I l ,k] as follows from (3.2.3) for B = [Bl B2] and

5l
k

: P([k, 00), VI) X P([k, 00), V2) ~ P([k, 00), VI) X P([k, 00), V2),

5'k : P([k , 00) , VI) X P([k , 00) , V2)~ X. Notice also that 5l22,k and 5'2,k are associated to l:2'

The main result of this section is

Theorem 1 Assume that there exists v > 0 such that

5l22,k ~ v 12 V k EZ (4)

and

(5)
Then

1. The discrete-time RiL:cati equation

X2=A·aXz4-(A·aXz!32+L2)(R22+B;aXz!32)-I(L;+B;aXz4)+Q (6)

associated to l:2 has a stabilizing solution X2for which there exists J.l 2 > 0 such that

R22,k + B~X2,k+l B2,k ~ J.l2Iu
2 (7)

2. The discrete-time Riccati equation

X=A·aXA -(A·aXB+L)(R+B·aXB)-I(L·+B·aXA)+Q (8)
associated to ~ has a stabilizing solution X satisfying

X~~ ~
and for which there exists J.l > 0 such that

E22,k~J.lIu V kEZ
2 (10)

where

E ~ R B· X B . <' . . - 1 2ij - ij + i a j I - J I ,J - ,
3. If the Popov index (3.1.3) associated to l: is written JI,(k, ~ ,u

1
,u2)

2 2(u = (u 1 ' u2) E 1 ([k, 00), VI) xl ([k, 00)' V2» then

(12)
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a. There exists ~(k. ~ •uI) :Z x X x Perk , 00) •u1) ~ Perk • 00) •U2), linearly depending

upon ~ and ul and uniformly bounded with respect to k E Z, such that

in accordance with (l). Then

(13)

(14)

(15)

(16)

(17)

and

<~ ,Xk~ >x = J'J;(k. ~. u~k~), u~k~» ~ J'J;(k, ~,uI' ~(k, ~,uI»

for all u l E Perk , 00)' U1)

We have also the "feedback maxmin" solutions

u(k~) =F X<k~) u(k~) =F X<k~)
1 1 • 2 2

where F* = r~ lSJ is the adjoint of the stabilizing feedback gain

F = -(R + B* aXB)-I(L* + B* aXA) partitioned conformally with (1) and where

a X<k~) =A x<kl,) + B u(kl,) , xikl,) = ~.

Before proving the above stated Theorem notice that (13) and (16) show that we are con­
fronted with a maxmin problem, Le.

max min J'J;(k , ~ , ul ,u2) = < ~ ,Xk ~ > X
u

1
u

2
(18)

often encountered in the game-theoretic situations.
We need also

Lemma 2. Let HI and H2 be Hilbert spaces, H ~ HI X H2 and let

E = [E~I E
I2

] = E* , G= [G~I GI2
] = G*

En E22 GI2 G22

be two linear bounded self adjoint operators on H. Denote by II and 1
2

the identities in HI and

Hz respectively. Assume that

a) E22 » 0 and G22 » 0

b) There exists a linear bounded operator T: H -+ H with a bounded inverse such that
E = 1'* G T. Then
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(20)

(19)

(21)

En ~En-EI2E;Ie;.2«OiffOn~Gn-G12G;IG~2«o.

Proof. It suffices to prove the "if' part. Assume On « 0 and write

E= [~ El~~Jl;l :,] [e;~~2 E~]

G= [I G1Pj2

l12
] [on 0] [ _~ _ 0ll2]

o G22 0 I G22 G12 G22
2

Using assumption a) it follows from (20) that G has a bounded inverse. Hence using b) E
v

has also a bounded inverse and consequently Ell has a bounded inverse. Condition b)

provides explicitly
v v
En = ~1 Gn Tn + r;1 T21

o= ~1 On T12 + r;1 T22

v
I = ~2 Gn T12 + 1'*22 T22

Hence r;2 T
22

> I as follows from the last equation (21) and consequently T22 is one-to-

one. Condition b) provides also TE-1
1'* = G-1 which yields 1= T21 0;11 r;1 + T22 1'*22'

Thus T22 r;2 > I and consequently T22 is onto. Therefore T22 has a bounded inverse.

Making explicit r;t from the second equation (21) and the substituting it in the first equa­

tion (21) one obtains

v ...... v ...... vII_ v
En = In Gll Tn + III Gll T12 r:;2 (r:;2) ~2Gn Tn

-~1(-0;/+ T12 ~2)-1 Tn ~ 0 (22)

where the last equation (21) has been used. By combining the existence of a bounded

inverse for Ell with inequality (22) it follows that En « 0 and the proof ends. 0
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Proof of Theorem 1.
1. Using (4) the existence of the stabilizing solutionX2 to the discrete-time Riccati equation (6)

together with the inequality (7) follows directly by applying Theorem 3.2.8 to the triplet I 2.

2. With

(23)

(27)

Sil2/<] 1
Si22,k N; (26)

Sik ="Z Ek"k (24)

which shows that (Si;\ EZ is well defined and bounded. By applying Theorem 3.2.2 to the

whole triplet I the existence of the stabilizing solution X to the discrete-time Riccati equa­
tion (8) follows.
Using (3.2.40), (23) and (24) one can write

Xk ~ i k - :l'k :ll;;I:1'; ~ i k - [:I'I,k :I'I,kJ ~;;I E;;1(~;)-I[:t]
= Xk - 5'2/< Si~ 5'~ - (5'1,k - 5'2/< Si~ Si~2/<)51;I~(5' 1,k - 5'2/< Si~ Si~2/<)-

= X2/< + X2/< (25)

and where X2,k ~ 0 due to (5). Hence (25) implies (9). Using now 1. of Lemma 3.2.6 we

have with (12) [E p+ E P+] [Si

(R+B- a X B)P+ = 11 k IT k =(~)-ISi N:""1=(~)-1 11,k
k K p+ E p+ k k k k Si-

IT k 22" k 12,k

Remember that Nk and N;1 are described by (see (3.2.33) and (3.2.34»

ax =Ax + B
1

u
1
+ B

2
u

2

vI = -FIX + u 1
v = -F x2 2

and
ax = (A +B1F 1 + B2 F2)x + B1vI +B2v2

u1 = FIX + vI (28)
u

2
=F

2
x +v

2

Since E22 P; ~ "'2 I, "'2 > 0, as directly follows from (7) and (9) just proved and

5i22,k ~ v /2' v > 0, as has been assumed by (5), it follows with (26) that Lemma 2 can be

applied for E ~ (R + B- a X B)P;, G ~ Si
k

and T ~ N;I. Hence (5) implies that
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EP; ~EllP; -E12 P;(E22 P;)-I(Eu P;)* ~ -!JIll (29)

for an adequate!JI > O. Similar arguments as those used for deducing (3.2.36) from (3.2.35)

lead to the validity of (10) and (11).

3. a. Write (3.2.61) as [u _u(k~)] [u _U<k~)]
I I * I I

lI.(k,~,ul,u2)= <~,Xk~>X+ < _ (k~) '~kEk~k _ (k~) > (30)
u2 u2 u2 u2

where (14) and (24) have been used.

Define

~(k , ~ , ul ) ~ u~k~) - 5t;~ 5t~2,/ul - u~k,~» (31)

Then (30) can be rewritten with (23) as

lI.(k , ~ , ul' u2) = < ~ ,Xk ~ > X + < u l - u~k,~) , Slll,k(uI - u~k~» >

+ < u2 - ~(k , ~ , u l ), 5t22,k(u2- ~(k , ~ , u l»> (32)

Using (4), (13) follows and ~ is exactly the function defined by (31). Notice that

min lI.(k , ~ , u l ,u2) = < ~ ,Xk ~ > X + < u l - u~k~) , Slll,k(uI - u~k~» > (33)
"2

with min taken over all u
2

E P([k , 00) , U2). Notice also that for u l = 0 we have

lI.(k, ~ ,0, u2) = II. (k, ~ ,u2) = <~ ,X2,k ~ > + <u2 - ~k~) , 5t22,k(u2- ~k~» >
2

with ~k~) ~ -5t~5'~ ~ and II. the Popov index associated to ~2' Hence it follows from
2

(32), where ul = 0, combined with uniqueness arguments concerning the minimum, that

(;(k~) = ;- (k 1: 0) and
2 2' "',

min l:I;(k , ~ , 0 , u2) = min II. (k , ~ ,u2) = < ~ ,X2,k ~ > X (34)
"2 "2 2

3. b. Using (5), (32) and (13), (15) and (16) follow trivially. Thus Theorem 1 is completely
proved. 0
Now the equivalence between the existence of the stabilizing solution to the discrete-time
Riccati equation (8) satisfying in addition (10) and (11), and the existence of the stabilizing
solution to the Kalman-Szego-Popov-Yakubovich system in "J-form" will be pointed out.

Proposition 3. Let ~ = (A , B ; Q , L ,R) be a Popov triplet with A defining an exponentially
stable evolution. Let U = UI X U2 and let (1) be the co"esponding partitions.

Then the discrete-time Riccati equation (8) has a stabilizing solution X satisfying (10) and (11)
iff the following KaIman-Szego-Popov-Yakubovich system

R + B* a X B = v* I V
L + A * a X B = W I V (35)

Q +A*aXA -X= W lW
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where J is defined by (2.3), i.e.

and V is of the form (2.6), i.e.

Chapter 4/Disturbance Attenuation

(36)

v; [~:: :22] (37)

has a stabilizing solution (X, V, W), i.e. it is bounded, X =X, V- 1 is well defined and
bounded, and A - B V- 1 W defines an exponentially stable evolution.

Further, we have

F = _V-I W (38)

for the stabilizing feedbock F = -(R + B* a X B)-1(B* a X A + L *), and the Popov index can
be expressed as

J'i:.(k,~,u)= <~,Xk~>X+ <Vu+Wx,J(Vu+Wx» (39)
2u = (u1, u2) E I ([k, 00) , U ).

Proof. "Only if'. Write using (12)

Rk + BZXk+1Bk = [~I,k E
I
2,k]

12,k E22,k

= [JUt EI2,kE~~] [Ell,k 0] [ _~Ut 0] (40)
o I u 0 E E22,k~2,k I u

2 22,k 2

Since both (to) and (11) hold, we can write

E22,k = V;2,k V22,k (41)

-Ell,k =V;1,k Vll,k (42)

for V22,k ~ (E22,k)II2, Vll,k ~ (-Ell ,k)1I2 where v;:~ and ~~ both exist and are uniformly

bounded with respect to k E Z.
Let

V I!..J* )-1 *
21,k = (v 22,k E12,k

then (40) provides, with (41), (42) and (43), the first equation (35) and V
Let

(43)
of the form (37).

W~J(V-l)*(L*+B*aXA) (44)
and the second equation (35) holds for such W. Finally, using the discrete-time Riccati
equation (8) the validity of the last equation (35) can be immediately checked.
The "if' part is trivial. Further (38) and (39) are checked by simple manipulations. 0
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(1)

In Chapter 0 we termed (35) as the Kalman-Szego-Popov-Yakubovich system in "J form".
With Theorem 1 and Proposition 3 we obtain directly

Corollary 4. Assume that both (4) and (5) hold. Then the Kalman-Szego-Popov-Yakubovich
system in "J form" has a stabilizing solution (X, V, W) with V of the form (37). 0

Remark S. While Theorem 1 is the basic result of this section as we mentioned above,
Corollary 4 is in fact the essential tool that will be used in solving the disturbance attenua­
tion problem. 0

5. Disturbance attenuation. Proof of Theorem 2.2

The purpose of the present section is to link together the y-contracting property of the
resultant input-output operator T (see (1.5» and the game-theoretic Popov-Yakubovich-

YtU t

type result given in the previous section. For a time being we shall assume that A in (1.1)
defines an exponentially stable evolution. Later this assumption will be removed.
Consider the associated Popov triplet I introduced by (2.2). Then we have

Proposition 1. For the Popov triplet I mentioned above the following hold

1.J~(k,~,ul,u2)= -y21Iull1~+ IIY111~
where Y1is the regulated output of (1.1) caused by any quadruple

(k,~ ,u1,u2) EZ X X X Perk, 00), VI) X Perk, 00), V2).

2. Let T.. : p(Z , V.) .... p(Z , Y) be the linear bounded operators defined by a x =A x + B. U.,
IJ J I J J

Yj = Cjx + Djj uj ' i ,j = 1,2 (D22 = 0) and Tjj,k be the associated (causal) Toeplitz operator

at k that is

1':1 + + +
Tjj,k =Pk Tjj Pk = Tjj Pk (2)

where the second equality holds due to the exponentially stable assumption made on A, i.e. T..
IJ

are all causal Then

5l. = [5l.ll,k 5l.
12

,k] = [T;I,k] [T T 1- [Y\ 00]
k 5l.~2,k 5l.22,k T;2,k ll,k 12,k 0

= [-y\+T;1,kTll,k T;1,kT12,1<]
T;2,kTU ,k T;2,kTI2,k (3)

where 5l.
k

is associated to I via (4.2).

Proof. 1. Write Yl = C1x + D12 u1' compute _y2 11 u1 II ~ + II Yl II~ and then use (2.2).
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2. Since T.. =C. t. + D.., , where t. u is the unique solution in 12(Z , X ) to ax =A x + B. u.
IJ I J IJ J J J

for u. E p(Z , U.), i ,j = 1,2, the conclusion follows directly from (2.2). 0
J J

Proposition 2. Assume that the controller (1.2) stabilizes (1.1). Then the resultant input-output
operator T is given by

YtUt

T U = Tll + T12 SR T21Yt t

where SR is the input-output operator associated to
(4)

(5)

o

(7)

(6)

with xR and AR defined in (1.4) and

A [BzDc] A A
~= ~ ,~=~s ~,~=~

Proof. By direct computation.

Proposition 3. Assume that (1.2) stabilizes (1.1). Then

1. \u/ = Tll ,k + T12,k SR,k T21.)c V k E Z

2. II T II < 'I iff there exists Po such that II T ,,11 ~Po < 'I V k EZ.
YtU t YtUt ",

Here SR" and T " stand for the Toeplitz operators associated to SR and T u' respectively,
'" ~~ ~t

at any k EZ.

Proof
1. Since all the operators involved in (4) are associated to exponentially stable systems, we
can write using (2) and (4)

P; T u P; = P; Tll P; + P; T12 SR T21 P; = Tll P; + T12 P; SR P; T21 P;
Yt t

from where (7) follows.
2. The proof runs similarly to that given to prove (3.3.8). 0

Now we can state and prove the fundamental result of this section

Theorem 4. Assume that

1. A defines an exponentially stable evolution.

2. The disturbance attenuation problem has a solution, i.e. there exists a y-attenuator (1.2) for
(1.1).

3. There exists v12 > 0 such that

~2,kT12,k~v12/2 V kEZ
Then the Kalman-Szego-Popov-Yakubovich system (2.5) has a stabilizing solution (X, V, W)
with X ~ 0 and V of the form (2.6).
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(9)

Proof. By applying Proposition 1, the operator Slk associated to the Popov triplet I (given

by (2.2» can be expressed as shown in (3). Let Sk ~ SRj( T21j(' Then, according to (7)

\'l = Tilt + TUAand[~ ~][:;~ ::W: :']
= [~ ~]([;~] ITIl~ T~l- fol ~]][~: :']

[~ Uj(] [,,21 0] [-YI+~IU/TYIU/ ~IUIj(TI2)c]= t t [T T] - =
~2)c Ytu/ 12)c 0 0 ~2j(\U/ ~2)cTI2)c (8)

From (8) we deduce that Sl22)c = ~2)c T12j( ~ v12 12 V k E Z and (4.4) holds. Further by

applying 2. of Proposition 3 we get

_,,2 II + 1* /, T /, - 1* Tr)/,(~2/' TI2/,)-I~'H T /,
YtU t", Y1u1", y1u1 ..,.. '" '" ..,.. y1u1'"

~ -Y 1+ 1* U /, T U /, ~ -(Y - p~)II
Y1 I'" Y1 I'"

Hence with (8) Lemma 4.2 provides the validity of (4.5). Thus Corollary 4.4 can be applied.
To prove that X ~ 0 consider the Popov triplet I

2
defined via (2.1). Since

[
Q L2] [c;]M2 = T = D* [CI D12] ~ 0
L2 R2 12

it follows that JI (k, ~ , u
2

) ~ 0 and consequently X
2
~ 0 by (4.34). Using (4.9) the con-

2

elusion follows and the proof ends. 0

Based on Theorem 4 we are now ready to prove Theorem 2.2. This will consist in fact in
removing the exponentially stable assumption made on A, assumption that allowed us to
develop the operator based approach of the disturbance attenuation problem exposed
above.
To this end we shall invoke first an outstanding result given by

Proposition 5. Both (1.1) and (1.2) provide the same resultant system as

Ox = (Ax + B2F.l)x + BI ul + B2u2
YI = (CI + D12 F2)x + Dll ul + D12 u2

y~ - [~2]X + r~},
to whom is connected the controller



164 Chapter 4/Disturbance Attenuation

(to)
aXe =Aexe + [Be

u2 =C X + [De_ e e

for arbitrary F2 = (F2.)c)k EZ' F2,k: X -+ V2·

Proof. By direct computa!!on. 0

Now, using the notion of F-equivalent of a given Popov triplet (see Definition 3.1.7) we shall
proceed to the
Proof of Theorem 2.2
Consider again the Popov triplets ~2 and ~ associated to (1.1) via (2.1) and (2.2), respective-

ly. Since Al and A3 are true...the conclusion of Theorem 2.1 holds and consequently the
stabilizing solution (X2 ' V2 ' W2) to the Kalman-Szego-Popov-Yakubovich system (2.4) as-

sociated to ~2' wit~X2 ~ 0, exists. Hence F2 ~ - if; I W2 is a stabilizing fe.:dback gain, i.e.

it makes A + B2F2 to define an exponentially stable evolution. Let F be defined as

i" =[0 f;l (~: X -+ VI X V2) ~d let f 2 and fbe the F;-equ~valentand i.equivalent of

~2 and ~, respectively. Note that F2 in (9), (10) coincides with F
2

defined above. Then the

following conclusions hold as directly can be checked:
a) TheA-operator sequence of (9) defines an exponentially stable evolution.
b) f 2 and f play for (9) the same role as ~2 and ~ play for (1.1). More exactly f 2 and fare

obtained via (2.1) and (2.2) but with data taken from (9).
c) Since (1.2) is a y-attenuator for (1.1) it follows directly from Proposition 5 that (to) is a
y-attenuator for (9).
Thus assumptions 1. and 2. of Theorem 4 hold with respect to system (9) as follows from
conclusions a) and c). We shall show now that assumption 3. of Theorem 4 also holds for
system (9). To this end apply 2. of Proposition 3.1.8 to the Popov triplet f

2
and obtain that

the associated discrete-time Riccati equation has the same stabilizing solution X2 as the

d~cret~-time Riccati equation associated to ~2 has, but with null stabilizing feedback gain

(F2 - F2 = 0, see 2. of Proposition 3.1.8). Hence the operator Nk (see (3.2.33)) associated to

f 2 equals /2 and the identity given at 1. of Lemma 3.2.6 becomes

R2 + B; a X2B2 = D~2 D12 + B; a X2B2 = §!'22.)c (11)

where (4.2) becomes now §ik as beeing associated to f. Following 2. of Proposition 1

applied to (9) one obtains

§i22.)c = ~2,k T12,k (12)

Since D~2 D12 ~ v /2 (see AI) and X2 ~ 0 it follows from (11) combined with (12) that

assumption 3. in Theorem 4 holds for system (9). Therefore by applying Theorem 4 to the
cou.ele (9), (to) it follows that the Kalman-Szego-Popov-Yakubovich system (2.5) associated
to I has a stabilizing solution. Using now again 2. of Proposition 3.1.8 the conclusion still
holds for the original Kalman-Szego-Popov-Yakubovich system (2.5) and the proof ends. 0
Remark 5. It becomes clear now that the proof of Theorem 2.2 is essentially based on
Theorem 4 and the role of assumptions Al and A3 is in fact that to imply the validity of
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condition 3. in Theorem 4. To be more specific, condition 1. in Theorem 4 can be always
admitted, because of the stabilizability of the pair (A , B2) which follows directly from the

existence of the solution to the disturbj!nce attenuation probhlm (see Theorem 3.4.4).
Hence there is always a feedback gain F2 that makes A + B2F2 define an exponentially

stable evolution. The major difficulty which arises now consists in finding adequate require­
ments for the original data of (1.1) such IDat condition 3. in Theorem 4 holds after perform­
ing the prestabilizing feedback of gain F2. In the time-invariant finite dimensional case the

standard requirement is

[

"8 ]e'I-A -B
rank 2 = n + m

2
'V 0 E [0, 2Jr]

C1 D
12

How such a condition can be translated from frequency domain into time domain, for
time-variant systems, is still an open problem. Thus the origin of assumptions Al and A3
now becomes more transparent. 0

6. A modified system. Proof of Theorem 2.3

In this section our attention will be focused on system (2.14). Assume that the Kalman­
Szego-Popov-Yakubovich system (2.5) has a stabilizing solution (X, V, W) with X ~ 0, Vof
form (2.6) and W partitioned in accordance with V (see 2.17)). Then the cited system can be
written more explicitly as follows

,to 2" " ,tov n Vn = y 1- Dn Dn - B1a X B1 + v21 V21 (11)

V;1 V22 = D~1 D12 + B~ aXB2

C~ C1 +A" aXA -X= -W; WI + W; W2 (1
6
)

with ~t, v:;} well defined and bounded, X ~ 0 and A + B F = A + B1F1 + B2F2 defining

an exponentially stable evolut~on for [F
1

] [ -~/Wl ]
F= -V" W= F2 = ~21V21~IIWI-V;IW2 (2)

Notice that according to Theorem 2.2 the above considerations are really true if Al and A3
both hold and (1.2) is a y-attenuator for (1.1).
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Consider now the modified system (2.14), obtained from (1.1), and written explicitly with
(2.15) as

t-
ax = (A + Bt Ft)x + y Bt V;-t u t + B2 u2

- t-
Yt = -V22 F2 x +yV2t V;-t u t + V22 u2 (3)

t-
Y2 = (C2 + D2t Ft)x + y D2t~ ut

The next two propositions are crucial for proving Theorem 2.3 and they emphasize also the
origin and the importance of system (3).

Proposition 1. Assume that Al and A3 hold and that (1.2) is a y-attenuator for (1.1). If (1.2)
stabilizes the modified system (3) then it is also a y-attenuator for this system.

Proof. Consider (1.2) coupled to (1.1). Then T is well defined and it is a y-contraction
y1u1

from p(Z ,Ut) into p(Z ,Yt). Thus we can write for any u t E p(Z ,Ut) and Yt =T u u tY1 1

that

=<x,Qx> + <x,Lu> + <u,L·x> + <u,Ru> = <Vu + Wx,J(Vu + Wx»

with

(4)

(5)

- t:.
Yt = V2t u t + V22 u2 + W2x (6)

and where (2.2) and the Kalman-Szego-Popov-Yakubovich system (2.5) have been used

together with the identity < a x , a X a x> - <x, X x> = 0 for x E p(Z , X ).
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Let T- : p(Z , V t ) .... p(Z , V2) be defined via (6) as a new output of the same closed loop
ylu l

system (1.1), (1.2).
From (5) and (6) one obtains with (2)

(7)

- t-
Yt = -V22F2x+yV2t~ ut + V22 u2 (8)

Perform now on the system (1.1) alone the extra state feedback (7) and obtain together with
(8) the system (3) to which is now recoupled the controller (1.2). Since (1.2) stabilizes (3),
as it has been assumed, it follows that (3) and (1.2) define a linear bounded input-output

operator T- u :p(Z , V t ) .... p(Z ,Yt ). For this system (7) defines also a linear bounded
YI I

operator T - : p(Z ,Vt ) .... p(Z ,Vt ). Thus ut andYt defined via (5) and (6) are now exact­
ulu l

Iy the input and the corresponding output, respectively, of the resultant system obtained by
coupling (1.2) to (3). Hence using (4) and the above considerations we can write

22 22-2 -2
-y II U t 11 2 + II T U U t 11 2 = -y II U t 11 2 + II T- u U t 11 2 (9)

~I ~I

and
T- _ = T- 0 T

ylul ylu l ulu l (11)

If II T
ulul

II = 0, (11) shows that II T
YPI

II = 0 < y and the conclusion follows. If

Po @ II T U II and PI @ II Tu u II ~ 0, (9) combined with (11) yields
YI I I I

2-2 -2222-2
-y Il ul ll 2 + II T- u Ul1l2~ -(y -PO)Pl lIu1 11 2YI I (12)

Since Po < y and Pt ~ 0, (12) shows that II T- - II < y and the proof ends.
~I 0

Remark 2. As it has been shown the modified system (3) is obtained from (1.1) by perform­
ing the substitution (7), (8). The key of such substitution is equality (4) that led finally to
equality (9). 0

Proposition 3. Assume that Al and A3 hold and that (1.2) is a y-attenuator for (1.1). Then
(1.2) stabilizes (3).

Proof. Assume first that, instead of Al and A3, conditions 1. and 3. of Theorem 5.4 hold.
Hence if (1.2) is a y-attenuator for (1.1) all three conditions of Theorem 5.4 hold. This fact
allows us to use all the results given in section 5 as well as those given in section 4 and
related to the game-theoretic situation, especially to the point 3. of Theorem 4.1.
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As we already pointed out in the proof of Proposition 1, or which can be seen simply by
direct inspection, the resultant system obtained by coupling (1.2) to (3) can be also obtained
by performing to the closed loop configuration (1.1), (1.2), Le.

aXR =ARxR +BRui
YI = CRxR + DR ul (13)

where AR defines an exponentially stable evolution, the extra state feedback law

(14)

FR = [FlO] (15)
Hence the question of the exponentially stability of the new resulting system consists in fact
in checking if the state feedback law

(16)

(17)

(19)

(18)

(20)

i ~ i ~ k
S S

UI = FRxR
preserves the exponentially stability of the system (13) or, equivalently, if

- t:.
AR=AR+BRFR

still defines an exponentially stable evolution.
We shall prove it by contradiction. To this end, remark first (see the final part of the proof
of Theorem 1.7.1) that ax = A x defines an exponentially stable evolution iff
00

L II ~~ II i ~ Po II ~ II i for all initial pairs (k , ~) E Z x X (.sA the evolution operator of
i=k _
A). Hence ifAR does not define an exponentially stable evolution, it follows that for every

s E Z there exists a triplet

(~ ,i ,k) E XR X Z X Z with II ~ II X = 1, k > i such that
S S R S S

k
s - 2

S < L II s.. ~ Il xi=i l,ls R_ s _

Here XR =X X Xc and S is the evolution operator associated to AR'

Define the finite horizon evolutions
t:. -

~;=Si; ~
s

u~; ~ FR;~; is ~ i ~ ks - 1

~I,~CD·.l.R·+DR,usi' i ~i~k-l
,I ..p,l,l ,1,1 S S

Since the free motion a xR = ARxR is obtained by applying (16) to (13) it follows that (13)

is fulfilled for the variable defined by (19), that is

~;+I =AR;~; + BR;u~;

I; = CR;~; + DR;u~;
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with i :5 i :5 k - 1. Remember that in (20) I.R . and US1 . are linked by the second equation
S S ,J ,J

(19). From (20) we can write for is :5 i :5 ks

(22)

(21)

i-I

~.=S.. ~+LS"+IBR'U~'
,J l,Js j=i IJ J J

s

where by S we denoted the evolution operator associated to AR' Since AR defines an ex-

ponentially stable evolution, Le. II Sjj II :5 P qi-j V i <? j, and adequate p <? 1 and

o< q < 1, simple manipulations performed on (21) lead to
k k-I
s s

S < L II ~ .IIi :5 CI + C2 L II U~ .llt
i=i ,J R i=i,J 1

s s

(25)

(23)

(24)

(28)

where (18) has been used. Here clearly c2 > 0 and consequently (22) implies

k -1
s

lim L II U~ .lIt = 00

S"'''' i=i ,J 1
s

For each (k, ~R' U1) EZ x XR x P([k, (0), VI) associate the quadratic cost

A 2 2 2
J(k'~R'UI) = -y II uI II 2 + IIYI II 2

where Y1 E P([k, (0), Yl) is the output of (13) caused by (k, ~R' uI ).

Since A defines an exponentially stable evolution and (1.2) is a y-attenuator for (1.1), it
follows, by applying Proposition 5.3, that

A 2 2 2
J(k,O,u I ):5 -(y -po)11 uI I1 2

where y > Po ~ II T u \I and all (k, uI ) EZ x P([k, (0), VI)'
Y1 I

Hence following Remark 3.2.9, (25) shows that for each (k, ~R) EZ x XR there exists a
A 2

unique uI(k, ~R):Z x XR ~ 1 ([k, (0), VI) such that

J(k, ~R' uI ) :5 J(k, ~R' ;'(k, ~R» (26)

for all u1 E P([k , (0) , VI)' Here the "positivity condition" (3.2.54) has been converted into

a "negativity condition" and consequently the "min" condition of the linear quadratic prob­
lem becomes a "max" one.
Remark now that according to 1. of Proposition 5.1 we have according to (24)

J(k, ~R' uI ) = Jr,(k, ~ ,u1 ,u2) (27)

where ~R = (~ ,~c> E X x Xc and u2 equals the output of the y-attenuator (1.2) (initialized

at k with ~ ).c
As we mentioned at the beginning of the present proof, Theorem 4.1 with the corresponding
technical machinery works in this case. Therefore by using 3.a. of Theorem 4.1 (see (4.13»
we get
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(36)

for any fIXed u
1

and arbitrary u
2
• Combining (26), (27) and (28) one obtains

A A A

Jr.(k, ~ ,u1 ,u2(k, ~ , u 1»S J(k, ~R' u 1(k, ~R» (29)

for all u1E P([k, (0), VI)' Using now 3.b. of Theorem 4.1 (see (4.16), (4.18» it follows

from (29) that

(30)
Let us estimate

for

I

Usl' , i sis k IiZ ~ "s s-

1'; - ~,;(k '~,k.) , ks s i (32)

A simple evaluation ofJr.(k, ~ , u l ' u2) (see (4.39» combined with (27), provides

i(is'~ ,u~) - f(ks '~,k ,u~) = <t ,Xi t>x - <~ ,Xk ~ >x
s s s s s

Notice that u~ in (33) is the output of the y-attenuator and ~ =(t ,~),
~,k =(~ '-<:,k) E X x Xc = XR· As we showed before (see (15) and the second equation

• • •
(19» we have u~,i = FR,i~,i = FI,if; = -~I~ WI,if; for is sis ks_l' where (2) has been
used. Hence

Vl1';u~,; + W1,;f; = 0 is sis ks - 1 (34)

Notice also that (32) combined with (30) implies

f(ks '~,k , u~) = f(ks '~,k , ~(k '~,k» ~ <~ ,Xk ~ >x (35)
s s s s s s

Using (34) and (35) in (33), it results, because of X. ~ 0, that
I•

A E-S -s
J(is'SR ,UI) ~ 0

which is the desired estimation of (31).
Let us now consider the evolution

-s -s -s - E-S
aXR=ARxR+BRuI ' XR,;. =sR

-s -s -s
Yl = CRxR +DRuI

of (13) caused by (is '~ , ut>.
Write yt =yt,a +yt,b where yt,a is the free output of (13), Le. that corresponding to

u l = 0 andxR . =~, andyt,b is thefarced output of (13) for xR · = 0 and u l = ut .Since". ".
AR defines an exponentially stable evolution and II ~ II X = 1, clearly

R
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for an adequate constant c3•

Using now (24) and 2. of Proposition 5.3, we get
"'. f!S -s 2 -s 112 II-s 112 .211-s 11 2 II-s -s 11 2J(ls'SR,u1)=-Yllu l 2+ Y1 2=-r U1 2+ Y1,a+Y1,b 2

2 -s 2 I-s 112 -s -s II-s 11 2= -Y II U1 11 2+ I Yl,a 2+2<Yl,a 'Yl,b> + Y1,b 2

171

(37)

2 2 -s 2( C;+2POC3IlutI12]
=-(y -po)lI u l I1 2 1 - (y2-p~)lIutll~ (38)

where Po ~ II T II < Yand T is the (causal) Toeplitz operator associated to T at s.
y" y" ,of Y"L

Looking now at t32) and (23), it follows that II ut 11 2 '" 00 as s ... 00. Hence for s sufliClently

large

and (38) provides
"'. f!S -s 1 2 2 II-s 112J(ls'SR'U1) S -'2(y -po) U1 2 < 0 _ (39)

Since (39) contradicts (35), the initial assertion was wrong, and consequently AR defines an

exponentially stable evolution.
Now assumptions 1. and 3. of Theorem 5.4 will be substituted by Ai and A3, and we shall
follow exactly the same scheme as that used in the proof of Theorem 2.2, given in the
previous section. Use instead of the couple (1.1), (1.2) the couple (5.9), (5.10) where

F2 = ~1 W2 is the stabilizing feedback gain whose existence is guaranteed by Ai and A3 via

Theorem 2.1. As has been shown in the proof of Theorem 2.2, assumptions 1. and 3. of
Theorem 5.4 hold for (5.9) and consequently (5.10) is a y-attenuator for (5.9). Hence, by
using the result obtained in the first part of the present proof, it follows that (5.10) stabilizes
the modified version of (3)

- 1-
aX=(A+BIFl+B2F2)x+yBl~u1+B2u2

- - 1-
Y1 =(-Vn F2 + Vn F2)x + y V21 ~l U1 + Vn U2

[
c +D F] [YD y::":l]Y2e = 2 /1 1 x + 2~ 11 U1 (40)
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obtained from (3) exactly as (5.9) has been obtained from (1.1). Hence by applying Proposi­
tion 5.5 to the couple (40), (5.10) it follows that (1.2) stabilizes (3) and the proof ends. 0

By combining Propositions 1 and 3 one obtains

Proposition 4. Assume that Al and A3 hold and that (1.2) is a y-attenuator for (1.1). Then
(1.2) is also a y-attenuator for (3). 0

Now we are ready for the

Proof of Theorem 2.3

To this end we shall show that assumptions A2 and A4 both hold for (3) and then we shall
apply Theorem 2.2' combined with Proposition 4 just proved above.
Assumptions A2 and A4, adapted for (3), become
A20 . DOZl is uniformly epic.

A40 · (A o - B01 D~Zl Coz ' B01 TIOZ1) is stabilizable.

For the sake of a compact form in writing this assumption, the notations (2.15) have been
used.

For A20 we have DOZ1 D~Zl = yZ DZ1 ~1(~/). D;l' Hence for any 1/ E Yzwe have for all

kEZ
v .... 1 1;-1). • • 1;-1 1;-1 •

< 1/ , DZ1,k ~ 1I,k( ~ 1I,k DZ1,k 1/ > y = < DZ1,k 1/ , ~ 1I,k(~ 1I,k) DZ1,k 1/ > y
2 2

~,u<D;l,k1/,D;l,k1/>y =,u<1/,DZ1,kD;1,k1/>y ~,uv 111/ II~
2 2 2

with,u ,v > 0 and the conclusion follows.
For A40 , using (2.15) we try to equate F0 from

A o - B01 D~nl Cg"z + B01 TIOZ1 Fo =A .... B1Di1 Cz + B1TIZ1 F1 (41)
where, in accordance with A4, F1 makes the right-hand side of (41) to define an exponential­

ly stable evolution.
We have from (41)

A + B1F1 - YB1~/ D~)2l COZ + YBI ~11 TIOZ1 F0 = A .... B1Di1 Cz + B1TIZ1 F1
Therefore we have to equate now

~1 TIOZ1( y F0) = -F1+ Y~1 D~)2l COZ - Di1 Cz + TIZ1 F1
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(1)

t An021(Y F0) = n021 V11 F1 - n021 V11 D21 C2 + V11 n21 F1

Premultiplying both sides of the above equality by nOZ1 and taking into account that n021
is a projection one obtains

t AnOZ1(Y F0) = n021 V11( -FI - DZ1 Cz + nZ1 F1)

Hence we may choose
-1 t A

F0 = Y V11( -F1 - D21 C2 + nZ1 F1) (42)

and (41) will be fulfilled for F0 defined by (42). With this result Theorem 2.3 is completely

proved. 0
In the next sections we shall be involved in proving the converse result of Proposition 4.

7. Another modified system

As in the previous section we shall assume that the Kalman-Szego-Popov-Yakubovich sys­
tem (2.5) has a stabilizing solution (X, V, W) with X 2: 0 and Vof form (2.6). Consequently
(6.11) to (6.1

6
) with (6.2) can be written and the change of variables (6.5), (6.6) makes sense.

As we have already seen, by using (6.5), (6.6) in the form (6.7), (6.8), the original system
(1.1), which expresses the transition (u1 ,uz) ... (Yl ,yz), has been converted into another

system (see (6.3)) which expresses the transition (u1 ,uz) cY1 'Y2)' Now using again (6.7)

and (6.8), a new system, describing the transition (u 1 ,J1) (Yl ,u1) may be obtained. Such

a system is

1 1 l-
ax = (A - B2 V; Wz)x + (B1 - BzV; VZ1 )u1 + B2 ~2 Y1

1 1 1-
Y1 =(C1 - D12 V; W2)x + (D11 - D1Z V; V21 )U1 + Dl2 V; Y1

- -1 W -1 V
U1 = Y 1x + Y 11 u1

and it has been obtained from (1.1) via

u
1

= y-1V11 u
1
+y-l WI x (2)

1 1- 1
Uz= -V; V21 U1 + V; Y1 - V; W22 x (3)

which are equivalent to (6.5), (6.6).
Concerning the system (1) we have to remark that by rewriting equality (6.4) as

- Z Z 2 - ZII y u1 11 z+ I\Y1 I1 z= II yu l 11 2 + IIy1 11 z (4)
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we should expect that (1) must be an inner system. Such a property will now be the subject
of our attention. First of all we shall start by emphasizing the meaning of the couple of
systems (6.3) and (1). In this respect we have

Proposition 1. The resultant system obtained by connecting the system (6.3) to the system (1) is
Liapunov similar to the system (1.1) modulo an exponentially stable uncontrollable part.

Proof. Denote by t = (x'\ EZ the state-space evolution of (6.3). By connecting (6.3) to (1)

one obtains

a Xl; = Al;xl; + Bl; u

y = Cl;xl; + Dl; u (5)

where

o

(7)

(6)

(8)

and

-Bf]
A+B,;,

= [C
1
+D

r
!'2 -D

r
!'2 ] = [D

ll
D

12
]

Cl; , Dl;
-D21F1 C2+D21F1 D21 0

with F1 and F2 given explicitly in (6.2). If now the Liapunov transformation

- [I 0]Xl; = _I 1 Xl; = TXl;

is considered, (6) receives the stat[~spa~eB?-:jivalentform [B
1

.4l; =a TAl; 11 = , Bl; =aTBl; =
o A+BF 0

[

C1 -DIEt]- t -
Cl; = Cl; 1 = , Dl; = Dl;

C2 C2+D2l
Simple inspection of (7) leads to the conclusion.

According to (4) introduce now the normalized version of (1) as

ax =A/x + B/v

w = C/x + D/v
where
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(12)

(11)

Cl~ [CI-D~lW2] =[d~]
Then we have
Proposition 2

1. The system (8) defined via (9), (10) is inner.

2. If T[: p(Z ,VI X V2) ... p(Z 'Yl X VI) is the input-output operator defined by (8) and

partitioned in cu:cordance with (9) i.e.

T = [T/11
[ T/21

then 1J2~ is an internal exponentially stable node.

Proof
1. By using (6.11)+(6.16) one can easily check (the computation is omitted) that

A;aXA[-X+C;C[=O

A; a X B[ + C; D[ = 0

D; D[ + B; a X B; = I

where X ~ 0 and A[, B[, C/' D[ have been introduced via (10).

Let K[ = [0 -B1v;-/ + B2V;} V21 v;-/ WI]' Then A[ + K[ C[ =A + B F with F defined

by (6.2). Hence A[ + K[ C[ defines an exponentially stable evolution and consequently the

pair (C/,A[) is detectable. This fact combined with the first equation (12), in which X ~ 0,

leads to the conclusion (see Theorem 1.7.1) that A[ defines an exponentially stable evolu­

tion. Using now the whole system (12) Proposition 3.3.6 shows that (8) defines an inner
node.
2. By inspecting (to) it follows that the node T/21 is defined by

a x = (A - B2V;1 W2)x + Y-1(B1 - B2V:;21V21 )(y u1)

YU1 = W
1
x + y-1V

ll
(yu

1
) (13)

Since v;-/ is well defined and bounded, system (13) can be inverted providing
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t -
y ut = y ~t (y ut) - y Wt x (14)

As A + B F defines an exponentially stable evolution the conclusion follows. 0

Corollary 3. Equality (4) really holds for system (8). 0

The next proposition is the key result in achieving the aim of this section. It combines
Proposition 2 with the "Small Gain Theorem" (see Theorem 3.4.7).

Proposition 4. Consider for the system (1) the controller

ax =A x +B utc c c c
(15)

(19)

Assume that

a) Ac defines an exponentially stable evolution.

b) II Tc II < y where Tc is the linear bounded input-output operator defined by (15).

Then (15) is a y-attenuator for (1).

Proof. First we shall normalize (15) in order to connect it to (8), that is

a x = A x +B(yut )c c c c
(16)

Yt = Ccxc + Dc (yut )

where B = y-t Band jj = y-t D . Let T be the input-output operator defined by (16).
c c c c c

AsYt = Tc ut = y-t Tc(Y ut) = ~(y ut) it f~lIows that ~ = y-t Tc' Hence

II Tc II < 1 (17)

Using now Corollary 3, (4) providesforut =othat Ilyutll;+ IIYt ll ;= IIYtll;,Le.

II y ut l1 2 s II Yt l1 2 or

II T"ul.Y
1

II S 1 (18)

Using (17) and (18) the conclusion of the "Small Gain Theorem" holds (see Remark 3.4.8)
and consequently (16) stabilizes (8) or equivalently (15) stabilizes (1).
Now we shall prove that (15) is a y-attenuator for (1). Using (11) we can write

Yt = T/11( y u1) + TnYt

y ut = T/21( Yu t ) + T22Y1
We have also

(20)
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(21)

Notice that if u l E p(Z , UI)' the closed loop exponential stability proved above assures that

(Y1 'Y1' u1) E p(Z 'Y1) X IZ(Z ,Uz) x p(Z , U1). By substituting (20) in (19) it results

(I - T122 ~)(y uI) = Tl21(y uI )

Using now 2. of Proposition 2, (21) yields

(22)

where G @r;;~ (I - T122~) is well defined and bounded. Since T/2Z == TyU1.Y
1
' (17) and

(18) show that G has a bounded inverse. Hence II G II ~ 0 and (22) provides

- Ilyulliz
II y u1 11 z~ II G II (23)

Combining now (4) with (17) and (23) one obtains

z z -z -z Z -z -z -z
IIY111z = II yulli z+ IIY111z - II y u111 z $ II yulli z+ II Tc II II y u1 11 z - II yu111 z

where
- z

Z l!. 1 - II Tc II
p=l- <1

II G liZ (25)
Hence II T II $ p y < y as follows from (24) and (25) and the proof ends.

~l 0
Now we can state and prove the main result of this section

Proposition S. Assume that the Kalman-Szego-Popov-Yakubovich system (2.5) has a stabiliz­
ing solution as mentioned in Theorem 2.2 and consequently the modified system (6.3) is well
defined. If (1.2) is a y-attenuator for (6.3) then it is also a y-attenuator for the original system
(1.1).

Proof. If (1.2) is a y-attenuator for (6.3) the corresponding resultant closed-loop system has
exactly the properties of system (15) in Proposition 4. Hence, by connecting now such a
resultant system to (1), Proposition 4 implies that the new resulting system is an internal
exponentially stable y-contracting node. Following Proposition 1 the above two succesive
connections provide the same effect as that provided by the direct connection of (1.2) to
(1.1). 0
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(1)

(2)

(3)

In this section a solution to the disturbance attenuation problem will be effectively con­
structed. The main result can be stated as follows

Theorem 1. Assume that both Kalman-Szego-Popov-Yakubovich systems (2.5) and (2.20) have
stabilizing solutions (X, V, W), (YO' V0 ' w0)' respectively, with X ~ 0, YO ~ 0 and V and

V0 ofform (2.6) and (2.21), respectively. Then there exists a y-attenuator (1.2) for the system

(1.1), i.e. the disturbance attenuation problem has a solution.

o
In this section we shall assume without loss of generality that y = 1, since this is achieved bl
the scalings y-l'2 BI' y-l'2 CI' yl'2 B

2
, yl'2 C

2
and by multiplying the controller output by y- .

Indeed, if we write formally for (1.1) Yl = Tn u1+ T12 u2' Y2 = T21 u1+ T22 u2' where 1ij
are the transitions maps from uj to yj' i ,j = 1,2, and for (1.2) u2 = TcY2 one can express the
resultant input-output transition map T u as a linear fractional transformation of T with

Yt t C

coefficients 1ij that is

T = Tn + T12 T (1- T22 T )-IT21YtUt C C

Hence as II y-l T II < 1 we have
YtUt

y-IT =(y-l'2T y-l'2)+(y-l'2T yl'2)(y-IT )[I-(yl'2T yl'2)(y-IT )]-I(yl'2T y-l'2)
YtU

t
n 12 C 22 C 11

and the conclusion follows automatically.
The solution to the disturbance attenuation problem will be expressed in the parameterized
form

a Xg = AgXg + Bg1 Y2 + Bg2Y3
u2 =Cg1 Xg + Dg11 Y2 + Dg12Y3

u3 =Cg2 Xg + Dg21 Y2

to which is connected the arbitrary exponentially stable system
ax =A x +B u3q q q q

Y3 = CqXq + Dq u3
with the associated input-output operator of strictly subunitary norm, i.e.
T = T : z2(Z , Y2) ~ z2(Z , U2), II T II < 1.y

3
u

3
q q

In order to ~ive an effective procedure for solving the disturbance attenuation problem we
shall succeslVely reduce it to simpler situations for which the solution can be easily con­
structed. Such reductions are performed by using the Kalman-Szego-Popov-Yakubovich
systems mentioned in the statement of Theorem 1.
Before starting our construction we need a preliminary result stated in
Lemma 2. Consider the system (1.1)

x= A x +B1 u1 + B2 u2

Y1=C1x + D11 u1+ D12 u2
Y2 = C2x + D21 u1
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(5)

(6)

Consider the following exponentially stable uncontrollable and unobservable system

xl = Al xl + A 3 x2 + BllY2 + B12Ye
x2 = A2x2
u

2
= C12x2 +Ye (4)

ue = Cn x2 +Y2
(AI' A2define exponentially stable evolutions) placed betweeen system (1.1) and the controller

(1.2)

x=Ax+Bue e e e e

Y =Cx +Due e e e e
If (1.2) is a y-attenuator for (1.1) then the tandem (4), (5) is also a y-attenuator with identical
input-output behaviour. In other words, any exponentially stable uncontrollable-unobservable
extension ofthe controller preserves its effects.

Proof. The resultant system (3), (4), (5) is

xG =AGxG + BGut
Yt = CGxG + DGut

where xG = (x, xc' xl' x2) and

A+BPeC2 B2Ce 0

BeC2 Ae 0
A =

G (Bll+BtPe)C2 BtFe At
o 0 0

B2(CI2+DeCn)

BeCn
A3+BIPe

A 2

Bt+BPP2t
BeD21

Bll +BtPe
o

CG = [CI+DIPeC2 Dt2Ce 0 D12(C12+DeC22)] ' DG = Dll +DIPP2t

By direct checking of AG' BG' CG' DG' one can conclude that A G defines an exponentially

stable evolution since A R (see (1.4», Al and A 2 define exponentially stable evolutions and

(6) gives rise to the same input-output operator as (1.3). 0

Remark 3. In the case of the couple (1), (2) any exponentially stable uncontrollable-unob­
servable extension of (1) can be automatically transferred to (2) and consequently only the
parameter of the compensator family (1) is modified. 0
Now we are ready to start our construction of the y-attenuator. As we already mentioned
this will be achieved by reducing the problem to simpler cases.
The simplest case in order is that of

A. The Disturbance Estimation Problem

In this case (1.1) satisfies the following

DEI. D~2t is well defined and bounded.

DE2. D:;} is well defined and bounded.

DE3. A- Bt D:;} C2 defines an exponentially stable evolution.
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DE4. A - B2D~21 C1 defines an exponentially stable evolution.

In this case Yl =V2 and Y2 =Vr We have

Theorem 4. If DEI + DE4 all hold, the class of all solutions to the disturbance estimation
problem is given by

-1 -1 -1-1Ag =A - B1D21 C2 - B2D12 C1 + B2D12 Dn D21 C2

(
-1 -1 -1Bg1 = B1 - B2D12 Dn)D21 ,Bg2 =B2D12

Cg1 = -D~l(Cl - Dn D-;:/ C2) , Cg2 = -D-;'/ C2 (7)

Dgn = -D~21Dn D~/ ' Dg12 = D~21 , Dg21 =D~/
for an arbitrary exponentially stable system (2) with the associated input-output operator T

q
such that II Tq II < 1.

Proof. We shall show first that the couple (1), (2) with data given by (7) is a solution to the
disturbance estimation problem. Indeed by coupling [1) to (1.1) one obtains with (7)

axI=AIxI+BI U
1
]

Y3

(8) becomes

(8)

(9)
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(10)

(12)

where xl: = Sxl: and

- -1 [A-B.p~21Cl -B.p~21(CI-DllD:;./C2)]
A =aSA S =

l: l: 0 A-B D-1C
1 21 2

_ [BI-B.p~21Dll B.p~I]
B =aSB =

l: l: 0 0

- -1 [0 -(C1-DllD:;'/C2)]
C =C S =

l: l: 0 -D-1C
21 2

According to DE3 and DFA ~1; d.-:fin:s an exponentially stable evolution. Moreover due to

the structure of the triplet (A1; ,B1; , Cl:) one can remark that (10) becomes

[~:] = DI~;] = [~ ;] ~;] = [~:] (11)
By couplingY3 = Tq u3 to (11) it results thatYl = Tq u1 together with closed loop stability, as

can be checked simply. Since II T II < 1 the conclusion follows.q

Conversely. Assume now that (1.2) is a y-attenuator for (1.1) which satisfies DEl+DFA.
Therefore the resultant system

aXR=ARxR+BRUl

Yl = CRxR + DR u1

is exponentially stable and II T u II < 1. Hence (12) may play the role of (2). Connect (12)
Yt t

to (1), that is

Y3 = Y1 ' u1 = u3 (13)

where the feedback compatibility is achieved because of V
2
=Y1 and VI =Y2. Notice now

that the connection of (12) to (1) can be achieved in two stages. The first is that of connect­
ing (1.1) to (1) and the second consists in coupling the controller (1.2) to the last resultant
system. By coupling (1.1) to (1) one obtains



182 Chapter 4/Disturbance Attenuation

where

'" _ '" -1 _ [A-B1D:;'/C2 -BP;/C2 ] "" _ '" _ [BP:;'/ B
02

]Al;-aSAl;S - -1 ,Bl;-aSBl;-
o A-BP12 C1 0

"" '" -1 [0 -D;21C1]C =C S =
l; l; O-C

2

Thus (15) is placed between (1.1) and the controller (1.2) exactly as in Lemma 2. Following
the cited Lemma and Remark 3 it follows that the y-attenuator (1.2) coincides with (1) to
which is coupled (12). Notice also that such coincidence is modulo an exponentially stable
uncontrollable-unobselVable part which is automatically transferred to (2) as mentioned in
Remark 3. 0

A little more complicated situation is represented by

B. The Disturbance Feedforward Problem

In this case the assumptions made on (1.1) are

OF!. D:;./ is well defined and bounded.

OF2. A- B
1
D;/ C2 defines an exponentially stable evolution.

OF3. The Kalman-Szego-Popov-Yakubovich system (2.5) has a stabilizing solution with the
properties mentioned in Theorem 2.2.
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(17)

We have

Theorem 5. If DFI + DFJ all hold the class of all solutions to the disturbance feedforward
problem is given by (I), (2) where (I) is made explicit by

Ag =A - B1D~/ C2 + B2F2 + B2V;1 V21 D~/ C2 + B2V;1 V21 F1
-1 v:1 V D-1

Bg1 = B1D21 - B2 22 21 21

Bg2 =B2V;1

Cg1 = F2 + V;1 V21 D~/ C2 + V;1 V21 F1
Cg2 = -V11 D:;} C

2
- V11 F1 (16)

v:1 -1 v:1 V-IDg11 = - 22 V21 D21 ,Dg12 = 22 ' Dg21 = 11 D21
Proof. Consider the modified system (6.3) (y = 1)

- 1-
Y1 = -V22 F2x + V21~ U1+ V22 U2

1-
Y2 = (C2 + D21 F1)x + D21~ u1

For this system assumptions DEI +DE4 all hold.
Indeed

DEI'. V;1 is well defined and bounded.

DE2'. (D21 ~/)-1 is well defined and bounded according to DFI.

DE3'.

A + B1F1 - B1 ~1(D21 ~/)-1(C2 + D21 F1) =A + B1F1 - B1D~11(C2 + D21 F1)

=A -B1D~/C2
which defines an exponentially stable evolution according to DF2.

DE4'. A + B1F1 - B2V;1( - V22 F2) = A + B1F1 + B2F2 = A + B F defines an exponen­

tially stable evolution according to DF3.
Hence formulae (7) can be applied for actual data of (17) and (16) follows. Therefore (1),
(2) with (16) is, in accordance with Theorem 4, the class of all solutions to (17). Following
now Proposition 7.5 it is also a class of solutions to the original disturbance attenuation
problem. Since according to Proposition 6.4 any y-attenuator for (1.1) is also a y-attenuator
for (17) it follows that the class of all solutions to the disturbance attenuation problem is
given by (1), (2) with (16) and the proof ends. 0

The dual of the disturbance feedforward problem is

C. The Output Estimation Problem

The assumption made on (1.1) are

OEI. D;21 is well defined and bounded.
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(19)

(18)

IS] = -WV-1

o

OE2.A - B2D~21 C1 defines an exponentially stable evolution.

OE3. The Kalman-Szego-Popov-Yakubovich system (2.12) has a stabilizing solution with
the properties stated in Theorem 2.2'.
We have

Theorem 6. IfOE1 +OE3 all hold the class ofall solutions to the output estimation problem is
given by (1), (2) where (1) is made explicit by

-1 -1 '" l~-1 '" '" 1Ag =A - B2 D 12 C1 + IS C2 + B2 D 12 V12 V22 C2 + K1 V12 V;2 C2
-1 '" '" 1 '" .~1

Bg1 = IS + B2 D12 V12 V; + K1 V12 V 22
-1 '" '"B

g2
= -B

2
D

12
V

ll
- K

1
V

ll
-1 -1 '" '" 1

Cg1 = D 12 C1 - D 12 V12 V; C2

Cg2 = V':;I C2
-1 '" '" 1 -1 '" "'-1

Dgll = -D12 V12 V; , Dg12 = D 12 Vll ' Dg21 = V22

Proof. By dualizing the result of Theorem 5 (see also (2.7». Here K = [K1
partitioned in accordance with (2.13).

Using the result of Theorem 6 we are now ready for

The proof of Theorem 1

Consider again the modified system (6.3) written in (17). Such a system is now originated
from the initial version (1.1) and satisfies the output estimation problem assumptions. In­
deed, usi~y t~e no:~tions (2.14), (2.15) we have
OEt . D012 - V; IS well defined and bounded.

OE2'. Ao - B02DO:2COI =A + B 1F1 + B2 V;2
1

V22 F2 =A + B 1F1 + B2 F2 =A + BF

defines an exponentially stable evolution.
OE3'. The Kalman-Szego-Popov-Yakubovich system (2.12) associated to (2.14), that is the
Kalman-Szego-Popov-Yakubovich system (2.20), has a stabilizing solution with the proper­
ties stated in Theorem 2.3. By applying Theorem 6 in conjunction with Proposition 7.5 and
then with Proposition 6.4 the conclusion follows and the theorem is completely proved. 0

Exactly as for Theorems 4+6, Theorem 1 can be reformulated in a procedural way that is

Theorem 7. Assume that both Kalman-Szego-Popov-Yakubovich systems (2.5) and (2.20) have
stabilizing solutions mentioned in Theorem 2.2 and Theorem 2.3. Then the class ofall solutions
to the disturbance attenuation problem is given by (l), (2) where (l) is made explicit by

Ag =Ao - B02 DO:2 COl + K02 CO2 + B02 DO:2 V012 vob CO2 + K01 V012 VO~2 CO2

Bg1 =K02 + B02 DO:2 V012 vob + K01 V012 VO~2
-1 '"

Bg2 = -B02DOI2 VOll - K01 VOll

Cg1 = DO:2 COl - DO:2 VOl2 VO~2CO2

Cg2 = vob CO2 ' Dgll = -DO:2 V012 V;1 , Dg12 = DO:2 VOll ' Dg21 = VO~2
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where all data are expressed in (2.15). Here Ko =Wo VOl = [KOl K021 partitioned in ac­

cordance with (2.21). 0

Notes and References

For the general framework of the topics treated in this chapter see (18]. The discrete
counterpart of the results presented in the above cited reference may be found in [32]. For
finite time horizon the subject has been treated in [48]. The main result concerning y-at­
tenuators for the time-invariant discrete case may be found in [57]. Following the ideas
presented in [36] the same topics, for the time-invariant case, have been treated extensively
in [33] and [35]. The papers [26] and [27] must be considered as pioneering works for the
time-variant discrete case. Leading ideas for section 5 may be found in [29]. The finite
horizon disturbance attenuation problem in a game theoretic context is investigated in [6].
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AppendixA

Discrete-time stochastic control

1. Discrete-time Riccati equation of stochastic control

Consider the linear system
N

Xk+1 = (Ak + L~ v~)xk + Bkuk ' k eZ
;=1

where Ak e It'xn, crt e It'xn i = 1, ... N, Bk e It'xm and A =(Ak)k eZ' d=(crt)k ez'

B=(Bk)k ez are bounded sequences. Here v~ are scalar random variables.

Associate to (1) the quadratic cost
1: ...... T T TJ(s,r,,u) = E ~ (xk Ck Ckxk + uk Rk Uk)

k~s

with C = (Ck)k ez bounded and R = (Rk)k ez uniformly invertible and where s eZ,

x = (xk)k ez is the solution to (1) with s-initial state ~ and the control sequence (uk)k ~ s

which belongs to the class U(s~) defined by: uk' k 2: s are random vectors measurable with

respect to a-algebra Fk generated by {vJ Ij::5 k - 1,1::5 i::5 N}, E II uk 11 2 < 00 and

J(s,~,u) < 00. Here E stands for the mean value (or expectation).
The problem in order is to minimize J(s,~,u) when u ranges the class U(sU for arbitrary

s EZ and ~ E It'.
The following notation will be subsequently adopted

Ii. 1 N N -Ii. N .... Ii. ..
vk = col(vk'···,vk ) E R , Ak = Ak +.L Gk v~ , aZ = E(v~Vk)

1=1

We assume also that (vk)k ez is a sequence of independent random vectors of zero mean

value, i.e., E vk =0 and sup E II vk II < 00.

kez
To (1) and (2) the following discrete-time Riccati equation is attached

T T T -1 T
Xk = Ak Xk+1Ak - Ak Xk+1 Bk(Rk + Bk Xk+1 Bk) Bk Xk+1 Ak

NT ... T .
+ Ck Ck +. f: aZ(Gk) Xk+1 Ok ' k eZ (3)

1,1=1

Our aim is to state conditions for existence of a stabilizing solution to the discrete-time
Riccati equation (3). This notion will be made clear further on.
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Consider the evolution

AppendixAIDiscrete-time stochastu: control

(4)-
withA

k
defined above.

Definition 1.

a. {A ;d, 1 :5 i :5 N} is called stable ifAdefines via (4) an exponentially stable evolution in
mean square, that is there exist f3 ~ 1and 9 E (0, 1) such that

E II ~ 11
2 :5f31-j

for all k ~j.

b. The system (1) is said stabilizable if there exists a bounded sequence F such that

{A + BF;d , 1 :5 i :5 N} is stable in the sense of a.
c. If a fictitious output

~=~~ W
is introduced, we shall say that the system (4), (5) is detectable if there exists a bounded

sequence K such that {A + KC ; d , 1 :5 i :5 N} is stable.
d. A symmetric solution X to (3) is called stabilizing if it is global and bounded and makes

{A + BF ; d , 1 :5 i :5 N} stablefor

d T -1 T
Fk = -(Rk + Bk Xk+1 Bk) Bk Xk+1Ak (6)

e. The system (4), (5) is said observable at s if there exists L > s such that

E II Yk (s , ~) 11 2 =0 for all s :5 k :5 L implies ~ = 0; if the above property holds for all s the

system (4), (5) is called observable (onZ). Hereyk(s ,~) ~ CkS:S~'

f. The system (4), (5) is said uniformly observable if there exists v > 0 and ko > 0 such that
k+ko-1 _ _

E L (si)Tc. C!si ~ v I 'rJ k EZ
i=k I " I

Clearly uniform observability implies observability.
g. The system (1) is said uniformly controllable if there exists v > 0 and ko > 0 such that

k-1 - -

E L S:-+1 B.B
T
(S:-+1{ ~ v I 'rJ k EZ

i=k-k ~ I I ~
o

Both f. and g. used the same koand v, assumption that may be always accepted. 0

Proposition 2. Assume the existence of Co > 1 such that
00 _

E L II S:_1I 2
:5 Co ,forall i EZ (7)

k=i I

Then {A ;d ,1 :5_i :5 N} is stable.

Proof. Letxk = s:s ~ be an evolution defined by (4) with s-initial state~. Define
00 - -

Xk~ E L (si)Tsi
j=k ] ]



and the conclusion follows.
Consider the afine system

1. Discrete-time Riccati equation ofstochastic control

According to (7)

Define
/). T

I{Jk = EXk Xk5e
Then using the independence of random matricesAk we get

_ 00_ 00 __

I{Jk =E ~T(S:SlE}: (~l~ s:s~ =~TE}: (~)T~~
j=k I I j=k IS IS

From (10) it follows that
00 -_ 00 __

l{Jk+l -l{Jk = ~TE}: (~)T~~ - ~TE}: (~)T~~
j=k+ 1 IS IS j=k IS IS

00 __ 00 _

=~TE( L (~l~ - L(~l~~ =_t;TE(S:SlS:St;=-E Ilxk 11 2

j=k+l IS IS j=! IS IS

Using (8) and the independence ofAk it results that

2 1 T 1
-Ellx II s--Ex Xx =--I{Jk C k kk C ko 0

Thus

I{Jk S l-s I{Js k ~ s

from where using (8) we obtain, sinceJ is arbitrarily

E II s:s 11 2 s Co l-s , k ~ s

-
xk+l = Akxk +fk

wherefk are random vectors measurable with respect to Fk.

Proposition 3. If {A ;d ,IS i s N} is stable and there exists cl > 0 such that
00

LEll /.11 2 s clfor all k EZ, then for every solution x to (14)
i=k I

00 2 2:.tl 2 2f3 Cl
}: E II Xi II s 1 _ Ell xk II + 2

i=k+l _ q (1 - Vii)
where f3 ,q are those for which E II s:s 11 2 s f3l- s (k ~ s).

Proof. We use the representation formula
- i-l-

...A 'A.
x. = ;)iXk + }: s..+~. l > k

I I j=k I'; I

189

(8)

(9)

(10)

(11)

(12)

(13)

o

(14)
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- -
Since x

k
is independent of Sf and .f;;1c is independent of~ we can write

E Ilx.1I2S 2E II si 11 2E Ilxk 11
2+ 2E(~111 i+1llllf.IIJ2

1 1 j=k ~ J

S 2/ltl-k Ell x
k

11 2+ 2E(~1 qi-~-lq_i-~-lll i+1 IIl1f.II)2
j=k IJ J

S2f3 i-k Ell x
k

11 2+ 2E(~1 qi-~-ll (~l q_i-~-lll i+ 1 11 211 f.1I 2]
j=k j=k IJ J

Hence

2f3 2f3 00 00 i-j-l 2f3 2f3 c
S 1 _ q E II xk 11 2+ 1 -.fO L E IIf·11 2L q 2 :5 --qEll xk 11 2+ 1 2

q qj=k J i=j+l l-q (l-..,rq)
and the desired inequality is proved. 0

Lemma 4. Let Us/.- s < L be the set of controls u = {us' us+1 ' ••. ,uL_1} such that

Ell u. 11 2< 00 and u. is measurable with respect to F.for eQf;h s :5 i :5 L - 1. Let u E Uland
1 liS,....

let x7(s,~) be the Co"esponding solution to (1) for u and initial state ~ at s. Let Xi be a

symmetric solution to (3) defined for s :5 i :5 L. Then

(i) E II x7(s,~) 11 2 < 00 , x7(s,~) is measurable with respect to Fi and therefore the couple

(ui ,x7(s, ~)) is independent of {~I j ~ i}.

(ii) Using for ~(s , ~) the abbreviated notation x. we have that
1 1

L-l L-l

E ( TX ) 1:T X 1: E ~ (T T T ~ TxL LXL - '" '" = - LJ X. C. c.x. + u. R.u.) + E LJ (u. - F.x.) (u. - F.x.)s . 1 1 1 1 1 1 1 • 1 1 1 1 1 1
I=S I=S

where
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Proof. Assertion (i) is easily derived by induction. For (ii) we shall use the facts that
(x., u.) is independent of v. and E v. = O. Therefore

/ / / /

T T
E (xj +1Xj+1xj +1 - xj XjXj)

N N
T T T T ,..JcTIc . . T}=E{[x. A. +u. B.+x. L (l.i.-) v:]X+1(Ax.+B.u.+ L <lJlx.] -x,' X/.x/.
/ / / / / k=l / / / / / / / j=l / / /

N

{
T T ~ rJ T -J<d,'k T T T T }=E x. (A. X+1A. + ~ (v.) X+1u.- . - X ]x. + u. B. X+1Bu. + 2u. B. X+1A.x.
/ / / / j,lc=l / / / / / / / / / / / / / / / /

where the independence has been used. Further, using (3) we have
T T

EXj+1Xj+1xi+l - EXj XjXj

x(Rj+B;Xj+lBj)[uj+(Rj+B;X;+lBj)-lB;Xi+~,x;]}
Hence by summation the conclusion follows. 0

Proposition 5. Assume that (1) is stabilizable. Then the Riccati equation (3) has a global
positive semidefinite and bounded on Z solution.

Proof. The result is a rather standard one in the stochastic control. Let us briefly discuss the
main ideas of the proof.
Consider a linear discrete-time stochastic system

xk+1=Ak(m)xk+Bk(m)uk ' k~s, mEQ

We say that Al), Bl) are independent if

P{m IA/m)Efk,Bk(m)Ef'k ,k~s}=np{mIAk(m)Efk}np{m IBk(m)Et:}
k~s k~s

for all sets of matrices f k ' f'k'

Associate the performance index
00

J (s, ~ ,C{J) =E L [x!(m) Q.x.(m) + u!(m) R. u.(m)]. / / / / / /
/=s

with Q. ~ 0, R. ~ a I, a> 0 and x. generated by
/ / I

xj +1 =Aj(m)xj + Bj(m) C{Jis(xj) , Xs = ~ , C{Jjs: ftl-+ ft7I Borel measurable.

Denote by H( ~) the set of function C{J for which x.(m) and u.(m) satisfy II x. II E L2(Q),s,s / I I

II uj II E L
2
(Q). Denote by Jlts~) the subset of H(s~) for which J (s,~,C{J) < 00. Then
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stabilizability implies that HtsJ) is nonempty for all s and all ~. From here it follows that an

optimal control does exist and the optimal performance index is a quadratic form in ~ whose
matrix is just a solution to (3). The technical machinery is the same as in the deterministic
case, Le., starting with the finite horizon and passing to the limit. 0

Proposition 6. Assume that the system (4), (5) is detectable. Then every global positive semi­
definite and bounded solution to (3) is a stabilizing solution.

Proof. Let K be such that {A + K C ;if ,k = 1, ... ,N} is stable. Let X ~ 0 be a global and
a bounded solution to (3) and let

~ T -1 T
Fk = -(Rk + Bk Xk+1Bk) Bk Xk+1 A k (15)

Consider the system
N

xk+1 = (Ak + BkFk +i~1~ v~)xk ' Xs =~

and define uk ~ Fkxk. From Lemma 1 (ii) it follows that u E U(s~) and

J(s,~,u) :S ~TXs~ :s v II ~ 11 2 for all s EZ and ~ E K'. But we may also write

N

xk+1 = (Ak + Kk Ck +.~ ~ v~)xk + fk
1=1

where

It follows

(16)

(17)

:s (~) u[Rkuk +# x[ C[ CkXk :S (}(u[ Rk uk +x[ C[Ckxk) (18)

where (} =max{(~) ,#}. II Bk II • II Kk II :S #and a I:s Rk V k. a> O.

From (18) we obtain
00

E ~ II fk 11 2
:S (} J(s.~,u) = (} ~TXs~ :S (} v II ~ 11 2

k=s
where 0 :S Xk :S v I. Applying Proposition 2 with respect to (17) we have with the above that

00

E ~ II Xk 11 2
:S #0 II ~ 11 2 and stability follows from Proposition 2.

k=s o
Proposition 7. Assume the system (4), (5) to be uniformly observable. Then if X is a global
positive semidefinite and bounded solution to (3) we have

(i) There exists p > 0 such that Xk ~ P I V k E Z;

(ii) X is a stabilizing solution to (3).
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N "
Proof. LetAk ~ Ak + BkFk + L dk vi and let~ be the random causal evolution operator

i=1
'"associated to A, i.e., to (16). Let ko and v be the numbers in the definition of uniform

observability. Define
k+k -1

o " "
Tk ~ E L (.r.i{(C! c. + F! R. F.)~ , k EZ

i=k I I I I I I

where F. is defined through (15). We shall prove that
I

inc{xTTkx I IIxll = 1,kEZ} > 0

Assume by contradiction that

inf{xT Tkx I II x II = 1 , k E z} = 0

Then for every e > 0 there exists kt and xt such that II xt II = 1 such that

xT Tk x < e
t t

E

Let

u~ ~ F.x~
, I I

both obtained from (16). It follows from (19), (20) and (21)
k +k -1 k +k -1
EO" A e 0

T T --4 T T T --4 ~ II t 112e >x Tk x =x E L (Si) (c. c.+F. R.F.)Si x vE £J u.
t E t t ;=k 'E " " I 'Et i=k I

E E

But for k
t

+ 1 ::5 j ::5 k
t

+ ko - 1 (with koeventually increased) we have

E I(i\-:4:+1B.u
t

11
2::5 E[[j~111 B.II

Z
) (j~111 s:4+1 IIZII u~ liZ)]

;=k ),1 " ;=k I i=k),1 ,
E E E

::5(ko-1)#i~\E II .s1+ t 11
2
)(E II u~ 11

2)::5c:i
1

E II u~ 11 2::5c2ei=k IJ I ,=k I
E E

(19)

(20)

(21)

(22)

(23)

where (22) has been used. From the representation formula applied to (16) where (21) has
been substituted we have

- j-t-

x; = .sJ:c
E

xt +i~sJj+1 B; u: j ~ kt + 1 (24)
E

Hence with (20), (23) and (24) we get
k +k -1 k +k -1

£ 0 A A £ 0

e>x;Tkxt=x;E L (.r.i{(C!C.+F!R.F.).r.ix;~E L IIC.x~1I2
E j=k) E )) )))) E j=k) )

E t
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k +kO-l k +kO-l . 1
2 1 • - 2' 2)- - £ 2

~EIICkx£1I +-2 E }: II C·si X II -E }: IIC.II }: 11s:4·+1 B.u.1I
• j=k +1 )) • £ j=k +1 ) i=k J,l I I

• ••

Thus

(1 + c3)e ~X; Tk X£ ~ ~V
•

which is a contradiction since e is arbitrarily small. Hence we deduced the existence of
p > 0 such that

XTTkX~P IIxl1 2 V xEK' and V kEZ

Consider now the evolution (16) and let u be defined by

6.
uk = Fkxk ' k ~ s

From Lemma 4 (ii) we have with (25) and (24) that
L-l

E}: (x! C! c.x. + u! R.u.) s;TX;
. I I I I I I I S
I=S

Hence

It follows that

P II; 11 2 s;T T ; s J(s,;,u) s;TX ; =plI ; 11 2
S S

and consequentlypIs Xs V s and the first part of the proposition is proved.

Using again (ii) of Lemma 4 we have with (25)

EX;+k
o
XS+kO

xS+k
o

_;TXS; = _;T Ts; s -p II; 11 2 s -t;TXs;

from where

(25)

(26)T < I:T I: ~_PEx +k X +k x +k - q r, X r, , q - 1 ""7'E (0,1)sososo S P

(with Peventually increased). Since sA+k is independent of sA it follows from (26) thatS o~ SI

~ sA T sA - C"T sAT .-.4-; E ( s+k ,) Xs+k s+k ,; S q; E ( SI) Xs ;:,~-,;
000
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where ~ ~ i f for arbitrary f and s ~ r. The last inequality shows the stabilizing property
s,r

ofX and the proof ends. 0

Proposition 8. Suppose that (4), (5) is either detectable or uniformly observable. Then the
lOCcati equation (3) has at most one global positive semidefinite and bounded solution.

Proof. The proof follows from Lemma 4 (ii) which implies that, under the assumptions
made in the above statement, a symmetric stabilizing solution is maximal. 0

As a consequence of the above developments we have

Theorem 9. Assume that

(i) the system (1) is stabilizable;

(ii) the system (4), (5) is either detectable or uniformly observable.

Then the Riccati equation (3) has a unique stabilizing solution X and

min J(s,~,u) = ~TX ~ ( ~ 0)s
UEU(.~) 0

In the same way we may state a dual result, corresponding to a dual quadratic stochastic
control problem.
Consider the following systems (in reverse-time version)

N .. T T
xk = (Ak +.L Gk v~) xk+1 + Ck uk+1 (1')

1=1

and

(4')

T
Yk+1 = Bk xk+1 (5')

By Fj we denote the a-algebra generated by {;,: Ik ~ i}. Associate the quadratic cost

s-l
T T T-

J(s,~,u) = E. L (xi+1 Bj Bi xi+1 + ui+l Rj ui +1) (2')
1=-00

where Rj ~ v-I v-> 0 V i and where Xi ' i $ s - 1 is the solution of (1') caused by the

control sequence u = {us' us_I' ... } and initial condition Xs = ~. The class of admissible

controls is given by U(s~) which consists of those control sequences u for which:

1) u. is measurable with respect to F.,
I I

2)E II u.11 2 < 00,
I

3)J(s,~,u) < 00.

The Riccati equation associated to (1'), (2') is the dual of (3) and is given by

T T - T -1 T TN... . T
Yk+1 =AkYkAk - Ak YkCk(Rk + Ck Yk Ck) Ck YkAk + BkBk +L a% GkY/dk) (3')

j.j=l

Note that equation (3') with ~ = 0 appears in filtering theory.
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(1)

All the above definitions and results can be dualized (in anticausal version). The dual of
theorem 1 is

Theorem 10. Assume that

(i) the system (l') is antistabilizable;

(ii) the system (4'), (5') is either antidetectable or anticausal uniformly observable.

Then the Riccati equation (3') has a unique positive semidefinite antistabilizing solution Yand

minJ(s,~,u)=~TXs~
UEU(s,s) 0

2. Optimal compensator under independent random
disturbances

We shall begin with the problem formulation. Consider the system
N "; 11 ~22

Xk+l = (Ak + LG'k Vk)xk + Bk Uk + l5fc Uk
;=1

1 1 12 2
Yk = CkXk +Dk Uk

Y
2 = C2x +D21 u1
k k k k k

Here xk E 1t', u~ E R"'i i = 1, 2, Y~ E Iti i = 1,2 and (ui)k EZ is an additive noise. We

also assume that

and
Di1[ (Bil (Di1)T] = [0 1]

As in the previous section v~ are scalar random variables.

Let vk ~ col(vi, ... , v~) E RN and assume that:

1) {(vk ' ui) Ik EZ} are independent,

2) EVk =O,Eui =0,

3)E(llvkI12+ IluiIl2)~co VkEZ

4) E (u~(u~l) = I.
J J

Denote by a% = E (v~ {) as in the previous section.

We have to mention that as elsewhere in this monograph the boundedness of the sequences
1 ~2 1 2 12 ~21·A , B , lJ , C , C ,D ,IT IS assumed.

The following compensator is connected to the system (1)
N

C (Ac ~,..i; \yC nC 2
Xk+1 = k + £J Uk vkrk + DkYk

;=1 (2)
2 ~ C

Uk = L-kXk
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and the following resultant system is obtained
N

R _ R -.Ri;LR...R 1
X"k-+I- (Ak +.Lvk-vk~k +~k-uk

1=1 (3)
1 "R R

Yk = l'le Xk

where

A: ~ [;,~ ~?]

11 [ Bk ]B - c! ~ [et Dl2C]
k - ~D~l k k k k

The problem consists in finding a compensator (2) which stabilizes system (1) i.e.
s+L

{AR ;c;Ri , 1 ~ i ~ N} is stable and lim supI L EII Yk 11
2 is minimal with y1the output

L-+"" k=s+l
of (3).
Now we shall be concerned with the evaluation of

1 s+L
limsuPI L E Ilzk 11 2

L -+ "" k=s+l
for the system

N

Xk+1 = (Ak + L ~ v~)rk + Bk Wk
;=1

Zk = Ckxk

where {A ;d , 1 ~ i ~ N} is stable. The assumptions made on the random perturbations
v

k
and w

k
are the same as above. Assume also that the initial state of (4) Xs = ~ is such that

E II ~ 11 2 < 00 and ~ is independent of {(vk ' wk ) Ik ~ s}.
Consider the Liapunov equations

(5)

(6)

-
Theorem 1. Assume that A defines a mean-square exponentially stable evolution. Then

(i) Equations (5) and (6) have unique global and bounded solutions Q and P, respectively.

1 s+L 1 s+L 1 s+L
(ii) lim sup I LE II Zk 11 2

=lim sup I L tr(CkPk CJ)= lim sup I L tr(BJ Qk+l Bk)
L-+"" k=s+l L-+"" k=s+l L-+"" k=s+l
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- -Q; - cf; = E (S}:{(Q] - of)S): = Tj;(Q] - of) j ~ i

Proof. Let tf be the space of nXn symmetric matrices endowed with the scalar product
Ii<H1 ,Hz> =tr(H1Hz) V H1 ,Hz Etf

Let T,,: tf .... tf be defined for each i,j EZ and i ~j throughIJ _ _

Ti}H) = E SO; H (so;)T
Clearly Tij is a linear bounded operator and for each H ~ 0, T;}H) ~ O. Clearly

- -
Tij(H) =E (so;{H SO; _

It is easily checked that mean-square exponentially stable evolution defined by A is
equivalent to

Define

Then

Ii co T co T - '-k Z - 1II Qk II = L II r/c. C.) II $ L II c. C.IIP q' $ # P-1- V k
i=k 1 1 1 i=k lIe -q

(II c. II $ # ) and the boundedness is obtained.
1 c

Clearly Q
k
~ O. We have

00 00..... .....

Qk+l =L r.Je+l(c! C.) =LE(~.Je+l{C! C·~.Je+l
i=k±I' 1 1 i=k+l 1 1 1 1

Since Ai is independent of s(.Je+ 1 we get further
00..... ..... 00..... .....

7T - 7T"A TT "A - "ATT"A T
EAk Qk+l Ak = LEAk(.)·-"+l) C. c..)-,-,,+r4k =LE(Si) C. C..)iic=Qk-CkCki=k+l I".. I 1 I".. i=k+l 1 1 1

On the other hand

7T -_ N'iT N"
E (Ak Qk+l Ak) - E (Ak + L G'k vk) Qk+l(Ak + L Gk v'k)

i=1 j=1

N
_ T ij 'T .
- Ak Qk+l Ak +): ak(G'k) Qk+lGk

IJ=1

Linking the last relation to the previous one, it follows that Q = (Qk)k EZ is a global posi-

tive semidefinite and bounded solution to (5). This solution is unique. Indeed if Q~ and

d are two symmetric global and bounded solutions to (5) we obtain by subtraction
1 Z_ TIN j' 'T 1 Z . 7T 1 Z-

Qk - Qk - Ak(Qk+l - ~+I)Ak +, ~ ak(G'k) (Qk+l - Qk+l)Gk= EAk(Qk+l - Qk+l)Ak
IJ=1

where the independence has been used as above. From the above equality it follows directly
by induction that
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Hence
1 2 1,..2 - o_i 1 2

II Qi - Qi II :s; II 1]i 1111 Qj - s.!j II :s; Pji q II Qj - Qj II

Takingj'" co and based on the boundedness of Ql and az it follows that

II Q~ - ci II = 0 V i EZ
I I

Following the same machinery we deduce that P defined by
k-l

Pk ~ LTk,i+1(Bi B;)
'=-00

is the unique global and bounded solution to (6). Thus the first part of the theorem is
proved.
To prove (ii) let us compute

N
_ T T ij °T' T T
- Exk(Ak Qk+l Ak + Lak(G'k) Qk+l dk - Qk)xk + EWk Bk Qk+l Bk wki.j=l

where the facts thatxk is independent of v~, {, Wk and v~, Wk are independent as well as the

zero mean-values of v~ and wk have been used. Since E (wk wJ) = I we deduce

T T T T T
E wk Bk Qk+l Bk wk = E tr(Bk Qk+l Bk wk wk ) = trBk Qk+l Bk

Hence we get eventually with (5)
T T T T T

_ EXk+1Qk+l xk+l - EXk Qkxk = -Exk Ck Ckxk + trBk Qk+1 Bk
Since A defines a mean-square exponentially stable evolution it follows as in the deter­

ministic case that sup E II x ° 11 2 < co. Hence we get
i~k I

1 s+L 1 s+L 1 s+L
'- L Ell zk 11

2=,-: L ExJcJC1h=,-: L [ExJQkxk -ExJ+IQk+lXk+trBJQk+lBkl
""""'k=s+l """"'k=s+l """"'k=s+l

1 s+L 1
~ T T T

= '- £J trBk Qk+l Bk + L (Exs+1Qs+l xs+1 - EXs+L+1Qs+L+l xs+L+1)
""""'k=s+l

The second term approaches zero when L approaches 00 and the second formula of (ii) is
derived.
To obtain the first formula we can write

Ell zk 11
2 =Ell Ckxk 11

2 = EtrCkxkxJ CJ = trCkE(xkxJ)CJ = trCk~ CJ

where
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Write

But it is easy to check that P is a so!!!tion to (6) fo!:.k ~ s. Hence as above
p - p = T. (P - P) k ~ s

k k ks s s
Taking into account the mean-square exponential stability we get from the preceding
equality that

. 1 s+L - T
lIm sup L L trCk(Pk - Pk)Ck = 0

L-."" k=s+1
from where the validity of the first formula follows. 0

Now we shall be involved in evaluating the cost of the resultant compensated system. We
shall use adequately the formulae given in Theorem 1. To this end consider an arbitrary
stabilizing compensator and evaluate for the resultant system

1 s+L 1 s+L
lim sUP,. L E II y~ 11 2 = lim sup T: L tr(~)ToZ+1~

L-."" ~=s+1 L-."" ~=s+1

where if is the unique global and bounded solution to
N

AR _ R TAR R ij .--.Ri TAR .--.Rj ,.,R T,.,R
itk - (Ak ) itk+l A k + L ak(lTk) itk+llTk + (Ck) Ck

i';=1
as well as

1 s+L 1 s+L
lim sup I L E /I y~ 11 2

= lim sup L L trC: ~(c:{
L-."" k=s+1 L-."" k=s+1

where pR is the unique global and bounded solution to
N

..R _ R..R R T ij .--.Ri ..R .--.Rj T ..R..R T
t'i-+1- A k rk-(Ak ) +):aklTk rk-(lTk') +l1k-(Vk)

1.;=1

[

QH Q12] 1pH P
12

]= k k p!-= k k

where the partition is ~Orn>~~:~h ~)' ~ IX: x lc;.')' If
c

Thus we obtain



and
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[

. T
N .. (Gk)

+~a'J
iJ=1 k 0

(7)

(9)

and
N

_ T T T -1 T ij· . T T
Yk+l - A k YkAk - A k Yk Ck(I + Ck Yk Ck ) Ck YkAk +~ ak Gk Y/Ok) + BkBk (8)

iJ=1
We have proved in the first section of this appendix that under stabilizability and detec-

tability assumptions on the pairs (.4, If) and (d ,.4) equations (7) and (8) have unique
positive semidefinite stabilizing solutions X and Y, respectively. Use for (7) and (8) the
equivalent Kalman-Szego-Popov-Yakubovich form i.e

2 T 2 T
1+ (Bk) Xk+l Bk = Vk Vk

T 2 T
A k Xk+l Bk = Wk Vk

and

(to)

Note also that
1 -T - T

Fk = - V; Wk ' Kk = Wk V;
are the stabilizing feedback and injection matrices, respectively.
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We have now

AppendixA/Discrete-time stochastic control

[
Q

ll
X Q12] [ B

1
]+tr{[(B1)T (DI2)T(1f.)T] k+1- k+ 1 k+1 k}]

k k k (QI2)T ro22 1f.ni2
k+l ~k+l k k

If we write down the corresponding equations for the blocks and use the Kalman-Szego-

Popov-Yakubovich Sy;:; (9) we deduce that [Qll -X Q12] [ B1 ]

limsup~ L tr{[(B~l (D~2)T(~)T] k+~2 k/l ~;1 \2 }
L ..oo k=s+1 (Qk+1) Qk+l ~Dk

is the cost associated to a system with the same dynamics as (3) but the regulated output is
defined by

where

c: ~ [Wk Vk~]
Using the last result and applying the second formula for cost evaluation we get

1 s+L
lim sup L L E II Y~ 11 2

L .. oo k=s+1

[

p
ll

_ Y P12] [ W
T

]
+ tr{[Wk Vk~] (~~2/ ~2 (~)~vr}]

If we write down the corresponding equations for the blocks and use the Kalman-Szego-

Popov-Yakubovich system (10) we deduce[ t~:t 12]
jR ~ Pk -Yk Pk

k (p~2)T ~2
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~ the solution to the same Liapunov e;:on[ ~t]r pR but with the matrix~ replaced by

k If.vr
k k

Consequently rr: ~ 0 and we deduce a lower bound for the cost, i.e.

1 s+L 1 s+L s+L
limsuPI L E II y~ 11 2

~ lim sup I L [tr«B~/Xk+l B~) + L tr(WrYk Wk)]
L-+oo k=s+l L-+oo k=s+l k=s+l

and we may guess that we discovered the optimal cost value.
We are now in the position to state the main result

Theorem 2. The optimal stabilizing compensator is obtained by taking

A~=Ak+B~Fk+KkC~, ~=-Kk' ~=Fk
where F

k
and K

k
are expressed through the stabilizing solutions to the Riccati equations (7) and

(8) (under the stabilizability and detectability assumptions stated above).

Proof. We have to show first that the compensator is a stabilizing one and then that it
provides

we get

2
BkFk

N

Ak+KkC~+L ~jv~
j=l

from where the exponential stability follows.
For the second part we have

tr([Wk Vk~]rr: [ W~ T]) =tr Wk Tk Wr
(~) Vk

T ~ pll _ Y _ p12 _ (p12)T + f'!2
k k k k k k

By direct computation we have
2T 2 N .. . T .

Tk+1= (Ak + Kk Ck) T/Ak + Kk Ck) +. ~ a%(Gk) Tk Ok
',/=1
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Since {A + K c- ;d ,IS i S N} is stable the above Uapunov equations provides T
k

= O.

From this conclusion it follows that the optimal cost is exactly that guessed at the end of III.
The theorem is completely proved. 0

Notes and References

The results in this Appendix have been obtained in [52] for section 1 and in [28] for section
2. The definition for observability given in section 1 has been used in [60]. The result in
Proposition 3, section 1, is rather standard in stochastic control see [37], [51], and [25]).
General results concerning optimal control with incomplete state information for stochastic
discrete-time linear control may be found in [49].



AppendixB

Almost periodic discrete-time systems

1. Standard theory of almost periodic sequences

Definition 1. LetXbe a Banach space. A sequence x = (xk)k EZ' xk E X is said to be almost

periodic if for every e > 0 there exists a positive integer Nt > 0 such that among every finite

sequence of Nt consecutive integers, i.e. i+ 1, ... ,i+Nt, V i there is one, say p, such that

II xk+p - x
k

II < e for all k E Z. Integers like p are called e-almost periods of the given

sequence. 0
If a sequence is periodic any multiple of the period is an e-almost period for any e > O.

Proposition 2. An almost periodic sequence x = (xk)k EZ is bounded.

Proof. Let koE Z and e > 0 be arbitrarily chosen. According to the definition 1 there exists

Nt > 0 such that among the consecutive integers -ko+1 , ... , -ko+Nt there is an integer p

such that II xk + -xk II < e. Note that 1 ~p + ko~ N . Then
oPot

II xk II ~ II xk -xk + II + II xk + II ~e+ II xk + II ~e+max II x·11
o 0 0 PoP 0 P ls,is,N I

E

Since kois arbitrary, the proposition is proved. 0

Given an almost periodic sequence x = (xk)k EZ it follows from Proposition 2 that

sup II xk II is finite. Define II x II ~ sup II xk II· For any two arbitrary sequences
k k

x = (xk)kEZ andy = (Yk)kEZ definep(x ,y) ~ II x - y II ~ sup II xk - Yk II·
k

A sequence (x\ EN' where xi = (X~)k E Z is almost periodic, converges to a sequence x if

limp(J ,x) = O.
i-..oo

Proposition 3. Let (J)i EZ be a sequence ofalmost periodic sequences xi = (4\ EZ' Assume

that J converges to a sequence x. Then x is almost periodic.

Proof. Let e > O. Then there exists an integer At such that

II ~E -xk II < ~ V k EZ

Let p be an E/3-a1most period of;E. Then
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II xk+p - xk " S II xk+p - ~~p II + II ~~p -~. II + II~. - xk " < ~ + ~ + ~ = e

Hence p is an e-almost period ofx and may be found among every N'/3 consecutive integers

where N£ is associated to the almost periodic sequence}.. 0

Corrolary 4. The space ofalmost periodic sequences ofX is a complete metric space.

Proof. Let x and y be two almost periodic sequences. Then

p(x ,y) ~ sup" x
k

- Yk II s II x II + II y II < 00 according to Proposition 1. Consider now a
k

Cauchy sequence (x\ E N of almost periodic sequences i = (x~)k EZ' Then for every

e > 0 there exists A£ such that

II x~+j - x~ II < e Vi> A£, V j EN, k EZ

For any fixed k, (x~)j EZ is a Cauchy sequence in X. Consequently there exists xk such that

4approaches xk when i approaches 00. For the sequence x = (xk)k EZ we have
. .~.~. ~.

Ilxk-x'k II S IIx'k -X~ 1 II + IIx'k 1 -xk II < e + IIx'k 1 -xk II
Takingj ... 00 one obtains II Xk - 4 II < e V k EZ and Vi> A£. Hence p(x j) < e

Vi> A£ and i converges to x. 0

Theorem 5. A necessary and sufficient condition for a sequence (xk)k EZ to be almost periodic

is that for every sequence (m.). Ell m. EN there exists a subsequence (m.). EN such that
1 J 1 1j I

(xk+m.)j EN converges, uniformly with respect to k EZ.
I j

Proof. First we shall prove necessity. Let (Xk)k EZ be almost periodic. Let (mj)j EN be an
arbitrary sequence with m. EN and let e > O. There exists N > 0 such that among the

1 £

consecutive integers mrN£+1, ... ,mj there is an e-almost period Pj Le. mj-N£+1sPjsmr
Thus OSm.-p.SN -1. Let q. ~ m. - p .. It follows that q. takes only a finite number, N , of

11 £ 111 1 £

values. Hence there is an integer 0 S q S N such that q = m. - p. for an infinite number of
£ 1 1

different values taken by j, Le. q = m. - p. , i EN. We have
1j 1j

II xk+m. - xk+q II = II xk+q+p. - xk+q II < e
I I

Hence particularly

II xk+m. -xk+q II < e V k EZ
I j

Consider now the sequence e = 1.. Using the technique described above which led us to the
r r

last written inequality, we can extract from (xk+ ). EN a subsequence (xk + ). E N such
m.1 m.1'

I I j

that
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II Xk+m.l - Xk+ql II < £1
Jj

From this last subsequence we can extract a new subsequence (xk+m)i EN such that
Jj

207

II xk+m .2 - xk+i II < £2
Jj

Ifwe proceed in this way we get a nesting sequence of subsequences «xk+m)i EN), ~ 1 such
Jj

that

Ilxk+m,-Xk+q' II <£, ,r~1
Jj

Extract now the diagonal subsequence (xk+mj)j ~ r Let £ > 0 and consider the integer
Jj

r ~ 1 for whiche
£

£ <-
'e 2

For s, t > r we have thereforee
£ £

II Xk+m"-xk+mJ II ~ II xk+m"-xk+q'e II +II xk+q'e -xk+mJ II <2+2=£
Js J

1
Js J

1

where the fact that both (m/)s ~ l' (m/)t ~ 1 are subsequences of (m/.)i EN has been used.
s 1 I

From the last inequality it follows that (xk+m,,)s ~ 1 is a Cauchy sequence. Hence it conver-
Js

ges uniformly to an almost periodic sequence.
Let us prove now the converse. Assume the condition in the statement to be valid and
suppose that the given sequence is not almost periodic. Then there exists an £0 > 0 such

that for every integer N > 0 there are N consecutive integers which do not contain an
eo-almost period for (xk\ EZ' Denote by LN the set of the N consecutive integers men-
tioned above for which the existence of an eo-almost period fails and let m 1 be arbitrary.
Choose m2 such that m2 - m 1 ELI (for example if -m E L} we may choose m2 = m

1
- m).

Let Lv ~ Lr Choose now v2 > 1m } - m21 and m3 such that m3 - m} and m3 - m2 are in
I

Lv' To do that let 1+ 1, ... ,1+v2 be the set Lv and assume m2~mr Choose m3=I+m1+1.
2 2

Hence m3-m} ELv and m3-m2~/+l, m3-m2~/+m}-m2+1~/+v2and consequently
2

m3-m2 E Lv' If we proceeed according to the above scheme we obtain v
j

and m
j
+

1
such

2
that

V. ~ max 1m - m I
J lSIlSvsj v Il

and mj +1 - mil E Lv. for 1 ~ fA. ~ j (we may take
J

m.+1 = min{sls EL } + max{m 11 ~fA. ~j}). For the sequence (m.). > 1 constructed ac-
J vj Il 11 -

cording to the above procedure we have
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supil xk+m -xk+m II =supll xk+m -m -xk II , ms - mt E Lv (s > t)
k s t k s t s-1

According to the definition of LN we deduce that

su
k
PII xk+m -xk+m II ~ £0

s t

By the initial assumption we can extract from (m.). a subsequence (m.). such that (x
k
+ ).

J J Jj I mi. I,
converges uniformly with respect to k E Z, that is there exists jo such that if s > t > jo we

have
£

Ilxk+m -xk+m II < ; V kEZ
is it

and this contradicts the property of the sequence (m.) ..
JJ o

Corollary 6. If x and yare almost periodic sequences then ax+f3y ~ (ax.+f3y.). V a ,f3 E R is
I II

an almost periodic sequence. 0

Corollary 7. If X is a Banach algebra and if x, y are two almost periodic sequences then

xy ~ (x.y.). EZ is also an almost periodic sequence.
III 0

Theorem 8. A necessary and sufficient condition for the sequence (xk)k EZ to be almost peri­

odic is the existence ofan almost periodic function f: R .... X such that xk = f(k) k E Z.

Proof. Assumef: R .... Xbe almost periodic such thatxk = f(k) k EZ, and choose

(m.). E IV' m. EN. Then xk + = f(k+m.) and there exists a subsequence (m.). such that
J J J mi J Ii I

(f(t+m. )). converges uniformly with respect to t. It foIlows that (x
k
+ ). converges uniform-

J. I m. I
, I

j

Iy with respect to k. Hence foIlowing theorem 1 (xk)k is almost periodic.

Conversely, for a given almost periodic sequence (xk)k defines on R

f(t) =xk + (t - k)(xk+
1
-x

k
) , k:s; t < k+l , k EZ

It is easy to see that an 'h-almost period for x is an £-almost period for f. 0

From Theorem 8 it foIlows that if f is a T-periodic function then the sequence xk = f(k) is

almost periodic. 0
Remember now that for an almost periodic function

t+T

lim ~f f(s) <Is
T... oo t

exists uniformly with respect to t E R. This limit is termed as the mean value off.
Theorem 9.If (xk)k EZ is an almost periodic sequence then

. xk+1 + xk+2 + ... + Xk+· A

hm . I =x
j"'oo ]

exists uniformly with respect to Ie; {'is called the mean value ofx.
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Proof. Letfbe the almost periodic function defined in Theorem 2, i.e.
f(t) =xk + (t - k)(xk+l -xk) , k:s t < k+l and k EZ.

As we already mentioned
k+j

lim ~ f f(t) dt
j~oo ] k

exists uniformly with respect to k and equals the mean value off. But
k+j

1f 1 1T f(t) dt = j(xk+l +xk+2 + ... +xk+j - 2(xk+j - xk))
k
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Hence
k+j k+j

lim~(xk+l+",+xk+.) = lim~ f f(t)dt+~lim~(xk+'-Xk) = lim~ f f(t)dt
j~ooJ J j~ooJ k j~ooJ J j~ooJ k 0

2. A new Bochner theory for almost periodic sequences

The following notations are made. If (Ij)j for Ij E N is a sequence and (m;); is a subsequence

of it, i.e., m. = I. we shall write m C I. If (I.). and (m.). are sequences with I., m. EN then
I Ji J J J J J J

I + m = (lj + mAif (l)j' (m)j are two sequences with Ij , mj EN, the subsequences (Ij/; and

(m.). are termed as common subsequences. For a sequence I = (I.). I. EN T/x =y means
Ji I J J J

Yk = ~imxk+/. for each k EZ. If m = (m.). m. EN is another sequence we have z = Tmy
J~OO J J J J

and the composition Tm T/ is defined by z = Tm T/x.

With such notation the statement of Theorem 1.5 is equivalent to: x is almost periodic ifffor
every sequence of positive integers I there exists a subsequence m C I such that Tm x exists

uniformly on Z.

Theorem 1. Let x be a sequence. Assume that for every pair of sequences ofpositive integers
l' ,m' there exist common subsequences I, m, IC/' and mCm' such that T/ Tmx = Tl+mx

pointwise on Z. Then x is almost periodic.

Proof. Let n' be a sequence of positive integers. If we choose l' =0, m' =n we deduce
according to the property stated In the theorem the existence of a subsequence n C n' such
that Tnx = y exists pointwise. Assume ~imxk+n.=Yk is not uniform with respect to k EZ.

J~OO J

Then there exists EO > 0 such that for every J E N there exist j' ,j" > J and kJ such that
'" '"II x k + - xk + II ~ EO' Take J = i, denote n., = n" n." = n." and rewrite now

] nj' ] nj" J I J I

II Xk.+n.... - xk.+n"". II ~ EO' From the property in the statement we deduce the existence of
I I I I

subsequences n' ,k with n' C;;; ,k C k such that Thii ,x = TTi Tii ,x pointwise. Using again
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v - v -
the property in the statement we deduce the existence of subsequences n" en" ,k C k

v
such that T{+;:"x = T{T;:"x pointwise. For the corresponding subsequence n' we have

.. v v
also T{+;:, x = T{T;:, x pomtwIse. But n' ,n" are subsequences of n, hence T;:,x = T;:"x = y

pointwise. From here we deduce that "imx(+;:'. = .limx(+;:".' hence
J.... OO J J J.... OO J J

.lim II X(+;:'. - x(+;:".11 = 0 which contradicts II X(+;:'. - X(+;:". II ~ fO' 0
J.... 00 J J J J J J J J

Remark 2. If x is almost periodic then for every pair of sequences of positive integers
I' ,m' there exists common subsequences I C l' ,m em' such that T, Tmx = Tl+mx uniformly

onZ. We choose I C l' ,m em' succesively, in order to obtain common subsequences such
that T,x = y , Tl+mx = z uniformly on Z. Choose f > 0 and Ie > 0 such that

II xk+'.+m. - zk II < E/2 V k EZ and V j > Ie' II xk+'.+m. - Yk+m. II < E/2 Vi> 0,
J J )) I

V j > I . It follows that II xk+ - zk II < f V k EZ and V j > J . Hence T Y = ze m. e m
)

uniformly on Z. 0

3. Almost periodic evolution

Theorem 1 Let A = (Ak)k EZ ' Ak E It' be almost periodic and assume that A defines an

exponentially stable evolution. Let v = (vk)k EZ' vk E It' be almost periodic. Then the system

xk+1 = Akxk + vk
has an unique bounded on Z solution which is almost periodic.

Proof. If I' is.sn arbitrary sequence of positive integers there exists a subsequence I ~ l' such
that T,A = A exists uniformly on Z (see Theorem 1). The evolution defined by A is also

exponen!ially stable. Indeed,

II s:tkj II = II Ak_ 1··,A·1I =.lim II Ak+,._l .. A·+,.11 =.lim II Sfc~,. ·+,.11 ~f3l-j k ~j
J I .... 00 I J I I .... 00 ,.J I

for f3 ~ 1 and q E (0, 1).
Consider now the sequence x defined by

k-l
x

k
~ L set vi _

1
+ v

k
_

1
i=-oo

Clearly x is convergent since A defines an exponentially stable evolution and v is bounded.
It is also easy to check that for the above defined sequence

xk+1 = Akxk + vk
Now we shall prove that x is almost periodic. Let l' ,m' two sequences of positive integers
and consider common subsequences I C l' ,m em' such that

Tl+mA = T,TmA , Tl+mv = T, Tmv



k-l

From

3. Almostperiodic evolution

k+l.-l
I

Xk+1. = . L si+l.,j Vj _ 1+ Vk+l.-l = L si+l.~+l. Vs+1.-1+ Vk+1.-1
'J=-oo, I s=-oo ,
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we deduce that
k-l -

limxk+1 = L sis V
S

_ 1+ Vk_1=Xk
;~OO i s=-oo

Hence
k-l

(T1x)k = L SJt(TI V)s_l + (7j V)k_l
s=-oo

and consequently
k-l

(Tm T1x)k = L S~mTr4(Tm T1v)s_1 + (Tm T1v)k_l
s=-oo

k-l

= L S~m+r4(Tm+lV)s-l + (Tm+1V)k_l = (Tm+1X)k
s=-oo

Following Theorem 2.1, x is almost periodic. 0

We have also

Theorem 1'. Assume A = (Ak)k E Z be almost periodic and defining an exponentially antistable

evolution. Then for v = (vk)k EZ almost periodic, the anticausal system

xk =Akxk+1+ vk+l
has an unique bounded on Z solution which is almost periodic. 0

Remark 2. In Theorem 1 exponential stability can be replaced with exponential dichotomy
(using also Theorem 1'). 0

Lemma 3. Let X be a Banach space and let fk : D ex -+ X be a sequence of continuous

functions, almost periodic, uniformly with respect to x belonging to every compact subset ofD.
Let x = (xk\ EZ be an evolution defined by

xk+1= fk(xk) k EZ

and located in a compact subset C of D. TlJen for every sequf:.nce l' ofpositive integers there
exists a subsequence I C l' such that TJ = f, T1x = y, Yk+l = f(Yk)' Yk E C V k EZ.

Proof. Consider the interval [-K, K] inZ and the sequence (x-K+l ")j with I" C I' such that
_ i

Tl'.f = f uniformly on C. We may take a subsequence I C I" C l' such that (x -K+l)j conver­
i

ges and let

Then - -
x_K+I.+l - L~-K) = f-K+1(x- K+1) - f_~-K)

I I I
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-
=LK+1.(x-K+1) - LX<x-K+1) +LX<x-K+1) - LIf,Y-K)
,. , I

Taking i .... 00 it follows that

~imx_K+l.+l=LIf,Y-K) =Y-K+l
'~OD ,

In the same way we obtain eventually that

limxk+l =Yk ' Yk+l =f(yk) V k E [-K, K]
i~oo ;

The subsequence I C I' obtained in this way depends upon K and this will be denoted as r.
Let tbe the diagonal subsequence r = I!. For this subsequence we have

J J

limxk+t= Yk V k EZ
j .... oo j

and

o
TheoreD.!. 4. Let th{. assumption of Lemma 3 be valid. If for every sequence I the system
Zk+ 1 = fk(zk)' with f = TJ has a unique solution located in a compact C, then this solution is

almost periodic.

Proof. According to Lemma 3 for the solution x of zk+l = fk(zk) with xk E C we have that

T{:r~x is a solution tozk+1 = (T/r~f)k(zk) and Tf+~x is a solution to

zk+l = (Tl+~f)k(zk) both located in C. Since T/f~f= Tl+~fit follows by uniqueness that

T/f~ x = Tl+~ x and according to theorem 4, x is almost periodic. 0

Corollary 5. Consider the discrete-time Riccati equation

T T T -1 T (1)Xk=AkXk+r4k-AkXk+1Bk(Rk+BkXk+lBk) BkXk+r4k+Qk
withA = (Ak)k EZ' B = (Bk)k EZ' R = (Rk)k EZ and Q = (Qk)k EZ almost periodic (matrix)

sequences ofappropriate dimensions Qk = Qr ~ 0, Rk = Rr ~ k I , k > 0. Assume that there

exists 0 < y s l5 such that every discrete-time Riccati equation obtained by translation has a
unique solution X for which y I S Xk S l5 I V k E Z. Then such a solution is almost periodic.

Proof. Obviously the set of n x n symmetric matrices X satisfying y I s X s l5 I is compact
and the sequencef defined through

fk(X) = ArXAk -ArXBk(Rk + BrXBk)-lBrXAk + Qk
is almost periodic, uniformly with respect to X in any compact set. Apply now Lemma 1 and
Theorem 6 and the conclusion follows. Note that the recurence goes backwards but this
does not affect the validity of Lemma 1 and Theorem 6. 0

The above corollary serves for solving the linear quadratic problem with almost periodic
reference tracking. More exactly, let

xk+l = Akxk + Bkuk (2)
with A = (Ak)k EZ' B = (Bk)k EZ almost periodic (matrix) sequences. Let r = (rk\ EZ be

almost periodic. We look for a state feedback law Uk = Fkxk + hk such that the optimal

tracking of r is achieved; that means
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1 N+k-1
lim N L [(x. - r.{Q.(x. - r.) + u!" R. u.] (3)

N-+oo j-k J J J J J J J J

is minimized, where Q. =Q!" ~ 0 and R. =R!" ~ k I , k > 0, define for j E Z almost peri-
J J J J

odic sequences.
Let (1) be the associated Riccati equation and let, under usual assumptions (see section
3.2), X = (Xk)k ez be the unique stabilizing solution. IfF = (Fk)k eZ is the corresponding

stabilizing feedback, consider the equation

gk = (Ak + Bk Fk)gk+1 + Qkrk k EZ (4)
According to Theorems land 4, X and g = (gk)k ez are almost periodic. Usual computa­

tions lead to the optimal feedback law

~=~~+~ W
with

T )-1 Thk = (Rk + Bk Xk+1 Bk Bk gk+1

If (5) is used the optimal cost is
k+N-I

J = lim N
l L [r!" Q.r. - g:l B.(R. + B!"x.+1B.)-lB!"g'+l] (6)

opt N-+oo j=k J J J J J J J J J J J

o
Let us end this section by proving that almost periodicity is preserved by sampling. Let

x= A(t)r + B(t)u (7)
be a linear system with A(.) ,B(.) almost periodic. If the sampling period is <5, i.e.
tk+I = tk + <5 , k EZ, then the discrete version of (7) is

xk+1 = Atxk +~ Uk (8)
where

tk+1

At = st(tk+1 ,tk) , ~ = f st(tk+1' s)B(s) ds
t
k

(9)

and st is the evolution operator of (7).

Theorem 6. The sequences (At)k ez' (~)kez are almost periodic.

Proof. For each -rER we see directly that st(t+-r,s+-r) = st.(t,s) for A (t)~A(t+-r). Con-
T

sider the sequence of positive integers (k)j and the sequence (Ak.o)r Since A (.) is almost
1

periodic there exists a subsequence (k.<5). such that (Ak 0)' is uniformly convergent on R.
I. J . J
J 'j

Denote
. ~ nA . ~

9(t ,s) =;) -\~(t ,s) , A1(t) =Ako(t) =A(t + kj .<5)
J I. J

J
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By using the variation of constants formula and Gronwall's lemma we get

II i"(t ,s) - i'(t ,s) II Sa e2a.uA supll A"(8) - A'(8) II
8

for It - sl sa. It follows that

II A~+k. - A~+k. II s d eM,uA s~plI A"(8) - A'(8) II V k EZ
'i" 'p

Hence (A ) EZ is almost periodic.rr

In the same way consider a subsequence k. such that both A and d defined by
I.
I

d(t) ~ d(t + k.d) are uniformly convergent on R. We obtain directly the estimate
I.
I

II Jtl+k -Jtl+k II Sd2jJ.B eM,uA sup II Aj"(8)-A'(8) II +M~,uASUP II d"(8)-d' (8) II
'. ,. 8 8

'i" 'i'

which shows that (U;), EZ is almost periodic. 0

4. Evolutions under Besicovitcb sequences

Definition 1. LetXbe a Hilbert space and denote by Mx the set of all sequences X = (xk)k EZ'

x
k

E X with the property that

[
1 k+N ]t

sup limsup N ~ II Xk 11 2 =px<x) < 00

kEZ N ... oo i=k+l

where the limsup is uniform with respect to k. 0

It is immediately clear thatpX<ax) = lalpx<x) for V a E R and V x E Mx We have also

_ [1 k+N _]~
p(x + x) = sup limsup N ~ II xk + Xk 11 2

kEZ N... oo i=k+l

[(
Ik+N 2)~ (l

k+N
- 2)jl _

S sup limsup N ~ II Xk II + N ~ II Xk II s Px<X) + px<x)
kEZ N... oo i=k+l i=k+l

Hence px is a seminorm on MX In order to obtain a normed space consider the equivalence

relation - on MX defined by x - x iff px<x - x) = O. Then the quotient space Mx / - will

be a no~ed space equipped with the norm Px and will be called a Besicovitch space
denoted Bx _

Note that the space of almost periodic sequences on X is a subspace of Bx .
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(9)

Theorem 1 Consider the linear system

xk+l =Akxk + Bk uk

Yk = Ckxk
with A, B and C bounded sequences. Ass~me that A defines an exponentially stahle evolution.
There exists y > 0 such that for any u E Bu we have py0') :!> YpJu) where y = (Yk)k eZ with

k-l

Yk ~ L CkS:,i+1 Biui ' k EZ (10)
1=-00 _ _

Hence the well-known formula (10) defines a linear bounded operator from Bu into By i.e.

between input and output Besicovitch spaces.

Proof. We have

or

2 k-l
= _f3_ Ll-i-lll u.1I2

1 - qi=-oo 1

Hence
j+N R2 j+N k-l
LIIYI12:!>~ L LI-i- 1 1Iu·1I2

k=j+l k 1 - q k=j+l i=-oo I

Write
j-l 00

Lq-i-l ll u·11 2=L
i=-oo 1 s=l

j-(s-I)L-I 00 j-(s-I)L-I
L q-i-l ll u·11 2:!> L/s-1)L-j L II u·11 2

i=j-sL 1 s=l i=j-sL 1

(13)



216

But

Hence
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I

(
l j +L

-
I )2

limsup L .L. II ui 11
2 spJu) V k EZ

L-+oo 1=)

Using it we can write further
I

(

1 j-(s-I)L-I )2
limsup L . ~ II ui 11

2
spJu) V s ,j

L-+oo 1=)-sL

and there exists S such that
I

(

1 j-(s-I)S-I )2
S . ~ Il ui l1 2

SpJu) + 1 V s,j
I=)-SS

or
j-(s-I)S-I

L II u. 11 2 S S(pJu) + 1)2 V s ,j
i=j-sS 1

It follows that
j-I . -j A

Lq-I-III u.1I S .!1....:..- S (pJu) + 1)2
i=-oo 1 1-1

and we have eventually that
j-I

liml- LQ-i- I llu·11 2 =O
N-+ooNi=-oo 1

and (12) holds. Remark that we have used essentially in the proof the uniformity with
respect to i of limsup in the definition ofpJu).

Using (12) in (11) we obtain
1 1

(
1 j+N )2 JL. (1 j+N-I )2

limsup N ~ IIYk 11
2

S 1- lim N .L. II ui 11
2

spJu)
N-+oo k=)+1 q N-+oo 1=)

or finally

PlY) S I~QPJU) = YpJu)

and the proof ends. 0

Remark 3. Let us return to the space of almost periodic sequences. If (xk)k EZ' (Yk)k EZ are

almost periodic then «xk 'Yk»k is almost periodic (this follows directly by using Bochner

arguments). It follows that
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exists uniformly with respect to i and the limit does not depend on i. Thus a pre Hilbert
structure is introduced on the space of almost periodic sequences. We shall show that this
structure is equivalent to that induced by the supnorm.
Obviously

1 N ~
lim N L IIxkI12ssupllx·112=v

N-+oo k=l j J
We have to prove that there exists p > 0 such that

N

lim ~ L II Xk 11
2 ~ P v

N-+oo k=l

Note that (II xk 11
2)k E Z is almost periodic, hence there exists '0 EN, '0 > 0 such that

among any '0 consecutive integers there is a v/4-almost period. Let N
j

= j '0' Since
N

lim ~ L II Xk 11 2 exists, it follows that
N-+oo k=l

N. N
1 J 1

lim N L II xk 11
2

= lim N L II xk 11
2

j-+oo j k=l N-+oo k=l
We may write

~ ~ ~ ~ ~
L Il xk l1

2
=L II xk 11

2
=L Il xk l1

2
+L Il xk I1

2
+ ... + L II xk l1

2

k=l k=l k=l k='o+l k=(j-l)ro+l
According to the definition of v there exists kosuch that

2 3v
II x

k II ~4
o

Among the numbers (s - 1)'0 + 1 - ko' ... ,s '0 - kothere exists a v/4-almost period,s that

is
2 2 v

III xk +, II - II xk II I < 4' V k
s

If we take k = kowe have (s - 1)'0 + 1 s ko+ 's S s '0 and

2 2 v v
Ilxk+,11 ~llxk II -4'~2

o s 0

We deduce that

and

Hence
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Thus we have proved that the two structures are equivalent, hence on the space of almost
periodic sequences we have a natural Hilbert-space structure induced by the scalar product

. 1 i+N
<x ,y> =lIm N L <xk'Yk>

N~oo k=i+l

This structure is to be called the Besicovitch structure motivated by the fact that in the
continuous-time case it corresponds to the class of almost periodic functions considered by
Besicovitch. 0
For the sake of completeness we shall end this Appendix with

Theorem 4. Besicovitch sptues are complete.

Proof. Consider the sequences (xk)k EZ for which

limd(i ,x) =0
;"'00

We shall prove that

1

~~.SUP~+l,.tIlX, II')' < ~
For such sequences define the distance by

1

d(x ,y) ~ ~~.';up2 N
1
+ 1 '=~N II x, - y, liP)'

A sequence (i). > 1 of sequences i is Cauchy if for every e > 0 there exists L such that if
,- £

i > L£ then

d(i ,i+s) < e V sEN

Assume that (i). > 1 is a Cauchy sequence and choose a subsequence (ij ). > 1 such that
,- J-

.. 1
d(x'j ,x'j+l) < i+1

Choose further a sequence (A..). > 1 such that ZA. + 1 < A..+ 1 and
11 - "

{

N }!1 .. P 1
sup 2N 1 L II x'i - x'i+1 liP < ---:

N>A. + k=-N i
j

Define the sequence x = (xk)k EZ by

x = jii if Ai S Ikl < Ai+1

k 0 if Ikl < Al
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j-I
:5 (21. + 1)11> L 2, :5 (21. + 1)11> < A.~I

J Jl=V.c J J

We deduce that
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In the same way

L II xii liP :5 (21. + 1) max II ii liP
Ikl<.t J Ikld

1 1

From the above developments it follows that

d( i.) < 211> 1
X,x} - i-I

from where d(x ,Jj ) approaches zero asj approaches infinity.
For an arbitrary i choose j such that i

j
:5 i < i

j
+

1
and deduce that

. . .. . 1
d(x ,i) :5 d(x ,ii) + d(ii,i) :5 d(x ,ii) + i+1

from where
lim d(x j) = 0
;-"00

and the completeness is proved.

Notes and References

D

The general concept of almost periodic functions has been introduced by (13]. A significant
step in studying this class is due to S. Bochner, see [11]. Almost periodic sequences seem to
have been studied first in [59]. An important reference on the subject is [46]. A very useful
application to differential equations is presented in (12]. A basic source on the subject may
be found in (10].
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