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Preface

LACAR 2017 is the first Latin American Congress on Automation and Robotics
that promotes an open forum where researches, scientists, and engineers from
academia and private industries come together to present current and exciting
research applications, and discuss future challenges in this fascinating field. It aims
to generate activities in research, development, and application on automation and
robotics by exchanging knowledge, experiences, and the synergy of research
groups from different places from Latin American.

This year, the congress is held at the Universidad Tecnologica de Panama
(UTP), Panama City. The congress highlights different research areas such as
control algorithms, systems automation, perception, mobile robotics, computer
vision, educational robotics, robotics modeling and simulation, and robotics and
mechanism design. Main workshops discuss topics related to automation and
robotics research in Latin American, the collaboration between research groups,
development of low-cost robotic systems and disaster risk management.

We would like to extend our sincere gratitude and appreciation for all the hard
work and dedication provided by the members of the organizing committee, pro-
gram committee, volunteers, and staff serving LACAR 2017. Also, we thank the
authors and reviewers who have contributed to this event by preparing papers of
high quality. We would like to express our grateful thanks to the publisher and
editorial staff of Springer for accepting and supporting the publication of this
proceedings volume. We believe the LACAR 2017 proceedings are a valuable
source of reference for future research and development that considers the sus-
tainable economics and social development of Latin American countries.

February 2017 Ignacio Chang
José Baca

Héctor A. Moreno
Isela G. Carrera

Manuel N. Cardona



Contents

Robot Position Optimization Based on Joint Mean Torque Norm . . . . . 1
Aníbal Alexandre Campos Bonilla, Leandro da Silva,
and Luis Eduardo Garcia Gonzalez

On the Constrained Walking of the NAO Humanoid Robot . . . . . . . . . . 13
Jesus E. Fierro, J. Alfonso Pamanes, Hector A. Moreno, and Victor Nunez

2 DOF Mechanism for a Variable Geometry Hybrid Wheel . . . . . . . . . . 30
Hector A. Moreno, Isela G. Carrera, J. Alfonso Pamanes,
and Emilio Camporredondo

Experiences on the Design of a Needle Insertion Surgery Robot:
Kinematic Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
Lisandro J. Puglisi, Roque Saltaren Pazmiño, Germán Rey Portolés,
Cecilia E. Garcia Cena, and Rafael Aracil Santonja

Dynamic Analysis of the ROAD Robot During the Sit to Stand Task . . .. . 48
Isela G. Carrera, Hector A. Moreno, Jose F. Flores, Jesus A. Esquivel,
and Mario A. Barrera

A Modular Robotic System for Assessment and Exercise
of Human Movement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
José Baca, Mohan Sai Ambati, Prithviraj Dasgupta, and Mukul Mukherjee

Analysis of the Influence of External Actuators on the Glenohumeral
Joint Movements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
Marie André Destarac, Cecilia E. García Cena, Adrián Mérida Martínez,
Luis J. Monge Chamorro, and Roque Saltarén Pazmiño

Design of a 3D-Printable Powered Prosthetic Hand
for Transmetacarpal Amputees . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
Renato Mio, Luis Ccorimanya, Kevin M. Flores, Giancarlo Salazar,
and Dante Elías

vii

http://dx.doi.org/10.1007/978-3-319-54377-2_1
http://dx.doi.org/10.1007/978-3-319-54377-2_2
http://dx.doi.org/10.1007/978-3-319-54377-2_3
http://dx.doi.org/10.1007/978-3-319-54377-2_4
http://dx.doi.org/10.1007/978-3-319-54377-2_4
http://dx.doi.org/10.1007/978-3-319-54377-2_5
http://dx.doi.org/10.1007/978-3-319-54377-2_6
http://dx.doi.org/10.1007/978-3-319-54377-2_6
http://dx.doi.org/10.1007/978-3-319-54377-2_7
http://dx.doi.org/10.1007/978-3-319-54377-2_7
http://dx.doi.org/10.1007/978-3-319-54377-2_8
http://dx.doi.org/10.1007/978-3-319-54377-2_8


User Centred Design of Rehabilitation Robots . . . . . . . . . . . . . . . . . . . . . 97
Jesús Varela, Roque J. Saltaren, Lisandro J. Puglisi, Javier López,
María Alvarez, and José Carlos Rodríguez

Towards Tracking a Semi-autonomous, Pneumatic
Colonoscope Robot . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
Bradley Woosley, Prithviraj Dasgupta, Hossein Dehghani, Ross Welch,
José Baca, Carl Nelson, Benjamin Terry, and Dmitry Oleynikov

Neural Networks for FDI on the First Actuator of a Two-Link
Planar Manipulator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
Jesús A. Esquivel, Juan A. Díaz, Isela Carrera, and Héctor Moreno

Experimental Identification of Lu-Gre Friction Model in an
Hydraulic Actuator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
Lisandro J. Puglisi, Roque J. Saltaren, and Cecilia E. Garcia Cena

Comparative Analysis Between Fuzzy Logic Control, LQR Control
with Kalman Filter and PID Control for a Two Wheeled
Inverted Pendulum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
Karen Viviana Chate García, Oscar Eduardo Prado Ramírez,
and Carlos Felipe Rengifo Rodas

Manufacturing Control Architecture for FMS with AGV:
A State-of-the-Art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
Sergio R. González, Ivan Mondragón, Gabriel Zambrano,
Wilson Hernandez, and Henry Montaña

Design and Implementation of a Low Cost RFID ISO 11784/11785
Reader for the Automatic Livestock Management in Nicaragua . . . . . . . 173
Joseling Sanchez, Mario Garcia, and Maria Virginia Moncada

Setup of the Yaskawa SDA10F Robot for Industrial Applications,
Using ROS-Industrial . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186
Carol Martinez, Nicolas Barrero, Wilson Hernandez, Cesar Montaño,
and Iván Mondragón

Fault Detection for Sinusoidal PWM Inverter . . . . . . . . . . . . . . . . . . . . . 204
Jesús A. Esquivel, J. Aarón Rios, Pedro Galván, and Isela Carrera

High-Accuracy Localization in Wireless Sensor Neworks Based
on Ray-Tracing and Fingerprinting Techniques . . . . . . . . . . . . . . . . . . . . 216
Antonio del Corte-Valiente, Oscar Gutierrez-Blanco,
and Jose Manuel Gomez-Pulido

Real-Time Monitoring Human Motion System
for Ergonomic Posture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 223
Thiago Beckert Otto, Alexandre Campos, and Marcos Aurelio de Souza

viii Contents

http://dx.doi.org/10.1007/978-3-319-54377-2_9
http://dx.doi.org/10.1007/978-3-319-54377-2_10
http://dx.doi.org/10.1007/978-3-319-54377-2_10
http://dx.doi.org/10.1007/978-3-319-54377-2_11
http://dx.doi.org/10.1007/978-3-319-54377-2_11
http://dx.doi.org/10.1007/978-3-319-54377-2_12
http://dx.doi.org/10.1007/978-3-319-54377-2_12
http://dx.doi.org/10.1007/978-3-319-54377-2_13
http://dx.doi.org/10.1007/978-3-319-54377-2_13
http://dx.doi.org/10.1007/978-3-319-54377-2_13
http://dx.doi.org/10.1007/978-3-319-54377-2_14
http://dx.doi.org/10.1007/978-3-319-54377-2_14
http://dx.doi.org/10.1007/978-3-319-54377-2_15
http://dx.doi.org/10.1007/978-3-319-54377-2_15
http://dx.doi.org/10.1007/978-3-319-54377-2_16
http://dx.doi.org/10.1007/978-3-319-54377-2_16
http://dx.doi.org/10.1007/978-3-319-54377-2_17
http://dx.doi.org/10.1007/978-3-319-54377-2_18
http://dx.doi.org/10.1007/978-3-319-54377-2_18
http://dx.doi.org/10.1007/978-3-319-54377-2_19
http://dx.doi.org/10.1007/978-3-319-54377-2_19


Multipurpose Module Based on Infrared Light for Small Scale
Swarm Robots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 235
Jorge Gaspar Lira, Edgar Alfonso Trujillo, and Jose Torres Millan

Identification of Aircraft in a non-Cooperative Surveillance System.
The Case Sutudy of Aircraft Type Canadair Regional Jet . . . . . . . . . . . 245
Antonio del Corte-Valiente and Jose Manuel Gomez-Pulido

Teaching Math in Elementary Schools by LabVIEW
and Lego Robots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 255
Pedro Ponce, Arturo Molina, Laura Hernández, Eloisa Acha,
Berenice Morales, and Carlos Huitron

Learning Multivariable Controller Design: a Hands-on Approach
with a Lego Robotic Arm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 271
Victoria Serrano, Michael Thompson, and Konstantinos Tsakalis

Towards Image Mosaicking with Aerial Images for Monitoring
Rice Crops . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 279
Juan Rojas, Carol Martinez, Ivan Mondragon, and Julian Colorado

Mechanical Design of a Robotic Exoskeleton for Upper Limb
Rehabilitation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 297
Jorge García Montaño, Cecilia E. García Cena, Luis J. Monge Chamorro,
Marie André Destarac, and Roque Saltarén Pazmiño

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 309

Contents ix

http://dx.doi.org/10.1007/978-3-319-54377-2_20
http://dx.doi.org/10.1007/978-3-319-54377-2_20
http://dx.doi.org/10.1007/978-3-319-54377-2_21
http://dx.doi.org/10.1007/978-3-319-54377-2_21
http://dx.doi.org/10.1007/978-3-319-54377-2_22
http://dx.doi.org/10.1007/978-3-319-54377-2_22
http://dx.doi.org/10.1007/978-3-319-54377-2_23
http://dx.doi.org/10.1007/978-3-319-54377-2_23
http://dx.doi.org/10.1007/978-3-319-54377-2_24
http://dx.doi.org/10.1007/978-3-319-54377-2_24
http://dx.doi.org/10.1007/978-3-319-54377-2_25
http://dx.doi.org/10.1007/978-3-319-54377-2_25


Robot Position Optimization Based on Joint
Mean Torque Norm

Ańıbal Alexandre Campos Bonilla, Leandro da Silva,
and Luis Eduardo Garcia Gonzalez(B)

UDESC, Joinville, SC, Brazil
alexandre.campos@udesc.br, dasilvaleandro21@gmail.com,

luisgarciagonzalez.10@gmail.com

Abstract. Optimal plant-floor robot positioning is a non-trivial task
for robotic manufacturing. An unsuitable robot positioning may cost
time and energy, which after thousands of cycles may be significant. The
present article presents an approach to choose the robot base position
through a numerical optimization tool. The problem may be defined as
follows: given a set of constraints for the base placement of a serial robot,
determine the base placement which requires minimum norm of the aver-
aged absolute joint torques through a given set of trajectories in a process.
In order to obtain the joint torques, the dynamic model of the robot is
used, by means of the recursive Newton-Euler approach. Optimization
process is based on a numerical software function. Additionally, trajec-
tories are determined using polynomial interpolation for joints motion,
assuring motor smoothness suitable for pick and place tasks.

1 Introduction

Industrial robots, also called manipulators, are widely used due to their flexibility
to change function by software. The type of automation which makes use of
robots is called soft automation, as opposed to hard automation, which cannot
be reconfigured by software, and manual labor, which is very expensive for large
batches [9].

When using a manipulator to perform a given task, there is always a need to
carefully consider the limitations imposed by the work environment. All these
factors may change if the robot placement is altered. This means that if the
robot base changes, all joint motors experience a different torque regime, which
in its turn may reduce the robot lifespan, due to the increased effort in each
actuator and mechanical components wear. Reduction in actuator torques also
leads to reduced energy consumption [5].

Considering an industrial repetitive task such as pick and place, even a small
amount of reduction in actuator torque may, after thousands of cycles, be high
enough to justify the procedure of choosing an adequate positioning for the robot
base. This is even more so, given the one-time nature of the calculation, which
is made offline.

c© Springer International Publishing AG 2017
I. Chang et al. (eds.), Advances in Automation and Robotics Research in Latin America,
Lecture Notes in Networks and Systems 13, DOI 10.1007/978-3-319-54377-2 1



2 A.A.C. Bonilla et al.

For this article, the function f(x), which returns a norm of the absolute
torque average in the task path, is associated with a given base position x,
and z, granted that the trajectories, and the processes are held constant, the
only difference being the base position and orientation. The base position may,
therefore, be chosen as the one with the minimum return value of the function
f(x) associated.

As an example of this method, the IRB6620LX robot from ABB is presented.
This robot is a serial robot with 6 joints, mounted on a gantry (which is the link
0). It is a PRR robot (prismatic, revolute, revolute) robot, with the last 3 joints
being revolute, and forming a spherical wrist.

The task to be executed is a set of three processes (A, B and C) the robot
needs to perform, carrying a part. Process A comprises “sliding” the part along-
side the wall of the room, process B comprises “sliding” the object along the
roof, and process C comprises resting (or waiting) for 3 s in the roof. The part is
fed by a conveyor belt (1) with a given speed and orientation, and must be placed
on a final conveyor belt (2) with a given speed and orientation, as indicated by
Fig. 1 [6].

Fig. 1. Proposed processes to be executed by the robotic arm. Room size is 2.5×2.5×
2.5m

2 Forward Kinematics

The link coordinate frames may be assigned to the links using Denavit-
Hartenberg algorithm [10]. Figure 2 shows each frame, including the room frame
Sr and the robot base Sb frame. Robot’s Denavit-Hartenberg parameters are
given by Table 1.

Using the notation aTb for the homogeneous transformation matrix repre-
senting frame b on the frame a, and c(θ), s(θ) for the sine and cosine of θ,
the matrices i−1Ti represent the forward kinematics of IRB6620LX robot, for
1 < i < 6, (Eqs. 1 and 2).
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Fig. 2. Coordinate frames associated with each link

Table 1. Denavit-Hartenberg parameters for IRB6620LX

Joint θ d a α

1 0 (d1 − L4) L3 0

2 −θ2 0 L5 0

3 −θ3 L6 L7 π/2

4 θ4 −L8 0 −π/2

5 −θ5 0 0 π/2

6 θ6 (−L9 − L10) 0 0

i−1Ti =

⎡
⎢⎢⎣

cθi
−sθi

cαi
sθi

sαi
acθi

sθi
cθi

cαi
−cθi

sαi
asθi

0 sαi
cαi

d
0 0 0 1

⎤
⎥⎥⎦ (1)

0T6 = 0T1 ·1 T2 ·2 T3 ·3 T4 ·4 T5 ·5 T6 (2)

Using the datasheet of the robot and the CAD models supplied by the man-
ufacturer [1], the dimensional parameters are obtained and presented in Table 2.

Room and base frames (Sr and Sb) can be represented by the homogeneous
transformation matrices 4 and 5 respectively. Vector sbb represents the position
and orientation of base frame relative to the room frame, using the Euler angles
ZYZ [10].

rbbbb =
[
x y z φ θ ψ

]T (3)

rTb =

⎡
⎢⎢⎣

cφcθcψ − sφsψ −cφsψcθ − sφcψ cφsθ xb

sφcθcψ + cφsψ cφcψ − sφsψcθ sφsθ yb

−cψsθ sψsθ cθ zb

0 0 0 1

⎤
⎥⎥⎦ (4)
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Table 2. Link lengths for IRB6620LX

Dimension Length [m] Dimension Length [m]

L1 4.0000 L6 L4

L2 1.5000 L7 0.2000

L3 0.3800 L8 0.8870

L4 0.2725 L9 0.2000

L5 0.9750 L10 0.2000

bT0 =

⎡
⎢⎢⎣

1 0 0 0
0 0 1 0
0 −1 0 L2

0 0 0 1

⎤
⎥⎥⎦ (5)

3 Inverse Kinematics

Considering the fact that this robot possesses a spherical wrist, the inverse kine-
matics may be uncoupled at the wrist, yielding two, less complex, inverse kine-
matics problems [11]. The first step is to determine the wrist position Pw based
on the tool-tip position and orientation. Given the tool length d6, the tool-tip
position and orientation 0T6, the wrist position can be determined as in Eq. (6).

0Pw = 0Pe − d6 · ae

ae = [0T6(13),
0 T6(23),

0 T6(33)]T

0Pe = [0T6(11),
0 T6(12),

0 T6(13)]T

d6 = L9 + L10

(6)

Using the value of 0Pw, the value of the first 3 joint variables (d1, θ2 and
θ3) can be determined as in Eq. (7). Figure 3 shows the scheme used to calculate
the inverse kinematics, as well as auxiliary variables r, α, β, ω and γ. The two

L7 r

y0

x0 L3

(p , p )x y

L8

L5 p²+(p -L )²y x 3

2

wrist center point

3

Fig. 3. Scheme used to derive the inverse kinematics
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possible configurations for the arm are elbow up, and elbow down, represented
by the plus-minus sign of sin(β). Elbow up was chosen in this case (plus sign).

0Pw = [px, py, pz]T (7)

d1 = pz

r =
√

L2
8 + L2

7

α = atan(L8, L7)

cos(β) =
r2 + L2

5 − p2y − (px − L3)2

2 · r · L5

sin(β) = ±
√

1 − cos(β)2

β = atan(sin(β), cos(β))
θ3 = β + α − π

γ = atan(−py, px − L3)
ω = atan(r · sin(α − θ3),

r · cos(α − θ3) + L5)
θ2 = γ + ω;

Applying the numeric values of the first three joints variables (d1, θ2 and
θ3) to the homogeneous matrices, and multiplying them, yields the matrix 0T3,
which is used to obtain 0R3. The matrix 0R3 is used to obtain 3R6.

0T3(d1, θ2, θ3) = 0T1(d1) · 1T2(θ2) · 2T3(θ3) (8)
0R3(i,j) = 0T3(i,j) 1 ≤ i, j ≤ 3 (9)

3R6 = 0RT
3 · 0R6 (10)

Finally, the matrix 3R6 can be used to determine the last 3 joint angles.
These are the euler angles, and can be calculated as indicated as in Eq. (11)

θ4 = atan(3R6(2,3),
3 R6(1,3)) (11)

θ5 = −atan(
√

3R2
6(1,3) + 3R2

6(2,3),
3R6(3,3))

θ6 = atan(3R6(3,2),− 3R6(3,1))

4 Differential Kinematics

The differential kinematics gives the relationship between the joint velocities
and the end-effector linear and angular velocities [11]. It can be obtained by
differentiating the kinematic expression. The first order partial derivatives of
the forward kinematic equations yields an entity called jacobian matrix, which
can also be obtained in a recursive way. This matrix possesses a dimension of
(6×n) for a serial robot with n DOF (degrees-of-freedom). The jacobian matrix
J can be written as two (3 × n) matrices, as in Eq. (12)

J =
[
JP , JO

]T (12)

The first matrix JP indicates the relationship between the joint angular veloc-
ity q̇ and the end-effector linear velocity ṗe. The second matrix JO relates the
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joint angular velocity q̇ with the end-effector angular velocity ωe. Both of these
matrices are dependent on the joint position vector q, as can be seen in Eq. (13).

ṗe = JP (q) · q̇ ωe = JO(q) · q̇ (13)

Matrices JP and JO are dependent on the kind of joint (prismatic or revolute)
and can be obtained recursively using the homogeneous transformation matrices
from the forward kinematics. Using the vector ve to represent the end-effector
linear and angular velocities, and the vector q to represent the joint variables, the
recursive differential kinematics of the robot becomes as indicated in Eq. (14).
The inverse diferential kinematics is given by Eq. (16).

JP =
[
jp1 jp2 jp3 jp4 jp5 jp6

]
JO =

[
jo1 jo2 jo3 jo4 jo5 jo6

]
(14)

jp1 = 0z0

jpi+1 = 0zi × ( 0pe − 0pi), 1 ≤ i ≤ 5

jo1 = [0, 0, 0]T

joi+1 = 0zi, 1 ≤ i ≤ 5

0z0 = [0, 0, 1]T

0zi = 0Ti(1:3,3), 1 ≤ i ≤ 5
0p0 = [0, 0, 0]T

0pi = 0Ti(1:3,4), 1 ≤ i ≤ 5
0pe = 0T6(1:3,4)

q = [d1, θ2, θ3, θ4, θ5, θ6]T (15)

q̇ = dq/dt

ve =
[
ṗe,ωe

]T

ve = J(q) · q̇

q̇ = J(q)−1 · ve

(16)

5 Trajectory

In this section a path is created based on a given set of waypoints, using a 3rd

degree polynomial to interpolate each joint movement relative to time, between
each two consecutive points. Considering that the velocities are specified at the
waypoints, the curve obtained by this process is continuous at the first order
derivatives, but not at the second order derivatives.

The problem of finding such a curve between two points, can be defined as
follows: “given an initial point 0Pi, an initial orientation 0Ri, the initial linear
and angular velocities vi, and the initial time ti, as well as the final point 0Pf ,
the final orientation 0Rf , the final velocity vf on the tool-tip and the final time
tf , find the expression for the joint vector q in the generic time t, for ti ≤ t ≤ tf”.

For a single joint, this problem can be described as follows:

Find : qn(t) = a0 + a1t + a2t
2 + a3t

3

Given : 0Pi,
0Ri, vi, ti,

0Pf , 0Rf , vf , tf .
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The curve obtained as the solution of the above problem yields a polynomial
expression for qn between two points in time. This is called joint space trajectory,
because the trajectory is generated in the robot joint space. It possesses the
following characteristics compared to a trajectory generated in the operational
space [11]:

1. The trajectory generated is not very demanding from a computational view-
point;

2. Joint positions and velocities are continuous functions of time;
3. Undesirable effects, such as non-smooth trajectories, are minimized.

The first step to solve the described problem, is to convert the given positions
and velocities from the operational space to the joint space. This can be done
using the inverse kinematics and the differential inverse kinematics, which will
result in the four vectors qi, q̇i, qf , and q̇f . Using the initial and final time,
and the 3rd degree polynomials, as well as their derivatives, the interpolating
function is found. Mathematically, for one joint:

qi(ti) = a0 + a1ti + a2t
2
i + a3t

3
i

q̇i(ti) = a1 + 2a2ti + 3a3t
2
i

qf (tf ) = a0 + a1tf + a2t
2
f + a3t

3
f

q̇f (tf ) = a1 + 2a2tf + 3a3t
2
f

Solving this set of equations for each joint, the 6 interpolating polynomials
can be found, as:

q(t) =
[
q1(t), q2(t), ..., qn(t)

]T
, n = 6

If the velocities were not provided at the waypoints, a curve called spline
could be used to yield continuity at the first and second order derivatives [4].

6 Dynamics

Robot dynamics model allows for control strategies and motion planning tech-
niques to be tested without a need to use a physically available system [11].
There are two basic problems related to the dynamics of a manipulator [4]:

1. Given the trajectory vectors q(t), q̇(t), q̈(t), find the torque vector τ (t);
2. Given the torques applied to the joints τ (t), find the resulting motion of the

robot q(t), q̇(t), q̈(t).

Since the interest at this point is to find the torques for a given trajectory,
the first problem needs to be addressed.

There are two basic approaches to model the dynamics of a manipulator:
the lagrangian formulation, and the Newton-Euler formulation. While the first
one is an energy-based approach and conceptually simpler, the second one is a
force-balance recursive approach and is computationally more efficient, since it
exploits the structure of the manipulator open kinematic chain [4,9,11]. Thus,
the Newton-Euler approach is used.
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Newton-Euler approach consists of using the Newton-Euler equations to find
the force and torque acting on the center of mass of each link. The Newton-Euler
equations for the link i are given in Eq. (17).

Fi = miv̇ci Ni = ciIω̇i + ωi × ciIωi (17)

In order to calculate the Eq. (17), the mass (mi) and the inertia tensor at
the C.G. (center of gravity) (ciI) of each link (i) needs to be specified, as well as
the linear acceleration at the center of mass (v̇ci,) and the angular velocity and
acceleration (ωi and ω̇i) of the link need to be calculated.

The masses of each link were obtained from the toolbox ARTE [7], and
given in Eq. (18). The links are assumed to be cylinders to estimate the inertia
tensors. This assumption imply the algorithm is stable relative to uncertainty
in the C.G. position. However, if the C.G. of each joint change the torques may
change, which may be analyzed in further studies.

m1 = 327 kg
m2 = 90 kg

m3 = 81 kg
m4 = 49 kg

m5 = 7kg
m6 = 2kg

mpart = 1kg
(18)

For a solid cylinder with height h and radius r, the inertia tensor at the C.G.
can be calculated as in Eq. 19.

ciI = (mi/12) ·
⎡
⎣

3r2 + h2 0 0
0 3r2 + h2 0
0 0 6r2

⎤
⎦ (19)

The heights and radius for each link are estimated as in Eq. (20).

r1 = 0.220 m, h1 = L3 r4 = 0.123 m, h4 = L8 (20)
r2 = 0.126 m, h2 = L5 r5 = 0.100 m, h5 = L9

r3 = 0.161 m, h3 = L7 r6 = 0.100 m, h6 = L10

There are basically two steps to calculate the force and torque in Eq. (17).
The first one is to determine the values of v̇ci, ωi, ω̇i, Fi and Ni, in the so called
outward iterations, i.e., calculate the linear velocities and angular velocities and
accelerations, as well as the forces and torques due to the link velocities and
accelerations from the base to the tool-tip. The second step is to determine the
resultant force and torque (fi and ni) at the C.G. of each link in the inward
iterations, i.e., from the tool-tip to the base. For the first link, the outward
iteration is simpler, since it is a prismatic joint, as shown in Eq. (21).

ω1 = [0, 0, 0]T

ω̇1 = [0, 0, 0]T

v̇c1 = q̈1(tn) · z1

F1 = m1 · v̇c1

N1 = c1Iω̇1 + ω1 × c1Iω1

(21)
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The outward iterations for the other 5 revolute joints are calculated as
Eq. (22).

for i = 1..5 (22)
zi+1 = i+1Ri (1:3,3)

ωi+1 = i+1Riωi + q̇i+1zi+1

ω̇i+1 = i+1Riω̇i + i+1Riωi × q̇i+1zi+1 + q̈i+1zi+1

iPi+1 = iTi+1 (1:3,4)

v̇i+1 = i+1Ri(ω̇i ×i Pi+1 + ωi × (ωi ×i Pi+1) + v̇1)
v̇ci+1 = ω̇i+1 × Pci+1 + ωi+1 × (ωi+1 × Pci+1) + v̇2

Fi+1 = mi+1 · v̇c i+1

Ni+1 = i+1 cI · ω̇i+1 + ωi+1 × i+1 cI · ωi+1

endfor

Part weight is included by adding an external force pointing towards the
ground at the tool-tip. This force is designated by Fext. There is no momen-
tum Next applied to the tool-tip. The inward iterations are given as Eq. (23).
Supposing a given trajectory is defined as a 3rd degree polynomial between
times ti and tf , the torque vector τ (t) is calculated iteratively for a set of times
(ti, ti+1, ..., tn, ..., tf ) using the described outward and inward iterations at each
given time tn.

Fext =
6Rr · mpart · g · (−zr)

Next = 0

f6 = Fext + F6

n6 = N6 + P c6 × F6 + Next

τ6 = nT
6 · z6

for i = 5 : −1 : 2

fi =
iRi+1 · fi+1 + Fi

ni = Ni +
i Ri+1ni+1+

Pci × Fi +
iPi+1 ×i Ri+1fi+1

τi = nT
i · zi

endfor

f1 = 1R2 · f2 + F1

n1 = N1 +
1 R2n2 + Pc1 × F1

+ 1P2 × 1R2f2

τ1 = fT
1 · z1

(23)

7 Optimization

Optimization is the process of finding the minimum or maximum value of a func-
tion, usually not using an explicit approach [2]. The numerical-computational
analysis software Scilab offers a toolbox, fmincon, for optimization. The
fmincon() optimization function present in this toolbox is applied to minimize
or maximize a multivariable function [12]. Function fmincon() takes an “objec-
tive function” which is the one to be minimized, an input parameter “x” and the
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problem constraints, if they exist, and returns the point at which the objective
function yields its minimum value. Such that

minx f (x )
subject to c (x ) ≤ 0

ceq (x ) = 0
lb ≤ x ≤ ub

(24)

Given the expression of torque as a function of the base position, presented
in the previous sections, the goal is to find the position where the norm of the
average absolute torques is minimal, subject to the restrictions showed above.
The objective function f(x ) takes the base position and returns the norm of
the average absolute torques, ignoring the first joint (because it is prismatic).
[3] Since the relationship established between the base position and the torque
at the joints is not linear, the optimization function fmincon() present in the
scilab toolbox is used [8].

The function f(x ) can be mathematically defined as:

f (x ) =

√√√√ 6∑
i=2

τ2
i mean(x ), where τi mean(x ) =

∑n
i=1 |τi(x )|

n
(25)

where n is the number of all the path points. Vector x = [x, z] is the base position
in the room frame.

The first constraint is derived from the inverse kinematics. The value of
cos(β) defines the existence of a solution for the inverse kinematics problem.
Physically this means the absolute value of cos(β) will be greater than 1 when
the target is too distant for the end-effector to reach. So the value of cos(β) must
be less than or equal to 1 to assure the existence of a solution for the inverse
kinematics problem. Thus:

cos(β) =
r2 + L2

5 − p2y − (px − L3)2

2 · r · L5
, cos(β) ≤ 1 (26)

The second constraint, is the singularity position. Given by the minimum
jacobian’s determinant which is a function of base position, where the minimum
jacobian can’t be zero, or in practice, less than a given tolerance ε = 0.001.
In physical terms, when det(J) = 0 the robot loses one degree of freedom. The
restriction then becomes as in Eq. (27). The last constraints are the room bound-
aries (Eq. 28), where x and z are the components of vector x .

Jmin = min(det (Ji)), where Jmin ≥ ε (27)

xlb ≤ x ≤ xub and zlb ≤ z ≤ zub (28)

8 Results

Figure 4 shows the base positions in which the constraints are met, the detail
of the region where the minimum torque was obtained and the norm of average
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Fig. 4. Upper left: Regions in which the constraints are met. Lower left: Detail of
minimum torque region. Right: Norm of average absolute torques in function of x and
z base position

absolute torques in function of x and z positioning. The y coordinate is kept at
−1. The minimum torque position was obtained as:

x = [0.13117320, 0] m, f(x ) = 57.4965256 N.m (29)

9 Conclusion

The appropriate selection of the robot base coordinates can reduce the torque
required by the robot joints. This paper demonstrated the importance of opti-
mization analysis, and a method for finding the base position which yields the
minimum value of the norm of average absolute torques among the revolute
joints. Using constraints in the optimization problem it is possible to reduce the
time necessary to perform the algorithm by restricting the region of analysis.

The assumption that the C.G.’s are at the center of each link is a sim-
plification implying the algorithm is stable relative to uncertainty in the C.G.
positioning. However torques will change if the C.G.’s of each joint change. This
stability may be analyzed in further studies. The results confirm that the torque
profile of the robot is sensitive to the base position. Thus, this type of analysis
brings great benefits not only in operation of the robot, but also in the dynamic
requirements and joint wear, factors that are generally associated with costs, in
the industry.
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Abstract. The legs of the NAO humanoid robot have only 11 DOF;
consequently, the motion of the pelvis and the free foot cannot be entirely
specified in order to fully controlling the zero moment point (ZMP) in
the contact area of the support foot. Thus, constraints on motion of
both the pelvis and free foot must be appropriately taken into account
in the motion planning process in order to specify suitable stable gaits.
Specifically, the take-off and landing of the free foot have to be achieved
in such a way that undesirable forces in the contact point with the floor
be avoided. In this paper, a procedure is proposed to planning suitable
walks in such a way that contact between the foot and the floor produces
a stable behavior of the robot. To the knowledge of the authors, this
problem has not be previously studied in the literature. The proposed
method is applied in a study case to show its efficacy to get a stable gait.

1 Introduction

The research on humanoid robots has been expanding since the creation of the
WABOT-1 in 1973 in Waseda University [1] and then moving forward to the
year 2000 with the creation of the ASIMO robot by Honda [2]. Further advances
led us to the All-new ASIMO [3] in 2011 and comparable humanoid robots like
the HRP-4C [4] and the Robonaut 2 [5]. Then, a few years later arrives the
humanoid Nao robot [6], in which this paper takes a closer look.

In regards of motion planning for biped robots there has been several
approaches, like footstep planning [7,8] and walking patterns. The study in [9]
is based on walking of humans and the efficiency that brings emulating the
extended knee walk in our natural pattern. Other way of approaching the walk-
ing control problem is by generating trajectories based on the inverted pendulum
model [10,11] or by using fuzzy logic systems as seen in [12] which brings a faster
response for the online walking mode. Previous particular works on the Nao robot
were presented in [13,14] where the motion planning is based on the inverse pen-
dulum approach. On the other hand, a gait planning focused on energy efficiency
was proposed in [15]. A similar kinematic model of the robot was applied in [16].
The methods proposed in all these works give interesting schemes of walking for
c© Springer International Publishing AG 2017
I. Chang et al. (eds.), Advances in Automation and Robotics Research in Latin America,
Lecture Notes in Networks and Systems 13, DOI 10.1007/978-3-319-54377-2 2
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that humanoid. However, constraints on motion of the pelvis and the free foot of
the robot were not explicitly taken into account and therefore the ZMP cannot
be fully controlled; as consequence, a stable walking could not be guaranteed
by applying such approaches. In this paper, a procedure is proposed to define a
suitable walking in such a way that full contact between the foot and the floor
be achieved. As result, a feasible stable behavior of the robot could be obtained
for constrained motions of the pelvis and the free foot during the walking. A
section is included to present the constraints that exist in motion of the pelvis
and the free foot. The proposed method is finally applied in a study case that
show its efficacy in getting a suitable walking.

2 Humanoid Robot NAO

Made by the Aldebaran Robotics Company, the Nao is a programmable
humanoid robot with 25 DOF: five for each arm and one for each hand, two
for the head, and eleven for the legs. It has 0.57 m of height and 4.5 kg of weight.
The robot is shown in Fig. 1 and the kinematic scheme corresponding to the legs
is appreciated in Fig. 2. Each leg has six rotational joints, but the motion of the
joints attached to the pelvis are constrained in such a way that one actuator
produces symmetrical rotations on them, as shown in Fig. 3.

To describe the kinematic chain of the Nao, we apply the modified Denavit-
Hartenberg notation [17]. One orthonormal reference frame is attached to each
link. The links are numbered from 0 to 12 starting with the fixed link (support

Fig. 1. The Nao humanoid robot from the Aldebaran Company.



On the Constrained Walking of the NAO Humanoid Robot 15

Fig. 2. Kinematic scheme of legs of the Nao robot

foot) and ending on the moving foot (free foot), as shown in Fig. 2. In this figure,
we can also appreciate the orthonormal frame xM − yM − zM attached to the
floor (world frame).

For the kinematic analysis of the walking pattern, we establish two sets of
reference frames in the same kinematic chain: one for the fixed right foot (frf ),
and the corresponding one of the fixed left foot (flf ). The kinematic chain showed
in Fig. 2 is that one corresponding to frf. In both cases frf and flf, the numeration
of frames begins with zero, assigned to the fixed foot. The modified Denavit-
Hartenberg (MDH) parameters of the kinematic chain for the legs are given in
Table 1. These parameters are the same for both chains frf and flf. The values
for the non-null distances in Table 1 are d3 = d11 = 0.103 m, d4 = d10 = 0.10 m
and r6 = r7 = 0.0712 m.

In the power transmission scheme of Fig. 3 we can appreciate how a single
motor provides motions to joints 6 and 7 attached to the pelvis of the kinematic
chain. Thus, the following constrain is imposed by the power transmission:

θ7 = θ6 (1)
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Fig. 3. Scheme of the power transmission to joints attached to the pelvis

Table 1. Modified Denavit-Hartenberg parameters for the legs of the Nao

α d θ r

1 90◦ 0 θ1 0

2 90◦ 0 θ2 0

3 0◦ d3 θ3 0

4 0◦ d4 θ4 0

5 −90◦ 0 θ5 0

6 90◦ 0 θ6 r6

7 −90◦ 0 θ7 r7

8 90◦ 0 θ8 0

9 −90◦ 0 θ9 0

10 0◦ d10 θ10 0

11 0◦ d11 θ11 0

12 90◦ 0 θ12 0

This equation holds while the robot is moving and, evidently, restrain the mobil-
ity of the kinematic chain. One orthonormal reference frame (frame xp −yp −zp)
attached to the pelvis is shown in Fig. 3. This frame is rotated by a fixed angle θp

with respect to the x6 axis of frame 6. Note that θp = 45◦ for frf and θp = −45◦

for flf.

3 Elemental Walking Pattern

A general walking pattern is defined by specifying the poses (position and ori-
entation) of the frames attached to the pelvis (frame xp − yp − zp, Fig. 2) and
the free foot (frame x12 − y12 − z12, Fig. 2) with respect to the world frame as
functions of time. In previous works [18] we have used closed cycloidal functions
to define both motions. However, as stablished in Sect. 1, other approaches have
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been applied to specify the gait of humanoid robots. A particular case of walking
for a humanoid is obtained when the frame xp − yp − zp remains parallel to the
frame xm − ym − zm and the sole of the free foot remains parallel to the plane
xM − yM of the world’s frame during the walk. This kind of walking will be
termed elemental walking in this paper. In such a walking, the displacement of
the torso is only translational while the motion of the free foot is general but con-
strained to have rotations only about zm. The desired orientation of the pelvis
and the free foot will be specified with respect to the world’s frame by using
the Bryant angles λ, μ, ν, which corresponds respectively to successive rotations
about the axes x, y, z attached to the corresponding link beginning with this
frame matched with the world’s frame. Thus, in elemental walking the three
Bryant angles of the pelvis are nulls, and therefore, the rotation matrix of the
pelvis with respect to the world’s frame is:

M
p R∗ =

⎡
⎣

t11 t12 t13
t21 t22 t23
t31 t32 t33

⎤
⎦ =

⎡
⎣

1 0 0
0 1 0
0 0 1

⎤
⎦ (2)

For rotation of the free foot in elemental walking, we only specify the orien-
tation of the vector x12 of the foot frame. To hold the conditions of an elemental
walking, such a vector must be normal to the floor surface (plane xM − yM ).
Hence, the rotation matrix for the free foot with respect to the world’s frame is:

M
p R∗ =

⎡
⎣

m11 m12 m13

m21 m22 m23

m31 m32 m33

⎤
⎦ =

⎡
⎣

0 m12 m13

0 m22 m23

−1 0 0

⎤
⎦ (3)

The terms m12, m13, m22 and m23 in this matrix are defined by the values
specified for λ, μ and ν. In a previous analysis of the elemental walking [19] it
was proved that for a specified pose of the pelvis and a specified position of the
free foot, the terms m12, m13, m22 and m23 must hold the following equations:

− c7s8m13 + (cP c8 + sP s7s8)m23 = 0 (4)

[c27c
2
8 + s27]m

2
13 + 2[c7c8(cP s8 − sP s7c8) + s7c7sP ]m13m23

+ [(cP s8 − sP s7c8)2 + s2P c27]m
2
23 = 1

(5)

where si ≡ sinθi, ci ≡ cosθi(i = 7, 8), sp ≡ sinθp and cp ≡ cosθp. The angles θ7
and θ8 are the joint variables corresponding to joints 7 and 8, respectively, of
the kinematic chain of Fig. 2.

For an elemental walking the Bryant angles of the free foot are constrained in
such a way that m12,m13,m22 and m23 hold Eqs. (4) and (5). These equations are
defined in [19] as the conditions for an elemental walking. During a walk, these
conditions are accomplished if the path of the point Op of the pelvis remains on
the sagittal plane of the robot, and the point O12 of the free foot remains on a
plane parallel to the sagittal plane. Otherwise, the sole of the free foot will not
be parallel to the plane of the floor and a stable contact of the foot with the
floor could not be achieved.
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4 General Walking

As shown in the precedent Section, for an elemental walking of the Nao robot
it is possible to obtain poses of the support foot such that a full contact of the
sole with the floor is achieved. Nevertheless, under elemental walking, the point
Op of the pelvis is constrained to remain on the sagittal plane. This condition
generally do not allow keeping the ZMP in the support surface of the robot
during the single support phase. Thus, in order to fully controlling the position
of the ZMP, a component of motion of the point Op must be on the frontal plane.
Such a component, nevertheless, avoids the elemental walking; consequently, the
conditions for elemental walking must be disregarded if we want improve the
position of the ZMP in the sole of the support foot. We propose to retain the
full contact condition of the support foot (Eq. 3), but admitting rotations and
displacements of the pelvis on the frontal plane. Therefore, the positions and
orientations of the free foot and the positions of the pelvis will be fully specified.
The rotations of the pelvis will be admitted in order to improve the mobility of
the free leg to suitably controlling the ZMP. To specify the orientation of the
free foot we apply the Bryant angles λ12, μ12, ν12 that define the orientation of
frame 12 with respect to the world’s frame. The Bryant angles λp, μp and νp of
the orientation of the pelvis are determined by the joint variables θ4, θ5 and θ6
of the support leg. Because of λp, μp and νp are not specified, then θ4, θ5 and
θ6 will be considered as the independent variables of an optimization method.
Indeed, to solve the inverse kinematic problem by using only 11 DOF for the
partially specified motion of the robot we propose a numerical procedure based
on a non-linear optimization method. The phases of this procedure are:

1. To specify the Cartesian coordinates xp, yp, zp of the point Op in pelvis, and
xO12, yO12, zO12 of the point O12 of frame attached to the free foot, and the
Bryant angles λ12, μ12, ν12 that define the orientation of frame 12 with respect
to the world’s frame.

2. To propose initial values of the joint variables θ4, θ5 and θ6.
3. By starting with the proposed initial values of θ4, θ5 and θ6, minimize the

following objective function:

f = (θ∗
7 − θ7)2 (6)

The joint variable θ∗
7 in Eq. (6) is the value of the 7th joint variable of the

free leg that ideally should have the Nao robot considered as one of 12 DOF
and, therefore, without the constraint of Eq. (1). On the other hand, θ7 is the
current value of that joint variable in the optimization process. Such a value
is obtained by considering the real architecture of 11 DOF and by taking into
account the constraint of Eq. (1).

Note that by following the proposed procedure at each path point, when
the convergence be attained the objective function must be zero and the spec-
ified pose of the free foot will be obtained. In this case, the specified pose of
the free foot and the specified position of the pelvis are fully accomplished.
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Fig. 4. Motion of the pelvis

Fig. 5. Position of feet

The orientation of the pelvis will be such that cooperate as much as possible
with the free leg in order to get the desired pose of the free foot. At each itera-
tion of the optimization process, for any time during the walking, by using the
current set of values of the independent variables θ4, θ5 and θ6 the other joint
variables of the robot are computed by applying the inverse kinematic model
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Fig. 6. Orientation right foot

Fig. 7. Orientation left foot

proposed in [18]. At this step of the procedure, both variables θ∗
7 and θ7 are

computed; the former by considering the robot as one of 12 DOF, and the sec-
ond by considering the robot as one of 11 DOF. To minimize the function (6),
we use the fminunc function in Matlab c© software (Figs. 6 and 7).
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5 Case Study

We apply in this Section the proposed approach for a general walk of the Nao
robot in which the desired motions of the pelvis and the free foot are specified by
using the pattern previously proposed in [20]. Only the rotational motion of the
pelvis is synthesized as result of our approach. The functions defining the applied
walking pattern are presented in AppendixA, and the equations of the inverse
kinematic model are given in the AppendixB. The period of the specified walking
is 0.5 seg for one step. The walking consists of 4 steps; the first step corresponds
to the beginning phase and the last step is for the ending phase. The steps two
and three are in the cruiser phase with constant velocity. The other parameters
of the walking pattern are given in Table 2. In Figs. 4 and 7 are observed the
curves of the desired motion of the pelvis and the free foot corresponding to
the specified walking pattern, and a simulation for the desired motion of the
pelvis and feet obtained in Matlab c© is appreciated in Fig. 8. On the other hand,
as result of application of our approach the joint trajectories of the Nao were
obtained. A sample of postures of the robot during the walking obtained by
simulation can be appreciated in the Fig. 9.

Fig. 8. Simulation of the proposed motion for the pelvis and the free foot.
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Table 2. Values proposed for the parameters of the walking pattern

Parameters Values

ns 4 steps

T1 0.5 s

T2 0.5 s

T3 0.5 s

T4 0.5 s

T 2 s

xpini 10mm

ypini 60mm

zpini 200.7 mm

δxp 150mm

δyp −10 mm

δzp 5mm

λpini 0◦

μpini 10◦

νpini 0◦

Parameters Values

δλp −5◦

δμp 0◦

δνp 0◦

xfini 10mm

yfini 10mm

zfini 150mm

δxf 150mm

δyf 5mm

δzf 15mm

λfini 0◦

μfini 0◦

νfini 0◦

δλf 0◦

δμf −5◦

δνf 0◦
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Fig. 9. Walking simulation

6 Conclusion

A study was developed in this paper for walking planning of the Nao robot.
A method is proposed in order to find a suitable gait for the humanoid. The
obtained results show that continuous motion of the robot and stable contact of
the free foot with the floor at each step are achieved by using our approach. This
one allows to solve the inverse kinematic problem of the legs with 11 DOF of the
Nao humanoid for a suitable walking pattern of the robot. The motion of the free
foot is fully specified while only the path of one point of the pelvis is stipulated. In
this way, the translational motion of the pelvis would allow improve the control
of the ZMP during the single support phase, while the rotational motion of the
pelvis is synthesized in such a way that the full control for poses of the free foot
is gotten. To the knowledge of the authors there are not previous studies in the
literature about this subject. In future works about the gait of the Nao robot, a
formulation for an optimization problem will be proposed in order to obtain the
parameters of the walking pattern that improve as much as possible the behavior
of the ZMP during the walking.

Acknowledgements. This work was supported by the DGTN (General Direction of
the National Institute of Technology) of the Ministry of Public Education of Mexico,
and the CONACyT (National Council of Research and Technology) of Mexico.
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Appendix A Walking Pattern Based in Cycloidal
Motions

Motion of the pelvis
It is assumed that the robot is walking in a straight line in the direction of xM ,
this walking pattern is divided in three phases: Phase 1 or initial; Phase 2 of
constant velocity or cruiser; and Phase 3 of the stopping. During Phase 1, the
pelvis accelerates from rest following a startup semi-cycloidal motion until it
reaches just below the cruiser velocity (Vmax); this phase happens during the
first step of the walking simulation, and its period is equal to T1; it is assumed
that the initial posture of the robot has the feet together. A step in the constant
velocity phase is done in a T2 period. Finally, on Phase 3 the magnitude of the
velocity of the pelvis slows down following a detention semi-cycloidal motion in
a T3 period, which corresponds to a single step, arriving at a detention with both
feet together. In each step on each of the three phases mentioned there is a double
support phase (DSP) and a single support phase (SSP). Thus Ti = TSi + TDi

where Ti is the total period in a single step in the phase i(i = 1, 2, 3), TSi is the
period corresponding to the SSP in the phase i, and TDi is the period of the
DSP in phase i. Taking into account the aforementioned, the robot would be in
phase 1 if 0 ≤ t ≤ T1; and in phase 2 if T1 < t ≤ (T1 + npT2); and in phase 3 if
(T1 + npT2) < t ≤ TT , where np is the number of steps on constant velocity, t is
the actual time(elapsed time since de startup) and TT its the total time of the
walking simulation (TT = T1 +npT2 +T3). The proposed movement motions for
the pelvis are shown in Eqs. (A.1)–(A.7)

xp(t) =

⎧
⎪⎪⎨
⎪⎪⎩

Sx

2

(
t

T1
− 1

π sin( πt
T1

)
)

, 0 ≤ t ≤ T1

Sx(j − 1
2 + t′

T2
) , 0 ≤ t′ ≤ T2

nSx + Sx

2

(
1 + t′′

T3
+ 1

π sin(πt′′
T3

)
)

, 0 ≤ t′′ ≤ T3

(A.1)

where j = 1, ..., np

yp(t) =

⎧
⎪⎪⎪⎪⎪⎪⎨
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ypo − δyp

(
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− 1

2π sin(2tπ
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)
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− 1
4π sin(4t′π
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2
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+ 1

4π sin(4t′π
T2
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, T2
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(
t′′
T3

− 1
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T3 )
)

, 0 ≤ t′′ ≤ T3

(A.2)

zp(t) =

⎧
⎪⎪⎪⎨
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zpo + εpδzp

(
t
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− 1

2π sin(2tπ
T1
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2π sin(2t′′π

T3
)
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, 0 ≤ t′′ ≤ T3

(A.3)
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λp(t) =

⎧
⎪⎪⎪⎨
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λpo − εpδλp

(
t
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− 1

2π sin(2tπ
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)
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(A.4)

μp(t) =
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− 1

2π sin(2tπ
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2π sin(2t′′π
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)
)
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(A.5)

νp(t) =
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(A.6)

νp(t) =
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(A.7)

Motion of the free foot
The expressions on (A.8) and (A.10) determine, within the frame xM −yM −zM ,
the position of the origin O12 of the frame 12 on the free foot (Fig. 2). This point
is ubicated on the left ankle if the right foot is on the floor, and viceversa. The
orientation of the free foot is determined in relation to the frame xM − yM − zM

and is given by the functions (A.11) and (A.13). In the Eq. (A.8) j = 1, ..., np.

xf (t) = jδxf + δxf

[
t

TSi
− 1

2π
sin(

2tπ

TSi
)
]

(A.8)

yf (t) =
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⎪⎩

δyf (sin(pixf (t))) , 0 ≤ t ≤ T1

δyf

(
sin

(
pi
2

(
1 + xf (t

′)
Sx

)))
, 0 ≤ t′ ≤ T2

δyf (sin (pixf (t′′))) , 0 ≤ t′′ ≤ T3

(A.9)
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Appendix B Inverse Kinematic Model of a 12 DOF
Biped Robot

The inverse kinematic model equations for the feet of the humanoid robot are
determined by a specific position and orientation frame of the pelvis with respect
to the frame xM − yM − zM , by an homogenous matrix equation expressed as:

M
p T ∗ =

⎡
⎣

tp11 tp12 tp13
tp21 tp22 tp23
tp31 tp32 tp33

⎤
⎦ (B.1)

The star in M
p T ∗ denotes that this matrix is known. The elements of M

p T ∗

are calculated from the operational coordinates defined in Eqs. (A.1)–(A.7). The
first three rows and columns are determined by using the Bryant angles matrix,
that is expressed as:

M
p R =

⎡
⎣

cμcν −cμsν sμ
sλsμcν + cλsν −sλsμsν + cλcν −sλcμ

−cλsμcν + sλsν cλsμsν + sλcν cλcμ

⎤
⎦ (B.2)

where the angles, corresponding to the pelvis, are defined by the function (A.4)–
(A.7). At the same time, the three elements of the last row from M

p T ∗ are the
Cartesian coordinates of the origen frame of the pelvis in the frame xM−yM−zM ,
that are specified by the functions (A.1)–(A.3). The inverse kinematic equations
for the free foot are obtained from the homogeneous matrix equation p

12T
∗ that

defines the reference frame 12, present in the free foot, with respect from the
frame of the pelvis. This matrix is the result of the product:

p
12T

∗ = p
MT ∗ ∗ M

f T ∗ ∗ f
12T

∗ (B.3)

where p
MT ∗ is the inverse matrix given by (B.1). The homogeneous matrix equa-

tion f
12T

∗ from the Eq. (B.3) is:

f
12T

∗ =

⎡
⎢⎢⎣

0 0 1 0
1 0 0 0
0 1 0 0
0 0 0 1

⎤
⎥⎥⎦ (B.4)

As show in Fig. 2, the elements of M
f T ∗ are calculated by the operational

coordinates defined in Eqs. (A.8)–(A.13). The orientation of this matrix is deter-
mined by using the matrix (B.2), with the Bryant angles for the free foot. Finally,
the known elements that results from the matrix p

12T
∗ are designated as follows:
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p
12T

∗ =

⎡
⎢⎢⎣

tf11 tf12 tf13 tf14
tf21 tf22 tf23 tf24
tf31 tf32 tf33 tf34
0 0 0 1

⎤
⎥⎥⎦ (B.5)

The inverse kinematic model is determined by using the Eqs. (B.1) and (B.5),
the geometric parameters of the humanoid robot, and the walking parameters
shown in Tables 1 and 2. Next we show the equations of the inverse kinematic
model, where d̄7 = (d7/2):

• Support foot:

s6 = (tp23r6 − yp)tp31 − (tp33r6 − zp)tp21 − (tp21tp32 − tp22tp31 + tp31)d̄7
c6 = (tp23r6 − yp − d̄7)tp32 + zp − tp33r6

s1 = (tp31c6 − tp32s6)r5 − tp32d̄7 − tp33r6 + zp

c1 = (tp21c6 − tp22s6)r6 − tp22d̄7 − tp23r6 + yp + d̄7

s5 = (tp21s1 − tp31c1)s6 − (tp22s1 − tp32c1)c6
c5 = tp33c1 − tp23s1

x14 = (tp21c1c6 + tp31s1c6 − tp22c1s6 − tp32s1s6)r5 − (tp22c1 + tp32s1)d̄7+
(yp − tp23r6 + d̄7)c1 + (zp − tp33r6)s1

z14 = (tp11c6 − tp12s6)r5 − tp12d̄7 − tp13r6 + xp

r14 =
√

(x14)2 + (z14)2

rtαx =
x14

r14

√
d23 − 0.25(r14)2 + 0.5z14

rtαy =
x14

2
− z14

r14

√
d23 − 0.25(r14)2

rfαx = z14 − rtαx

rfαy = x14 − rtαy

s ¯234 = −(tp11s6 + tp12c6)c5 − tp13s5

c ¯234 = tp11c6 − tp12s6

θ1 = atan2(s1, c1)
θ2 = atan2(rtαy, rtαx) − 0.5π

θ3 = atan2(rfαy, rfαx − θ2 − 0.5π

θ4 = atan2(s ¯234, c ¯234) − θ2 − θ3

θ5 = atan2(s5, c5)
θ6 = atan2(s6, c6)
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• Free foot:

s7 = tf23zf + (d̄7 + yf )tf23
c7 = tf33xf − tf13zf

s8 = zf

c8 = xfs7 − (d̄7 − yf )c7
x812 = (xfs7 + (yf − d̄7)c7)c8 + zfs8

z812 = (d̄7 − yf )s7 + xfc7 − r8

r812 =
√

(x812)2 + (z812)2

rflx =
x812

r812

√
d210 − 0.25(r812)2 + 0.5z812

rfly =
x812

2
− zz812

r812

√
d210 − 0.25(r812)2

rtlx = z812 − rflx

rtly = x812 − rfly

g11 = tg13c7 − tf23s7

s12 = tf31c8 − (tf11s7 + tf21c7)s8
c12 = tf32c8 − (tf12s7 + tf22c7)s8
θ7 = atan2(s7, c7)
θ8 = atan2(s8, c8)
θ9 = atan2(rfly, rflx) − 0.5π

θ10 = atan2(rtly, rtlx) − θ9 − 0.5π

c910 = cos(θ9 + θ10)
s910 = sin(θ9 + θ10)

h11 =
√

(s910)2 + (c910)2 − (g11)2

θ11 = atan2((−s910g11 − c910h11), (c910g11 − s910h11))
θ12 = atan2(s12, c12)
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Abstract. The design of a 2 degree of freedom (DOF) mechanism for a
variable geometry hybrid wheel is presented in this paper. The mecha-
nism allows transforming a circular wheel in a hybrid one with multiple
limbs. It is actuated by both rotational and a linear motors mounted on
the vehicle chassis. The former rotates the wheel and the linear motor
makes that the legs be extended or contracted. The highlights of the
mechanism are discussed in the paper.

1 Introduction

In the last decades, some researchers have implemented the so-called hybrid
wheels in mobile robots. These wheels consist of a symmetrical body with mul-
tiple limbs rotated by an actuator mounted on the chassis of the vehicle. Exper-
iments have shown the remarkable performance of these wheels when traversing
rough terrain, crossing slopes, or climbing stairs. More recently, some interest-
ing designs of hybrid wheels that can change their shape have been proposed.
Such kind of wheels can adapt better to the terrain conditions. These wheels are
referred as Variable Geometry Hybrid Wheels (VGHW).

VGHWs combine the advantages of circular wheels and hybrid wheels. These
wheels can be used in mobile platforms for service and field robotics. In the case of
a service mobile robot, a hybrid wheel could allow the robot the access to all parts
of a house or building due to its ability to climb stairs. Furthermore, the dam-
age on the floor’s surface is minimal or nonexistent when using a circular wheel,
differently to the case of a hybrid wheel since there is an impact at each step.

On the other hand, in the case of a field mobile robot, it is known that circular
wheels are the most efficient way to transit on plain terrains at high velocities.
Alternatively, a hybrid wheel would be more suitable in traversing rough terrain,
sand, sludge, and snow. Additionally, by using the limbs of the hybrid wheel as
paddles, an amphibious vehicle can be constructed.

Two configurations of a VGHW actuated by the proposed mechanism in this
paper are shown in Fig. 1.

In the following paragraphs some previously proposed VGHWs are described.
Then, our mechanism is presented and its interesting features are discussed.
c© Springer International Publishing AG 2017
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Fig. 1. Variable geometry hybrid wheel in two configurations: (a) wheel open, with the
limbs flexed (b) wheel closed with the wheels extended

2 Variable Geometry Hybrid Wheels

In [1] Burt et al. present a device with two hybrids wheels that can change their
geometry. The legs of the wheels consist of a slider-rod-crank mechanism. The
slider provides the input motion and is implemented by a motor that rotates
a shaft with external thread that is in contact with a cylindrical element (the
slider) with internal thread. The slider is connected to the rod by a revolute
joint in the same way the rod is connected to the crank. The crank is the ele-
ment that is in contact with the ground and corresponds to a leg of the hybrid
wheel. Interesting features have been documented for this design, nevertheless
an inadequate operation of the hybrid wheel could occurs when its legs turn
on an axis orthogonal to the wheel’s axis. Indeed, collision of the wheel with
obstacles would obstruct the extension/flexion of the limbs. As consequence of
the same kind of motion of the leg an unmoderated wear could occurs on both
elements the wheel and the floor. Such a behavior of the device become a major
drawback for applications in household or factory environments.

In other work Sgherri [2] presents a wheel in which a central tapered shaft
expels a number of links with rollers that linearly move through different conduits
in the rim of the wheel. The tapered shaft has an external thread at the end
and it is assembled to the rim by means of an internal thread. When the wheel
meet an obstacle the applied torque to the drive shaft increases, then a relative
rotation of the tapered shaft occurs with regard to the rim against the action
of a linear spring. As consequence the limb on the wheel is expelled. The major
drawback of this device is that if the vehicle meet an obstacle when moves on a
slippery surface, the wheel will spin without opening the mechanism since the
generated torque could not be enough to produce the extension of the links.

A vehicle with hybrid wheels that can transform from a circular shape wheels
to C shape hybrid wheels was presented by Lin et al. [3]. Such a transformation
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is accomplished by rotating the two halves of the wheel on an axis perpendicular
to the axis of rotation of the wheel. A supplementary actuator is incorporated in
the wheel’s rim in order to achieve the change. This mechanism has been applied
in a mobile robot to climb stairs. However, at least six wheels are required in
order to have three support points for the mobile robot at each step. Otherwise,
the chassis of the robot will have contact with the stairs or the floor. Moreover,
the structure of this wheel can not be replicated for a number of limbs (of the
hybrid wheel) greater than one.

In [4] Susuki presents a model of a vehicle toy whose wheels can change their
form. The wheel has three limbs that consist of a 4 bar mechanism. The extension
of the limbs occurs when the vehicle has met an obstacle and the wheels cannot
rotate. In this situation, the torque generated in the shaft of the wheel exceeds
a certain value and overcomes the force of a set of linear springs and this makes
one of the links of the mechanism rotate. The main limitation of such a device
is that the opening of the wheel is not automatic and controllable. On the other
hand, likewise to wheels in [2], if the vehicle is on a slippery surface the wheel
will spin without opening the mechanism.

A wheel with three deployable limbs is presented in [5]. Through a pair of gears
a triangular element is rotated, and this make the wheels extend. Each limb consist
of a 4 bar mechanism with revolute joints. A set of links in form of “V” connect all
the mechanisms of the limbs. The triangular element transmit motion to the limbs
through a bar with all the revolute joints. The motion of the triangular element
is generated by an electric motor placed inside the rim of the wheel. This fact
difficult the implementation of the system due to the way the electric energy must
be transmitted to such a motor. On the other hand, by mounting the actuator on
the wheel the mass and volume of the wheel is increased.

In [6] the design of a wheel for an amphibious vehicle is presented. The wheel
consists of six limbs with shape of arc. When the wheel is closed the limbs form
a circular wheel. The mechanism of the wheel contains conical and planetary
gears, and it is actuated by a hydraulic system. Since the mechanism contains a
planetary gearbox, the implementation requires the fabrication of many pieces
with good precision. This makes the mechanism complex and expensive.

Other design is considered in [7], which presents an anti-slip mechanism for
wheels. The mechanisms consist of a series of telescopic cylinders that extends
to provide higher traction with the ground. The extension of the cylinders is
performed by the injection of hydraulic oil. A drawback of this mechanism is
that it cannot be directly actuated by an electric motor. On the other hand the
telescopic cylinders must have a robust design to prevent liquid leakages.

In [8] a wheel is presented with multiple deployable limbs based in the slider-
rod-crank mechanism. The crank is the element that is in contact with the ground
and has the form of a paddle. The purpose of this mechanism is to provide higher
traction for a rice seeding machine. A handicap of this device is that the motion
of the crank is performed in a plane that is not orthogonal to the rotation axis.
Some problems could occurs if the ground is stiff or sticky. Indeed, the forces
generated by dragging the paddles against the ground could be important.
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Other work presents a wheel that can change from circular to hybrid [9].
The limbs are extended through a series of servomotors mounted in the wheel.
Each servomotor actuates two limbs by means of a four bar mechanism. The
limitation of this mechanism is that several servomotors are needed to achieve the
transformation into a hybrid wheel. Moreover, the addition of the servomotors
to the rim makes the wheel more voluminous and heavy. The main limitation
of that invention is the complexity of the wiring (for power transmission and
control) of the servomotors.

3 The Heise Wheel

The proposed mechanism for a VGHW is described in this section, we refer to this
device as the Heise wheel. The following features of the mechanism overcomes
the drawbacks of the devices considered in the previous paragraphs:

1. The kinematic chain allows that the extension of the limbs be independently
controlled by a servo motor. Thus, the extension of the limbs can be set at
different levels accordingly to different kind of terrain to be traversed.

2. The motion of links that have contact with the ground is achieved on a plane
orthogonal to the rotation axis of the wheel. Consequently, the excessive forces
are avoided in mechanism and actuators. Such forces arise in the previously
proposed wheels because of dragging of limbs against the ground during their
extension.

3. The actuators are placed on the chassis of the vehicle. Thus, the inertia of
actuators is not included in the wheels and consequently the size and inertia
of the wheels are reduced. Besides, different kinds of actuators and power
transmission mechanisms can be applied to drive the wheel.

4. The number of limbs can be greater or equal to 1. Indeed, the proposed
kinematic chain of a limb can be replicated as much as necessary.

Figure 2 presents the proposed mechanism of two degrees of freedom useful
for implementing hybrid wheels. This mechanism is able to transform the wheel
from the original circular form to a hybrid wheel composed of multiple limbs. One
degree of freedom corresponds to a prismatic joint, which open or close the legs
of the mechanism when actuated by a motor (electric, pneumatic or hydraulic).
The other degree of freedom corresponds to a revolute joint, which rotates the
hybrid wheel when actuated by a motor (electric, pneumatic or hydraulic). As
shown in Fig. 2, the mechanism consists of a mobile shaft, a triangular rim,
and three deployable limbs. The kinematic chain of one limb consist of binary
links and the following sequence of joints: revolute (R1), universal (U), revolute
(R2), revolute (R3). The mobile shaft is connected to the triangular rim trough
a prismatic joint (P ) that allows the shaft move axially on the rim. On the
other hand, the shaft is also connected to the rod by the joint R1. The opposite
extreme of the rod is connected by the joint U to the link in contact with the
ground (the traction link). Note that the joint U could be replaced by a spherical
(S) joint without losing the functionality of the mechanism. The link in contact
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Fig. 2. Heise wheel components.

with the ground is connected by the joint R2 to the crank. Finally, the crank is
connected to the rim by means of the joint R3. Clearly the rim is connected to
the chassis by a revolute joint.

In order to make the link in contact with the ground move on a plane orthog-
onal to the rotation axis of the wheel, the axis of joints R2, and R3 should be
parallel to the rotation axis of the wheel. The axis of joint R1 must be perpen-
dicular to the rotation axis of the wheel. Figure 3 shows the configurations of
the mechanism when the wheel is open and closed. Other designs of the wheel
can be obtained by adequate changes in the kinematic chain of the limbs. The
designs are obtained by kinematic chains of the limbs composed of binary links
with the following sequence of joints:

• R-U -P -R
• R-U -R-P
• R-U -G

Fig. 3. Configurations of the mechanism when the wheel is closed (a) and open (b).
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where U for universal joint, P for prismatic joint, R for revolute joint and G
stands pin in slot joint. The first joint of the sequence is connected to mobile
shaft and the last joint to the triangular rim.

4 Conclusions

Variable geometry hybrid wheels combine the advantages of circular wheels and
hybrid wheels. Experiments have shown the advantages of these wheels to tra-
verse rough terrain, crossing slopes, or climbing stairs and therefore these wheels
can be used in mobile platforms for service and field robotics. This paper intro-
duced the Heise wheel, a 2 DOF mechanism useful for implementing a variable
geometry hybrid. This mechanism is able of transforming a circular wheel in a
hybrid wheel with multiple limbs. The kinematic chain of the mechanism allows
the extension of the limbs be independently controlled by a servo motor. On the
other hand, the mechanism allows the motion of the links that have contact with
the ground be performed in a plane orthogonal to the rotation axis of the wheel.
This feature allows avoiding the drawback of excessive forces generated in the
mechanism because of the dragging of the limbs against the ground during their
extension. The mechanism allows the actuators of the wheel to be placed on the
chassis of the vehicle and not inside the rim of wheels. The mechanism allows
the hybrid wheel to have a number of limbs equal to 1 or any other number,
by replicating the kinematic chain of the limbs. A patent application for the
mechanism presented in this paper has been filed in [10].
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Jose Gutierrez de Abascal 2, 28006 Madrid, Spain

lisandro.puglisi@alumnos.upm.es
2 Hospital RUBER Internacional, Unidad de Radiof́ısica, Madrid, Madrid, Spain

Abstract. In this work is presented the evolution of the concept of a
needle insertion surgery robot. Five different prototypes were proposed,
keeping the core concept of decoupling kinematics, and passing from a
passive device to an autonomous robot. The kinematics of the mecha-
nisms are presented. The different configurations for the inverse kine-
matics are introduced. The workspace of the final prototype is analyzed.

1 Introduction

Traditional free-hand needle placement has significant limitations. Physicians
and surgeons often rely only upon kinesthetic feedback from the tool that they
correlate with their own mental 3-D perception of anatomic structures, and in
some cases rigid needles lead to excessive injurious pressure on tissues. Even
when the entry point is correctly defined the tissue is deformed while the needle
penetrates and the target might be missed. This leads to whether the target
could be achieved with just one attempt. Each correction requires another imag-
ing session and further reinsertion, increasing procedure’s risk, discomfort, and
radiation exposure [1].

Robotics technology can enhance the effectiveness of this clinical procedure
by coupling complex information such as medical images [4,5]. Therefore, the
design of a robot that could assist to the specialist during needle insertion pro-
cedure is the main objective of this work. More precisely, it is presented the
evolution of the concept towards a robotic device presenting the kinematic mod-
eling and highlighting the advantages and disadvantages of the prototypes.

2 Prototypes

2.1 Design Evolution

At the beginning of this project, the positioning robot was intended to be a
passive device guided manually and would automatically block when the desire
configuration was achieved. A classical 5R serial arm with breaks at every joint
c© Springer International Publishing AG 2017
I. Chang et al. (eds.), Advances in Automation and Robotics Research in Latin America,
Lecture Notes in Networks and Systems 13, DOI 10.1007/978-3-319-54377-2 4



Experiences on the Design of a Needle Insertion Surgery Robot 37

was chosen for the first prototype (see Fig. 1(a)) with a guiding tube that con-
strained the needle towards the insertion path placed at the end effector (EF).
Although this kinematic chain provided an adequate workspace, the torque that
the brakes had to support was very high due to the weight of its own struc-
ture. This problem was solved by replacing the first revolute joint by a sliding
bridge, and a SCARA like structure was proposed for the second prototype (see
Fig. 1(b)). Therefore, the torques at the second and third joint where only pro-
duced by the external forces applied at the EF. However, this prototype was
discarded because the bridge limited the surgeon’s workspace for manipulation.
In order to reduce this limiting factor, the bridge was moved to a side (see
Fig. 1(c)). Nevertheless, this structure didn’t present enough stiffness and rigid-
ity in order to warranty the desired precision at the EF.

The design was reformulated and the concept of an actuated device took
place. The next generation of prototypes recovered the kinematic structure of
the first prototype and it also kept the sliding base (see Fig. 1(d)). Additionally,
in order to enhance the precision of the device it was implemented an spheric
parallel mechanism 3PSS-1S (see Fig. 1(e)) for the orientation of the EF.

Fig. 1. Prototype concept evolution. (a): 5R. (b): Sliding bridge. (c): Sliding lateral
bridge. (d): Sliding 5R. (e): Hybrid mechanism.

2.2 Kinematic Analysis

The design of the prototype evolved from a classic 5R serial mechanism into a
hybrid mechanism, keeping the decoupling kinematic concept and a 2R serial
planar topology in the kinematic chain.

2.2.1 Kinematic Decoupling
Considering the core structure of the prototypes, and a fixed frame Oxyz attached
at the base of the mechanism, and a moving frame Puvw at the EF as shown in
Fig. 2, the relative orientation of the moving frame to the fixed frame is given
by the rotation matrix ORP = [û, v̂, ŵ], where û, v̂, ŵ are the direction cosines of
the orientation of EF. The center of the wrist Pw is located at the intersection
of the axes of last two joints, and can be defined by

−−→
OPw =

−−→
OP − −−→

PwP , which
it can be expressed as:

Pw = P − Lef ŵ (1)
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Fig. 2. Kinematic decoupling. The red dashed lines denotes the axis of the last two
joints.

Given Pw and ORP , there are two problems to be solved:

1. Inverse Position Problem. Given Pw, the state of the first joints must be
found.

2. Inverse Orientation Problem. Given the desire orientation of the EF (0Rn)
and the state of the first joints, it must be found the state of the last joints
that satisfies:

iRn = (0Ri)
−1 0Rn (2)

where iRn = iRi+1. · · · .n−1Rn is the rotation matrix resulting from the con-
tribution of the last n-i+1 joints, and 0Ri =0 R1

1R2 · · ·i−1Ri corresponds to
the contribution of the first i joints (used to achieve the desire position of the
wrist).

2.2.2 General Formulation for the Direct Kinematics
The direct kinematic problem is solved using the Successive Screw Displacement
Method. This methodology is based on the definition of a reference configura-
tion of the mechanism and the association of a finite screw to each joint [8].
The position of any point attached to the mechanism can be obtained as the
premultiplication of the individual contribution of each joint as follows:

Pf =
( n∏

i=1

M$i

)
PT
o , (3)

where M$i
is the screw transformation matrix associated to the ith joint, n is

the number of joints, Po is the position of a point P at the initial configuration,
and Pf is the resulting location of P after the displacements of the joints. Addi-
tionally, the orientation of the EF is given by the first three rows, and first three
columns of the overall screw matrix transformation M$ =

∏n
i=1 M$i

.

2.3 Core 2R Serial Planar: Inverse Kinematics

Taking a closer look at the 2R serial planar mechanism shown in Fig. 3, it can
be seen that the position of the wrist Pw, is given by Eqs. (4) and (5), where
θ12 = θ1 + θ2.

Pwx
= d1 sin θ1 + d2 sin θ12 (4)
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Fig. 3. 2R wire scheme. (a): Elbow up configuration. (b): Elbow down Configuration.

Pwz
= d1 cos θ1 + d2 cos θ12 (5)

Equating Eqs. (4) and (5) it is possible to find a relation of θ2 independent
of θ1:

θ2 = cos−1k, (6)

where,

k =
Pwx

2 + Pwz

2 − d1
2 − d2

2

2 d1 d2
(7)

Given the characteristic of the cosine function, Eq. (6) yields three distinctive
possible solutions:

1. |k| < 1: two different real roots, leading to two possible configurations: elbow
up configuration if θ2

+ = cos−1k, and elbow down configuration if θ2
− =

−cos−1k (see Fig. 3(b)).
2. |k| = 1: a double root, corresponding to a fully stretched or folded configura-

tion.
3. |k| > 1: no real roots, then the configuration is not possible.

Taking into account Eq. (6), and expanding Eq. (4) it can be found that:

θ1 = Atan2(sin θ1, cos θ1) (8)

where Atan2 is the four-quadrant inverse tangent and:

sin θ1 =
(d1 + d2 cos θ2)Pwx

− (d2 sin θ2)Pwz

Δ
(9)

cos θ1 =
(d2 sin θ2)Pwx

+ (d1 + d2 cos θ2)Pwz

Δ
(10)

being Δ = d1
2 + d2

2 + 2 d1 d2 cos θ2.

2.4 Prototype I: 5R

The first prototype possess five links plus the ground, articulated by five revolute
joints, i.e. a 5R serial kinematic chain (see Fig. 4(a)).
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Table 1. Screw’s parameters.

Joint i $i s0i si θi di

Prototype I 1 $1 [ 0, 0, 0 ] [ 0, 0, 1 ] θ1 0

2 $2 [0, 0, L1] [ 0, 1, 0 ] θ2 0

3 $3 [0, 0, L1 + L2] [ 0, 1, 0 ] θ3 0

4 $4 [0, L3, 0] [ 0, 0, 1 ] θ4 0

5 $5 [0, 0, L1 + L2 + L4] [ 0, 1, 0 ] θ5 0

Prototype II 1 $1 [ 0, 0, 0 ] [ 1, 0, 0 ] 0 d1

2 $2 [L1, Ly0 , 0] [ 0, 0, 1 ] θ2 0

3 $3 [L1 + L2, Ly0 , 0] [ 0, 0, 1 ] θ3 0

4 $4 [0, Ly0 , Lz0 − L3] [ 1, 0, 0 ] θ4 0

5 $5 [L1 + L2 + L4, 0, Lz0 − L3] [ 0, 1, 0 ] θ5 0

Prototype V 1 $1 [Lx0 ,−Ly0 , 0] [ 0, 0, 1 ] θ1 0

2 $2 [0, −Ly0 , L1] [ 1, 0, 0 ] θ2 0

3 $3 [0, −Ly0 , L1 + L2] [ 1,0, 0 ] θ3 0

Fig. 4. Prototype I: 5R. (a): 5R schematic description. (b): Initial configuration of the
5R, and screws definition.

2.4.1 Direct Kinematic
Considering the initial configuration of the mechanism as the one presented in
Fig. 4(b) and the reference frame Oxyz attached to the base of the mechanism,
then, the screw’s parameters associated to the joints can be found (see Table 1)
and the initial position of the EF is given by Pef0 = [0, L3, L1 +L2 +L4 +L5, 1]
where Li is the longitude of the i-th link.

2.4.2 Inverse Kinematics
Considering the mechanism at any given configuration as shown in Fig. 5(a), it
can be seen that the core 2R kinematic chain will be always constrained to a
plane Ω, where the direction of its normal will depend of the state of the first
joint. The projection of the position of the wrist Pw = [Pwx

, Pwy
, Pwz

] on the
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Fig. 5. Kinematic analysis of the 5R prototype. (a): general configuration. (b): top
view.

plane Ω is given by P ′
w = [P ′

wx
, P ′

wz
], and the projection of points Pw and P ′

w

on the plane z = 0, defines the triangle
�

abc (see Fig. 5(b)). The first joint can
be found as θ1 = δ − β, and it can be expressed in terms of the elements of the

triangle
�

abc as Eq. (11):

θ1 = Atan2(Pwy
, Pwx

) − sin−1

(
b

c

)
, (11)

where c =
√

Pwx

2 + Pwz

2 and b = L3.
The state of the second and third joints can be found by considering the 2R

serial kinematic chain conformed by link L2 and the projection of link L4 on the
plane Ω and customizing the equations shown in Sect. 2.3. Hence, the state of
the third joint is given by Eq. (12).

θ3 = cos−1k, (12)

where,

k =
P ′
wx

2 + P ′
wz

2 − L2
2 − L4

2

2L2 L4
. (13)

The state of the second joint is given by Eq. (14).

θ2 = Atan2(sin θ2, cos θ2), (14)

where,

sin θ2 =
(L2 + L4 cos θ3)P ′

wx
− (L4 sin θ3)P ′

wz

Δ
(15)

cos θ2 =
(d2. sin θ3)P ′

wx
+ (L2 + L4 cos θ3)P ′

wz

Δ
(16)

and Δ = L2
2 + L4

2 + 2L2 L4 cos θ3.
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Given the state of the first three joints (θ1, θ2 and θ3), and the desired
orientation at the EF (OR5), then the state of the last two joints (θ4 and θ5),
must satisfy Eq. (17).

3R5 = (OR3)
−1 OR5 (17)

where 3R5 is the contribution of θ4 and θ5 to the orientation of the EF, whose
elements are presented in Eq. (18).

3R5 =

⎡
⎣

r1,1 r1,2 r1,3

r2,1 r2,2 r2,3

r3,1 r3,2 r3,3

⎤
⎦ =

⎡
⎣

cos θ4 cos θ5 − sin θ4 cos θ4 sin θ5

sin θ4 cos θ5 cos θ4 sin θ4 sin θ5

− sin θ5 0 cos θ5

⎤
⎦ (18)

Then, the state of the forth and fifth joints are given by Eqs. (19)–(20).

θ5 = Atan2(−r3,1, r3,3) (19)

θ4 = Atan2(−r2,1, r2,2) (20)

2.4.3 Inverse Position Multiple Solutions
The core 2R serial mechanism admits two possible solutions, the elbow up and
elbow down configuration. Adding a third revolution joint whose axis is perpen-
dicular to the axes of the 2R introduces a new pair of elbow up-down configu-
rations that depend on the state of this additional joint (see Fig. 6). The four
configurations are defined by the angular relations summed up in Table 2.

Fig. 6. 3R Configurations. (a): Elbow Up-Left. (b): Elbow Up-Right. (c): Elbow Down-
Left. (d): Elbow Down-Right.

2.5 Prototype II: Sliding Bridge

The first revolution joint was replaced by a prismatic joint, and the base of the
serial arm was placed over a bridge like structure as shown in Fig. 7(a), turning
it into a 1P-4R kinematic chain, with the position of the wrist constrained to a
plane parallel to the OXY plane, and allows 3DoF of orientation of the EF.
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Table 2. Possible configurations of the 3R mechanism

θ1 θ2 θ3 Configuration

δ − β θ+
2 θ+

3 Elbow Left-Up

θ−
2 θ−

3 Elbow Left-Down

δ + β + π −θ+
2 −θ+

3 Elbow Right-Up

−θ−
2 −θ−

3 Elbow Right-Down

Fig. 7. II. (a): kinematic description. (b): general configuration.

2.5.1 Direct Kinematics
Considering the posture illustrated in Fig. 7(a), the position of the EF is given
by Pef0 = [L1 + L2 + L4 + L5, Ly0, Lz0 − L3, 1], and the screw parameters are
found and summed up in Table 1.

2.5.2 Inverse Kinematics
The first three joints defines a planar serial mechanism, constraining the move-
ment of the wrist over the plane Ω (see Fig. 7(b)), defined by:

Ω : z = zΩ = Lz0 − L3. (21)

The sphere ς centered at the EF with radio L5 must intersect the plane Ω, i.e.
the position of the EF OPef = [Px, Py, Pz] must satisfy:

L5 < |Pz − zΩ| . (22)

Considering that the position of EF is described by OPef = [Px, Py, Pz], and its
orientation by the rotation matrix:

ORef =

⎡
⎣

r1,1 r1,2 r1,3

r2,1 r2,2 r2,3

r3,1 r3,2 r3,3

⎤
⎦ . (23)
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Then, from Fig. 7(b), the orientation of the EF can be expressed as the successive
rotation matrix given by Eq. (24):

ORef = Rw(β)Ru(θ4)Rv(θ5) (24)

=

⎡
⎣

CβCθ5 − SβSθ4Sθ5 SβCθ4 CβSθ5 + SβSθ4Cθ5

SβCθ5 − CβSθ4Sθ5 CβCθ4 SβSθ5 + CβSθ4Cθ5

−Cθ4Sθ5 Sθ4 Cθ4Cθ5

⎤
⎦ ,

where S and C are a simplified notation for sin and cos, and β = θ2 + θ3 is
the contribution of the second and third joints to the orientation of the EF.
From Eqs. (23)–(24), the state of the forth and fifth joint and β can be found as
follows:

θ4 = sin−1(r3,2) (25)
θ5 = Atan2(−r3,1, r3,3) (26)
β = Atan2(r1,2, r2,2). (27)

However, if sin θ4 = ±1 the expression for θ5 and β can’t be applied. Instead,
Eqs. (28)–(29) must be used.

θ5 = Atan2
(

r23 − r11

2
,
r13 − r21

2

)
(28)

β = Atan2
(

r21 + r13

2
,
r11 + r33

2

)
(29)

Given the position and orientation of the EF in terms of the cosine direction
matrix ORef = [û, v̂, ŵ] the position of the wrist is given by Eq. (30).

OPw = OPef − L5û (30)

Analyzing the projection of the kinematic chain over the plane z = 0 (see
Fig. 7(b)), the x and y coordinates of the position of the wrist are given by:

Pwx
= d1 + L1 + L2 cos θ2 + L4 cos β (31)

Pwy
= Ly0 + L2 sin θ2 + L4 sin β (32)

Rearranging these last two expressions and remembering that β = θ2 + θ3, the
state of the three first joints can be found according Eqs. (33)–(35).

θ2 = sin−1

(
Pwy

− Ly0 − L4 sin β

L2

)
(33)

θ3 = β − θ2 (34)
d1 = Pwx

− L1 − L2 cos θ2 − L4 cos β (35)

2.6 Prototype V: Sliding Hybrid

The last two joints of Prototype I provided the orientation of the EF, in Pro-
totype V they were replaced by a 3PSS-1S spherical parallel mechanism (SPM,
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Fig. 8. Prototype V. (a): kinematic description. (b): initial configuration. (c): 3PSS-1S.

see Fig. 8(c)). This SPM posses a moving platform connected to a base platform
by four legs. Three of them posses a Prismatic-Spheric- Spheric kinematic chain
(where the prismatic joint is actuated), and a fixed leg that connects the moving
platform with the base by a spheric joint. This low weight structure provides
3DoF for orientation, high accuracy and stiffness. The design of the SPM is fully
described in [6] and its kinematic analysis is detailed in [7].

2.6.1 Direct Kinematic
Considering the initial configuration presented in Fig. 8(b), the position of the
EF OPef can be found as follows:

OPef = M$
OPT

w0
+ Md456

wLT
ef0 , (36)

where M$ = Π3
i=1M$i

is the overall screw displacement matrix associated to
the movement of the first three joints whose screw’s parameter are summed
up in Table 1. OPw0 = [Lx0 − L3,−Ly0 , L1 + L2 + L4 + L5, 1] is the position
of the wrist at the initial configuration expressed in homogenous coordinate
referenced at Oxyz. Md456 is the contribution of the SPM to the orientation of
the EF according to the state of the prismatic actuators d4, d5 and d6 (see [7] for
details). wLef0 = [0, 0, L6, 1] is the position of the EF at its initial configuration
expressed at the reference frame attached at the wrist Puvw. The orientation of
the EF is given by:

OR = R$Rd456 (37)

where R$ is the contribution to the orientation of the EF of the first three joints
and Rd456 is the contribution of the SPM to the orientation of the EF.

2.6.2 Inverse Kinematic
Considering the mechanism as shown in Fig. 8(b), the position of the EF given by
OPef and its orientation expressed in terms of the direct cosine matrix ORuvw =
[û, v̂, ŵ], the position of the wrist of the mechanism is given by:

OPw =O Pef − L6ŵ (38)
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As it can be seen in Fig. 8(b) and (c), the kinematic chain associated to the
positioning of the wrist is the 3R kinematic chain of the prototype 5R, and its
inverse kinematic solutions is detailed in Sect. 2.4. In order to achieve the desire
orientation at the EF, the parallel mechanism must provide the orientation given
by Eq. (39). The inverse kinematic solution of the parallel mechanism is detailed
in [7].

Rd456 = R−1
$

ORuvw (39)

2.6.3 Workspace
The maximum workspace of the mechanism is defined by all those positions that
the EF can reach at least with one orientation. In this representation the orien-
tation capabilities of the mechanism are lost. Therefore, an orientation density
map is also analyzed. This map considers all the possible orientations that the
EF can reach at a given position.

The maximum workspace of the mechanism is presented in Fig. 9(a) and it is
generated after testing more than 450.000 positions of the EF, considering the
elbow left-up configuration only. As it can be seen the workspace has an spheric
type morphology, and the maximum reachable configurations is given by the
maximum length of the mechanism. The orientation density map is generated
after the evaluation of 257 different orientations for each given position of the
EF and it is presented for different slices of the maximum workspace in Fig. 9.

Fig. 9. Workspace. (a): Maximum workspace. (b)–(f): Orientation Density Maps. The
red contour defines the boundaries of the workspace slice, and the blue scaled contours
defines the probability of finding a solution for the given position of the EF.

3 Conclusion and Discussions

In this work it is summed up the evolution of the concept for a needle insertion
surgery robot intended to assist and guide the needle during the insertion proce-
dure. The concept passed through five different prototypes. The final prototype
consists of an hybrid mechanism: a 3R serial kinematic chain for positioning its
wrist, and a 3PSS-1S spheric parallel mechanism for the orientation of the EF.
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This mechanism provides of 6DoF movement plus and additional sliding based
that allows a first gross setup. The mobility of the mechanism is redundant for
the task, since it is only required 5DoF. However, this redundancy allows to
deal with the reduced workspace of the spherical wrist avoiding its singularities
while providing multiples configurations of the mechanism for the same path of
insertion.

The density map indicates that the mechanism can not reach all the orienta-
tions for all the position of the wrist. This limitation is primarily caused by the
limited orientation capabilities of the spheric wrist (see [7] for further details).
But it also indicates that the mechanism has better orientation capabilities at
the center of its workspace. This criteria can be used when the location of the
base must be chosen.
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Abstract. There is a large part of the population that needs technical
assistance to accomplish with activities of daily living, among them are
the elderly and those with a physical disability. We found that a technical
assistance that is commonly needed by those users is to help to stand up
or sit down. This work presents the dynamic analysis of a robotic device
that helps with this task. The analysis presented here can be useful for
simulation, design, path planning and control of the mechanism.

1 Introduction

In this work the mathematical model of the ROAD robot is presented. The
purpose of the ROAD robot is to assist the user in the standing up, sitting down
and locomotion tasks. Different concepts for this propose has been explored and
are presented in [1]. Other different mechanisms have been proposed to assist
a person to stand up from a sit position, some of the most significant are the
standing up wheel chairs, for example the TEC Robotic Mobilization Device
from Matia Robotics [4] that is a type of bipedestation that helps to transfer
a person from one place to another, other similar work is QOLO [5] that has a
bending forward innovative mechanisms and follows the user motion intention.
All these devices help a person to stand up but are intended for users that have
full lower limbs disability. The purpose of the ROAD robot concept is to assist
a person who still has some strength in his legs and can be rehabilitated by
therapy or to reduce the loss of ability due to aging.

This robot is intended to interact with the user in the environment of a
hospital or home. The identification of users needs and the engineering require-
ments for this concept are described in a previous publication [2]. The robot is
suspended from the ceiling through tracks (See Fig. 1). The robots mechanism is
composed of three links connected by three joints. They are: a traction system
on the rails, a rotational joint with vertical axis, and the actuated prismatic joint
that moves up and down the arm support. The rail traction system is located
on the ceiling and supports the entire structure.

This work presents the dynamic analysis of the ROAD mechanism. The
analysis presented here is useful for simulation, design, path planning and con-
trol of the robot. For analysis of the robot, the Lagrange method is applied
c© Springer International Publishing AG 2017
I. Chang et al. (eds.), Advances in Automation and Robotics Research in Latin America,
Lecture Notes in Networks and Systems 13, DOI 10.1007/978-3-319-54377-2 5
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Fig. 1. ROAD components

because it allows to formulate the equations of motion according to the set of
joint coordinates. Additionally, the modeling of a user during the standing up
task is performed using the Newton-Euler equations of motion in the plane. The
analysis presented in this work provides a dynamic model which allows to calcu-
late the forces required at the robot actuators to assist the user to perform the
task of standing up.

2 Kinematics Analysis

In this section the kinematic model of ROAD is described. For the analysis
consider the robots kinematic scheme shown in Fig. 2. The fixed reference frame
is located in the ceiling. For our purposes, the plane x − y is parallel to the
sagittal plane of the user. The joint variable q1 corresponds to the prismatic
joint that provides the horizontal movement of the system. The joint variable
q2 corresponds to the rotational joint whose axis is parallel to the axis y of
the reference frame. Finally, the joint variable q3 corresponds to the joint that
generates vertical movement.

2.1 Direct Kinematics

The direct kinematics of position consist in determining the position of the user’s
the attachment point rt =

[
rtx rty rtz

]T , given the vector of joint coordinates,

q =
[
q1 q2 q3

]T . From the Fig. 2, the vector rt can be obtained as follows:

rt =

⎡
⎣

q1 + d2 cos(q2)
−(q3 + d1)
d2 sin(q2)

⎤
⎦ (1)

The parameters d1 and d2 depend of the geometric characteristics of the system.
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Fig. 2. Robot ROAD scheme

The direct differential analysis consists in determining the user’s the attach-
ment point velocity, given the actuator velocities. Deriving (2), we can get the
differential model of the system as follows:

ṙt = Jq̇ (2)

where ṙt and q̇ denote time derivatives of rt and q, respectively. The Jacobian
matrix is:

J =

⎡
⎣

1 −d2 sin(q2) 0
0 0 −1
0 d2 cos(q2) 0

⎤
⎦ (3)

Deriving (2), the acceleration of the user’s the attachment point, r̈t, can be
calculated given the velocity and joint accelerations, q̇ y q̈. The direct analysis
of acceleration is:

r̈t = Jq̈ + J̇q̇ (4)
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where the matrix J̇ is the time derivative of (3) and has the following form:

J̇ =

⎡
⎣

0 −d2 cos(q2)q̇2 0
0 0 0
0 −d2 sin(q2)q̇2 0

⎤
⎦ (5)

2.2 Inverse Kinematics

The inverse kinematics of position consist in determining the joint variables, q1,
q2 and q3, given the position of the user’s the attachment point rt. The solution
is obtained straight forward:

q1 = rtx − d2

√
1 −

(
rtz
d2

)2

(6)

q2 = arcsin
(

rtz
d2

)
(7)

and
q3 = d1 − rty (8)

In order to obtain the velocities required for a desired velocity in the user’s
the attachment point, we solve the Eq. (2) for q̇:

q̇ = J−1ṙt (9)

In this case the inverse of the Jacobian matrix is:

J−1 =

⎡
⎣

1 0 − tan(q2)
0 0 1/d2 cos(q2)
0 −1 0

⎤
⎦ (10)

The inverse kinematics analysis of acceleration is obtained in the following
way:

q̈ = J−1(r̈t − J̇q̇) (11)

3 Dynamic Analysis

This section presents the dynamic model of ROAD. For analysis, the method of
Lagrange is applied because it allows to formulate the equations of motion using
a set of generalized coordinates (i.e. the joint variables). Lagrange equations are
given as follows [3]:

d

dt

[
∂L

∂q̇i

]
− ∂L

∂qi
= τi (12)

For i = 1, 2, 3, the Lagrangian function is defined as the difference between
kinetic and potential energy:

L = K − U (13)
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From the scheme in Fig. 2, the kinetic energy for each link can be written:

K1 =
1
2
m1q̇

2
1 (14)

K2 =
1
2
m2q̇

2
1 +

1
2
I2q̇

2
2 (15)

K3 =
1
2
m3q̇

2
1 − m3q̇1q̇2c3x sin(q2) +

1
2
m3q̇

2
2c

2
3x +

1
2
I3q̇

2
2 +

1
2
m3q̇

2
3 (16)

And the potential energy:
U1 = −m1c1yg (17)

U2 = −m2c2yg (18)

U3 = −m1(d1 + q3 − c3y)g (19)

where m1, m2, m3 are the masses of the three links; I2 and I3 are the moments of
inertia of the links 2 and 3 on the axis y; c1y, c2y, c3y and c3x are the coordinates
of the center of mass of each link; and g is the gravity.

With the above expressions the Lagrangian function of the system is obtained
as follows:

L =
1
2
m1q̇

2
1 +

1
2
m2q̇

2
1 +

1
2
I2q̇

2
2 +

1
2
m3q̇

2
1

− m3q̇1q̇2c3x sin(q2) +
1
2
m3q̇

2
2c

2
3x +

1
2
I3q̇

2
2 +

1
2
m3q̇

2
3

+ m1c1yg + m2c2yg + m3(d1 + q3 − c3y)g

(20)

For the first joint variable we have:

∂L

∂q̇1
= m1q̇1 + m2q̇1 + m3q̇1 − m3q̇2c3x sin(q2) (21)

d

dt

[
∂L

∂q̇1

]
=m1q̈1 + m2q̈1 + m3q̈1 − m3q̈2c3x sin(q2) − m3q̇

2
2c3x cos(q2) (22)

∂L

∂q1
= 0 (23)

For the second joint variable:

∂L

∂q̇2
= I2q̇2 − m3q̇1c3x sin(q2) + m3q̇2c

2
3x + I3q̇2 (24)

d

dt

[
∂L

∂q̇2

]
=(I2 + m3 + I3)q̈2 − m3q̈1c3x sin(q2) − m3q̇1c3x cos(q2)q̇2 (25)

∂L

∂q2
= −m3q̇1q̇2c3x cos(q2) (26)
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Finally, for the third joint variable:

∂L

∂q̇3
= m3q̇3 (27)

d

dt

[
∂L

∂q̇3

]
= m3q̈3 (28)

∂L

∂q3
= m3g (29)

From the Eq. (12), the ROAD equations of motion are obtained as follows:

τ1 = (m1 + m2 + m3)q̈1 − m3q̈2c3x sin(q2) − m3q̇
2
2c3x cos(q2) (30)

τ2 = (I2 + m3c3x + I3)q̈2 − m3q̈1c3x sin(q2) (31)

τ3 = m3q̈3 − m3g (32)

The dynamic model of the mechanism in the joint space can be expressed in
the following way:

τ = Mq̈ + Cq̇ + gq (33)

The elements of each matrix are obtained arranging the Eqs. (30)–(31) in matrix
form. M is the inertia matrix, C is the centrifugal forces and coriolis matrix,
and g is the gravitational force vector. For the ROAD robot, the inertial matrix
has the next structure:

M =

⎡
⎣

(m1 + m2 + m3) m3c3x sin(q2) 0
m3c3x sin(q2) (I2 + m3c3x + I3) 0

0 0 m3

⎤
⎦ (34)

the centrifugal force and Coriolis matrix is:

C =

⎡
⎣

0 m3q̇2c3x cos(q2) 0
0 0 0
0 0 0

⎤
⎦ (35)

and the gravitational forces vector:

gq =

⎡
⎣

0
0

m3g

⎤
⎦ (36)

4 Modeling a Person During Standing Up Task

This section presents the mathematical modeling of a person during the standing
up task. In this case we use the Newton-Euler equations of motion in the plane
for the analysis. From the analysis presented here the forces required in the end
effector of the robot for performing the task of standing up are obtained.
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Fig. 3. User scheme

The strategy for solving the problem consist in considering the user’s body
as kinematic chain, i.e. a set of links connected by rotational joints. For the
motion in the plane we consider as links the tibia, femur, torso, forearm, and
arm. The head is considered attached to torso. Only rotational joints axes are
perpendicular to the plane x − y are considered, see Fig. 3.

Considering the symmetry of the mechanism, the analysis is performed by
separating the legs (left and right) and the arms (left and right) from the trunk,
Fig. 4 shows this idea. The analysis considers that there are torques in the joints
generated by the user. These torques are τa, τb, τc, τd, and τe, for the ankle,
the knee, the hip, the shoulder and the elbow, respectively. The torques can be
calculated from a biomechanics analysis of the standing up task [2]. Subsequently
it is necessary to determine the percentage of force that the patient has and can
generate during the movement. Finally, the necessary force is determined at the
anchor point of the user that the robot must provide.

Figure 5 presents a diagram of a user leg. The length of the tibia and femur
are denoted by lt and lf , respectively. The distance of the centers of mass of each
body of adjacent joints are denoted by ct and cf . On the other hand mt and It
represents the mass and the moment of inertia of tibia. The same meaning mf

and If for femur.
In Fig. 6 the free-body diagram of tibia is shown. The sum of moments at

point A is given by the following equation:
∑

MA = Itαt + rct × mtat (37)

τa − τb − rlt × fb + rct × mtg = Itαt + rct × mtat (38)

where

rct =
[
ct cos(θ1)
ct sin(θ1)

]
, rlt =

[
lt cos(θ1)
lt sin(θ1)

]
,at =

[
atx

aty

]
,g =

[
0
−g

]
andfb =

[
fbx
fby

]
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a) b) c)

Fig. 4. User kinematic scheme and the forces that interact with the robot, (a) the body
considered as kinematic chain, (b) points of contact between the robot and user, (c)
separation of the legs and internal and external forces

Fig. 5. Leg Diagram

αt is the angular acceleration, at is the aceleration of tibia center of mass, and fb
is the lineal force in point B, corresponding to the knee joint. As it was stablished
before g is the gravity aceleration. On the other hand τa and τb are the torques
generated by the user in joints ankle and knee, respectively.

We can expand the Eq. (38) as follows:

τa − τb − fbylt cos(θ1) + fbxlt sin(θ1) − mtgct cos(θ1) =
Itαt + mtatxct cos(θ1) − mtatyct sin(θ1)

(39)

Solving for the terms that contains elements of fb we have:

−fbylt cos(θ1) + fbylt sin(θ1) = Itαt + mtct[(atx + g) cos(θ1)− aty sin(θ1)]− τa + τb
(40)
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Fig. 6. Free body diagram of the tibia

For analysis of the femur consider the free-body diagram shown in Fig. 7.
The sum of moments at point C is:

∑
MC = Ifαf + rcf × mfaf

τb − τc − rlf × fb + rcf × mfg = Ifαf + rcf × mfaf (41)

where

rcf =
[
cf cos(γ)
cf sin(γ)

]
, rlf =

[
lf cos(γ)
lf sin(γ)

]
and af =

[
afx

afy

]

αf is the angular acceleration and af this is the femur acceleration of center of
mass.

The Eq. (41) can be expanded as follows:

τb − τc − fbylf cos(γ) + fbxlf sin(γ) − mfgcf cos(γ) =
Ifαf + mtafycf cos(γ) − mfafxcf sin(γ)

(42)

By solving for the terms that contain the elements of fb we have:

−fbylf cos(γ) + fbxlf sin(γ) =
Ifαf + mfcf [(afx + g) cos(γ) − afy sin(γ)] − τb + τc

(43)

Taking the Eqs. (40) and (43) a system of equations can be obtained as
follows:

Lfb = Tb (44)

where:

L =
[
lt sin(θ1) −lt cos(θ1)
lf sin(γ) −lf cos(γ)

]
(45)

and

Tb =
[

Itαt + mtct[(atx + g) cos(θ1) − aty sin(θ1)]τa + τb
Ifαf + mfcf [(afx + g) cos(γ) − afy sin(γ)] − τb + τc

]
(46)
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Fig. 7. Free body diagram of the femur

The vector fb is obtained by simply by inverting the L matrix in Eq. (44):

fb = L−1Tb

A symbolic expression of the inverse of: L is the following:

L−1 =
1

sin(θ1 − γ)

[
cos(γ)/lt − cos(θ1)/lf
sin(γ)/lt − sin(θ1)/lf

]
(47)

Once fb is obtained, the force required at point C to carry the user’s legs can be
computed in the following way:

fc = fb + mfg− mfaf (48)

In the same manner the force at the ankle can be obtained.
For the analysis of the torso and arms of the user, consider the diagram in

Fig. 8. In this figure lo, la and lb denotes the length of the torso, forearm and arm,
respectively. On the other hand, co, ca and cb denotes the position of mass center
of each link respectively to an adjacent joint. The inertia parameters of each link
are represented through mo, Io, ma, Ia, mb e Ib. For analysis we consider only
mass and inertia of the trunk corresponding to an arm.

The free body diagrams of the three links which compose the system are
presented in Fig. 9.

To solve the problem, the sum of moments is performed in the links of the
trunk and forearm, at points C and E respectively. For the trunk, it is (see
Fig. 9a): ∑

MC = Ioαo/2 + rco × moao/2

Expanding the previous equation:

τc − τd − rlo × fd + rco × mog/2 = Ioαo/2 + rco × moao/2 (49)
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Fig. 8. Diagram of the trunk and arm
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Fig. 9. Free body diagrams of torso and arm links

where

rco =
[
co cos(θ3)
co sin(θ3)

]
, rlo =

[
lo cos(θ3)
lo sin(θ3)

]
,ao =

[
aox

aoy

]
and fd =

[
fdx
fdy

]

αo is the angular acceleration, ao is torso center of mass acceleration, fd is the
linear force at the point D.
Expanding the last expression:

−fdylo cos(θ3) + fdxlo sin(θ3) = Ioαo/2
+moco[(aox + g) cos(θ3) − aoy sin(θ3)]/2 − τc + τd

(50)

For the forearm the sum of moments is as follows (see Fig. 9b):
∑

ME = Iaαa + rca × maaa
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expanding

τd − τe − rla × fd + rca × mag = Iaαa + rca × maaa (51)

where

rca =
[
ca cos(θ4)
ca sin(θ4)

]
, rla =

[
la cos(θ4)
la sin(θ4)

]
and aa =

[
aox

aoy

]

αa is the angular acceleration aa is the forearm center of mass acceleration.
Expanding the last expression:

−fdyla cos(θ4) + fdyla sin(θ4) = Iaαa + maca[(aax + g) cos(θ4)−
aay sin(θ4)] − τd + τe

(52)

From Eqs. (50) and (52) the following matrix equation can be obtained:

L2fd = Td (53)

where

L2 =
[
lo sin(θ3) −lo cos(θ3)
la sin(θ4) −la cos(θ4)

]
(54)

Td =
[
Ioαo/2 + moco[(aox + g) cos(θ3) − aoy sin(θ3)]/2 − τc + τd

Iaαa + maca[(aax + g) cos(θ4) − aay sin(θ4)] − τd + τe

]
(55)

By solving for fd it can be found all the resulting forces:

fo = 2fd + mog− moao (56)

fe = fd + mag− maaa (57)

ff = fe + mbg− mbab (58)

where ab is the arm acceleration.
Finally the total force that the mechanism should apply over the user to

perform the desired movement it is as follows:

fH = 2fc + fo + 2ff (59)

A particular case is the one which the upper body user does not move, it
means it remains fixed due the type of harness used. In this case we have:

fo + 2ff = (mo + 2ma + 2mb)(g + ao) (60)

The dynamic model of the robot interacting with the user for the standing
up motion can be simplified and can be written as follows:

τ ∗ = M∗q̈∗ + g∗ + J∗T fH (61)

where

τ ∗ =
[
τ1

τ3

]
y q̈∗ =

[
q1
q3

]
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In this case, the inertia matrix has the next structure:

M∗ =
[
(m1 + m2 + m3) 0

0 m3

]
(62)

and the gravitational forces vector:

g∗ =
[

0
m3g

]
(63)

The Jacobian Matrix J∗ is given by:

J∗ =
[
1 0
0 −1

]
(64)

5 Conclusions

This work presented the dynamic analysis of the ROAD robot during the sit to
stand task. For the analysis of the mechanism the Lagrange method is applied
because it allows to formulate the equations of motion according to the set
of joint coordinates. The modeling of a user during the standing up task is
performed using the Newton-Euler equations of motion in the plane. The analysis
presented in this work provides a mathematical model which allows to calculate
the forces required at the robot actuators to assist the user during the standing
up.

The analysis was performed considering the symmetry of the users body and
by separating the legs (left and right) and the arms (left and right) from the
trunk. The analysis considers that there are torques in the joints generated by the
user. These torques are obtained from a biomechanics analysis of the standing
up task. The analysis determines the required forces the robot must provide to
complete the task.

The analysis presented here can be used for simulation, design, path planning
and control of the robot. Future works are the experimental validation of the
model through a prototype testbed and its use in model based control techniques.
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Abstract. This project targets the problem of developing a wearable
modular robotic system (This work was supported by the Peter Kiewit
Institute and NASA Nebraska Space Grant.), for assessing human move-
ment and providing different types of exercises for the user. The system
attempts to provide not only a variety of exercises (concentric, eccen-
tric, assisted and resisted), but also to assess the change in variability of
the movement as the subject shows functional improvement. The system
will not only be useful for patients with sensorimotor problems such as
stroke, Parkinson’s, cerebral palsy, but also for special populations such
as astronauts who spend long periods of time in space and experience
muscle atrophy. In this work, a first prototype of a modular robot is
presented along with preliminary test results from basic active and pas-
sive wrist exercises that show the feasibility of this type of systems for
assessment and exercise of human movement.

1 Introduction

On average, every 40 s, someone in the United States has a stroke which makes
stroke the leading cause of long-term disabilities in the United States affecting
795,000 people annually [8]. The direct and indirect cost of stroke is about $38.6
billion [8]. Goal-directed Rehabilitation interventions can significantly improve
the restoration of motor function. Even after years of research, stroke rehabilita-
tion still falls short when trying to develop treatments that are quick, effective,
and inexpensive. In addition, post-stroke patients face a huge economic bur-
den. Moreover, traditional rehabilitation paradigms require both equipment and
assistance, and are labor intensive for therapists. Immobility of the patients also
demands the presence of caregivers, which greatly increase the cost [19].

Therefore, a therapy that could be provided in a home-based environment
has the advantage of being more motivating, less strenuous for the patient and
the caregiver, and could significantly reduce cost in comparison to hospital-based
therapy [1,20]. If the therapy can be assisted with a robotic system, the duration,
repeatability, number of training sessions and techniques could be easily modified
according to the therapist. Moreover, If the same robotic system can be used
c© Springer International Publishing AG 2017
I. Chang et al. (eds.), Advances in Automation and Robotics Research in Latin America,
Lecture Notes in Networks and Systems 13, DOI 10.1007/978-3-319-54377-2 6
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Fig. 1. (a) Set of ModRED II modules. (b) By assembling modules, it is possible to
create configurations that can be worn by the user and exercise different muscles and
joints.

to treat different joints in the human body (e.g., wrist, elbow, shoulder, knee or
ankle), then its versatility will directly impact the overall cost of the treatments
and it will increase the patient comfort by having the opportunity to use the
system at home.

This work presents the use of a wearable modular robotic system, for assessing
human movement and providing different types of exercises for the user. The
aim is to be able to provide not only a variety of exercises (concentric, eccentric,
assisted and resisted), but also to assess the change in variability of the movement
as the subject shows functional improvement. The system will not only be useful
for patients with sensorimotor problems such as stroke, parkinsons, cerebral
palsy, but also for special populations such as astronauts who spend long periods
of time in space and experience muscle atrophy. A modular robotic system is
a system composed of a set of modules that can be connected to each other to
create different configurations [30]. We propose to use a modular robotic system
to build configurations that can be worn by the user to exercise diverse group of
muscles, as show in Fig. 1.
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2 Related Work

Robot-assisted therapy has proven to be able to recover patients motor func-
tions [3,7,13,16–18,22,25,28,33]. For example, in the case of a patients arm,
the robotic system is able to position the patients arm and hand at the desired
points in space with different motion patterns, considering relevant degrees of
freedom and their restrictions. In this field, there are two types of robotic sys-
tems that are being used to address the challenge, i.e., a robotic platform that
is attached to a surface (table, wall, floor, etc.) and has an end-effector tool that
is connected to the patients hand, forearm, etc. [10,12,15], and an exoskeleton-
type robot that resembles the anatomy of the human body and is attached
to the patients body [23]. Exoskeleton robots are preferred compared to end-
effector type robots, particularly for automating neurorehabilitation [3,17,18].
In the exoskeleton robots, there is a close alignment of the anatomical axes of
the human joints with the corresponding mechanical axes of the exoskeleton.
This is an advantage over end-effector type of robots. All human joint angles
and torques of interest can be directly measured and individually controlled [18].
These robotic systems target one joint at a time, and for each joint (wrist, elbow,
shoulder, knee or ankle) there are different robotic designs. Both types of robots
have a fixed configuration (kinematic parameters cannot be changed) and do not
target multiple joints at the same time. Some of these systems assist only the
upper body joints with passive or/and active exercises, and some others assist
only the lower body joints, as shown in Table 1.

Table 1. Robot-assisted systems: End-Effector robot type - Exoskeleton robot type

Joint type Passive exercises Active exercises

Upper body Wrist [4,9]b [5,26]a [21]b [12,27,32]a [9]b [5,12,26,27,32]a

Fore arm [3,4,9,21]b [12]a [3,9,21]b [12]a

Elbow [3,4,9,18,21]b [12]a [3,9,18,21]b [12]a

Shoulder [4,18,21]b [12]a [18,21]b [12]a

Lower body Knee [32]b [14]a [32]b [14]a

Ankle [33]a [6,24]b [31]a [33]a [6,24,29]b [31]a

Hip [29]b

aEnd-Effector robot type
bExoskeleton robot type

3 ModRED II System

The proposed solution is based on the development of a wearable modular robotic
system that can be used to provide muscular strength training. The target appli-
cation relates the use of the ModRED II (Modular Robot for Exploration and
Discovery) platform to create special configurations that can be used to exercise
the muscles and joints [2,11].
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Linear actuator

Connector (head)

Connector (end)

Rotary actuator

(a) (b)

Fig. 2. (a) A ModRED module has 3 rotational and 1 prismatic DOF. (b) ModRED
II module.

ModRED II is the second generation of a modular robot classified as a homo-
geneous system with modules with four degrees of freedom (DOF) - three rota-
tional and one prismatic, as shown in Fig. 2(a). Each module is capable of pro-
ducing pitch, yaw, roll and one extension DOF. Each DOF is independently
actuated and each module has a dimension of 14.85 in× 4.53 in× 4.53 in. Each
module contains its own processing, sensing, and communication boards, and it
is mainly powered by Li-ion batteries. The length of the module can be increased
by 1.57 in due to the linear actuator in the modules design. Each module contains
4 docking mechanisms that provide the possibility of docking modules together
and forming chain and lattice type configurations. This feature allows us to have
flexibility when designing new robots or structures.

4 Wearable Modular Robotic System

In order to monitor and track muscle activity, a variety of sensors have been
added to a new type of module that will work as a link between the patient/user
and ModRED II, as shown in Fig. 3(a). This module will collect long-duration
position data, sense muscle activity, and close the loop between the sensed data
and the DOF (motors) of the configuration. This module contains one Beagle-
Bone Black that takes analog input data from a force sensor resistor (FSR), an
electromyography (EMG) device and a flex sensor. It transmits data to the other
modules comprising the configuration via XBee with the purpose to control the
motors inside each of the modules, as show in Fig. 3(b).

(a) (b)

Fig. 3. (a) Communication between modules is done via XBee. (b) Prototype of new
module with sensors on-board.
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Fig. 4. Two ModRED II modules (in a chain-type configuration) have been attached
to the upper and lower limbs of the human body with the purpose of analyzing their
workspace and performance when working with different muscles and joints.

We propose to use ModRED II to build configurations that can be worn by
the user to exercise diverse group of muscles and joints, as shown in Fig. 4.

5 Experiments

The objective of creating new configurations is to create a system capable of
stimulating the muscles by the effect of pushing or pulling against resistance.
The possibility of varying the resistance of the system by increasing/decreasing
the force and the position of each actuated DOF can bring more benefits than
just working with elastic resistance bands.

For this experiment, we have built a prototype that targets the wrist joint
and it can be used to perform basic active-passive exercises. We have integrated
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different sensors to track flexion-extension movements of the wrist, the electrical
activity of muscles (Extensor Carpi Radialis, Flexor Carpi Radialis) and the force
that is being applied to the system. We have developed an algorithm that runs in
the embedded system (BeagleBone Black) of ModRED that takes analog input
data from the force sensor resistor (FSR), the electromyography (EMG) and the
Flex sensor to control the motors of the attached modules. In order to validate
the efficiency of the system, we measure the effort/movement generated by the
muscle/joints when performing specific exercises with the proposed system. The
analysis is based on the measurements obtained via FSR (newtons), EMG (volts)
and Flex sensor (degrees). For comparison purposes we execute same exercises
using the off-the-shelf system, Biodex system 4 Pro.

Four sets of flexion and extension movements of wrist in active and pas-
sive modes were noted in the experiments, as show in Fig. 5. In passive mode,
speed and type of movement (i.e., flexion or extension) is specified to the sys-
tem, experiments were conducted by varying movement speed (10 degree/sec to
2.5 degree/sec), as shown in Fig. 6. In active mode, speed of the movement is
specified to the system and with constant speed we are varying the force applied
by the individual and the amount of effort that individual using to perform the
exercise, as shown in Fig. 7.

Fig. 5. (a) Basic exercise for wrist rehabilitation. Using the developed prototype, active
and passive exercises were executed and data from the sensors was collected. (b) The
force and joint angle measured in each mode is compared to same exercise performed
by Biodex system 4 Pro.
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Fig. 6. Passive mode: User does not use the force to move the system. User is assisted
by the module. In passive mode speed and direction are the parameters given to the
program.

Fig. 7. Active mode: user applies force against the resistance generated by the module’s
DOF. In active mode speed is the only parameter given to the program.

6 Conclusions

Our preliminary results suggest that it is feasible to use modular robots for
human body exercises. Experimental results with the ModRED II platform show
the reliability of the device when performing active and passive wrist exercises.
The capability of a modular system to be used simultaneously in different muscle
groups and joints brings clear advantages in terms of versatility and cost. This
system has the potential to be used in a home-based environment which has
the advantage of being more motivating, less strenuous for the patient and the
caregiver, and could significantly reduce cost in comparison to hospital-based
therapy. If the therapy could be assisted with a robotic system, the duration,
repeatability, and number of training sessions could be incremented according to
the therapist. The system reduces the overall cost of the treatment and increases
the patient comfort by having the system at home. We would like to highlight
that there are several challenges that need to be addressed to successfully use
modular robots for exercising such as the uncertainty to target a specific muscle
group with a robot configuration, the adequate muscle stimulation and defining
a limited number of modules available within the set. As future work, we plan
to increase the intelligence of the modular robotic system to provide active-
passive exercise routines that can self-adapt in real-time to the changing patient’s
ability with respect to the goals. The proposed project can be further extended
for various other applications, such as wearable suit for astronauts facing long-
duration space missions.
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Abstract. This work presents the simulation and analysis of the influence of
MX-64 and RX-64 servomotors from Robotis® in human shoulder movements
related to glenohumeral joint for the case of a subject with upper brachial plexus
injury. The model of each motor was introduced in a 3D musculoskeletal model
of the upper limb in order to compare their response and contribution in three
different movements. The length change in muscles, range of movement and
muscle force was obtained and compare for a healthy subject and a patient with
upper brachial plexus injury. The results demonstrate the feasibility of using these
servomotors in an exoskeleton for the rehabilitation process of the injury,
although the RX-64 has characteristics that make it more suitable for a rehabili‐
tation exoskeleton.

1 Introduction

Musculoskeletal injuries are one of the leading reasons of disability, the most common
cause of severe long-term pain and they affect more than 1.7 billion people worldwide
[1]. Disorders of the upper extremities specifically limit the independence of affected
subjects and they can cause by excessive stretching, overexertion, strains, accidents,
sports injuries and others [2].

The group of nerves that control movement and sensation in the upper limb is the
brachial plexus. In children, the principal cause of injury in this nerve structure occurs
by stretching or tearing during vaginal birth [3]. In adults is an increasingly common
clinical problem produced by occupational and traffic accidents, falls and others causes
[4]. Specific treatment should be performed, followed by a rehabilitation therapy.

In recent years, several examples of the use of robotic exoskeletons can be found in
the rehabilitation of upper limb injuries [5, 6]. Nevertheless, there are a few examples
of them developed specifically for the rehabilitation of patients with brachial plexus
injury [7, 8]. An exoskeleton can be used with the intent to make the rehabilitation
process more intense and controlled.
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In a previous works, we presented a three-dimensional musculoskeletal model of the
upper limb [9] in order to study the unilateral upper brachial plexus injury. We also
analyzed the influence of two different motors in the elbow flexion-extension movement
[10] in order to verify the feasibility of using these servomotors in an exoskeleton for
the rehabilitation process of the upper brachial plexus injury [11].

In the literature on arm rehabilitation [12, 13] the movements related to the gleno‐
humeral joint are very important, because they are vital for important activities such as
feeding or personal cleanliness.

The aim of this work is to extend the analysis of the dynamic response of those two
servomotors and study their influence in the biomechanical movements related to the
glenohumeral joint, which is seriously affected by the injury. This study aims to select
the optimum servomotor for an exoskeleton taking into account the injury parameters
and the musculoskeletal model of the patient.

2 Materials and Methods

Simulink® software was used to modeling and simulate the response of the motors
chosen for this study. The rehabilitation therapies for upper brachial plexus injury was
simulated with a musculoskeletal model that can be executed in Simulink®.

2.1 Musculoskeletal Model

The model was developed using the 2.2 version of MusculoSkeletal Modeling Software
(MSMS), a free software created by the University of Southern California [14], which
offer different tools to perform animations and simulations of the biomechanical
behavior of musculoskeletal models.

Previous work of our research group are based on the development of a musculos‐
keletal model of the upper limb which have 12 muscles represented by 17 segments [9].
The muscle architecture parameters were configured for a European adult male and the

Fig. 1. Musculoskeletal model of the upper limb with 12 muscles and 7 dof.
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active joints (degrees-of-freedom) are four: 1 for elbow flexion-extension and 3 for
glenohumeral joint (shoulder external/internal rotation, flexion-extension and abduc‐
tion-adduction).

Each joint range of motion has been restricted according to the values provided by
Kapandji [15]. The movement of the scapula and clavicle has been disabled to maintain
the stability of the model [16]. In Fig. 1 is shown the 3D musculoskeletal model.

2.2 Servomotors Models

The servomotors selected for this study are the Dynamixel MX-64 and RX-64 of
Robotis®. The MX-64 is a position, speed, acceleration, and torque controllable servo‐
motor, which integrates a gain configurable PID controller as an internal control [17].

To modeling the physical components of the MX-64, we distinguish DC motor, a
gear and a PID controller. The DC motor is modeled following the classic patterns of a
permanent magnet motor, due to the transformation of the input voltage in torque, and
also is modeling the electromotive force. We use Simulink® to modeling and simulate
the response of both motors [10].

The RX-64 integrate an unknown control method, but the manufacturer gives a
diagram with the torque response regarding to the error in angular position, as is shown
in Fig. 2 [16].

Fig. 2. Compliance diagram of RX-64 servomotor from Robotis [18].

The response offered by this servomotor is incompatible with a PID controller,
because the torque response not use the same mathematical function in all the operational
phases. Therefore, we can model the dynamic response in Simulink using switches to
change the dynamic response of the motor according to the operational phase.

2.3 Procedure for Simulations

MSMS has a simulation tool to convert the musculoskeletal model in a Simulink®
blocks diagram. One of the blocks has as input parameters the activation signals of each
muscle of the model and will produce (as output) a determined force to move the segment
to which they are attached.
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After converting the model to its representation in Simulink®, we proceeded to
activate the muscles involved in each of the 3 dof of the glenohumeral joint, as is shown
in Table 1, to study their behavior and its effect on the dynamics of the musculoskeletal
model.

Table 1. Activated muscles for movement simulations

Movement Agonists muscles Antagonists muscles
Flexion-extension Deltoid clavicular Deltoid scapular
External-internal rotation Deltoid scapular,

Infraspinatus, Teres minor
Deltoid clavicular

Abduction-adduction Deltoid (all segments),
Supraspinatus

Infraspinatus, Teres minor,
Teres major

A pulse train was used to activate them, simulating the electrical stimulation tech‐
nique or FES (Functional Electrical Stimulation) [19]. For all the muscles a pulse train
with amplitude of 1 and a period of 2 s, pulse width of 50% and active delay of 1 s was
selected. It is important to note that MSMS restricts the range of the excitation signal
from 0 to 1, and this range represents the percentage of muscle activation. This means
that muscles are active at 100%, and would be the case of a healthy subject.

This means that the agonist muscles shown in Table 1 are activated when the simu‐
lations start, while antagonists are disabled. Then, the antagonists are active while
agonists are deactivated, and so on until the simulation finalize.

In [20, 21] several experiments were carried out with newly innervated muscles
following brachial plexus reconstruction. These subjects showed 20% contraction
capacity, compared to a healthy muscle. Rehabilitation aims to gradually increase this
percentage. In order to simulate this case, the activation signals were reducing its ampli‐
tude to 20%, i.e. 0.2.

To this point, we will have data related to joint torque of a healthy subject and the
case of a patient with upper brachial plexus injury. This allows to do comparisons for
both cases. The next step is incorporate each motor diagram to actuate in some joints
(shoulder external-internal rotation, flexion-extension and abduction-adduction) of the
musculoskeletal model for the case of a patient with upper brachial plexus injury, as can

Fig. 3. Musculoskeletal model simulation pathway with the influence of a servomotor response.
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be seen in Fig. 3. The output torque from the servomotor model adds to the resultant
torque obtained from the muscles activation.

The signal introduced in the motor model have a sinusoidal form with a similar
amplitude and frequency of the signal produced by each of the three movements studied
in this work.

3 Results

The simulation of shoulder abduction-adduction, flexion-extension and external-internal
rotation was made for the case of a healthy subject and a patient with upper brachial
plexus injury. Figure 4 shows the range of motion reached in each case for the abduction-
adduction of the shoulder and is very obvious the difference between them. For the other
two studied movements, the difference is also quite noticeable.

Fig. 4. Simulation of shoulder abduction-adduction for a healthy subject and a patient with upper
brachial plexus injury (UBPI).

The arm abduction-adduction movement has a range between 0° and –80°, where 0°
represents the neutral position (the arm is down along one side of the body) and –180°
represents total arm abduction. However, the musculoskeletal model used did not
include all the muscles of the upper limb and the movement of the scapula and clavicle
had been disabled. For that reason, for the case of a healthy subject was only possible
to simulate the first stage of movement of abduction/adduction which has a range
between 0º and –60º, as is shown in Fig. 5.

The next step was to introduce the MX-64 and RX-64 model into de upper brachial
plexus injury’s musculoskeletal Simulink® blocks diagram. With the objective of
analyze their influence in the biomechanical dynamics, we compared the results of their
integration into the model, as is shown in Fig. 6.
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Fig. 6. Comparison of shoulder abduction-adduction for a healthy subject and an upper brachial
plexus injury case (UBPI) with the (a) MX-64 and (b) RX-64 influence.

Fig. 5. The first stage of the shoulder abduction, which has a range between 0º to –60º [15].

76 M.A. Destarac et al.



The arm flexion-extension movement has a range between –50 to 180°, where –50°
represents the fully extension and 180° represents total arm flexion, as can be seen in
Fig. 7. In this work is possible to simulate only the first stage of the movement, which
has an approximate range of 0º to 50º for the case of a healthy subject, because the
musculoskeletal model does not include all the muscles that perform the movement.

Figure 8 shows the graphs obtained when the MX-64 (Fig. 8a) and RX-64 (Fig. 8b)
were introduced to simulate the flexion-extension of the shoulder made for the case of
a patient with upper brachial plexus injury. We also simulate the same movement for
the case of a healthy subject and in both cases, the movement starts with the arm in the
neutral position at 0º.

The arm external-internal rotation has a range between –80 to 90°, where –80°
represents the fully external rotation and 90° represents total internal rotation, as can be
seen in Fig. 9. To measure the amplitude of this movement, the elbow should be flexed
at 90º so the forearm is then in the sagittal plane (Fig. 9a).

The block diagram of each motor was introduced into the musculoskeletal model of
the upper brachial plexus injury and the resulting graph was compared with the simu‐
lation of a healthy subject, as is shown in Fig. 10.

Other results were obtained in order to do a better comparison of the influence of
each actuator in every movement, such the length change in the muscles and the force
response.

4 Discussion

Through simulations it was possible to compare the influence of the MX-64 and RX-64
motors on the movements of the glenohumeral joint of a patient with upper brachial
plexus injury. In Fig. 4 is obvious the difference in range of motion that can reach a

Fig. 7. The shoulder movement of (a) extension and (b) flexion are performed in the sagittal plane
[15].
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healthy subject in comparison with a patient with an injured arm. A noticeable improve‐
ment for any movement is observed when the servomotors are present in the musculos‐
keletal model of the patient.

In this lesion the muscle groups affected are the external rotators, the shoulder
abductors, elbow flexors, forearm supinators and frequently the wrist extensors. In other
words, the superior musculature is affected. In the simulation of the case of a patient
with brachial plexus injury, the force produced by the muscles to make the shoulder
external/internal rotation, flexion-extension and abduction-adduction is not sufficient to
completely move the arm, which justifies the use of a rehabilitation device.

Fig. 8. Comparison of shoulder flexion-extension for a healthy subject and an upper brachial
plexus injury case (UBPI) with the (a) MX-64 and (b) RX-64 influence.
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Fig. 9. The shoulder internal rotation (RI) starts at (a) the neutral position in which the elbow
should be flexed at 90º so the forearm is then in the sagittal plane. The (b) external rotation (RE)
has a maximal range of –80º. In (c) is shown the second stage of the RI, with a total range of a
110º [15].

For healthy muscles, the model shows that they can change enough the length to
abduct, lift and rotate the arm in complete range of motions. In the simulation of the
case of a patient with upper brachial plexus injury, the length change is lower and the
kinematic and dynamic of the movement is seriously affected.

In Figs. 6, 8 and 10 it can be seen the differences in the response obtained with each
of the servomotors. The MX-64 offers a quick and proactive response and a high value
of compliance is achieved. With this motor is possible to obtain a satisfactory repro‐
duction of the desired movement and an effective correction of path deviations.

The RX-64 model, however, provides an error margin to reach the desire trajectory
without trying to correct the error. The width of this margin is configurable, as well the
slope compliance. This gives to RX-64 characteristics that place it in a position of
advantage over the MX-64 for their implementation in a rehabilitation exoskeleton,
because patients not always can accurately perform a movement or fully reach the desire
range of motion due of the injury.

The signals showed in Figs. 6, 8 and 10 are stabilized between the second and third
peak, because in all cases the first peak has influenced by the initial position of the
musculoskeletal model and its inertia. Other point to discuss is why the signal with the
motor influence is brought forward in comparison with healthy subject’s signal. The
reason is that the input signal used as reference in the motor block diagram was a sinus‐
oidal signal manually configured.
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Another important aspect to mention is that in the simulations of the healthy subject
cannot be reached the movement ranges established by the medical literature, because
the model is incomplete. In the shoulder flexion-extension is most noticeable because
are missing most of the muscles that perform that movement.

Fig. 10. Comparison of shoulder internal-external rotation for a healthy subject and an upper
brachial plexus injury case (UBPI) with the (a) MX-64 and (b) RX-64 influence.
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5 Conclusion and Future Work

Although the developed musculoskeletal model is not complete, since it does not include
all the muscles involved in the movements of the upper limb, it is a good prototype which
allows different movements, including those relevant to the rehabilitation of the brachial
plexus. It also helps to reveal the dynamic and kinematic consequences produced by an
affected or atrophied muscle.

The simulation of the contributions of MX-64 and RX-64 motors in biomechanical
movements give important results which verified the feasibility of using the servomotors
in an exoskeleton for the rehabilitation process of the upper brachial plexus injury.

The compliance characteristics of the RX-64 motor make it more suitable for a reha‐
bilitation exoskeleton. However, as a future work is necessary to make some tests with
the physical devices to verify this point. The improvement of the musculoskeletal model
is also an important point, adding the missing muscles related to the movement of the
shoulder. Other data can be obtained and study, as the joints moments.
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Abstract. A great number of new proposals for prosthetic hands made by 3D
printing have been developed. These prostheses are either body powered for
partial hand amputees, or myoelectric powered prostheses for transradial ampu‐
tees. However, there are no current studies to develop powered 3D printed pros‐
theses for transmetacarpal or partial hand amputees, probably because at this level
of amputation there is little space to fit actuators and their associated electronics;
nevertheless, it is not an impossible task. For that reason, in this work, it is
proposed a design of a hand prosthesis aimed for transmetacarpal amputees and
powered by DC micromotors. Additionally, a method for customizing prosthetic
fingers to match a user specific anthropometry is shown. Finally, sensors and
actuators selection is explained, and a basic control scheme is tested on the proto‐
type.

1 Introduction

In Peru, the main cause for partial hand amputations are work accidents, especially in
the manufacture industry [1] Affected workers usually cannot afford conventional
mechanical prostheses and even less a myoelectric model. Besides, the state healthcare
program does not cover for upper limb prostheses and its reach does not go beyond Lima,
the capital city. In consequence, most partial hand amputees adapt to their limb loss and
the majority of them has to switch jobs.

There are many open-source designs of 3D-printed body-powered prostheses aimed
to help partial hand amputees, such as the Talon Hand [2], Flexy Hand [3], and the
Raptor Hand (see Fig. 1). The latter is the most studied regarding its effectiveness in
recovering limb functionality [4, 5]. However, studies show that it can perform only
basic open/close movements and fails in any grip involving thumb rotation. On the other
hand, there are also 3D-printed powered prostheses such as Exiii Hackberry [6], Galileo
Bionic Hand [7] and Rehand [8] with actuators that make them more dexterous, but are
aimed at transradial amputees. Partial hand amputees should also have the option to
choose a prosthesis that allows to move each finger independently and is still accessible.

This work’s aim is to develop a powered hand to be used as a prosthesis for trans‐
metacarpal amputees that can be manufactured by means of 3D-printing technology,
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and that still has functionality comparable to state-of-the-art prosthetic hands, thus
paving the way for affordable and functional prostheses.

2 Prosthesis Requirements

Prosthetic hand design is a difficult task given the many factors to consider and the
trade-offs between them. Some attempt to design highly dexterous and biomimetic
hands [9]. However, the number of actuators required make the hand heavy and large,
which is not suitable for a prosthesis, at least not until actuator technologies reach the
required size without compromising their force. To avoid oversizing, most hand pros‐
theses utilize underactuated finger mechanisms such as cables and pulleys [10, 11], bar
linkages [12, 13] or differential transmission [14]. By these means, a single actuator
can control more than one degree-of-freedom (DoF) considering geometric constraints
for the non-actuated joints.

In the case of transmetacarpal amputees, there is even less space available to fit all
the components of the prosthesis. To achieve a functional design, a throughout review
of the literature was needed to determine the specifications that the prototype should
meet considering the spatial constraints. The requirements considered for the hand pros‐
thesis are meant to ensure functionality and are listed in the following sections.

2.1 Mechanical Requirements

Finger mechanism (finger refers to all digits except for the thumb) for the flexion-exten‐
sion movement should be underactuated to avoid using many actuators and allow adapt‐
ability to grab objects of different sizes. However, adding adaptive finger joints results

Fig. 1. 3D printed prostheses for partial hand and transradial amputees.

84 R. Mio et al.



in less load capacity due to friction and transmission efficiency [15]. A compromise must
be done, and therefore the metacarpophalangeal (MCP) and proximal interphalangeal
(PIP) joints will be adaptive while the distal interphalangeal (DIP) joint will be rigid.

For the fingers and thumb flexion-extension, transmission should be non-backdriv‐
able to allow blocking and holding a position, thus saving energy. Additionally, it should
be compact with a high reduction ratio. The mechanism that meets this requirements is
the worm drive [16], which is also used by commercial and research prosthetic hands
[17, 18].

The prosthesis force should be sufficient to hold vertically a bottle of approximately
500 g. This is an arbitrary value that empirically ensures the prototype’s ability to grab
common objects of daily life activities. Torque at the MCP joint of the fingers should
be 0.1 Nm on average to be comparable to that of the human hand [15], while the torque
for thumb flexion-extension has to be of 0.3 Nm so it can oppose to the forces exerted
by the other fingers. Besides, finger open/close velocity at the MCP joint should be
comparable to that of the human hand, which is 180 degrees per second (30 RPM).

The prosthetic hand’s weight should be of 400 (ideal) to 500 (maximum), as proposed
by Belter [19]. Also, hand design should be as anthropomorphic as the space available
lets us and dimensions should be based on the specific user.

Fabrication should consist mainly in 3D-printed parts for ease of manufacturing.
These parts should be designed for additive manufacturing and their orientation during
printing must be carefully chosen to minimize the anisotropy in tensile strength due to
the fused deposition modelling fabrication.

2.2 Control Requirements

Position control for each finger at every moment is necessary, and for that reason the
control system should be stable at all times and capable to quickly perform and switch
between different positions according to the user’s needs. Also, the system should be
able to handle smooth transitions between each position.

The architecture of the electronic system requires a host controller with a main
control loop for the entire system that will send the desired values for the flexion-exten‐
sion (and rotation for the thumb) angles of each finger to the corresponding local micro‐
controller. Each local controller will control of a finger independently from the others.
The functions to be performed by the local microcontroller are low-level motor control
and position reading of each finger.

2.3 Electronic Requirements

The dimensions of the position sensor, its associated electronics and the printed circuit
board (PCB) where the electronic components are soldered, should be the minimum
possible due to the limited physical space. Also, the actuators should be compact with
a high volumetric power and fulfill the requirements of force and velocity aforemen‐
tioned. The position sensor to be selected has to preferably measure the absolute angular
position to minimize reading errors.
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3 Design of Fingers and Thumb

The design process is the same for the digits II (index), III (middle), IV (ring) and V
(little) due to the fact that they have the same DoF. The design of the digit I (thumb) is
treated separately, although it uses the same transmission mechanisms. These designs
are explained in the following sections.

3.1 Anthropometry

Fingers and thumb were designed to fit a subject with congenital amputation of hand at
transmetacarpal level. Each finger phalanx length and breadth was measured from the
user’s healthy hand. The dimensions were verified by fitting them in a scaled image of
the hand as shown in Fig. 2.

Fig. 2. Dimensions (in mm) measured of a partial hand amputee’s healthy hand.

The level of customization of the design should be, nonetheless, limited to just
measure the necessary dimensions to match the user’s healthy hand. For this matter,
dimensions and positions of the fingers were parameterized as described in the next
section.

3.2 Finger Parameterization

Customizing the prosthesis fingers will require to define each of the phalanges length
and the positions of the finger joints. The process to determine the lengths is as follows:

(a) Each finger proximal phalanx length (pp) is utilized to determine the medial and
distal phalanges lengths by using the phalange length as percent of hand length [20].
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(b) Length of medial phalanx (mp) and distal phalanx (dp) for each finger are calculated
based on the corresponding proximal phalanx length using ratios between them.
The ratio from pp to mp to dp are 2.3:1.3:1 for the index, middle and ring fingers;
and 2:1:1 for the little finger [21].

(c) The MCP joints position on the coronal or front plane of the hand are calculated
from the fingertip position for a standard hand. The positions of the MCP joints in
the sagittal plane are determined by the condition that when the fingers are fully
flexed all the fingertips lie in the same plane [22].

(d) The computed lengths for the proximal phalanges are then used as input to deter‐
mine each segment length of a four-bar linkage mechanism, which allows for
underactuated motion of the MCP and PIP joints, while the DIP joint is fixed and
flexed 20° (see Fig. 3).

Fig. 3. (a) Four-bar linkage and phalanges dimensions for parameterization. (b) Dimensions in
millimeters of the segments determined for the subject’s index finger. (c) The dimensions trans‐
lated to the CAD design of the finger.

The links’ dimensions obtained for the parameterized fingers are summarized in
Table 1 and a kinematic model was built using MATLAB ® and Robotics Toolbox with
this data together with the thumb dimensions (see Fig. 4).

Table 1. Length of links for each finger in millimeters

Link/Finger Index Middle Ring Little
a 8,77 9,85 8,93 7,12
b 36,91 41,48 37,58 29,96
c = pp 39,24 44,11 39,96 31,86
d 14,51 16,31 14,78 11,78
e = mp 22,17 24,92 22,58 15,93
f = dp 17,06 19,17 17,37 15,93
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Fig. 4. Hand kinematic model based on the anthropometric data.

3.3 Fingers and Palm Design

The CAD models were designed on Autodesk Inventor Professional 2016 for quick
parametric modification of each part. All links were initially designed for one finger and
then modified according to the lengths in Table 1. Finger proximal phalanx in Fig. 3c is
composed of the links B and C of the four-bar linkage, which include ball bearings on
the MCP joint side. The link D (the crank of the four-bar linkage) is coupled to the
rotation of the worm gear. Medial and distal phalanges are a rigid element with a cavity
for the silicon rubber finger pad. Additionally, link C has a diametrically polarized disc
magnet on the MCP joint side that will rotate with link C to measure the joint angle with
a Hall Effect sensor.

Fig. 5. Finger assembly exploded view.

The movement of each finger is powered by the DC micromotor, whose shaft is coupled
with the worm drive mechanism (reduction ratio of 10:1). The micromotor has a reduction
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gearbox of 16:1, which combined with the worm drive gives an output velocity of 30 RPM
and an output torque of 100 mNm. The finger components are shown in Fig. 5.

Thumb components are shown in Fig. 6. In this case the motor for finger flexion-
extension (FE) is embedded on the thumb distal phalanx and the abduction-adduction
(AA) actuator uses cylindrical gears. The FE DC motor is coupled with the worm’s
rotation while the worm gear is fixed on the metacarpal (see Fig. 6b). The rotation gears
transmission consists of three cylindrical gear with 1:1 transmission ratios. These are
located in such a manner that the motor can move the thumb without interference or
collision with the user’s stump.

Fig. 6. (a) Thumb positions sensors’ locations. (b) Thumb flexion and rotation mechanisms and
actuators.

For the design of the palm, MCP joints’ positions were calculated and imported to
Autodesk Inventor. The palm was then designed in a way that the MCP joint shafts
supports are properly located and centered. The back of the hand is designed to hold the
actuators, worm and bearings properly aligned with the MCP axis. All the parts were
assembled on a structure that mimics the stump and prosthetic socket, which was
designed using the 3D scan of the partial hand amputee. Implemented prototype can be
seen in Fig. 11.

4 Hardware and Software

The next sections describe the sensors and actuators selected, the electronic architecture
and the control system developed.

4.1 Sensors and Actuators

For the absolute position sensing, a Triaxis Rotary Position Sensor MLX90316 from
Melexis [23] was selected; it is a Hall Effect sensor with 12 bits of angular resolution
and a PWM output from 10% to 90%, which is linearly proportional to a near magnet
rotation. A diametrically magnetized Neodymium magnet 6 mm O.D. × 3 mm I.D. ×
1 mm thick from First4Magnets [24] was chosen to be the rotary magnet.
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As the little, ring, middle and index fingers have one active DoF (FE), and the thumb
has two active DoF (FE and AA), there is one position sensor mounted on a 0.8 mm
PCB per finger and two for the thumb. In the little, ring, middle and index fingers, the
position sensor and the magnet are located in the palm collinear to the MCP joint, as
shown in Fig. 7. In the thumb, the position sensor for the carpometacarpal (CMC) joint
rotation is located below the first spur gear (the driver) while its magnet is coupled with
the gear. The second position sensor together with its corresponding magnet are located
in the MCP joint, as depicted in Fig. 6a.

Fig. 7. Localization of the magnet and position sensor for the fingers flexion-extension and the
DC micromotors.

During the fingers and thumb movement, the magnet rotates with its respective joint
axis while the position sensor is fixed to the hand. In this way, the position sensor is
capable of measuring the absolute angular position. In addition, during its calibration,
the maximum error was 1°.

The actuators were chosen according to the requested torques for the movement of
each finger. It was decided to use a DC motor but due to the fact that the torque needed
was relatively high, a gearhead was added. First, to flex/extend the little, ring, middle
and index fingers, the DC micromotor Series 1024 SR and the gearhead Series 10/1 16:1,
both from Faulhaber [25], were selected. These motors are located in the back of the
palm and are coupled with the worms of the worm drive mechanism, as shown Fig. 7.
For the thumb rotation movement, the DC micromotor series 1016G and the gearhead
series 10/1 256:1 were selected, while for the thumb flexion-extension of a DCX micro‐
motor 10L with a gearhead GPX 10 16:1 from MaxonMotor [26] were selected. These
micromotors were located above of the thumb CMC, and above of the thumb MCP
respectively, as shown in Fig. 6b.
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4.2 Architecture

The architecture of the system is based on a low-cost and high performance microcon‐
troller unit. The block diagram proposed in Fig. 8 includes: the main circuit, finger
control circuit and sensing devices mounted on the finger.

Fig. 8. Electronic system architecture of the prosthesis.

The main circuit consists in a host controller (ATmega328P) that sends control
signals to the fingers control circuit and establishes communication with a PC. In the
finger control circuit, each finger has a local controller unit (also ATmega328P) and a
motor driver (DRV8838). This controller is responsible for the collection and distribu‐
tion of the information of interest for motion control of each finger. For this task, is
important that the sensing devices selected for position control are correctly mounted
on the finger. The power supply has two output voltage levels: 6 V for the DC micro‐
motors and 5 V for microcontroller units, motor drivers and position sensors.

4.3 Control and Communication System

The host controller is connected to a computer via UART communication. The computer
runs a user interface developed in Visual Studio 2015, as shown in Fig. 9. This interface
allows to control the desired movements for the hand, such as flexing (ON) or extending
(OFF) a finger to a predetermined final position or moving the whole hand to make a
specific gesture. The gestures can be rest position, power grasp, lateral grasp, index and
thumb pinch and point with index finger.

The host controller identifies the desired movement that is activated from the inter‐
face. After that, the host sends a digital signal to the corresponding local controller. This
digital signal triggers one of two movements of each finger: rest position or a predefined
final position for a specific gesture.

The local controller, after reading the signal sent by the host controller and obtaining
the desired angles of movement for the finger, runs a position control algorithm based
on a Proportional-Derivative controller (PD). This control scheme is executed according
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to Eq. 1, where Kp is the proportional constant, Kd is the derivative constant, e(t) is the
position error and u(t) is the output of the controller.

u(t) = Kpe(t) + Kd

de(t)

dt
(1)

The control scheme is shown in Fig. 10. Each local controller implements this control
loop independently of each other where 𝜃d is the desired position, 𝜃m is the measured
position and 𝜃 is the real position.

Fig. 10. Position control scheme.

5 Implementation and Results

The 3D printer chosen for fabrication was an Ultimaker 2 Extended+ and the material
selected was ABS plastic (24.3% tensile elongation [27]), which is more ductile and less
prone to break at impact than PLA (6% tensile elongation [28]), and therefore is more
suitable for the prosthesis. The CAD models of the finger links, the palm, shafts, thumb
parts and the hand base structure that mimics the stump of the subject were exported
from Autodesk Inventor to STL format and then sliced in Cura 2.1.2 with high quality
resolution settings (0.1 mm layer height and 100% material density). Other components
include DC motors, ball bearings, screws, bolts, Seeger rings and the electronic

Fig. 9. Position control interface.
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components. The assembled prototype, including the base structure but without the
electronic components that were outside the hand, weighs 364 g, which is below the
ideal of 400 g.

The position control algorithm was developed for each local controller by modelling
the DC motor, gearhead and mechanism (worm drive or spur gear) for each finger and
then, using this model, the parameters of the PD controller were tuned to have a system
response time less than 0.5 s. This algorithm has an angular position error of ±1°. For
the evaluation, the angles at the MCP joint of each finger were varied changing the target
position from 0° (full extension) to 85° (near to full flexion) and for the thumb it was
varied from 0° (full extension) to 40° (full flexion). The accuracy of the final positions
and the velocity profile were measured by video analysis using markers and Kinovea
version 0.8.15, as shown in Fig. 11. The values of the positions measured are shown in
Table 2, while the individual finger speeds for the five fingers are summarized in Table 3.

Fig. 11. Flexion and extension velocity measurement for the index finger.

Table 2. Fingers’ flexion/extension position measurements

Finger Number of trials Average position (°) σ(°) Average error (°)
Index flexion 3 86.47 0.12 1.47
Index extension 3 88.8 0.85 3.8
Middle flexion 3 84.7 1.95 -0.3
Middle extension 3 84.83 1.89 -0.17
Ring flexion 3 88.72 1.08 3.72
Ring extension 3 87.52 0.78 2.52
Little flexion 3 85.13 2.12 0.13
Little extension 3 88.37 2.38 3.37
Thumb flexion 3 43.03 0.42 3.03
Thumb extension 3 43.77 1.05 3.77
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Table 3. Fingers’ flexion/extension speeds

Finger Number of trials Average speed (°/s) σ(°)
Index flexion 3 116.62 2
Index extension 3 156.32 3.39
Middle flexion 3 146.44 2.82
Middle extension 3 110.24 4.26
Ring flexion 3 163.91 5.42
Ring extension 3 160.70 3.78
Little flexion 3 142.82 6.57
Little extension 3 156.40 3.65
Thumb flexion 3 79.22 1.42
Thumb extension 3 128.34 6.93

6 Conclusions and Future Work

It was demonstrated that it is possible to design a 3D printable powered prosthesis for
the available space in transmetacarpal amputees. The DC micromotors allow for reliable
control of the fingers, although during the evaluation the electric consumption was
150 mA while the prosthesis was in rest position and 2150 mA when it was executing
a movement, which means that in future versions a battery capable of supplying this
amount of energy without adding excessive weight is an important issue to address.

Regarding the flexion-extension position control of each finger, as shown in Table 2,
the maximum position error reached was 3.8° (less than 5%) in the index finger exten‐
sion. On the other hand, flexion-extension speeds of each finger, shown in Table 3,
exhibit values lower than the ideal but still acceptable according to [19]. The ring finger
achieves the highest speed while other fingers, like the index and middle, had their speeds
reduced due to higher friction forces. The thumb had similar issues with flexion speed.
These apparently random variations are mainly caused by fabrication dimensional errors
due to the tolerances inherent to 3D-printing and the ABS plastic deformation during
its cooling after being extruded. It is clear that this design is functional, but it could be
improved by modifying dimensions and changing the design of specific parts to compen‐
sate for 3D printing dimensional errors. In the redesign process, the finger links, the
palm and other visible parts will also be modified to make the hand more anthropomor‐
phic and aesthetic.

Besides the aforementioned, future work involves upgrading the electronics to fit it
with an embedded controller inside the hand. Additionally, in order to evaluate the use
of the prototype by a subject, myoelectric signals acquisition and processing will be
implemented together with a force-position control to make the prosthesis able to interact
with objects of different stiffness.
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Abstract. The design of modern rehabilitation robots must be user cen-
tred. Apart from safety, robustness and the classical technical aspects
(kinematics, dynamics, etc.) other issues related with the patient should
be considered in the design phase. The shoulder is a complex joint fre-
quently simplified as spherical, but the alignment of the robot and the
shoulder during the movements is relevant to deal with patients that
often suffer weakness, pain, etc. Specially, for robotic exoskeletons given
that they are “dressed” on the body. Aspects related to shoulder and
upper-limb mobility are analysed. Clinical aspects such as the patient’s
disorder or capabilities and the treatment prescribed impact the design
as well as the patient comfort and the possibility of being treated at
home instead of in a hospital. All these aspects are reviewed through its
application on the rehabilitation exoskeleton SOFI design.

1 Introduction

In 1995 Marc D. Taylor patented [1] a support for the upper-limb fixed to a
chair in which the user could practice abductions and shoulder rotations with
rehabilitation purposes. Since then, many rehabilitation robots [2–5] have been
designed to place the patient in a chair near the robot for the treatment. In 1998,
Mark E. Rosheim presented one of the first patents of robotic modern exoskele-
tons [6] which was used as master-element to control a slave-robot. Others have
presented versions of the same concept [7,8] for different applications.

In 2009 a new product with the shape of a big joy-stick or a hand-stick to
be used sit in wheels-chair, ReoTherapy [9], was presented by Motorika. The
solution is connected to a computer game to motivate the user with interesting
activities to move the upper-limb.

MacARM [10] was a structure with the form of a room with a stretcher inside.
A set of cables going out the corners controlled a handler that moved the arm
of the patient lying down on the litter. Another solution to accommodate the
patient on a litter is described in [11] composed of two collaborative robots.

A few rehabilitation exoskeletons have been presented in scientific journals.
RUPERT [12] is a pneumatic system with 4 Degrees of Freedom (DoF): one on
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the shoulder, two on the elbow and the last one on the wrist. A more complete
version of exoskeleton can be found at [13,14]. Powerful actuators equipped with
“harmonic drives” tries to solve the alignment problem of robot and shoulder
using four actuators.

2 Classification of Rehabilitation Robots

In the available bibliography different classifications of robots can be found
[15,16] using as criteria the type of actuators (electric, pneumatic, hydraulic,
...), functionality (increase of strength, rehabilitation, haptic interface, ...), kine-
matics type, part of the body to which it is applied, etc.

The existing rehabilitation robots could be classified by the functionality
taking into account the external aspect, portability, type of exercises that can
be done.

1. Industrial-fix robots: robots of high size, weight and cost of industrial aspect,
usually installed on the wall or floor of the rehabilitation place. ARMin is one
of the most famous robots of this type but there are others [1–5].

2. Cubic-fix type: The aspect is a cubic structure with cables going out from
the corners towards a central element that is used to move the limb of the
patient lying on a litter [10,11].

3. Joystick type robots: these solutions are usually a “handhold” to be manip-
ulated by the patient. Frequently, they are associated to some kind of game-
software making more pleasant the rehabilitation task [9,17].

4. Semi-portable robots: some of them are not too large and appeared fixed
on a wheels-chair. This kind of systems is relatively portable considering the
mobility of the chair [18,19].

5. Exoskeletons: Wearable robots to be dressed on the body. They are opening
the door to home-rehabilitation [12–14].

The exoskeleton SOFI belongs to type 5 designed to be portable, light and to
reduce the cost.

3 Design of a Rehabilitation Robot

The design of a rehabilitation robot starts analysing the requirements which
basically comes from:

• General needs derived from the problem:
– Solving the problem of the “shoulder multi-joint complex”. The shoulder is

usually treated as a spherical joint but it presents mobility clearly far from
this simplified approach. Physicians present the shoulder as a complex com-
posed of five joints: gleno-humeral, acromio-clavicular, externo-clavicular,
escapulo-torax and sub-acromial joint.

– The user is a “patient” that presents limitations, disorders, and probably
pain in the shoulder and consequently will need careful manipulation, a
certain comfort and easy dressing of the system.
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• Specific requirements derived from the disorder to be treated. It will impose
conditions and restrictions. In a clinical analysis performed in Hospital Uni-
versitario Infanta Sof́ıa, some of them raised:
– Specific “rehabilitation exercises” appropriated for each disorder to be

treated.
– Necessity of working in the area in which the patient feels pain.
– Necessity of working out of the area in which the patient is able to move

the upper-limb actively.
– Capacity of measuring compensations in certain exercises.

• Other aspects that have to be taken into account:
– Hiding mechanical parts, electronics and cables. The user should not be

afraid of the robot.
– Ergonomics and adaptability to different sizes of patients, low weight, etc.
– Robustness. The system will be used by patients and must work without

incidences.

Only a few of these aspects will be discussed here, exposing the most inter-
esting conclusions applied to the exoskeleton SOFI design. In this case, it was
intended to produce a portable solution to make possible that the patient took
the robot to work at home.

The first selected application case was a Brachial plexus. In the birth process
some neural connexions were broken and the control of certain muscles in the
shoulder was lost. A muscle was removed from its original position in the shoulder
zone to reinsert it for a different use. After surgery, the patient has a “new
muscle” to move up the upper-limb, but the brain is not yet able to control
this new element, and need to be trained for that. Therapists ask the patient to
execute certain movements covering a given area or direction for brain education,
and after that “strengthen movements” will be necessary. In the case of robot
therapy some questions rise:

• How to reinforce the patient when the execution is right (maybe completing
the movement, increasing the distance covered) or how to contribute to the
improvement of patient control?

• How to generate the trajectory for the patient to follow it?
• How to execute the movement (smoothness, reasonable speed, patient safety

and comfort,...)?
• What are the limits inside which the trajectory executed by the patient can

be considered valid and when to correct it?

All this questions will receive an answer in the second part of the article. The
article is structured as follows: First, the general requirements are addressed
focusing on the analysis of the “shoulder complex” issue and how to implement
a solution for it. Then, some specific requirements related to the implementation
of the exercise are exposed.
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4 General Requirements: Shoulder Complex Movement

As introduced before, the movement of the shoulder contributed to the upper-
limb movement and needed to be understood and considered when implementing
a rehabilitation robot. For this reason the limits of this movement in healthy
people were examined. Then, the working space of the person was analysed to
impose limits to the robot. Finally, a solution was proposed to follow the gleno-
humeral movements appropriately.

4.1 Shoulder Movement Limits

An analysis of the gleno-humeral joint, on 37 healthy persons (Fig. 1) informed
that in average the horizontal displacement (Fig. 1(a)) is 13.68 cm for men (std.
deviation 2.048) and 12.21 cm for women (std. deviation 2.345). In vertical
(Fig. 1(b)) the average displacement of GHJ for men is 9.36 (std. deviation 1.68)
and for women is 7.24 (std. deviation 3.18). All these differences have been found
significant using Student-t-test with Graph-prism.

Intuitively, with the height of the person the displacements should increase.
The data analyzed has shown this in horizontal for men and women, but not so
clearly in vertical.

The horizontal movement of GHJ is 12.65 cm (std. dev. 0.57) for people below
1.50 m high while it is 14.83 cm (std. dev. 0.87) for those higher than 1.80 m.
The women groups show a similar tendency with movements of 11.79 cm for
persons below 1.50 m high while 13.43 cm for women higher than 1.60 m. Note
that groups of women higher than 1.70 m are not in present in the experiment.
Nevertheless, only a few groups present significant differences compared among
them (see Fig. 1(c) and (d)).

Comparing groups of the same height but different sex, men present in all
groups larger excursions of the GHJ than women (12.65 vs 11.79 for persons
below 1.50 m high; 13.65 vs 11.63 for persons between 1.50 and 1.60 m high; 14.45
vs 13.44 for the group 1.60 to 1.70 m high) but the t-test result not significant,
probably due to the low number of persons in each group.

Reviewing the data related to vertical gleno-humeral displacement, it is more
difficult to establish conclusions. As explained before, a significant difference has
been found between men and women of around 2 cm, but the differences observed
among the different height groups analyzed provide no significant t-test results.
The difference between average displacements in men of the first and last groups
is of 1 cm only. In women the difference is 0.5 cm.

The studies regarding the variability of horizontal and vertical displacement
show that elder people suffer a reduction of this capacity while the age groups
below 60 years old maintain more or less a normal range of motion.

All together suggest that there is a real difference in horizontal and vertical
displacement between men and women and a certain variation with the height of
persons, at least for the horizontal range of movements, but with an important
variability (Fig. 2). Consequently, robotic systems must take this into account
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Fig. 1. Gleno-humeral horizontal and vertical displacement limits. (a) horizontal. (b)
vertical. (c) Horizontal displacement by age groups for women. (d) Horizontal displace-
ment by age groups men. (e) vertical displacement by age groups for women. (f) vertical
displacement by age groups for men.

offering the possibility to adjust person by person the necessary excursion of the
gleno-humeral joint.

4.2 Working Space of the Upper-Limb and Robot

The working space of the upper-limb can be described as follows:

• Area I: Main volume (Fig. 3 in green): from −30o to +135o approximately
in the transversal plane. Sportsmen or normal people with external support
(therapist, pressing against a wall,...) are able to overpass these limits.
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Fig. 2. Horizontal (a) and vertical (b) tendency of variation of the gleno-humeral excur-
sion distance in function of the height of the persons.

• Area II: Backwards (Fig. 3 in black): from −30o to −90o it is possible to move
the upper-limb holding it in an elevation below 80o using internal shoulder
rotation.

• Area III: Back (Fig. 3): the forearm can be place behind the back and move
there placing the humerus down and backwards. It is also possible to move
the forearm behind the head placing the humerus up.

• Area IV: Frontwards (Fig. 3 in blue): After 135o in the transversal plane, it is
possible to move the forearm to touch the opposite shoulder, the head, etc.

For the exoskeleton design the limits have been chosen as follows:

• Area I: Elevation in general is limited from 75o to +75o. Concerning the move-
ments in the transversal plane, the general limits have been adopted (from
−30o to 135o). The reason to impose the upper limit (+75o) is just safety for
the patient. Many healthy people have problems to arrive there, so it was not
really a necessity for the treatments but was a risk for the patients. It was
different regarding the lower limit. The mechanical solution to cover all other
volumes and also below −75o was complex and usually therapists do not work
below −75o because this zone is normally well covered by patients. There was
a known exception to this case that was addressed with other robot for safety
reasons.

• Area II can be covered by the exoskeleton at any height, but no treatment
was foreseen there, and there was a risk for the users in the upper part.
Consequently it was mechanically blocked for safety reasons.

• Area III is important for certain treatments of patients analysed in the clinical
studies. The mechanical design has been done to be able to cover these areas.

• Area IV is also covered given that no special risk is foreseen in this zone.

Other restrictions applied are:

• Elbow flexion between 0o and 150o. Mechanically it is easy to overpass these
limits, but it is a risk for the patient and was not required for therapists and
physicians.
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Fig. 3. Impact of the gleno-humeral joint in the volume covered by the right upper-
limb. (a) top-view. (b) isometric view. (c) sagittal view.

• Shoulder rotation between −110o and +110o. Usually human shoulder rotation
with humerus in horizontal position and forearm perpendicular to it do not
overpass −85o and +110o. When humerus is below the horizontal plane the
new limits are more closed to −90o and +90o. A certain excess has been
tolerated for special exercises.

In Fig. 3 the effect of shoulder joint is visible. The green area exceeds the
limits of a circle on the frontal part, and a bit backwards.

4.3 Sliding Elbow Structure

While the humerus is progressing on the transversal plane from the horizontal
position aligned with the shoulders line (both contained in the frontal plane)
towards a more advanced position in the sagittal plane the GHJ moves front-
wards. Something similar happened in the elevation movement. When the upper-
limb goes up in the frontal plane, the GHJ also progress upwards.

In order to be able to follow the elevation of the GHJ during the upper-limb
movements, the exoskeleton was equipped with a linear degree of freedom (Fig. 4
- J2). For the horizontal movement described of GHJ, a different solution was
adopted. Instead of implementing a new degree of freedom around the shoul-
der, this complexity was transferred to the “elbow platform”. A platform was
designed to support the weight of the limb.

The first problem was to select a place that could be valid for patients of
different ages and heights. The humerus length was different in each case and the
appropriate place to install the support platform should be found. Installing the
elbow at the end of this platform seemed to be a good idea, to avoid additional
structures and weight. Making this platform able to slide over a guide it was
possible to absorb the movements of the GHJ sliding the elbow along the guide,
and removing the complexity from the shoulder to place it in the new element
at the elbow.

Finally, it was decided to let this degree of freedom out of control. With
an actuator the platform can be placed in the right place at any moment, but
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Fig. 4. Sliding elbow structure

allowing the patient to be free to move it, the alignment of shoulder joints and
robot mechanical ones is complete. In fact this movement is sensed to detect
abnormal postural compensations of the patient during the execution of the
rehabilitation exercises.

4.4 General Kinematic Design

The exoskeleton SOFI is made of aluminium and plastic, with a short set of steel
pieces. It is actuated by Maxon motors, and equipped with economic sensors. The
misalignment problem in the shoulder was solved incorporating two elements: a
“sliding elbow system” (patented) [20] which makes possible to transmit part of
the complexity of the shoulder to the elbow area, and a sliding piece in the axilla
that permits a fine regulation of the position of the rotational axis taking into
account the displacements of the connexion between humerus and shoulder.

The exoskeleton had five actuated joints and six non-actuated ones. The
harness that fixed the exoskeleton to the body was flexible and adjustable to a
wide range of body sizes. To support the arm, there was a mechanical structure
(Fig. 5) which was connected to the harness through an actuated joint (J1) that
allowed moving the structure forward and backwards in the transversal plane.
This actuator combined with the elevation one (J3) enabled the exoskeleton to
execute the basic movement of the upper-limb on the three axes.

The third actuated joint (J2) was placed on the axilla. It is a sliding piece
that moves the elevation axe (J5) up and down to follow the natural movements
of the shoulder maintaining the arm in a comfortable position at any elevation
posture. The following element that provides shoulder alignment was the “sliding
elbow” (J7). This element, which was able to slide on the “arm structure”, con-
tained several sub-elements: the support for the arm and the elbow and forearm
structures. This linear joint was not actuated and provided at the same time:

• The alignment of the shoulder with the arm when the GHJ displaced horizon-
tally, independently of the angle of elevation of the arm.

• The self-adaptation for different body dimensions, and particularly for the size
of the arm.

A sensor measured the linear displacement of this platform in relation to
the support structure. The forearm structure also had sliding piece to adjust
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Fig. 5. Kinematic topology of the robotic rehabilitation exoskeleton SOFI

the handle to different lengths of forearm (J10). The handle adds an additional
degree of freedom (J11) not actuated for forearm rotation. It contributes to
accommodate comfortably the arm to different positions.

The elbow structure contains two actuators for the shoulder rotation (J9)
and elbow flexion-extension (J8). The design allowed deep internal and external
rotation to make possible the exercises previously described.

Safety was ensured through several means: a general stop-switch in an even-
tual case of emergency situation, mechanical limits controlled with end-switches,
software security limits established in the electronics, software limits stablished
by the therapists and doctors, and gear systems connected to worm screws which
provide low speed movements while large forces using small actuators. Electric
ones were selected instead of hydraulic also for security reasons among oth-
ers. A hydraulic actuator was very strong and could hurt the patient in case
of malfunction. Additionally, it produced noise; the maintenance was dirty and
it needed space for the compressor and tubes. Pneumatic actuation presented
similar problems of space and noise, as it can be seen at [21] and it was less
controllable than hydraulic one.

4.5 Specific Requirements

In previous sections the need of specific requirements was stablished. Once the
shoulder disorder to treat is selected (brachial plexus), it should be decided the
protocol to follow to obtain the best possible progress for the patient. In this
case, physicians and therapists propose a procedure to re-educate the brain in
the control of the “transplanted” muscle.

1. They would establish a trajectory to be followed by the patient that would
be programmed in the robot.

2. The robot would execute the trajectory twice to teach the patient about what
it is expected from him.
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3. The patient would try to do the movement by himself. If the patient executes
correctly the exoskeleton followed the trajectory stablished by the patient. If
the error in the trajectory is more than the limits stablished by therapists,
the robot corrects the trajectory teaching the patient. The limits were wide at
the beginning but were reduced more and more once the patient progressed.
The alternative of stopping when the patient’s trajectory is not good was
discarded to avoid discouraging him.

The first need was a method to generate the trajectories to be followed by the
patient and to introduce them in the robot in an easy way. This was easily solved
with a system composed of two inertial units placed in the arm and forearm of
the physician or therapist to register the movements executed by them.

The result can be observed on computer screen to verify if it is necessary to
repeat the movement or not. Usually therapists register 4 similar trajectories and
they select in the visualization phase the preferred one. Part of the verification
process is to ask the exoskeleton to execute the movement without patient to
ensure that the movement is fine and safe for the patient, but this require a
pre-processing.

The trajectory is registered as a couple of four components vector (quater-
nions), because it is an efficient format from the transmission point of view. Each
matrix of quaternions is converted to a coordinates x,y,z, taking into account if
it is a right or left upper-limb.

The inverse kinematics of the robot is used to calculate the commands for
the actuators. The sequence is analyzed to eliminate the high speeds and accel-
erations without producing important changes on the initial trajectory (Fig. 6).

Fig. 6. (a) Trajectory for the patient converted in a sequence of commands for actua-
tors. (b) filtered result used to eliminate important changes in the acceleration Kine-
matic topology of the robotic rehabilitation exoskeleton SOFI

5 Conclusions

The design of rehabilitation robots offer many possibilities, but it involves deal-
ing with patients; persons with physical disorders, frequently suffering pain and
limitations different from the standard ones of healthy persons. This article
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deals about patients with shoulder disorders and the design of the rehabilitation
exoskeleton SOFI.

The main general concerns when dealing with shoulders are the alignment
of the robot with the human joint to avoid discomfort or pain and consequently
the limits of the movements of the GHJ.

A study about the vertical and horizontal mobility of the GHJ has been
presented establishing these ranges the standard deviation and the percentage
that this suppose in the global upper-limb movement. Based on these results
the alignment problem has been analysed and a solution has been proposed. An
additional degree of freedom has been included in the shoulder zone while the
other has been transferred to the upper-limb support platform that slides over
a guide parallel to the humerus. The solution has been object of a patent under
the name of “sliding elbow”.

A simulation analysis of the working space, based on the results obtained from
the clinical analysis about GHJ motion limits, of human shoulders provided a
first approach to the safe and unsafe volumes. These frontiers between the safe
and unsafe zones could be modified depending on the shoulder disorder to be
treated and the exercises proposed by therapists.

In the design of the rehabilitation robots it is so relevant the robot design
as the “rehabilitation exercise” design. The best method to improve the perfor-
mance of the patient is a good exercise design. The case of a “brachial plexus”
has been analysed proposing a protocol to treat it, based on tasks that are
easy at the beginning and increase the complexity gradually, but trying at any
moment to propose achievable targets to encourage the patient with positive
reinforcements.

The exercise designed for the study-case selected involves the use of move-
ment trajectories adapted for a particular patient. The problem and calculations
(inverse kinematics, etc.) can be simplified using appropriated sensors to gener-
ate the trajectory and introducing minor restrictions in the robot design.

As explained before, safety must be considered in every design phase. Hard-
ware limits, mechanical gears, actuators selection as well as software limits should
be stablished to protect the patient and the hardware. The movement speed and
the accelerations when moving the limbs of ill persons must be carefully stab-
lished. On top of this, the doctor should have the capability to limit the working
volume or even exceed the limits in certain cases. Finally, the robot should be
able to evaluate the capabilities of the patient every day before starting each
session for additional safety.

Other aspects as robustness, ergonomics and comfort should also be consid-
ered from the design phase.
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Abstract. We describe a semi-autonomous tracking technique based
on a Bayesian prediction mechanism for a pneumatic colonoscopy robot.
One of the principal problems in using a robot colonoscope is to deter-
mine its position or displacement after it has been inserted into the colon.
To address this problem for our robot, we have developed a temporal
Bayesian framework that uses the observations of the air flow rate and
pressure in the tube guiding the robot to predict the current location
of the robot. Our experimental results show that the predicted location
and velocity of the robot are accurate over most of the time-steps, with
a maximum error of 11.5 cm (about 2.5 times the length of the robot’s
head) occurring only 7% of the time.

1 Introduction

Robotic colonoscopies have been experiencing a growing demand over the last
decade in the hope for non-invasive diagnostic and therapeutic colonoscopy. The
American Cancer Society estimates a high incidence rate of colorectal cancer,
with more than 14, 000 new cases each year in the United States. Early diagnosis
significantly reduces the risk of developing colorectal cancer, but the pain and
discomfort experienced during colonoscopy usually discourages patients, delay-
ing the diagnoses. To address this problem, our paper uses a novel, pneumatic
robot [5] that diminishes the shear forces between the colonoscope (robot tip)
and the colon wall. It is important for the doctor to know the location of the
colonoscope inside the colon to be able to perform acurate biopsies, and for mak-
ing correct diagnoses. With a traditional colonoscope, this is accomplished via
length markers on the outer surface of the scope. However, placing such mark-
ers might not be feasible on all types of colonoscopy robots. For example, the
robot discussed in this paper uses an initially spooled, flexible and expandable
tubing for inserting the robot tip inside the colon, which is not amenable to
markings. To address this problem, we propose a tracking method that predicts
the velocity and displacement of colonoscope robot tip after it has been inserted
c© Springer International Publishing AG 2017
I. Chang et al. (eds.), Advances in Automation and Robotics Research in Latin America,
Lecture Notes in Networks and Systems 13, DOI 10.1007/978-3-319-54377-2 10
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Fig. 1. A general schematic of our proposed technique for tracking the colonoscope
robot.

into the colon. A general schematic of our proposed robot tracking technique
is shown in Fig. 1. We have presented experimental results of tracking inside a
Syndaver colon and from insertion of our proposed robotic colonoscope within
a swine intestine along with predicted data from our tracking algorithm. Our
results show that the tracking algorithm can predict the robot’s displacement
with a maximum error of 4.5 cm (<= length of the robot’s head) for over 50% of
the time-steps, and with an error between 7.5–11.5 cm (1.5–2.5 times the length
of the robot’s head) for about 35% of the total time-steps, when the robot has
proceeded towards the end of the colon.

2 Related Work

Robotic colonoscopy has been an active area of research in the past decade and
a comprehensive overview of the existing technologies for colorectal endoscopy is
available in [10]. Many researchers have proposed novel designs for colonoscope
robots that enables to maneuver efficiently within the constrained environment
of the human intestine. Qiurini et al. proposed a 12-legged micro-capsule endo-
scope [12], while a microcapsule robot with a legged anchoring mechanism was
described in [6]. To prevent the robot’s motion from getting impeded by intestinal
walls and bends, a colonoscope robot with a 3-DOF maneuverable tip that can
be actuated pneumatically was proposed in [3]. Other novel robot designs and
acutation mechanisms include an inchworm robot with hollow body and steering
including camera and light source [8], peristaltic crawling robot [1], and wire-
less anchoring and extending microrobot [9]. In addition, several robotic tech-
nologies for endoscopy have been commercialized including Endotics (Caltech),
Invendoscope (Germany), Aer-o-scope and Colonosight (UK). In contrast to the



112 B. Woosley et al.

above works, the design presented in this paper is unique in the way that it
locomotes based on balloon inflation, while eliminating the relative motion, and
hence the friction, between the colonoscope and the tissue.

One of the most challenging problems of colonoscope robots is how to track
their position inside the human body. Several researchers have proposed wireless
capsule endoscopes (WCE) where the location of the capsule inside the body
is tracked using magnetic resonance imaging (MRI) [7]. However, MRI involves
considerable costs and an external device to track the robot. Alternative tracking
techniques for in-vivo robots include computer tomography, X-ray fluoroscopy
[2] and 3D ultrasound. But their drawbacks include low image quality, distortion
from rigid instruments and a small field of view. Several researchers have pro-
posed using computer vision algorithm from live video captured from a camera
mounted on the colonoscope’s tip to provide reliable tracking for the robot [4].
In [11], authors have proposed RF-localization for determining the position of a
WCE, while fusing RF data with camera images has been reported to provide
more accurate localization for a WCE inside the human small intestine.

3 Colonoscope Robot

The pneumatic robot is composed of a 3D-printed tip, an anal fixture and latex
tubing. Figure 2 shows the robot’s tip composed of a clamshell-type structure, a
sealing mechanism, a shaft and two bearings. The sealing mechanism is made of
two shafts and each shaft has three bearings, as shown in Fig. 3(a). The shafts
are configured to compress the tube, preventing air passage to the tip (Fig. 3(b)).
Admitting the compressed air into the tip may cause the tip or tubing rupture.
The tubing is spooled around a shaft, a small portion of which is placed between
the robot’s tip and the anal fixture (Fig. 3(c)). Therefore, the robot’s tip is
propelled as the pressurized air inflates the tube (Fig. 3(d)), unspooling more
tubing from the robot tip. Figure 4 shows the robot’s tip inserted in an excised
swine colon; the anal fixture serves as an anchor while the tip advances. The
outer diameter and length of the robot’s tip are 3.175 and 4.5 cm, respectively.
The outer diameter is within an acceptable range for colon insertion. The tube
length is about 49 cm, which allows the robot’s tip to reach the cecum given
that the tube increases to three times its original length as it inflates.

Fig. 2. Design of the colonoscope robot.
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Fig. 3. Components of the colonoscope robot: (a) clamshell structure, (b) sealing mech-
anism, (c) packed tube around the shaft, (d) anal fixture.

Fig. 4. Photographs of the robot inserted into an excised pig intestine. The red arrows
indicate the robot’s tip.

This design reduces the shear force on the colon. The net shear force on an
object is

∫
μpdA, where p is the pressure applied. For a constant pressure and

coefficient of friction, the shear force becomes proportional to the area. In this
design, only the head of the robot moves, which is 4.5 cm long, compared to a
typical colonoscope, where the whole scope moves, and is close to 1 m in length.

A pneumatic circuit provides compressed air for the robot. This circuit is
equipped with an air compressor, a pressure regulator, a flow sensor, a digital
pressure sensor, a solenoid valve and an electrical switch. To run a test, the
pressure of the compressor and the flow rate are set within a range of 10–20 psi
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and 2–5 standard cubic feet per hour (SCFH) respectively. The maximum pres-
sure that the balloon can tolerate is 20 psi (the range of failure depends on the
temperature and condition of the tube); therefore, the pressure and flow are
adjusted manually during the test to provide the best performance and avoid
balloon failure. This is especially critical when the robots tip encounters an
obstacle or the colon bends. More details on the mechanics and functionality of
the design can be found in [5].

4 Robot Position Tracking Using Dynamic Bayesian
Network

Let xt denote the displacement of the robot’s tip and Vt denote its velocity during
time-step t following the robot’s insertion. Also, let FRt and Pt denote the two
variables, air flow rate and air pressure in the robot’s tube, respectively, at
time-step t; corresponding observed values of these variables are FRmetert and
Pmetert. Our objective is to predict the displacement and velocity of the robot’s
tip upto Tpred time-steps into the future, xt+1:t+Tpred

and Vt+1:t+Tpred
, given the

readings of the observed variables up to the current time step, FR0:t and P0:t. We
have used a temporal Bayesian network [13] to model the dependencies between
the observed and unobserved variables and predict the displacement and velocity
of the robot.

In a temporal Bayesian network, a hierarchical, graphical structure is used
to capture the dependencies between different variables, as shown in Fig. 5. Each
variable is represented as a node in the graph. A directed edge between two nodes
indicates causality - a change in the value of the variable (node) at the beginning
of the edge effects a change in the value of the variable (node) at the end of the
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Fig. 5. Temporal causal network used to predict the displacement and velocity of the
colonoscope from the observed variables flow rate (FRmeter) and air pressure (Pmeter).
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edge; the variables at the edge’s beginning and end are called the parent and
child nodes respectively. If a child node has multiple parent nodes, it means that
the variable in the child node is affected by all the parent variables (nodes).
For example, in Fig. 5, variable V1 is affected by variables V0, P0 and FR0. The
temporal aspect of the Bayesian network implies that causality between variables
occurs over time. Following conventional temporal Bayesian networks [13], we
have assumed that our temporal Bayesian network involves first-order Markov
dependencies, that is, a variable’s value in the current time-step depends on its
value during the preceding time-step only and not on its values from earlier time-
steps. For example in Fig. 5, the robot’s current displacement is affected by its
displacement and velocity in the previous time-step only. Similarly, the velocity
at the current time-step is determined from its previous time-step’s velocity, and
the previous time-step’s air pressure and flow rate. Finally, the air pressure and
flow rate are also affected by their previous time-step values, as shown in Fig. 5.

To enable fast prediction using the temporal Bayesian network, we discretize
the analog variables in the network. The displacement of the robot at time t is
discretized using the equation dXt =

⌊
Δx
xthr

⌋
, where Δx = xt − xt−1, denotes

the change in the position of the robot inside the colon and xthr is a distance
threshold that is used to represent 1 unit of movement by the robot. Using this
definition, dXt ∈ {0, 1, 2}. We then discretize the continuous variables V, P, FR
into discrete variables Vt, Pt, FRt for time-step t, based on respective threshold
values, Vthr, Pthr, FRthr, while using the following equations.

Vt =

⎧
⎨
⎩

stop : v = 0
slow : 0 < v ≤ Vthr

fast : v > Vthr

Pt =
{

low : p < Pthr

hi : p ≥ Pthr

FRt =
{

low : fr < FRthr

hi : fr ≥ Vthr

To quantify the effect between different variables (nodes) in a temporal
Bayesian network, conditional probability tables (CPTs) are used for each node
in the network. A CPT of a node gives the probability of each discrete value
of the variable in the node, conditioned by the combined values of the parent
variables of that node. For our causal network in Fig. 5, the CPT values for the
different nodes were generated with data from a single run of the real robot
through a swine intestine. For calculating the probability value inside a CPT of
a node (FRt, Pt, Vt, or dXt) we determined the ratio of the number of time-
steps in which the node’s variable had the desired value and the total number
of instances where the variable occurred, while keeping the values of its parents
fixed. For example, for the CPT of node Pt, that has Pt−1 as its parent node, we
calculated P (Pt = low|Pt−1 = hi) as no. of time−steps at which Pt=low andPt−1=hi

no. of time−steps at which Pt−1=hi .
The probability values are displayed in Tables 1, 2, 3, 4, and 5.



116 B. Woosley et al.

Table 1. Conditional probability table for temporal component of FR.

FRt−1 P (FRt = low|FRt−1) P (FRt = hi|FRt−1)

low 0.7727272727 0.2272727273

hi 0.0842911877 0.9157088123

Table 2. Conditional probability table for temporal component of P .

Pt−1 P (Pt = low|Pt−1) P (Pt = hi|Pt−1)

low 0.8543046358 0.1456953642

hi 0.0772727273 0.9227272727

Finally, the CPT values and the causality relationships from the causal net-
work are used in conjunction with the observed values of the pressure meter
and the flow rate meter readings at each time-step, to calculate the most likely
change in the robot’s position (or displacement) and its most likely velocity. We
have used a particle filtering algorithm [13] for this calculation. As time contin-
ues, the cumulative values of the robot’s displacement provide the most likely
distance the robot has traveled inside the colon.

5 Experimental Results

To verify our approach, we first performed a series of experiments running the
robot inside a Syndaver colon, shown in Fig. 6. We ran 11 experiments, using
5 of the runs to train our model, and tested the model using the remaining 6
experiments1. The robot was placed inside the Syndaver colon, then the air pres-
sure inside the robot’s balloon is increased using an air flow regulator connected
to an air compressor. In earlier test experiments, the balloon was found to rup-
ture when the pressure inside it exceeded 20 psi. To maintain a suitable pres-
sure in the balloon that pushes the robot’s head but does not risk rupture, the
pressure was maintained between 10 − 20 psi. As the robot proceeds through the
colon, the balloon pressure varies depending on the air flow rate and the resistance
that the robot experiences. During our experiments, if the pressure approached

Table 3. Conditional probability table for dependency of pressure P on flow rate FR
at time-step t.

FRt P (Pt = low|FRt) P (Pt = hi|FRt)

low 0.2429906542 0.7570093458

hi 0.4545454545 0.5454545455

1 Videos of the experiments can be found at https://sites.google.com/site/
inversproject/.

https://sites.google.com/site/inversproject/
https://sites.google.com/site/inversproject/
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Table 4. Conditional probability table for change in position dx for velocity V at
time-step t.

Vt P (dXt = 0|Vt) P (dXt = 1|Vt) P (dxt = 2|Vt)

stop 1.0 0.0 0.0

slow 0.2513089005 0.7486910995 0.0

fast 0.0 0.6732026144 0.3267973856

Table 5. Conditional probability table for change in position dx for velocity V at
time-step t.

FRt−1 Pt−1 Vt−1 P (Vt = stop|FRt−1, P (Vt = slow|FRt−1, P (Vt = fast|FRt−1,

Pt−1, Vt−1) Pt−1, Vt−1) Pt−1, Vt−1)

low low stop 1.0 0.0 0.0

low low slow 0.25 0.75 0.0

low low fast 0.0 0.0 1.0

low hi stop 0.7142857143 0.2857142857 0.0

low hi slow 0.0 0.6829268293 0.3170731707

low hi fast 0.0 0.3870967742 0.6129032258

hi low stop 0.0 0.0 1.0

hi low slow 0.0 0.8214285714 0.1785714286

hi low fast 0.0 0.4411764706 0.5588235294

hi hi stop 0.0 1.0 0.0

hi hi slow 0.0 0.6557377049 0.3442622951

hi hi fast 0.0 0.2564102564 0.7435897436

20 psi, the air flow was immediately adjusted manually to reduce the pressure to
within the allowable range. We first recorded the observed variables, FRmeter
and Pmeter, at discrete time-steps. Each time-step for our experiment was con-
sidered 0.1 sec in duration. For our experiments we set the distance moved by the
robot head that is considered as one unit of movement, xthr = 1.5 cm, which cor-
responds to about one-third of the length of the robot’s head. The values of the
other thresholds VThr, PThr, and FRThr were set to the average of the velocity,
pressure and flow rate values over the duration of the training data. We tracked the
ground truth location of the robot using an overhead camera and tracking soft-
ware. For the Syndaver experiments, the thresholds were VThr = 1.4415469568
cm/s, PThr = 8.5292857707 psi, and FRThr = 4.495146746 SCFH. Figure 7(top)
shows the average error in tracking the robot’s position across the 6 testing runs.
As can be seen, the error is always less then 10 cm, and for most of the run is close
to 5 cm, which is approximately the size of the robot. Figure 7(bottom), shows
the predicted position and actual position for the robot in a single run through
the Syndaver colon. As can be seen from the graph, the tracked position is very
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Fig. 6. First test environment using a clear, straight tube.
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Fig. 7. (top) Average error over 6 runs of the robot in a Syndaver colon. (bottom)
Example of one run in a Syndaver colon, showing predicted distance and actual distance
traveled by the robot.
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Fig. 8. (a–f) Snapshots from run 2 of the colonoscope robot within an excised pig
intestine; the yellow circle shows the current position of the robot. (g) Actual and
predicted displacement data and (h) Relative error in predicted velocity from run 2 of
the colonoscope robot.
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close to the robot’s actual position for the first half. It is only near the middle of
the run when the error begins to grow, which is also visible in Fig. 7(top).

We then performed two experiments with the robot colonoscope moving
inside excised swine intestines to verify its maneuverability and to test the per-
formance of our position and velocity tracking algorithm. The excised intestines
were cleaned and insufflated. The robot’s tip was covered with a lubricant to
facilitate smooth motion inside the colon. The colon was then placed inside
a foam-core frame for support and the robot’s tip was inserted into the colon.
Figure 8 shows snapshots from one run of the colonoscope robot inside an excised
swine intestine with the position of the robot marked with a yellow circle. For
experiment 1, the threshold values were VThr = 0.875 cm/s, PThr = 15 psi and
FRTHr = 3.5 SCFH, while for experiment 2 they were, VThr = 0.875 cm/s,
PThr = 15.2 psi and FRTHr = 2.5 SCFH.

For each of the two experimental runs, we compared the displacement and
velocity values predicted by our tracking algorithm with the corresponding
ground truth values recorded directly from the robot moving inside the colon.
The results of one experiment is shown in Fig. 8(g–h). In run 1, the prediction
algorithm was used for 10 seconds during which the robot traveled a distance
of 15 cm inside the colon while passing two bends. The predicted displacement
is mostly commensurate with the actual displacement. The maximum displace-
ment error is 1.5 cm. The maximum relative error in the predicted velocity is 1
cm/s. The relatively lower errors in displacement and velocity in run 1 can be
attributed to the fact that the robot was closer to its insertion point during the
run and the applied balloon pressure was sufficient to move it smoothly through
bends and obstructions in the colon. Figure 8(g–h) show the actual vs. predicted
displacements and the relative error in predicted velocity for run 2. In this run,
the robot proceeded further into the colon almost up to the cecum. We observed
from Fig. 8(g) that the displacement accumulates an error towards the end of
the run when the robot is in the latter part of the transverse colon and in the
ascending colon. We believe this is because in these parts the robot has proceeded
further into the colon; although the robot continues to progress into the colon,
the pressure inside the robot’s balloon increases when it encounters obstructions,
which results in a stop and jump motion instead of uniform motion. The relative
error in the predicted velocity also shows that the velocity after about half-way
through the experiment gives more errors. Overall, we see from run 2 that the
error in the robot’s displacement is between 7.5 − 11.5 cm (1.5 − 2.5 times the
length of the robot’s head) for only about 35% of the time-steps when the robot
has proceeded towards the end of the colon.

6 Discussions and Future Work

In this paper we have presented our work on a novel, pneumatically controlled
colonoscope robot along with an algorithm that automatically tracks the robot’s
displacement and velocity inside the colon. We have successfully demonstrated
the navigation of the robot within swine intestines along with results of the
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Fig. 9. Video images from a conventional endoscopy procedure. The solution from the
image processing algorithm is the direction that the robot’s tip has to take with respect
to the center of the image. The direction is calculated in real-time and displayed with
a red line on the image.

tracking algorithm. Currently, we have ongoing efforts to add a miniature wire-
less camera to the robots tip and use the image captured by it as an additional
input. We plan to use image-fusion techniques to aid locating the robot and keep-
ing track of it by combining air pressure, air flow rate and the solution given by
the image processing algorithm. This algorithm will identify the inner walls of
the colon and predict the direction that the robots tip should take, as show in
Fig. 9. The robots tip will become a steering mechanism capable of guiding the
entire robot and minimizing the friction generated during displacement. Partic-
ularly, during critical moments where the robot reaches the colons bends. This
new addition will definitely improve the results from our tracking mechanism
presented in this work.

Another direction we are investigating is to close the feedback loop so that the
predicted error in displacement and velocity of the robot’s tip is provided to the
control mechanism to automatically adjust the air flow into the robot’s balloon.
Our work presented here is our first step towards semi-autonomous maneuver
of a pneumatically controlled robot and we envisage that understanding and
addressing the issues presented herein will help in solving the open problems in
robotic colonoscopy and make colonoscopies more amenable to patients.
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Abstract. This paper shows an approach to use a Neural Network
trained by the classic backpropagation algorithm for solving the problem
of fault detection and isolation (FDI) of simple mechanisms subject to
failures in actuators. The approach taken was to reserve the term of the
projection of the tuning algorithm used for keeping bounded the weight,
and use it at the time of the fault. Works like Vemuri et.al. [12], where
faults are focused in the inertia matrix and the isolation technique does
not show clearly the results it aims, were the inspiration for this research.
Here the fault is modelled as a torque suddenly bounded at first actu-
ator and a neural network of two layers is used with an adaptive law
whose projection operation is a reserved degree of freedom for keeping
the system under control.

1 Introduction

The problems of fault detection and isolation (FDI), have attracted a lot of
attention since their incipient days from the Ph.D. results of Beard [3] and Jones
[9]. The goal for solving the problem is to be able to isolate the particular input
meaning a fault from the other signals: control inputs, disturbances or other
faults. These works aims solutions by means of a memoryless feedback, while
[11] and [2] have addressed the problem in a more complete framework as is the
geometric approach and aims to solve the problem by a dynamic feedback.

This work inspired in [12] for fault detection and isolation on robotic system
and on their approach due to the lack of affinity to the mainstream of FDI’s
works. Their solution has not great difference from what is a control problem of
a robotic manipulators under effects of perturbations, see [10]. It is considered
only faults on the commands and how the system must detect their occurrence,
as well as to isolate them from the other input signals for not affecting the sys-
tem behavior. When the fault rises there must be a kind of observer, residual
generator, for this single fault, and insensitive to the rest. In other words, the
residual generators maps inputs, the faults, over non interactive subspaces over
which evolute their dynamics. These non interactive spaces are found under the
study of unobservable subspaces which leads to a quotient, observable, subspaces,
giving the necessary and sufficient conditions for the construction of asymptotic
observers of each of the quotient subsystem, so getting the desired filter. In [7]
is presented a survey of the various model-based fault detection, isolation and
c© Springer International Publishing AG 2017
I. Chang et al. (eds.), Advances in Automation and Robotics Research in Latin America,
Lecture Notes in Networks and Systems 13, DOI 10.1007/978-3-319-54377-2 11
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reconfiguration (FDIR) methods. Their approach of FDI, correspond to the gen-
eration of residuals that are robust to noise, unknown disturbance, and model
uncertainties, as well as various statistical techniques of testing the residuals for
abrupt changes, or faults. The performance of a fault detection algorithm is usu-
ally measured in terms of the tradeoffs between the false alarm rate and the mean
detection delay, [7]. In terms of the residual characteristics, in [6] is shown that
the various observer-based methods, such as eigenstructure assignment, fault
detection filters and unknown input observers give identicals residuals with that
of an equivalent parity relation method. With this last approach the transfer
function or state-space models are transformed to yield directional or structural
residual vectors directly [4,5]. It is a complex task in the robust residual gen-
eration techniques to generate residuals insensitive to noise and uncertainties,
and at the same time have very good sensitiveness to fault. These techniques
include full-state observer-based methods, unknown input observers, parity rela-
tions approach, optimization-based, the Kalman filter-based, the system iden-
tification, artificial intelligence approaches among others, see [7]. In [13] is pro-
posed a FDI approach with recurrent neural network-based observers for simul-
taneously detecting, isolating and identifying the severity of actuator faults in
presence of disturbances and uncertainties in the model and sensor measure-
ments. The neural network weights are updated based on a modified dynamic
backpropagation scheme. The algorithm of Backpropagation, or a variation of it,
is a recurrent strategy for updating the weights of the artificial neural networks
(ANN) employed for solving the problem of FDI as is the case of [1] where a
synergism of ANN with Fuzzy theory used a Takagi-Sugeno Model in discrete
time for providing the data to train each time one of the neuronal models.

2 Robot Dynamics and Filtered Error [10]

The robot arm has dynamics

M(q)q̈ + Vm(q, q̇)q̇ + G(q) = τ (1)

where q, q̇, q̈ ∈ R
n are vectors of joint positions, velocities and accelerations,

respectively, τ ∈ R
n is the input torque vector, M(q) ∈ R

n×n is the inertia
matrix, Vm(q, q̇) ∈ R

n is a matrix containing the centripetal and Coriolis terms
and G(q) ∈ R

n is the gravity vector.
To make the robot follow a prescribed desired trajectory, [10], qd(t), define

the tracking error e(t) and filtered tracking error r(t) by

e = qd − q (2)
r = ė + Λe (3)

with Λ a positive definite design parameter matrix and qd(t) the desired trajec-
tory. The robot dynamics are expressed in terms of this filtered error as

Mṙ = −Vmr + f(x) − τ (4)
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where the nonlinear function f(x) is defined as

f(x) = M(q)(q̈d + Λė) + Vm(q, q̇)(q̇d + Λe) + G(q) (5)

vector x contains all the time signals needed to compute f(·) and may be defined
for instance as x ≡ [eT , ėT , qTd , q̇Td , q̈Td ]T .

Approximation-Based Controllers. When f(·) changes for a reason, e.g.,
faults, an estimate f̂(·) is used instead and a general sort of approximation-
based-controller by setting

τ = f̂ + Kvr − v(t) (6)

with
Kvr = Kv ė + KvΛe

as an outer PD tracking loop, and v(t) an auxiliary signal to provide robust-
ness in the face of disturbances and modelling errors. The estimate f̂(·) and
the robustifying v(t) is defined with neural networks to estimate the fault and
accommodate the control to keep the desired behavior, e.g., tracking control,
see Fig. 1. The controller design problem is to select the estimate f̂ and the
robust term v(t) in control law so that the dynamics error is stable and like [10],
where the goal is keep only bounded the tracking error, the goal of the control
of the two-link manipulator is to track the desired trajectory in spite of a fault
detected.

Fig. 1. Filtered error approximation-based controller

3 Artificial Neural Networks

The ANN scheme used in this work is of two layers. In a generalized form its
model is

yi = σ

⎛
⎝

L∑
l=1

wilσ

⎛
⎝

n∑
j=1

vljxj + vl0

⎞
⎠ + wi0

⎞
⎠ (7)

i = 1, 2, . . . ,m
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The thresholds can be embedded in the sum doing x0 = 1. Then we can define
the following quantities

yi = σ

(
L∑

l=0

wilzl

)
(8)

zl = σ

⎛
⎝

n∑
j=0

vljxj

⎞
⎠ (9)

where z0 = 1 too.

Backpropagation [10]. Backpropagation weight tuning is a gradient descent
algorithm, so the weights in the two layers are updated according to

wil = wil − η
∂E

∂wil
(10)

vlj = vlj − η
∂E

∂vlj
(11)

with E as a prescribed cost function. Normally is selected as

E =
1
2
eT e =

1
2

m∑
i=1

e2i (12)

ei = Yi − yi (13)

The learning rates η in the two layers can be selected different or ad hoc for each
case. The backward recursion for backpropagated errors:

ei = Yi − yi i = 1, 2, . . . ,m (14)

δ2i = yi(1 − yi)ei (15)

δil = zl(1 − zl)
m∑
i=1

wilδ
2
i l = 1, 2, . . . , L (16)

These quantities are used for update the weights and thresholds,

wil = wil + ηzlδ
2
i , i = 1, 2, . . . ,m (17)

vlj = vlj + ηXjδ
1
l l = 1, 2, . . . , L (18)

j = 0, 1, . . . , n

In order to keep the boundedness of the weights in a continuous online back-
propagation strategy so that the control input τ(t), as well as the weights V̂
and Ŵ , remains bounded, the proposed controller in Table/Theorem 4.3.2 of
[10] guarantees the boundedness of the control input by a small value with large
gains in Kv. The control is given by

τ = ŴTσ(V̂ Tx) + Kvr − v, (19)
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where the robustifying signal, in [10], is

v(t) = −Kz(||Ẑ||F + ZB)r (20)

The matrix Z of all the NN weights is defined as

Z ≡
[
W 0
0 V

]

with ZB known and || · ||F the Frobenius norm defined next.

Definition 1 (Frobenius Norm). Given a matrix A = [aij ], the Frobenius
norm is defined as the root of the sum of the squares of all elements:

||A||2F ≡
∑

a2
ij = tr(ATA),

with tr(·) the matrix trace.

The tuning algorithms for the weights/thresholds are an unsupervised version
of backpropagation through time; it is not necessary to know the ideal plant
output are given by

˙̂
W = F σ̂rT − F σ̂′V̂ TxrT − κF ||r||Ŵ (21)
˙̂
V = Gx

(
σ̂′T Ŵ r

)T

− κG||r||V̂ (22)

The matrices F and G are positive definite, κ > 0 is a small design parameter.
According to [10] ten hidden-layer neurons suffices.

Assumption 1 (Bounded Ideal Target NN Weights). On any compact
subset of Rn, the ideal NN weights are bounded so that

||Z||F ≤ ZB

It is used the sigmoidal functions as activation function of the NN for imple-
menting the tuning algorithms due that helps implement the required Jacobian
σ̂′,i.e.,

σ′(z) = diag{σ(z)}(I − diag{σ(z)})

so that
σ̂′T Ŵ r = diag{σ(V̂ Tx)}[I − diag{σ(V̂ Tx)}]Ŵ r

4 Fault Detection with Neural Network

This section is based on Vemuri, et.al [12] where the approach for fault detection
is similar to the foregoing shown in this paper. The kind of manipulators are
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Fig. 2. Neural control without faults

Fig. 3. Neural control with fault at 4 s

Fig. 4. Neural control with accommodation

modelled by (1). The failure is supposed in the inertia and is modelled relying
every part of the robot model, that is,

ψ(q, q̇, τ) = [M̃−1(q) − M−1][τ − Vm(q, q̇)q̇ − G(q)] (23)

Due to sigmoidal neural networks are good enough for aproximating and ana-
lyzing nonlinear models, as pointed out by [12,14], they are used here.

Consider a sigmoidal neural network whose input-output characteristics are
described by

y = ψ̂(q, q̇, τ ; θ̂) (24)
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where y ∈ R
n is the output of the network and θ̂ ∈ R

p represents the adjustable
weights of the network. Let the weights θ̂(0) = θ̂0 of the selected neural network
be initialized such that

ψ̂(q, q̇, τ ; θ̂0) = 0, ∀q, q̇, τ (25)

corresponding to the no-failure situation. This can be achieved by initializing
the weights at the output to zero. starting from these initial conditions, the
main objective is to adjust the parameter θ̂(t) at each time t so that ψ̂(q, q̇, τ ; θ̂)
approximates the unknown function β(t − T )ψ(q, q̇, τ).

In [12] is used a neural network with updating law

˙̂
θ = ΓZT ε − χ∗Γ

θ̂θ̂T

θ̂TΓ θ̂
ΓZT ε, θ̂(0) = θ̂0

where χ∗ denotes the indicator function if the weights θ̂ are confined or not in a
hypersphere of size M , and is used in a projection operation to avoid parameter
drift that may arise like the standard adaptive laws in the presence of modeling
uncertainties [8].

The accommodation by the reconfiguration, also referred as self-correction,
of the control law is achieved by

τr = τ − M(q)φ̂(q, q̇; θ̂) (26)

where τ is the nominal control law and τr is the reconfigured control law. Here the
control action sent as τ is compared to the expression M(q)q̈ +Vm(q, q̇)q̇ +G(q)
so that the difference is due to the error given by the actuators. This approach
point at exactly the actuator in trouble. The intrincacies of this class of fault are
precisely for the underactuated state in which the robot drops and the difficulties
for sending a command through this via. Our approach take action on τ adding
the projection term directly in the tuning algorithm when a fault appears.

5 Example

The two-link planar manipulator in (Fig. 5) has dynamics given by

M(q) =
[
α + β + 2η cos q2 β + η cos q2

β + η cos q2 β

]
(27)

Vm(q, q̇) =
[−ηq̇2 sin q2 −η(q̇1 + q̇2) sin q2

ηq̇1 sin q2 0

]
(28)

G(q) =
[
αe1 cos q1 + ηe1 cos(q1 + q2)

ηe1 cos(q1 + q2)

]
(29)

where α = (m1 + m2)a2
1, β = m2a

2
2, η = m2a1a2, e1 = g/a1. Here we took

the same parameters as [10] for the manipulator which are a1 = a2 = 1 m, m1 =
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Fig. 5. Two-link planar elbow arm

0.8 kg, m2 = 2.3 kg. The desired trajectory was selected as qd(t) = {sin t, cos t}.
The controller parameters were selected as Kv = 20 ∗ I2, where In is eye(n),
the identity matrix of Rn in MATLAB, Kz = 10 ∗ I2, Λ = 5 ∗ I2, F = 10 ∗ I10,
G = 5 ∗ I10, κ = 0.1 and ZB = 1000. With initial conditions as q1(0) = 1 rad,
q2(0) = 0 rad, q̇1(0) = 0 rad/s and q̇2(0) = 0 rad/s, W = 010×2 and V = 010×10.

In the Fig. 2 is shown the result of the controller without faults, filtered error
and neural networks trained with augmented backpropagation.

A failure was simulated at the torque of the first link where was enforced to
be bounded by 10, i.e., |τ1| ≤ 10 after 4 s. The numerical algorithm had troubles
for going on and break out by the singularities of the matrices W and V , so
the matrix gains of the tuning algorithms were modified to F = 0.005 ∗ eye(10),
G = 0.005 ∗ eye(10) and Kz = 2 ∗ eye(2). The results are shown at Fig. 3.

One of the major challenges in designing intelligent robotic systems after
detecting the occurrence of a fault is to provide a way to accommodate or self-
correct itself the system, see [12,15]. In this work the detection of the fault
is achieved simply checking the difference between the torque desired and the
model of the robot, i.e.,

||τ − M(q)q̈ − N(q, q̇)|| > δ

for a given δ > 0, in our case δ = 50. Once detected the fault starts the reaction
of the controller for the accommodation. The action law (see Fig. 4) used was a
modification of (30) and (31) shown at the following equations,

˙̂
W = F σ̂rT − sw ∗ F σ̂′V̂ TxrT − κF ||r||Ŵ (30)
˙̂
V = sw ∗ Gx

(
σ̂′T Ŵ r

)T

− κG||r||V̂ (31)

where sw was defined as

sw = Heaviside(||τ − M(q)q̈ − N(q, q̇)|| − δ) ∗ 50

which is a non-normalized version of the projection term given in [12].
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6 Conclusion

The investigation of this work was about a fault detection and accommodation
with artificial neural networks of a fault given in the first actuator of a two-link
planar robot which was set in the form of a bound in its torque so affecting this
way the behavior of the mechanism. The approach for the fault detection was
simply to take the difference between the torque sent to the actuators and its
complement of the mathematical model of the manipulator. And the accommo-
dation or self-correcting action of the controller was a change of the augmented
tuning backpropagation algorithm which uses a term to keep the weights within
a bounded region; in this case was not used during the normal operation and
activated when the fault was detected.
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Abstract. In this work is presented the experimental identification of
friction effects defined by the parameters of the LuGre model. The para-
meters are found by means of two experiments. The first one is per-
formed with motions at constant velocity and the second one is performed
under controlled force. These experiments allow to find separately the set
of parameters that govern the steady state and the pre-sliding regime,
respectively.

1 Introduction

Friction is an inevitable non-linear phenomenon that occurs in all kinds of
mechanical system. It appears as reaction forces at the physical interface between
two surfaces in contact that depends on contact geometry and topology, material
of the bodies, relative motion and presence of lubrication [4]. In a hydraulic actu-
ator the interaction between the rod, seals, the piston o-rings, and the viscous
effects of the hydraulic fluid all generate friction.

It plays a major role in control systems and it is generally an impediment
for servo control resulting in steady state errors and instabilities due to the
appearance of limit cycles [8,10,13,17].

In Fig. 1 a typical friction effect in an hydraulic actuator (HA) is presented.
The suddenly burst of oscillation occurs at low velocity motion under controlled
force excitation. The curve at the top of the figure shows the sinusoidal excitation
with an amplitude of 10N at 0.04Hz applied to the HA. As it can be observed,
the force exerted by the piston (middle curve) falls into oscillations at t ≈ 17 s,
and the position of the HA decays (see curve at the bottom of the figure).

This particular behavior, named stick-slip motion is caused by the friction
force at zero velocity, which is higher than at a small nonzero velocity. When
motion starts, the friction force decreases rapidly and the accelerating force is
therefore large. The motion is jerky and switches between periods of sticking
and slipping, resulting in poor control performance, and can also give rise to
vibrations and noise [14].

In order to deal with friction effects, there are two different approaches. The
first one, is to try to diminish these effects by designing the system and/or
operate in regions where the nonlinear behavior are minimum. As in [16] where
c© Springer International Publishing AG 2017
I. Chang et al. (eds.), Advances in Automation and Robotics Research in Latin America,
Lecture Notes in Networks and Systems 13, DOI 10.1007/978-3-319-54377-2 12
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an extra motor is added in order to provide a permanent rotational velocity to
a linear actuator avoiding the Stribeck region between the rod and the piston.
The other alternative, is to identified the effect and compensate it within the
control loop. This last approach requires of the understanding of the effect and
further modeling of friction.

Despite the persistent efforts of many researchers there is still no model that
captures all the aspects of friction into one formulation. Many models based on
experimental observation have been proposed. A review of frictions models can
be found in [6,15], and a discussion of the properties of some dynamical models
are presented in [3], physics-motivated models and empirically motivated models
for friction’s dynamics are presented and discussed in [1].

In particular, the LuGre model [9] presents a good compromise between
simplicity and reproduction of complex friction behavior. It has few parameters
and represents a good choice to express friction at zero velocity and gross motion.

Based on the afore mentioned, this work tackles the experimental identifica-
tion of the friction effects acting in a hydraulic actuator considering the LuGre
model. Therefore, the two step off-line identification methodology presented in
[12] is implemented in this work. First, constant velocity tests are performed to
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Fig. 1. Oscillations caused by friction.
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identify the static velocity to friction map. Following in a second step, a simpli-
fied friction model is derived and motions at low speed are performed in order
to identify the governing parameters of the stick-slip phenomena.

2 Hydraulic Actuator

The hydraulic actuator (HA) under analysis is presented in Fig. 2. Its main parts
are the servo-valve and the double effect cylinder. Additionally, the position and
force are measured by a linear digital encoder and a load cell at the distal
end of the piston rod, respectively. The dynamic model and its experimental
identification is fully described in [19].

Fig. 2. Schematic diagram of the servo hydraulic actuator circuit.

3 LuGre Model Friction

The LuGre model [9], is an extension of the dynamic Dahl model, but it captures
the Stribeck effect and describes the stick-slip motion. Moreover, the LuGre
model has passivity properties that are useful for designing friction compensator
that give asymptotically stable closed-loop systems. A comprehensive description
of the model and its properties can be found in [14].

The standard LuGre model is described by the following parametrization:

Ff = σ0z + σ1
dz

dt
+ σ2ẏ (1)

dz

dt
= ẏ − σ0

|ẏ|
g(ẏ)

z (2)

g(ẏ) = α0 + α1e
−(ẏ/vs)

2
(3)
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where Ff is the friction force, ẏ is the relative velocity between the surfaces
in contact, and z is the internal friction state that can be interpreted as the
average bristle deflection. The LuGre model reproduces the spring-like behavior
for small displacement, where σ0 is the stiffness and σ1 is the microdamping. The
macrodamping (i.e. viscous friction) is governed by σ2. The velocity dependent
function g(ẏ), provides the Coulomb friction (α0) and Stribeck effect (α1 and vs).

4 Experimental Identification of LuGre Model Friction

The parameters that compose the dynamical model can be found experimen-
tally by considering the different regimes of friction and the set of parameter
associated to them [2,11].

4.1 Steady State Regime

At constant velocity, it is considered that the interaction between the contact
surfaces are in steady state regime, therefore the micro-damping effect can be
neglected ( i.e. ż = 0), therefore Eq. (1) is reduced to the classic static friction
model:

Fss(ẏ) = α0 + α1e
−ẏ/vs

2
+ σ2ẏ. (4)

The static velocity to friction map, can be obtained by establishing a series
of constant velocity movements of the piston and measuring the friction force.

Given the integrating behavior with regard to the position of the HA, con-
stant velocity motions can be achieved by providing steps inputs in open loop.

4.1.1 Experiment #1: Constant Velocity Motions.
• Objective

Finding the parameters that govern the behavior of friction in steady state
regime: α0, α1, σ2, vs.

• Description of the experiment
The HA is submitted to step inputs in open loop driving external loads of 0Kg,
3Kg and 6Kg. More than 50 tests with different step amplitudes within the
range of [−umin, umax] of the servo-valve for each external load are performed.

• Data processing
– The velocity and acceleration of the piston are obtained from its position

by means of 1st and 2nd order finite difference, respectively. The signals are
filtered with a 4th order Butterworth low-pass filter with a cut off frequency
at 200Hz. It must be highlighted that finite difference has an acceptable
performance for off-line processing, but not for real time requirements (see
[18]).

– The friction force can not be directly measured, therefore equating the
dynamic equation of motion of the HA (see [19]), it is found the following
relation:

Ffp = FP − mT ÿ(t) − mT g − Ffg, (5)
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where FP is the force exerted by the piston given by: Fp = Ap(PA −
αPB), PA and PB are the pressure at the chambers A and B of the piston
respectively. mT is the external load, Ffg is the friction force of the linear
guide, ÿ is the piston’s acceleration and g is the acceleration of gravity.

– It is assumed that the transient response to step input can be neglected
after 0.5 s. Hence, the static velocity to friction map is generated with the
set of data of Ffp(t) and ẏ(t) that belongs to t ε [0.5, 1] s.

– The parameters of Fss(ẏ) are estimated by solving a non linear curve-fitting
problem in least-squares sense implementing the lsqcurvefit function of
Matlab R©. All the values of Ffp and ẏ obtained during the tests are gathered
into two matrices and used as input data of this function. Lower and upper
bounds for each parameters are defined according to the maximum and
minimum values observed during the tests.

• Results

1. A typical step response of the HA in open loop is presented in Fig. 3. As it
can be observed, a constant voltage at the input of the servo-valve produces
a motion with constant velocity. The velocity curve, shows that transients
can be neglected for t > 0.5 s. For the interval 0.5 s � t � 1 s, it can be
considered that Ffp(t) and ẏ(t) remain constant.

2. The static velocity to friction map of the HA for different external loads
found is depicted in Fig. 4(a). The red, green and cyan circles correspond to
the average value of the Ffp for a given constant velocity of the rod moving
an external load of 0Kg, 3Kg and 6Kg, respectively. As it can be observed,
the mapping presents an asymmetrical behavior and it is more sensible to
external load changes in motions with negative velocities. Furthermore, for
gross motion with positive velocities (i.e. ẏ > vs), it can be said that there
is no significant difference between the curves for different loads, which is
not the case for ẏ < 0. However, it can also be observed that there is a
tendency of the curves to converge to a line for ẏ < −150mm/s].

3. The non linear curve fitting of the data obtained during the tests to the
friction model (4) is presented in Fig. 4(b), superposed to the experimen-
tal data presented as grey dots. It can be observed that the fitted curve,
preserves the asymmetrical characteristic of the curves found during exper-
imentation.

4. The resulting parameters from the non linear curve fitting of the friction
model in steady regime are summed up in Table 1. The + sign, indicates
that the parameter corresponds to the half plane of positive velocity, while
− indicates that the parameter corresponds to the half plane of negative
velocity. This asymmetry of the parameters found regarding the sign of the
velocity, it is assumed to be a consequence to the fact that the experimen-
tation was performed against the action of gravity.
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Fig. 3. Step response in open loop.

4.2 Pre-sliding Regime

In pre-sliding regime the friction force is due to elastic and plastic deformations
of the asperity contacts. The interface between two contact surfaces can be
viewed as an interface composed by springs. Therefore, if a force is applied the
springs are extended but generating an opposing force, i.e. the friction force. If
the extension becomes too large the springs snap and sliding occurs.

The pre-sliding regime occurs in motions at very low velocity (i.e. ẏ ≈ 0).
Then, linearizing Eq. (1) for z = 0 and ẏ = 0, the friction model is approached
to the following expressions (see [14] for the detailed maths and assumptions
considered for the linearization).

δFf = σ0δz + (σ0 + σ1)δẏ, (6)
d

dt
[δz] = δẏ. (7)

Considering that z ≈ 0 and ẏ ≈ 0, it can be assumed that ẏ ≈ ż, then:

Ff ≈ σ0y + (σ1 + σ2)ẏ. (8)
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Fig. 4. Velocity to friction map of the HA in steady state regime for different external
loads.

Table 1. Estimated parameters for the friction model in steady state regime.

Parameter Value Unit

α0
+ 12.20 N

α1
+ 10.64 N

vs
+ 10.00 mm/s

σ2
+ 0.13 Ns/mm

α0
− −15.00 N

α1
− −5.39 N

vs
− −20.00 mm/s

σ2
− 0.07 Ns/mm

Hence, the elastic characteristic of friction can be explored experimentally,
by applying an external force F smaller than the stiction force (i.e. F < Fs) to
the HA at rest and measuring its displacement.

4.2.1 Experiment #2: Force Control Response.
• Objective

Finding the parameters that define the pre-sliding behavior in the HA: σ0

and σ1.
• Description

The HA is submitted to controlled force tests, providing small motions at very
low velocities. Controlled force is achieved by feeding back the force exerted
by the piston (i.e. Fp) and implementing a proportional controller. A sinusoid
input at 0.04Hz, with 30 different amplitudes below static friction is applied
to the HA. Tests for loads of 0Kg, 3Kg, and 6Kg are performed.
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• Data Processing

– The velocity and acceleration of the piston are derived from its position by
means of 1st and 2nd order finite difference, respectively. The signals are
filtered with a 4th order Butterworth low-pass filter with a cut off frequency
at 200Hz.

– Friction force is obtained according to Eq. (5).
– Since, the resolution of the position sensor is not precise enough, the numer-

ical identification of Eq. (8) can not be processed. Instead, a graphical esti-
mation is performed. Therefore, in all the tests, it is detected the forces
that produce the minimum distance that the position sensor is capable
of detect (i.e. 0.1mm), and the corresponding force-displacement chart is
generated.

– It is assumed that at small displacement the linearized friction model can
be simplified into:

Ff ≈ σ0y, (9)

therefore, at low velocities friction is governed by σ0 and it is obtained
graphically as the slope of the force in the force-displacement chart.

– The effects of the parameter σ1 are critical at micro-scale, however in
mechanical systems where the sensor resolution is within the millimeter
scale, the effect of σ1 is minor, and its main role is to damp the linearized
equation in the pre-sliding regime rather than to finely match the data
[5]. Therefore, replacing Eq. (8) in the motion’s dynamics of the HA, the
pre-sliding regime results into:

mT ÿ = u − (σ0y + (σ1 + σ2)ẏ), (10)

where u = Fp − mT g. Defining the linear approximated map G(s) : y → u
as follows:

G(s) =
1

mT s2 + s(σ1 + σ2) + σ0
. (11)

It is imposed a damping ration ζ = 1 for Eq. (11) in order to obtained a
well-behaved stick-slip transition. Therefore, σ1 will be given by:

σ1 = 2ζ
√

σ0mT − σ2. (12)

• Results
1. In Fig. 5 is presented the curves obtained during one of the tests carried

on with an external load of 6Kg. A set point of 60N is established in
order to counteract the weight of the external load. From this result it
can be observed that the response in position does not present the same
behavior for positive and negative displacements. Furthermore, in positive
displacements there is a bigger force component that opposes the motion.
This result is clearly depicted in the friction force presented in the chart
at the bottom. As it can be seen, the friction force rises up to almost 30N
in the positive direction of motion, but it hardly reaches the −10N in the
opposite direction.
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Table 2. Pre-sliding parameters estimation.

Parameter Value Unit

σ0
+ 238.9709 N/mm

σ1
+ 1.8944 Ns/mm

σ0
− 81.5808 N/mm

σ1
− 1.0911 Ns/mm
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Fig. 5. Curves obtained from a force control test. Top: force generated exerted by the
piston. Middle: position response. Bottom: calculated friction force.

2. The results of the tests are condensed in the chart graph presented in
Fig. 6(a). As it can be seen, the elastic property of the pre-sliding regime
conserves its characteristic even though the tests are carried on with dif-
ferent external loads. The asymmetry of the position response to force
excursions can be also observed.

3. The linear fitting to the slope of the Force-displacement chart graph is
presented in Fig. 6(b), remarking the asymmetry in the slope for positive
and negative motions.
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Fig. 6. Force-displacement chart graph in pre-sliding regime.

4. The parameters that govern the pre-sliding regime are summed up in
Table 2. The parameter σ1, was calculated considering an external load of
3Kg, in order to guaranty passivity of the model, i.e. ζ < σ2

2
√

σ0mT
(α0

α1
+ 1)

(see [5,7] for further details).

5 Conclusions

Friction effects are perhaps one of the most undesirable nonlinearities always
present in any dynamic system, leading to instability, limit cycles and offset
error.

Friction has several states and regimes that depends of the materials and
relative velocity of the contact surface. The models found in the literature are
as complex as the regimes that they pretend to recreate.

One of the critical regimes of friction is the stick-slip effect which are gener-
ated near zero velocity. This effect gives origin to limit cycles.

Therefore, for precision control it is needed a model that could represent this
effects, such as the Lu-Gre model, that provides almost all the characteristics
and regimes of friction: static friction, stick-slip, stribeck effect, viscous friction.

The identification of this model, can only be performed by steps, and identi-
fying each of the parameters associated to each regime. For the identification of
some parameters it is required to have high precision instrumentations. In the
particular case of the parameters that govern the stick-slip effects, it is required
position sensor with micrometer resolution in order to really perceive the spring
like behavior of this regime.
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Abstract. The aim of this article is to make a comparison between the
performance of a fuzzy logic controller (FLC) and two linear controllers:
a classical PID and a LQR with Kalman filter when they are applied
to the two-wheeled mobile inverted pendulum robot InstaBot SRAT-2.
The research is focused on determining the best controller for the mobile
platform using three different performance indexes: (i) the standard devi-
ation of the tilt angle, (ii) the root mean square value of the signal sent to
the electrical motors and (iii) the region of convergence of the tilt angle.
From the experimental test was observed that the LQR with Kalman
filter controller presents a lower energy consumption and lower standard
deviation of the error with respect to the PID controller; however the
fuzzy controller presents a greater region of convergence than the two
linear controllers. From the performance indexes it was concluded that
fuzzy control is best suited for the mobile robot InstaBot SRAT-2.

1 Introduction

A mobile inverted pendulum robot is an unstable mechanical system with non-
linear dynamics similar to a classical inverted pendulum [4], whereby it is used as
a classic academic example to introduce the bases of system dynamics and feed-
back control [10]. In addition, this kind of robots has been used in multiple fields
like agriculture, medicine and transportation [3,5] since they are autonomous,
flexible and small, which increases its usefulness in narrow or dangerous working
spaces [17].

In general, such vehicles are affected by external disturbances, unmodeled
dynamics, errors in the estimated parameters and noise associated to the mea-
surements, among others [14]. The different techniques of control proposed for
these systems require of a good understanding of the mathematical model which
can be obtained by Lagrange equations [4,9,10,13], Newton-Euler equations [1],
Gibbs-Appell’s movement equations, [3,16] or by Kane’s method [4].

In order to achieve the control objective of the two wheeled inverted pen-
dulum linear and non-linear control strategies has been applied. Among linear
c© Springer International Publishing AG 2017
I. Chang et al. (eds.), Advances in Automation and Robotics Research in Latin America,
Lecture Notes in Networks and Systems 13, DOI 10.1007/978-3-319-54377-2 13
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controllers we found the PID [4,15], LQR [1,9,13,21] and LQG [16]. These linear
controllers present a limited operation range that depends on the linearization
process, which limits the behavior of the robot. Therefore, it has been applied
nonlinear control techniques that allows to achieve desired outcomes overcoming
these restrictions. The literature presents non-linear control techniques such as
fuzzy logic controllers (FLC) [18–20], neural networks [6–8], predictive control
JIT [11], non-linear H∞ controller [14], among others. In the same way, the
development and implementation of hybrid controllers are highlighted, where
two or three different control techniques are used to achieve the stabilization of
the robot as shown in [10,17].

Despite of the great amount of research devoted to the stabilization of the
two wheeled inverted pendulum, few articles address the performance compari-
son between the different control strategies. In [4], the three implemented con-
trollers (FLC, LQR and PID) are compared from five different points of view:
(i) rising time, (ii) settling time, (iii) overshoot, (iv) peak current supplied to
the motors and (iv) linear displacement of the robot’s platform obtained before
steady state (tilt angle near to zero). In all tests the robot was initialized with
a tilt angle of 24◦. In [12], the authors compare by simulation a FLC and a PID
controllers with respect to: (i) rising time, (ii) settling time, (iii) overshoot and
(iv) steady state error with respect to the linear position. The current paper
proposes a performance comparison considering two statistical measures, which
are the standard deviation of the tilt angle and the root mean square value of
the control law, and the region of convergence for the initial tilt angle.

The paper is organized as follows: In Sect. 2, describes the dynamic model-
ing of mobile pendular robot InstaBot SRAT-2 using the Lagrange formalism.
Section 3 presents the three implemented controllers used on the mobile platform.
In Sect. 4, the performance indexes are defined as quantitative selection crite-
ria to evaluate the performance of each controller. In Sect. 5, the time-response
curves and performance indexes form implemented controller in the pendular
mobile robot are shown and finally in Sect. 6, the conclusion of the paper is
presented.

2 Dynamic Modelling of InstaBot SRAT-2

In Fig. 1 it is presented a graphic diagram of the mobile inverted pendulum robot
in two dimensions.

The robot parameters are presented in the following Table 1:
A picture of the two wheeled inverted pendulum InstaBot SRAT-2 is shown

in Fig. 2.
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Fig. 1. Diagram of the mobile inverted pendulum robot in two dimensions.

Table 1. Parameters of the mobile inverted pendulum robot InstaBot SRAT-2.

Parameter Symbol Value Unit

Pendulum body length l 0.08530 m

Wheel radius r 0.03310 m

Wheel mass M 0.05304 Kg

Pendulum mass m 0.39277 Kg

Wheel inertia momentum J1 5.8111 × 10−5 Kg × m2

Pendulum inertia momentum J2 3.1754 × 10−4 Kg × m2

Gravity g 9.8 m/s2

By using the Lagrange formalism the following mathematical model is
obtained:

[
M + m + J1

r2 −ml sin θ
−ml sin θ ml2 + J2

]

︸ ︷︷ ︸
I(q)

[
ẍ

θ̈

]

︸︷︷︸
q̈

+
[−mlθ̇2 cos θ

0

]
+

︸ ︷︷ ︸
H(q,q̇)[

0
−mgl cos θ

]

︸ ︷︷ ︸
G(q)

=
[
1
r
0

]

︸︷︷︸
E

Γ (1)

I (q) being the inertia matrix, H (q, q̇) the vector of centrifugal and Coriolis
forces and G (q) the vector of gravitational forces. Model (1) can be rewritten
as a state-space model composed by four differential equations:

ẋ =

⎡
⎢⎢⎣

ẋ1

ẋ2

ẋ3

ẋ4

⎤
⎥⎥⎦, F =

⎡
⎣

x3

x4

I−1(x2) (E Γ − H(x2, x4) − G(x2))

⎤
⎦ (2)
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Fig. 2. Mobile inverted pendulum InstaBot SRAT-2. Front view.

where the state vector is defined as:

x1 = x x2 = θ − π

2
x3 = ẋ x4 = θ̇

To design a linear controller, the model described by (2) must be first linearized
at the equilibrium point defined by:

x̄1 = 0 x̄2 = 0
x̄3 = 0 x̄4 = 0

(3)

From the linearization process the following model is obtained:

ẋ = Ax + B u (4)

with A and B given by:

A =

⎡
⎢⎢⎣

0 0 1 0
0 0 0 1
0 − g l2 m2 r2

dn
0 0

0 − g lm cn
dn

0 0

⎤
⎥⎥⎦

B =

⎡
⎢⎢⎢⎣

0
0

r (ml2+J2)
dn

lm r
dn

⎤
⎥⎥⎥⎦

and the constants cn and dn defined as:

cn = J1 + M r2 + mr2

dn = J1 J2 + J2 M r2 + J1 l2 m + J2 mr2 + M l2 mr2

The matrices A and B define a linear state-space representation of the mobile
inverted pendulum robot around the equilibrium point given by (3).
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3 Controllers Design

This section describes the design and implementation of the control strategies
(PID, LQR with Kalman Filter and Fuzzy) used in the mobile pendular robot
InstaBot SRAT-2 to achieve its stabilization.

3.1 PID Controller

This linear controller is based on the tilt angle error, which is defined as the
difference between the set point (0◦) and the measured tilt angle. The control
law is defined by the Eq. (5).

u(t) = Kp

(
e(t) +

1
Ti

∫ t

0

e(τ)dτ + Td
de(t)
dt

)
(5)

Equation (5) is composed by the following three terms: proportional, integral
and derivative. The proportional action is a gain value (Kp) multiplied by the
error function. With a high value of Kp the steady state error decreases and
accelerates the response of the system to the defined set point, however it can also
raise the oscillations within the output signal [2]. On the other hand, the integral
action eliminates the steady state error through the iterative accumulation of
past errors. Finally, the derivative action reduces the oscillations in the output,
resulting from the proportional and integral action. With the derivative gain
value, the stability of the closed response is improved [2]. Based on this, the
controller parameters that allowed to obtain the best result were Kp = 47.5,
Ki = 0.05 and Kd = 0.2.

3.2 LQR Controller

The LQR controller design is based on the linear state space model described
by (4), and the control law is defined as:

u = −K x (6)

where K is the state feedback gain and x the state vector. With the Eq. (6), the
closed loop state-space model of the system is described below:

ẋ = (A − B K)x (7)

The LQR controller aim is therefore to locate each of the eigenvalues of the
matrix A − B K in the left half plane s in such a way that the dynamic of the
system is stable and it minimizes the quadratic cost function:

J =
1
2

∫ ∞

0

xT (t)W x(t) + uT (t)R u(t)dt (8)
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W being a positive semidefinite matrix of 4 × 4 and R a positive scalar.

W =

⎡
⎢⎢⎣

1 0 0 0
0 190 0 0
0 0 1 0
0 0 0 0.7

⎤
⎥⎥⎦ , R = 0.1 (9)

Using the linear dynamic model (4) a position controller for the mobile inverted
pendulum robot was achieved by adjusting the matrices W and R, which are
related to the states and the inputs of system respectively. The controller gain
K calculated with those matrices is:

K =
[
3.1623 44.1759 6.2140 0.3223

]

3.2.1 Tilt Angle Estimation with a Kalman Filter
The mathematical process performed by the Kalman filter to obtain the new
state is based on a prediction and a correction mechanism, where through gain
compensation between the previous estimate and the current observation, it is
possible to achieve a convergence to the real states of the system.

The Kalman filter implementation proposed performs a sensor fusion between
an accelerometer and a gyroscope. The data measured with the accelerometer
are related to the angular orientation and the data delivered by the gyroscope
are angular velocities. According to that, the following mathematical model is
defined:

ẋ = u

z = x
(10)

where u is the gyroscope measure, z is the orientation estimated with the
accelerometer, and x is the estimated tilt angle. The discretization of the contin-
uous time fusion sensor model (10) results in the following Kalman equations:

• Prediction
x̂−
k = x̂k−1 + huk

σ−
k = σk−1 + Q

(11)

• Update
Gk = σ−

k (σ−
k + ρ)−1

x̂k = x̂−
k + Gk(zk − x̂−

k )

σk = (1 − Gk)σ−
k

(12)

For this particular system, uk is the angular velocity measured with the gyro-
scope, zk is the orientation estimated from the measurements delivered by the
accelerometer and x̂k is the estimated orientation. The Kalman filter implemen-
tation was performed using the KalmanFilter1 from TKJElectronics.
1 Kalman filter library. Available at https://github.com/TKJElectronics/

KalmanFilter.

https://github.com/TKJElectronics/KalmanFilter
https://github.com/TKJElectronics/KalmanFilter
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3.3 Fuzzy Control

Fuzzy logic presents an alternative to the classical reasoning and set theory,
introducing the degrees of truth in a proposition and the degree of membership
of a set as real values in the range [0, 1], this is done in order to achieve a more
realistic approximation of human reasoning.

The fuzzy PD controller designed for the robot InstaBot SRAT-2 uses as
inputs the current value of the error signal (Error) and its time derivative
(ErrorChange). For fuzzy PD controller we define 3 fuzzy sets for the vari-
able (Error): Negative error (N), Zero error (Z), Positive error (P) and 3 fuzzy
sets for the variable (ErrorChange): Negative Change (NC), Zero Change (ZC),
Positive Change (PC). For the control law, we define 4 fuzzy sets: Large Negative
(LN), Small Negative (SN), No Control Law (NCL), Small Positive (SP), Large
Positive (LP), being No Control Law a triangular set and the other sets being
of type singleton. The designed fuzzy PD controller has a base of 9 rules shown
in Table 2.

Table 2. Rules matrix for the fuzzy PD controller.

PC ZC NC

P LP SP NCL

Z SP NCL SN

N NCL SN LN

A surface diagram of the control law obtained by using the above mentioned
fuzzy sets and the rules shown in Table 2 is presented in Fig. 3.

4 Performance Indexes

The following indexes were used to compare the three controllers described in
last section:

1. Standard deviation of the error

εe =

√√√√ 1
N

N∑
k=1

[θd(k) − θ(k)]2 (13)

Being εe the standard deviation of the error signal, N the number of samples,
θd(k) � 0 the desired tilt angle and θ(k) the measured tilt angle.

2. Root mean square of the control law

εu =

√√√√ 1
N

N∑
k=1

u2(k) (14)

where εu is the root mean square value of the control effort u(k).
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Fig. 3. Fuzzy PD controller surface diagram applied to the robot InstaBot SRAT-2.
Input variables: Error (axis x), Error Change (axis y), output variable: Control Law
(axis z).

3. The region of convergence of the tilt angle was obtained by initializing the
robot with different degrees of inclination and determining whether it falls or
it converges to the equilibrium position. The initial tilt angle was gradually
increased until the controllers were not able to return to the equilibrium
position θ = 0.

For each controller the first two indexes were calculated multiple times (N = 11),
each time using a different data set. The comparison between the three con-
trollers was made by using the average value of each index.

5 Experimental Results

The results obtained from the implementation of each controller are illustrated
in Figs. 4 and 5. Figure 4 presents the tilt angle as a function of time and Fig. 5
the control law

Table 3 presents the average value of the performance indexes (εe and εu)
obtained from the eleven test developed for each controller.

Tables 4 and 5 show the ratios of the performance indexes of the linear con-
trollers and the fuzzy control.

Figure 6 presents the critical convergence angles for the three implemented
controllers. In the case of the PID controller, it has a poor performance due to
the integral component which caused the control law to overact by the presence
of a steady state error for a long period of time. LQR and fuzzy PD controllers
did not present this inconvenience due to the absence of cumulative components
in its control law.

Table 6 shows the range of initial tilt angles for which the control convergences
to the desired equilibrium point.
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with Kalman filter, (iii) fuzzy PD.
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Table 3. Comparison of the average of standard deviations obtained from the eleven
experiments realized with each controller.

Controller εe() εu(%)

PID 1.95 37.7719

LQR 1.1559 26.4835

Fuzzy 0.7689 12.4778

Table 4. Comparison of the ratios of standard deviations of error in the implemented
controllers.

εePID/εeFuzzy εeLQR/εeFuzzy Least error

2.5361 1.5033 LQR

Table 5. Comparison of the ratios of standard deviations of control effort of the imple-
mented controllers.

εuPID/εuFuzzy εuLQR/εuFuzzy Least control effort

3.0271 2.1224 LQR
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Fig. 6. Critical convergence angle of the implemented controllers (i) PID, (ii) LQR
with Kalman filter, (iii) fuzzy PD.

Table 6. Comparison of the convergence regions found in the implemented controllers.

PID LQR Fuzzy Most convergence region

[−4, 4] [−24.4, 24.4] [−28, 25] Fuzzy



154 K.V. Chate Garćıa et al.
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Fig. 7. Convergence towards the equilibrium point (θ = 0, θ̇ = 0) of the implemented
controllers (i) PID, (ii) LQR with Kalman filter, (iii) fuzzy PD.

Figure 7 presents the trajectory of the robot in the phase plane (θ, θ̇) for an
initial tilt angle close the critical angle of Table 6.

It is observed that the PID convergence region is the smallest from the three
implemented controllers, due to the control law overflow produced by the integral
component. The LQR and fuzzy controllers present a wide range of initial values
for which the controller can return to the desired set point.

6 Conclusion

In this paper the dynamical model of a mobile inverted pendulum robot was
obtained by using the Lagrange formalism. For this robot three controller, two
linear (PID and LQR) and one nonlinear (Fuzzy-PD) were implemented. The
experimental results obtained for each controller were compared by using three
performance indexes. Two of them respectively depending on the standard devi-
ation of the tilt angle and on the control effort. The third index is the range of
initial tilt angles converging to the equilibrium point. With these three indexes
it was verified that the fuzzy controller presents a smaller error deviation and
less energy consumption, in addition it presents a greater region of attraction
to the equilibrium point. The Kalman filter design was applied to improve the
estimation of the robot orientation angle for the LQR controller, allowing it to
have a better result of the deviation error with respect to the PID controller.
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Abstract. In environments of constant development, the production
system is going more complex, focusing on new tendencies about con-
tinuous improvement for technologies in manufacturing allows to reduce
times and costs of production. The implementation of new Material Han-
dling Systems (MHS) in manufacturing line, allows decrease times for
the process of transport. The MHS is utilized principally in the pro-
duction system for repetitive tasks (i.e., internal and external transport
for raw material and goods). Through effective implementation of an
MHS, it reduces damages to the materials and risks for workers and
the same time increases the efficiency of the operation. In the manufac-
turing, transport costs is associate to different aspects such as reduced
reactivity, recovery system failures, inflexibility, low autonomy and lim-
itation of classical architectures of a MHS, all of this is due to reduced
capacities of interaction between control systems (i.e., MHS control and
Flexible Manufacturing System (FMS) control). For this reason, the costs
of material handling can be reduced through integrated control architec-
tures. In these circumstances, the challenge is to develop manufacturing
control architecture for FMS and Automatic Guided Vehicle (AGV) with
reactivity to the environment changes, scalability, robustness against the
occurrence of disturbances, easier integration of manufacturing resources,
and autonomy and intelligence capabilities. Although specific research in
this topic has achieved a number of great successes, the general frame-
work for the development on architectural level has not been defined by
the community. This paper focuses on the overview over principal devel-
opment in control architecture literature for FMS, AGV and FMS-AGV,
in order to overcome of different aspects of transport and the limitations
of classical hierarchical architectures.

1 Introduction

The shrinking product life cycles, globalization, mass customization, market
volatility, changing nature of industrial requirements are some of the challenge of
c© Springer International Publishing AG 2017
I. Chang et al. (eds.), Advances in Automation and Robotics Research in Latin America,
Lecture Notes in Networks and Systems 13, DOI 10.1007/978-3-319-54377-2 14
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accomplishing a global optimal performance in current manufacturing systems
[1]. A manufacturing system is “a collection of integrated equipment and human
resources, whose function is to perform one or more processing and/or assembly
operations on a starting raw material, part, or set of parts”, (Fig. 1) [5]. A man-
ufacturing system requires various types of inputs (e.g., energy, raw materials,
tools, equipment, labor, market information and product design) and inevitably
non-desired outputs are generated (e.g., waste and scrap). Manufacturing system
involves highly adaptive, reactive and fault-tolerant manufacturing control [4].

In this context, control is “concerned with managing and controlling the phys-
ical activities in the factory aiming to execute the routing plan provided by the
manufacturing planning activity” [2]. In the detailed view of control, each level
of the whole manufacturing system is seen as a set of controllers that execute
the control function in a “hierarchical” level [9]. The control properties allow
to produce high quality parts with reduced duty cycles and costs. All of this
despite disturbances as tools, equipment and material failures [7,8]. According
to industrial requirements it is priority developing an intelligent control in man-
ufacturing systems with properties of flexibility and quick reconfiguration for
new manufacturing process.

The flexibility in manufacturing is the “capability to adapt rapid and frequent
changes in flow of materials and parts” [6]. Therefore, flexibility of a manufac-
turing system is dependent upon its components (machines, MHS, etc.), capabil-
ities, interconnections, and the mode of operation and control [4]. The flexibility
should be inherent to the control architecture (e.g., centralized and decentral-
ized control) being possible to adapt with a minimum effort in the programing.
Control architecture is a structure model for the FMS that determines interrela-
tionships and establishes mechanisms among control components (e.g. machines,
transport system and equipment control). Depending of such structure, its allow
controller coordinated the execution of control decisional for transform raw mate-
rials in goods [4,9]. Analyzing a single problem is possible by determining the
performance of architecture control. This, under statics conditions while con-

Fig. 1. Manufacturing System.
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trol the system is activate. This brings evidence that the centralized control of
production system do not accomplish flexibility requirement, manifesting the
inadequate the architecture centralized control [4,7,8].

It depends on factors such as quantity of components and the automa-
tion level that manufacturing systems can be classified in three groups. The
first group is characterized by manual manufacturing with low product vari-
ety or similar characteristics. The second group consists in multiples machines,
where the manufacturing operations and material transfer between machines
are manual proceses. The last one, integrate automatic machines processing
with automatic material handling, are known as Flexible Manufacturing Sys-
tems (FMS). Roughly speaking a FMS is a manufacturing system in which there
is some amount of flexibility that allows react in case of changes. It has recently
gained increasing attention becomes an important issue for a growing range of
industries.

2 Flexible Manufacturing System (FMS)

Many types of manufacturing systems are currently implemented, including
assembly lines, batch production and Flexible Manufacturing Systems (FMS).
A FMS is a manufacturing system with a high degree of flexibility, defined as
“...an automated, mid-volume, central computer controlled manufacturing sys-
tem...” [10]. Generally speaking, FMS are one of the systems that combine
productivity-efficiency of transfer lines and flexibility to react in case of changes,
reducing or eliminating problems in manufacturing industries [4]. Flexible Man-
ufacturing Systems (FMS) have become very popular due to the production low
level costs and their high levels of productivity [3].

From a systemic point of view, a hierarchical FMS is composed of three
subsystems: production system, a material handling system (MHS), and a hier-
archical computer system for control purposes [1]. The control system in FMS
deals with three types of control decisions in real time: sequencing (i.e., product
launching order in the FMS), machine routing (i.e., machine selection among
alternative machines for the same manufacturing operation) and material han-
dling (i.e., route selection among the alternative transfer paths allowed by the
transportation system that connects the machines) [11]. The final effect on the
performance in a FMS is attained if control decisions are appropriately taken
by the control system [12]. In FMS, such control decisions are closely related to
different types of flexibilities, hence, flexibility and FMS control Architectures
are attached for a good performance level [4].

2.1 FMS Control Architectures

In current FMS (Fig. 2), there are two configuration commonly used in classi-
cal manufacturing control system [1,13,14]. The control architecture defines the
blueprint for the design and construction of FMS control [4]. According to [15],
the traditional architectures of the manufacturing system common implemented



160 S.R. González et al.

are: centralized and hierarchical. It is a centralized where a single control simulta-
neously controls all subsystems (e.g. master-slave configuration). The centralized
control architectures can be found in the lowest levels of hierarchical and hier-
archical architectures. It is especially in basic process and low complexity where
it can be driven by unique central computer.

The second one is a hierarchical structure where each subsystem is controlled
separately by one controller based on local information [16]. These subsystems
are controller from central control. The capacity of decision-making is distributed
to entities (i.e., decisional entities (DE)) or subsystems with below decision in
the process [4,15].

Fig. 2. Block diagram of control manufacturing system, based on [15].

Recent works have integrated dynamic functions on FMS control architec-
tures, specifying how data and control are organized according to the structural
and behavioral characteristics that define the elements (e.g. attributes, structure
composition and operational) of the control system [1], and how the individual
components interact with each other. Such architectures introduced heterarchi-
cal relationships in order to respond to changes or perturbations (i.e., reactivity),
fault tolerance, scalability, among others [8,17].

In the decentralized control, the process can be considered as a unit func-
tional. In this is allocated an element of control according to system requirements
or process. Each one unit is interconnected to the other through a complex sys-
tem of communication for information exchange [5]. The existence of different
unit dont involves complete detection of all process, only one the fail unit [18].

In the early 1970’s according to [15], the first class of distributed control in
the manufacturing is known Computer Integrated Manufacturing (CIM). This
method of manufacturing depends of process of close loop in real time. CIM is
a method of manufacturing complete controlled by a computer. This depends of
sub process of closed loop control. This approximation is lead to Manufacturing
Resource Planning (MRP2) and Enterprise Resource Planning (ERP).

2.1.1 Fully Hierarchical Control Architectures

The perception of hierarchical (Fig. 3) in the complex structure of the organiza-
tion of an industrial process is taking as base for the coordination of the systems
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Fig. 3. Architectures of control in the manufacturing, based on [4].

between subordinates and entities of control. Interacting through a constant flow
of information in both directions [19]. This is realized by a division of assign-
ment of control and supervision in one level or more of controllers for reduce the
complexity of a system centralized unique. This allows a data exchange with a
better synchronization with a minimum of disturbances [4].

Typically at the top of the hierarchical, there is no single decisional entity
that leads the decisions making of architecture, (Fig. 4). This is responsible for
the overall efficacy of the planning horizontal. The planning horizontal is grad-
ually less in the lowest level of the hierarchical [4]. Compared to the centralized
architecture, hierarchical allows a gradual increase of control. This resulting in
a reduction in development time software allowing to limit (i.e., response times
near real time) the complexity of system [4].

Fig. 4. Hierarchical and heterarchical architectures, based on [15].
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2.1.2 Fully-Heterarchical Control Architectures

In control architectures with only one level of hierarchical (i.e., heterarchical
architecture), is representing though a distribution of responsibilities of each
one decisional entities. The heterarchical structure is based in a descentralized
control, (Fig. 4). In this, is eliminating the need of a online control and mini-
mal retention of information. This allows eliminate the use of a data base. The
critical response times are handled locally without affecting other entities Adap-
tive capacity of the architecture heterarchical is guaranteed by the independence
between decisional entities and their equal right access to resource [4].

2.1.3 Semi-heterarchical Control Architectures

Semi-hetarchical control combines the advantages of hierarchical and heterar-
chical architectures avoiding the disadvantage of each one, (Fig. 4). So involve
multilevel relations with a low level of autonomy compared with pure struc-
tures heterarchicas [4]. According to [20] the systems semi-heterarchical can be
represented by a control system. It is designed to perform real time a list of
predetermined tasks operated by an active resource (AR). All of this taking
account each resource allocation and routing possible [21]. So a semi-hetarchical
system can be controlled by a dynamic assignation process (DAP) and dynamic
routing process (DRP). These structures can be observed in (Fig. 4). The input
to DRP is composed by a pair of nodes (ns,nd), where (ns), is the source node
of resources and (nd) is a final node of resources that associate to one or more
products in an instant time(t). The output of a DRP is a real time optimized
of transport by the routing products. This information will used for a DAP to
improve the assignations.

The overall structure of a DAP and a DRP is administrate as a architecture
heterarchical unsupervised, (Fig. 5). The relationship between a DAP and DRP
is then considerate dependent herarchical [20,21].

In semi-heterarchical control two points are important of stand out. The first
one refers to the hierarchical in heterarchical system. This helps in the prediction
of behaviors of the control systems. The second one, the hierarchical benefits to

Fig. 5. Semi-Heterachical Control structure, based on [15].
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the hetarchical architectures in the migration of the industrial application totally
hierarchical to a focusing more descentralized [4].

3 Material Handling Systems (MHS)

FMS require a qualified MHS to transport material (i.e., raw materials, partially
manufactured products and goods) safely and with low cost throughout the
manufacturing and distribution process. MHS is an important area in a FMS
because more than 80% of time is spent in waiting queues or in transportation
[22]. Conventional solutions of MHS are based on forklift, industrial trucks, belt,
roller and vertical conveyors, elevators, material handling robots and AGV. MHS
face some limitations such as the occurrence of bottlenecks, deadlocks, local
optimization and low efficiency [6,14].

Automated Guide Vehicle (AGV) defined as “a material handling system that
uses independently operated, self-propelled vehicles guided along defined pathways
in the facility floor” [22] have gained new interest to transport materials between
workstations (e.g. load and unload points, machines of processing material) and
can be used for the resolution of bottlenecks due to reconfigurable setup that
allows AGVs to create new routes. In addition, AGVs are flexible and have the
capability to make their own decisions and cooperate with other AGVs [23].
AGVs are employed to maintain flexibility (e.g. diversity of vehicle types, route
simplification between processes within complicated networks and the ability to
program and retrofit with new tooling to deal with diverse industrial needs),
space utilization and efficiency of production and transport [24].

Transport processes required a detailed scheduling for the efficient organi-
zation similar to production. In this case, a schedule allocates jobs to available
transport vehicles (e.g. trucks, AGV, conveyor, etc.), determines routes, pick-up
and drop-off points (P/D) and due dates. The main objective is to minimize
the total transportation time required to fulfill the requested jobs [25]. The
transportation scheduling problem is decomposed into two sub-problems: AGV
allocation and routing.

The industrial use of AGV has grown due to its great potential on the per-
formance of manufacturing environments (e.g. distribution centers, transship-
ment terminals, warehousing systems, production plants and FMS) being most
frequently implemented where they operate alongside humans [14,24]. In this
situation, autonomy is vital for the safety of human workers and effective oper-
ation of the system. Autonomy in robotics can be defined as: “within a rational
behavior, by the effectiveness and robustness of a robot in carrying out tasks
in different and well-known environments” [24]. Autonomous controls have the
ability for self-governance in the performance of control functions (e.g. tracking,
regulation and the ability to tolerate failures). A MHS based on an autonomous
AGV is known as Flexible Manufacturing Handling System (FMHS) due to its
intrinsic ability to accommodate rapid and frequent changes in work-flow [6].

Different approaches to solve problems to optimize the control of AGV sys-
tems in FMS were found in the literature: scheduling transport, dispatching
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of loads, production planning and design of facilities, all related with opera-
tional decision, where the main objective for control is to satisfy demands for
transportation tasks as soon as possible without conflicts (e.g. deadlocks and
collisions) [14,26]. Often, the efficient control and coordination of these deci-
sions is taken to solve different problems, such as: reduce material handling cost,
in-process inventories and overall operational cost [14].

The performance measures for evaluating the AGV control system module
are: the number of deadlock situations (number of problems that require operator
intervention), dispatching rate (i.e. the number of dispatches per hour), quantify
the performance of algorithm (i.e. average waiting time of ready parts and the
average orders queue length) and AGV utilization (i.e. AGV empty travel rate
and AGV idle time) [27]. Embedding autonomous controller structure into AGV
releases the higher level production management systems from routing of parts
and materials besides provide high level adaptation to changes in the plant and
environment [24,28].

There are a number of issues that frequently arise in a typical AGV system.
These can occur during the conception, designing, implementation, or opera-
tional stages [29]. The AGVs systems design includes problems like: flowpath
design, deadlock prevention, conflict-free routing, capacity, fleet size, jobs, traffic
management, determination of pick-up and drop-off points (P/D), number and
location of points, idle points number and location, battery management, fault
management, navigation and guidance and system management (i.e. method of
system control used to dictate system operation) [30].

4 Control Architecture of an Autonomous AGV

The control structure (i.e., control architecture) of an autonomous AGV is a
framework in which the processes are carried out (e.g. sensing, control, errors
detection and recovery, path planning, tasks planning and monitoring of events)
during the execution of a particular job. This defines how these should be inte-
grated to get the desired results through decisional capacity [31]. The devel-
opment of control architecture heavily depends on the environment, jobs, and
hardware components [6].

However, due to the inherent complexity of the manufacturing environment,
traditional control architecture systems still do not exhibit the capability of
adaptation and evolution in terms of production control [6]. In fact, the central-
ized and hierarchical control approaches present good production optimization
but a weak response to change. More, many existing warehouses deploy AGVs
use a centralized or hierarchical control paradigm that is integrated with the
rest of the material handling systems [32]. With the intervention of a central
controller, AGVs require various kinds of guidance for navigation, communica-
tion media for transmission of information among AGVs and well-organized jobs
definition generated during the system planning stage. With these approaches to
material handling, these AGVs cannot be regarded as fully autonomous [6,32].

Autonomous problem arise in that is constrained by rules that are imposed
by the strictly specified task execution routines for each resource. Traditional
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AGV require costly and rigid changes to infrastructure, typically these utilize a
limited drivepath using predetermined routes (i.e., closed loop in one direction),
which are frequently demarcated by striping the floor in some manner or by
using buried cables or chemical stripes painted on the plant floor. In this case
one of the most important problems of deploying AGVs is that the environment
around them is not static. These cannot adapt to a changing environment, and
are not safe for collaboration with warehouse personnel. AGVs also have limited
interaction with the workstations [33].

5 Literature Review

In this section, it is reviewed literature of architecture control for robot, AGV,
FMS, and FMS integrated with AGV. The authors provided a list of references
this field of control that present either a dedicated or distributed component to
the production control.

[34] presented a hierarchical queueing network approach to determine the
number of AGVs. Three main issues emerge: track layout, the number of AGVs
required and operational transportation control.

[35] proposed a distributed control architecture KAMROs Multi Agent Robot
Architecture (KAMARA) that are responsible to overcome coordination prob-
lems caused by the independent task execution of systems.

[36] proposed control architecture for autonomous vehicle driving in a
dynamic and uncertain traffic environment. The architecture is composed of
three levels; the operational level, tactical level, and meta-tactical level, which
is the feature of the architecture. The proposed architecture was tested on a
highway driving simulator in various traffic scenarios; simulation results show
the feasibility of the architecture.

[37] investigated the control system for a robot system with a certain degree of
autonomy and complexity. The main specification and design requirements are:
Reactivity to the environment, intelligent behavior, multiple sensor integration,
resolving of multiple goals, robustness, reliability, programmability, modularity,
flexibility, expandability, adaptability, global reasoning.

[38] described an integrated architecture allowing a mobile robot to plan its
tasks taking into account temporal and domain constraints to perform corre-
sponding actions and to control their execution in real time while being reactive
to possible events. The general architecture is composed of three levels a decision
level an execution level and a functional level. The authors proposed a control
structure of an autonomous robot must have both decision making and reactive
capabilities.

[38] proposed a generic architecture for autonomous robots. The architec-
tural concepts have been justified with respect to the properties required in
an autonomous robot. Autonomy in a rational behavior can be evaluated by
the robots efficiency and robustness in carrying out various tasks in a partially
known environment. The main properties for autonomous robots such as pro-
grammability reactivity adaptability or evolutiveness.
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[40] discussed how intelligent decision-making is performed for the top Deci-
sion Layer of CLARAty architecture for robotic autonomy. This layer provides
support for the new trend in planning and executive systems. This layer inter-
faces with a Functional Layer that provides robot behaviors and control. The
interface between these two layers is flexible so that different instantiations of
the architecture can use different levels of Decision Layer and Functional layer
capabilities.

[41] introduced an architecture that integrates shop floor agents for schedul-
ing, cell control, transportation, and material management. This work intro-
duced a multi-agent system architecture that controls different aspects of a man-
ufacturing environment.

[7] evaluates the performance of alternative control architectures for man-
ufacturing production. The authors evaluated the effect of modifying reactive-
based control architecture to incorporate partial hierarchies of agents and plan-
ning capabilities. The authors to pose the principal question: what is the most
appropriate control architecture for a given system has led industrial and aca-
demic researchers to develop a spectrum of decentralised control architectures
ranging from hierarchical to non-hierarchical structures? They investigated how
increases in planning horizon affect the performance of initially reactive control
architecture.

[42] investigated a multi-agent system to architecture control an automated
manufacturing environment. The architecture includes functions at the manufac-
turing cell level, materials handling and transport level, and factory scheduling
level. The authors focus attention on the functions of the agents of the transport
system, which is composed of a set of AGVs. Agent is an autonomous, com-
putational entity that can be viewed as perceiving its environment and acting
upon it. Agents are event-driven objects that can be integrated in automated
manufacturing environments to control certain tasks.

[43] investigated decentralizing control of AGVs based on quality require-
ments such as flexibility and openness. The AGV control system is structured
as a multi-agent system. Presented an overview of the agent-based architecture
of the AGV system.

[31] investigated on control architecture for autonomous underwater vehicle
(AUV). The architecture is organized in three layers: mission layer, task layer
and execution layer. The test with real vehicle have been done to validate the
architecture. The autonomous control architecture should have well planning or
re-planning ability as well as reactive ability to the changing of the external
environment.

[44] propose a robotic control architectures. The control architecture defines
abilities that should be integrated to develop an autonomous navigation. This
could be classified into three categories: Deliberative (Centralized) navigation,
Reactive (Behaviour-based) navigation and hybrid (Deliberative - Reactive)
navigation.

[45] investigated a hybrid systems framework to behavior control of nonholo-
nomic AGV. This framework has the 3-layered hierarchical structure containing
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a hybrid automata of the motion control as the middle process. The hybrid
automata has three states, stop, line path following and circle path following.

[46] development an architecture for controlling autonomous mobile robots.
The proposed architecture is composed of modules integrates deliberation with
a standard planner, execution, monitoring and replanning. The authors present
results from experiments that were conducted with the robot Pioneer P3DX.

[47] presents the control system architecture of the autonomous vehicle, called
Intelligent Pioneer. The authors investigated the path tracking and stability of
motion to effectively navigate in unknown environments. In this approach, a
two degreeof freedom dynamic model is developed to formulate the pathtracking
problem in state space format.

[48] present a classification scheme that provides a structured mechanism for
organizing the relevant information about the design of the AGVS from a control
perspective. It allows the system designer to determine how design decisions will
impact the control complexity.

[49] investigated the path planning and coordination of multiple Automated
Guided Vehicles (AGVs) in an automated warehouse. This paper deals with
decentralized coordination of Automated Guided Vehicles (AGVs). The authors
propose a hierarchical traffic control algorithm, that implements path planning
on a two layer architecture. Describe a coordination strategy for a fleet of AGVs,
through an architecture based on a two-layer approach. They treated the plan-
ning and the path optimization as a common entity. The path planning is split
on the two layers in order to simplify the problem.

[50] propose an architecture for a control system of an autonomous robot as
well as an architecture for a multi-robot system in which the robots cooperate in
order to accomplish client’s tasks. The solution is based on the SOA paradigm
and an ontology as a way of representing an environment.

[51] presents the principal components needed in a functional architecture
for autonomous driving. They proposed on the division of the architecture into
layers, and reasoning on the distribution of the architectural elements across
these layers.

[52] proposed a control framework in which a controller is developed for FMS
scheduling. This control approach is based on reducing the planning horizon leads
to a more stable environment.

[26] discussed the literature related to design and control issues of AGV sys-
tems at manufacturing, distribution, transshipment and transportation systems.
This paper research perspectives in the design and control of AGV systems in
distribution, transshipment and transportation systems.

[1] introduced a framework that includes a governance mechanism in control
system architectures that dynamically steers the autonomy of decision-making
between predictive and reactive approaches. This paper focuses on architecture
of control of FMS, the authors propose a developing a framework that includes
a governance mechanism in control system architecture (CSA) that dynami-
cally guide of autonomy of decision making between predictive and reactive
approaches. The contribution of this paper is related to the strategy of control
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architecture applied in FMS. Although this article focuses only on FMS, it can
be a start point to evaluate this framework in AGV.

[53] studied a modeling and traffic control problem of the automated guided
vehicle (AGV) system in a container terminal. A set of traffic rules is proposed
to ensure the completion of all jobs with the absence of vehicle deadlocks and
collisions. Moreover, these rules can be realized almost decentralized requiring
little intervention from a central controller.

[8] this article presents a classification of architectures of FMS in the state-of-
the-art. These architectures can be grouped in three classes (I, II and III). This
paper focuses on the class II hybrid control architecture (i.e., hierarchical and
heterarchical) found in the domain of manufacturing scheduling. They propose a
dynamic class II architecture called ORCA (dynamic Architecture for an Opti-
mized and Reactive Control). ORCA was applied to a real flexible Manufacturing
System (FMS) to prove the applicability of this architecture in an industrial envi-
ronment. The authors proposed a dynamic architecture, that switching between
two functioning modes: normal mode (i.e., the entity is controlled hierarchically)
and disrupted mode (i.e., the entity is controlled herarchically).

[23] this paper propose a coordinated control of AGVs in an FMS in areas of
group behaviours like formation control, path following maintaining a formation
pattern (marching), and collision avoidance between robots or static obstacles.
This article proposes a hybrid architecture which objective is to design control
architecture that coordinates the AGVs and the process tasks, using Petri Net-
works (PN). This is based in two levels: in the high level propose a models of
FMS using PN, in the low level the control select an adequate AGV, and control
laws for process task. Method: decentralized architecture.

[11] these paper propose a semi-heterarchical control architecture is expected
to reduce myopic behavior according to current plant conditions (i.e., adaptabil-
ity) while favoring reactivity and low complexity. Besides the autors explain the
control problem in FMS based on the flexibilities (i.e. sequencing, machine rout-
ing, and material handling flexibility) and present contributions relevant to pure
static heterarchical architectures control, then static semi-heterarchical architec-
tures, and last, they describe contributions which take the dynamic switching
between these two architectures into consideration.

This is based in a flexible decision-making technique so as to reduce myopic
behavior of local decisional entities. This architecture is a reference for research
development in the area of material handling system in FMS, especially the
AGV. Method: semi-heterarchical architecture.

6 Discussion

The requirement for adaptable, configurable and reactive control systems for
manufacturing has emphasized the inadequacies of traditional centralised con-
trol approaches. For this reason, control systems, including FMS control, must
incorporate architectures that effectively use the flexibility for reaching bet-
ter decision-making processes, either before production begins (i.e., predictive
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phase) and during production (i.e., reactive phase) to deal with real manufac-
turing needs.

Another feature that current control paradigms prescribe is the autonomy
of each component of the system. An acceptable control architecture allows to
ensure the quality of the resulting control system and reducing the usually costly
and time-consuming development process.

The architecture of a production system has been the most important para-
digm for the reduction of complexity in control systems. To meet the objectives
of efficient manufacturing, it is necessary to replace the rigid centralized control
architecture with heterarchical architectures that have advantages of modularity,
extensibility, reconfigurability and fault tolerance.

In these circumstances, the challenge is to develop manufacturing control
architecture for FMS and AGV with reactivity to the environment changes, scal-
ability, robustness against the occurrence of disturbances, easier integration of
manufacturing resources, and intelligence capabilities. Although specific research
in this topic has achieved a number of great successes, the general framework for
the development on architectural level has not been defined by the community.

7 Conclusion

This paper presents a literature review of FMS and AGV control architectures.
This provides a perspective of the challenges, research needs, and future direc-
tions for manufacturing control. In general, they are rigid architectures (i.e.,
centralized or decentralized hierarchical) and are not simple to modify or con-
figure, being vulnerable to disturbances. In this traditional structures there is
limited intelligence for the recognition of stopping points, inflection points or
obstruction and reporting of internal conditions or having the limited ability to
manage the functions of scheduling, routing and dispatching.

While the literature on AGV design, navigation, routing, scheduling pro-
duction and transport is extensive, few works has been focused on the adopted
architecture for controlling AGVs in FMS in order to overcome the limitations
of classical hierarchical architectures, especially the inflexibility for adaptations,
low autonomy, and reduced reactivity under perturbations. Despite the impor-
tance of the FMS control architecture FMS including AGV, research has often
overlooked this topic as the related literature is scarce and does not provide
developers with a comprehensive framework to reach more effective FMS control.

From the state of arts reviewed, the authors propose the research question
it can be: How to achieve a FMS control framework that includes AGV focused
on AGVs autonomy, flexibility, and reactivity under dynamic environments in
order to improve the efficiency of the FMS?
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51. Behere, S., Tröngren, M.: A functional reference architecture for autonomous
driving. Inf. Softw. Technol. 73, 136–150 (2016)

52. Sinreich, D., Shnits, B.: A robust FMS control architecture with an embedded
adaptive scheduling mechanism. J. Manuf. Syst. 25(4), 301–312 (2006)

53. Li, Q., Udding, J.T., Pogromsky, A.Y.: Modeling and control of the AGV system
in an automated container terminal. In: Proceedings of the AsiaMIC (2010)



Design and Implementation of a Low Cost RFID
ISO 11784/11785 Reader for the Automatic

Livestock Management in Nicaragua

Joseling Sanchez, Mario Garcia(B), and Maria Virginia Moncada

Faculty of Electronic and Computational Engineering,
National University of Engineering, Managua, Nicaragua

vanessasanchez2408@gmail.com, rodolfomario4444@gmail.com,
mariavirginia1965@gmail.com

Abstract. This paper presents the design and implementation of a low
cost radio frequency identification (RFID) stick reader for livestock man-
agement in Nicaragua. A stick reader for livestock is a low frequency
RFID base station that is compliant to the international standards of
electronic animal identification described in ISO11784 and ISO11785.
This device will allow the farmers in Nicaragua to implement a trace-
ability system, so they can prevent theft of cattle and automatically
maintain livestock health control.

1 Introduction

According to the National Agricultural Census of Nicaragua on 2011, Nicaragua
is the country with the greater potential for cattle breeding in Central America
[1], as shown in the Table 1. The livestock business in Nicaragua represents 10%
of the national gross domestic product (GDP) and 50% of the agricultural GDP.
However, the country has many difficulties to register the information related
to the animal identification and health control [2]. Despite the existence of two
traceability databases known as TRAZAR-NIC and SNITB, the farmers do not
have technical knowledge about international RFID standards ISO 11784/11785
and the products that comply with these standards [3]. That is why the whole
livestock traceability system is accomplished by manually collecting the data and
eventually registering the data into the corresponding SNITB or TRAZAR-NIC
database.

Manually writing all the data produces a lot of errors, and it is inefficient
too, due to the large amount of animals that need to be constantly monitored
by the farmers. Also, the lack of control in the corrals results in cattle robbery,
which means a huge loss every year for the farmers. Thus, it is urgent to change
the way farmers monitor their animals and how they insert their traceability
data into the databases. To solve those problems we propose the design and
implementation of a low cost RFID ISO 11784/11785 reader to: identify the
animals, write their breeding data and automatically insert this information in
the corresponding database. Figure 1(a) illustrates the main objective.
c© Springer International Publishing AG 2017
I. Chang et al. (eds.), Advances in Automation and Robotics Research in Latin America,
Lecture Notes in Networks and Systems 13, DOI 10.1007/978-3-319-54377-2 15
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Table 1. Potential of central america in the livestock entry

Country Livestock heads Exported meat in metric tons

Costa Rica 1,080,900 12,430

El Salvador 1,259,210 1,800

Guatemala 2,540,000 2,270

Honduras 2,500,020 2,160

Nicaragua 3,500,000 51,537

Panamá 1,600,000 4,329

2 Standard ISO 11784/11785

The international electronic animal identification is defined by the standards:
ISO 11784, which describes the code structure for the RFID chips implanted
in animals [4], ISO 11785, on the other hand, establish the technical concepts
concerning to the communication between transponder and reader [5]. Both stan-
dards have been updated under the ISO14223, which includes details about the
so called advanced transponders. Advanced transponders are the same transpon-
ders defined in ISO 11784/11785 but they have enhanced features as extra mem-
ory blocks for storage or integrated sensors [6].

2.1 Transponders

There are different animal transponders for different applications, as shown in
Fig. 1(b), but the internal structure of the chip should respect the ISO 11784/85
standard [7]. The ID code for animals in the standard ISO 11784/11785 is given
by a 15 digit decimal number, which is represented by 64 bits of binary data
inside the chip memory blocks. The structure details for these 64 bits of data
is show in Table 2. Usually the ID code for each transponder is printed on the
outside of package [8].

Within the standard ISO 11784/85 the transponder topology may vary in
two types, known as FDX-B and HDX. FDX-B stands for Full Duplex-B and
HDX stands for Half Duplex. The FDX-B protocol is associated with the ASK
modulation scheme and the load modulation method to transmit the informa-
tion. On the other hand, the HDX protocol is related to the FSK modulation
scheme and uses the backscatter method to convey the information [5]. When
the reader queries any ISO 11784/85 tag, the total information received contin-
uously from a FDX-B transponder equals 128 bits, and the total information
received continuously from a HDX transponder equals 112 bits, Table 3 shows
an example of the complete code structure for FDX-B transponders and Table 4
shows a complete code structure example for HDX transponders. Also, the oper-
ating frequency for both topologies is on the LF range (134.2 KHz) [6]. The ISO
11784/85 compliant transponders are usually passive transponders, this means
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Fig. 1. (a) Reader communication with the livestock transponders and database.
(b) Sample ISO 11784/11785 transponders. (1) Subcutaneous tags for pets, (2) ear
tags for livestock, (3) collar for cattle and pets, (4) bolus for ruminants.

Table 2. ID code structure for ISO 11784/85

#bit Information Description

1 Animal application (1)/ Not animal
application (0)

Specify if the transponder is used to
tag an animal or not

2-15 Reserved For future applications

16 Follows an extra memory block (1), do
not follow an extra memory block (0)

If the transponder is advanced there
will be an extra memory block

17-26 Country code according to ISO 3166. Specify the country of the animal,
999 indicates that is a test
transponder.

27-64 National ID code Unique country code

that they do not have any own power source to operate, so they extract energy
from the reader electromagnetic field when they are in its presence.

The reader electromagnetic field that activates the transponders is called
activation field. The read distance will depend on several factors, such as the:
power coming from the antenna drivers, antenna size, and tag position. Typically
the read range can vary from some few centimeters up to one or one and a half
meters. The short read range, compared with other RFID standards, is due to
the behavior of the electromagnetic waves in the LF range.
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Table 3. Complete code structure for the FDX-B protocol (Example Data)

Table 4. Complete code structure for the HDX protocol (Example Data)

2.2 Reader

The reader will switch on the activation field periodically for 50 ms period of
time, and then it will switch off the activation field for 3 ms. While it is switched
on it will wait for the response from a FDX-B transponder [6]. A FDX-B
transponder does not require any charging time or pause from the activation
field, that is why it can answer while it is switched on, but a HDX transponder
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Fig. 2. RPID ISO 1L78D4/85 time diagram. (1) No transponder in the interrogation
zone, (2) FDX-B transponder in the activation field, (3) HDX transponder in the
activation field.

requires the activation field to charge up its charging capacitor and then answer
in the 3 ms pause, when the activation field is switched off. For the FDX-B
transponders, while data is being received, the operating interval of the field
could be extended to 100 ms if the data transfer is not completed within 50 ms.
For the HDX transponders, if the data transmission is not complete within the
3 ms pause, then the pause will be extended to a maximum of 20 ms. Figure 2
shows details about the reader synchronization to communicate to both types of
transponders [8].

3 Market Research

In our investigation we classified the products for livestock management that
already exist in the market into four categories. The classification is related
to the functionalities that these products offer, and it was helpful to define
the requirements for our own design. Some of the features that we take into
account for our reader classification are: traceability data collection capabilities,
user interface, compatibility with other devices, memory storage, read range,
portability (rechargeable batteries), rugged design, and operating system.

3.1 Category 1

The category 1 devices are RFID readers ISO 11784/85 compliant, but their
unique functionality is to retrieve the ID code from every ISO 11784/85 transpon-
der. So they are useful to identify pets, however, the lack of any user interface
to write traceability data makes them unsuitable to operate in the livestock
management field.

3.2 Category 2

The category 2 devices are RFID readers ISO 11784/85 compliant that can
retrieve the ID code from every ISO 11784/5 transponder. Also, they have an
interface composed of a display and keypad, rechargeable batteries, and are
compatible with several devices such as smartphones or computers by USB,
Bluetooth or RS232 communication. This category is the most abundant in the
market, because it is an affordable solution to implement a traceability system.
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3.3 Category 3

Devices in the category 3 are very similar to devices into category 2, however,
category 3 has additional enhanced features. One of the most attractive features
of these devices, is that they collect the traceability data directly in the reader
through a software without the need of a smartphone or computer. They also
have Wi-Fi and GPRS capabilities, which allows the traceability data to inserted
into the database automatically.

3.4 Category 4

Readers in category 4 are RFID ISO 11784/85 readers, but they work with
operating systems like Windows or Linux. Category 4 devices are the evolution
of category 3 devices.

3.5 Prices

We estimated the prices of the RFID ISO 11784/85 readers according to their
category and brand, Fig. 3 shows details about the international costs to acquire
a portable reader.

Fig. 3. Different RFID ISO 11784/85 reader brands and their average price according
to their category in US dollars.
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4 Related Work

There are several brands in the market of the RFID ISO 11784/85 technology,
however, there are few public works that explain the development of the RFID
ISO 11784/85 readers. In our research, we found out a document related to the
ISO 11784/85 standard. This paper is called: Full ISO11784/11785 compliant
RFID reader in a programmable analog-digital, integrated circuit. This works
is about a programmable-digital Cypress CY8C27443 integrated circuit utilized
to implement a fully compliant ISO11784/11785 RFID reader module, working
at 134.2 kHz [9]. One of the advantages of this work compared to ours, is the
increased the read range up to 33 cm because of the digital signal processing
(DSP) capabilities of the chip CY8C27443. This work helped us to define in our
design some of the technical parameters that are not stated in the ISO 11784/85
document.

5 Stick Reader Design

Our reader design belongs to category 2. It has a simple user interface and is
compatible with multiple devices by means of USB or Bluetooth communication.
Also, it is rechargeable and incorporates solar panel capabilities. Figure 4 shows
the reader functional block diagram. The microcontroller selected is an ATMEL
ATmega2560 chip due to its number of UART ports [10] that allow communi-
cation with every single block in the diagram. Likewise the, the ATmega2560
microcontroller works over 5 V logic levels which is useful since the rest of the
system works with 5 V logic levels. The RFID ISO 11784/85 transceiver is accom-
plished by synchronizing two RFID front end chips. The first integrated circuit
is an EM4095 which is dedicated to perform the RFID reader functionality for
the FDX-B protocol, and the TMS3705 is the second chip dedicated to perform
the RFID reader functionality for the HDX protocol.

5.1 RFID Base Station for FDX-B Protocol

The EM4095 integrated circuit, previously called P4095, is an analog front
end chip manufactured by EM Microelectronic and is intended for its use in
RFID base stations designs. This device can provide the following functionalities:
antenna driving with carrier frequency, AM modulation of the field for writable
transponders, AM demodulation of the antenna signal modulation induced by
the transponder, and communication to any microcontroller via a serial inter-
face [11]. The basic equation to calculate the EM4095 resonant frequency is given
by (1). Figure 5(a) shows details about our calculated configuration

f0 =
1

2π
√

LAC0

(1)
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Fig. 4. RFID ISO 1178D4/85 reader functional blocks diagram.

5.2 RFID Base Station for HDX Protocol

The TMS3705 base station integrated circuit, manufactured by Texas Instru-
ments, is used to drive a RFID antenna, and is the recommended solution for the
HDX protocol. It is important to mention that the HDX protocol patent belongs
to Texas Instruments. The TMS3705 functionalities are similar to EM4095 func-
tionalities, but the transponder codification and modulation scheme are very
different. Some of this chip features are: drive an antenna, send modulated data
to antenna, signal demodulation from transponders response in FSK, and ser-
ial communication with any microcontroller. Figure 5(b) shows the TMS3705
configuration scheme designed for the HDX protocol [12]. Once we configured
the base station chips EM4095 and TMS3705 according to the datasheets and
applications notes given by the manufacturers, the next step is to synchronize
the signals generated by both base stations. The program in the microcontroller
must be able to switch on and off each chip in the specific time according to
ISO 11784/85, so the information received can be captured without interference
between both base stations. It is necessary to synchronize the base stations since
they operate in the same frequency 134.2 kHz.

5.3 Antenna Design

To form a big inductance coil in a limited space, it is more efficient to use
multilayer coils. For this reason, a typical RFID antenna coil is formed in a
planar multi turn structure [13]. The inductance for this kind of antenna is
calculated in (2) and the number of turns is calculated in (3).

L =
0.31(aN)2

6a + 9h + 10b
(μH) (2)
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Fig. 5. (a) EM4095 schematic solution to read the FDX-B protocol, (b) TMS3705
schematic solution to read the HDX protocol.

N =

√
LµH(6a + 9h + 10b)

(0.31)a2
(3)

The DC resistance for a conductor with a uniform cross-sectional area is
found by (4). Where “l” is the total length of the wire, σ is the conductivity and
“S” is the cross section area.

RDC =
l

σS
(Ω) (4)

The wire resistance increases with the frequency due the “skin effect”. An
approximated equation for the AC resistance is given by (5). Where δ is the skin
depth and the variable “a” is the coil radius.

RAC =
1

2σπδ
(RDC)

a

2δ
(5)

5.4 Measurements

For the read range, we tuned the base stations from Fig. 6 at the resonance fre-
quency by varying the resonance capacitors from both circuits until we reached
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Fig. 6. Loop antenna coil and base stations for the RFID-ISO 11784/85 reader, (a)
EM4095, (b) TMS3705.

Fig. 7. Fields strength of the signal versus distance.

the desire frequency value according to ISO 11784/85. By means of an oscillo-
scope, and a Allflex livestock transponder parallel to a spy coil we measured the
antenna signal at the proximity of the reader, then we move away the spy coil
and the transponder until was not possible to get any coded signal at the output
of the reader. The maximum read range is up 5 cm for FDX-B protocol and 8 cm
for HDX protocol. Figure 7 shows the behavior of the electromagnetic field over
the distance

5.5 USB and BLuetooth

The USB interface is performed by the FTDI FT232RL chip that converts the
serial TTL output coming from the ATmega2560 into a virtual connection which
is compatible with multiple operating systems like Windows, Linux or Mac [14].
The Bluetooth function is accomplished by an HC-05 Bluetooth module which
is very cheap and versatile.

5.6 Powe Source

The system designed to power the RFID ISO 11784/85 reader is given in Fig. 8.
We use a common 12 V AC/DC adapter @ 1 A, alongside a mini solar panel to



Design and Implementation of a Low Cost RFID ISO 11784/11785 Reader 183

Fig. 8. Blocks diagram for the power source of the RFID ISO 11784/85 reader.

charge the device. The battery charger is based on a single multi-cell charging
chip SY6912A and the battery pack is composed by three 18650 Li-ion cells
arranged in series to achieve 11.1 V [15]. The battery management system (BMS)
for the battery pack is performed by the module HH-P3-10.8. The regulator that
powers all the blocks is a LM7805 at 1.5 A.

5.7 Package Details

The reader is being assembled in PVC plastic material. Figure 9 shows details
about the package designed for the RFID ISO11784/85 reader.

Fig. 9. Case and details about RFID ISO 11784/85 reader.
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Fig. 10. Benefits of the ISO 11784/85 RFID implementation.

6 Conclusion

Implementing the electronic traceability is really important to Nicaragua because
it will help the farmers to optimize their cattle breeding methods. Also, the
products that include the traceability information leave better revenue to the
country than the products without it. This is because international consumers
nowadays are demanding information about the food they buy. The price of
one metric ton of meat can increase about 100% of price when it includes the
traceability data. On the other hand, our goal is to reduce the cost of the RFID
reader up to USD 400.00 to compete with Brand I as shown in Fig. 3. It will
be possible since we are using integrated products that allow the reduction of
the electronic parts needed in a conventional reader, but also, we keep the same
functionalities and features like a typical reader. Furthermore, we are developing
the product by ourselves, and usually all the brands in the market outsource
the research and developing of their readers, and that is one of the reasons
to the high cost. The graphic in Fig. 10 shows some of the benefits leaded by
the implementation of a traceability system using the RFID technology, as the
graphic indicates, the most important benefits are the automatic data collection,
the international compliance and the cost savings which contribute to increase
the profit. Our design is being updated to create the definitive software that will
manage the base stations shown before in Fig. 5(a) and (b). After that we will
be able to manufacture the product.
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Abstract. The ROS-Industrial open source project was intended to
expand the applicability of industrial robots by reducing the gap that
existed between researchers and manufacturers, in order to start devel-
oping state of the art applications for the industry. This is part of the
scope of the PIR (Perception for Industrial Robots) project from the
Pontificia Universidad Javeriana Bogotá (PUJ). PIR project looks for
expanding robot’s capabilities for working in dynamic industrial envi-
ronments. This paper presents the starting point of this project: the
setup of the Motoman SDA 10 dual-arm robot with ROS-Industrial. In
this paper, the different steps and modifications carried out to setup
the system are presented. Simulation experiments and real tests were
conducted in order to analyse and check the behaviour of the system.
Results show some of the advantages of using ROS-Industrial, and the
wide range of tasks that can be explored with these kind of robots from
the research and application point of views (in Latin America only a few
robots with this type of configuration is available for research purposes).

1 Introduction

In industrial processes automation systems are an essential factor in reaching
high levels of productivity. In the last years, the application of robotics in indus-
trial automation has taken an important role. With more efficient processes and
demanding productivity indicators required, the implementation of automated
systems, based on robotics, becomes an invaluable improvement opportunity for
enterprises. Those systems would be more useful if they could be adapted to work
in different tasks, and also if they could recognize changes in the environment
where these activities are developed.

A huge challenge when using robotics in automated processes is configura-
tion. Each process has specific requirements that must be arranged in the robot
previously. Industrial robots have been limited to work in the same kind of tasks,
such as handling and dispensing objects because they are cost-effective for repet-
itive and high volume tasks, but are not cost-effective for high-mix/low-volume
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production [1]. A disadvantage of developing applications based on robotics in
industrial environments, is the complexity of writing the software, since the pro-
ficiency required is beyond the skills of only one researcher. Trying to solve this
situation, robotics researchers have developed different frameworks, that make
it easier to manage the complexity of writing software. These frameworks also
help simulating the different applications without requiring to use the real hard-
ware [2], making it possible to test different feasible sceneries and choosing the
optimal one without spending money in unnecessary tests.

An important framework for researchers is ROS (Robot Operating Sys-
tem) [3]. It promises to make designing robotic software easier and less expensive.
This framework provides software for different robots, especially the ones most
used in industry.

It is important to remark that ROS is not just an operating system, it also
provides software modules for performing typical robot activities, for example
object recognition. ROS makes possible to simplify the task of writing complex
software, so the design of the robotic application for a company could be done
in shorter time.

Currently, the biggest challenge for ROS is to become the dominant robot-
ics platform [4]. The software is distributed under BSD license and is free for
anyone. It is used with Linux operating systems, so researchers can use ROS for
commercial or non-commercial purposes. In fact, the ROS community has devel-
oped ROS-I [5], which stands for ROS-Industrial, as an open-source project that
is focused in industrial robotics applications, making the programming of robots
in the industry even easier, in addition to bringing support and documentation
for industrial robots.

Based on ROS-Industrial, the Centro Tecnológico de Automatización Indus-
trial (CTAI) [6] at Pontificia Universidad Javeriana Bogotá launched the PIR
project: Perception for Industrial Robots. This project aims to incorporate differ-
ent sensors to allow industrial robots to adapt easily to different tasks (adding
avoidance capabilities, which are commonly found when working in dynamic
environments).

PIR project will start developing research on the Motoman SDA10F Yaskawa
dual-arm robot [7], and will focus on finding industrial applications of this robot,
where the robot’s adaptability to a complex environment is required for improv-
ing productivity of companies.

This paper presents the different steps and modifications carried out to setup
the Motoman SDA10F robot with ROS-Industrial. Simulation experiments and
real tests are conducted in order to analyze the behavior of the system high-
lighting the advantages of using ROS-Industrial.

The paper is organized as follows. First, an analysis of state of the art of
industrial robots is presented. Then, the hardware and software architectures of
the Motoman SDA10F robot is presented. Section 4 presents tests and results.
Finally, Sect. 5 presents the conclusions and the direction of future work.
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2 State of the Art

During the last few years, interest in anthropomorphic or dual-arm manipula-
tors had increased. In the industry, it is expected that anthropomorphic robots
can replace human workers in the future. These kind of robots are dual arm
manipulators, whose main characteristic is the way of manipulation. It makes
distinction between non-coordinated (the two arms are performing two different
tasks) and coordinated manipulation (where the arms perform different parts of
the same task) [8].

The use of a dual arm robot system for performing operations is currently
being studied. For example, [9] presented a case study of the final assembly area
of an automotive plant. The study presented the mechanical and programming
aspects of using a dual arm robot in activities that are typically performed by
humans. The implemented system is based on a COMAU Smart Dual arm robot
platform. They have found that by using dual arm robots the cost of setting up
a cell decreased, avoiding the cost of investing in expensive grippers which are
required when conducting the same task with single arm robots. Additionally,
the programming tasks are simplified due to the synchronized movements that
already come with dual arm robots.

In [10] a computationally efficient and robust kinematic calibration algorithm
for industrial robots is presented. The HP20D manipulator provided by Yaskawa
(Yaskawa Motoman Robotics, Inc. manipulators are known to be fairly accu-
rate) with the DX100 controller, were used to test the algorithm. They tested
135 points through defined trajectories. Future work is focused on improving
the processing speed, because the current prototype is in MATLAB without
hardware acceleration.

A method based on human-likeness to solve the manipulation planning prob-
lem for articulated robots, was presented in [11]. To test the algorithm, the
Motoman SDA10D industrial robot was used. All the manipulation planning
experiments were carried out for the right arm, and the MATLAB Robotics
Tool box was used to carry out basic robotics calculations, such as robot for-
ward kinematics.

Programming industrial robots is a very demanding task. Each manufacturer
has its own communication protocols and programming interfaces which make
the development of industrial applications a difficult task. For this reason, the
Robot Operating System (ROS) is being widely used for dealing with different
robots. ROS is a flexible framework for writing robot software. It is a collection of
tools, libraries, and conventions that aim to simplify the task of creating complex
and robust robot behavior across a wide variety of robotic platforms [12]. ROS
simplifies the task of programming robots by providing a robust framework where
the designers are provided with direct control for the robot. Typically, a ROS
implementation has the components shown in Fig. 1, [13]:

• Nodes: basic processes that perform computation.
• Topics: a method for exchanging messages.
• Services: provides a stricter communication model where there is an estab-

lished request and response message.
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Fig. 1. Basic components for a ROS implementation [13]

Using ROS framework, in [13], a reconfigurable control system was developed.
They present results with two robotic arms which require reconfiguration of the
underlying control system in order to to carry out a task.

In [14] presents a simulation environment of an industrial manipulator based
on ROS. The system structure consists of ROS as a middleware, visualization
system, and simulation system. The robotic visualization simulates a five-joint
augmented SCARA robot. The links and joint of the robot are defined as the
Unified Robot Description Format (URDF) which is used by Gazebo to simulate
the robot. A ROS based architecture is used in [15] to the coordination of human
robot cooperative assembly tasks. The paper presents simulation results where an
operator and a dual arm robot share assembly task and workspace. The assembly
sequence is modeled in XML format, generated off-line. The COMAU dual arm
robot is simulated and using ROS messages, the database communicates with
the model retrieving, visualizing, and sending information to the robot controller
through the TCP/IP communication protocol.

Yaskawa Motoman Robotics announced in 2004, his sponsorship in the Ama-
zon Picking Challenge. Yaskawa provided robots, software (including MotoRos
Driver), and technical support at the event [16]. On 2016, a team composed
by collaboration between TU Delft Robotics Institute and the company Delft
Robotics, won the Amazon Picking Challenge. The team built a flexible robot
system based on industry standards. The system is equipped with a single arm
Yaskawa Motoman robot with seven degrees of freedom, high-quality 3D cam-
eras, and an in-house developed gripper. To control the robot, the team inte-
grated advanced software components based on state of the art artificial intelli-
gent techniques and robotics. The components are developed under the Robot
Operating System for industry framework (ROS-Industrial) [17]. The ROS pack-
age used by the team is an open source system [18].

The collaboration between industrial robot manufactures, research institu-
tions, and the use of open source software, allows to a rapid penetration of intel-
ligent robot systems on modern industries. Several logistics companies (Amazon
included) have announced new challenges and competitions that involve the use
of industrial robots in applications like picking, packing, transportation, among
others [16]. These competitions will improve the development of open robot



190 C. Martinez et al.

control architectures, suitable for real time object recognition, tracking, and
manipulation.

3 The SDA10F Motoman Robot

The industrial robot presented in this paper is the dual-arm robot SDA10F from
Yaskawa [7] (see Fig. 2). Each arm has seven (7) degrees of freedom (DOF), and
there is an additional axis of rotation in the base (torso), for a total of fifteen
(15) DOF. The robot at Pontificia Universidad Javeriana (PUJ) features an
additional axis (not used in this paper), which allows the robot to have linear
displacement (forwards-backwards or from left to right).

Each arm of the SDA10F robot can be operated independently, or in a simul-
taneous way along with the torso. This robot is commonly used for material han-
dling, machine tending, picking/packing, assembly, load and unload, and other
applications, where the manipulation of parts is required.

Fig. 2. Robot SDA10F. Image taken from [7]

Figure 2 shows the 15 axes of a typical configuration of the SDA10F robot
(axes are represented by capital letters). The joints have the following ranges
of motion: S 170◦, L 180◦, E 110◦, U 135◦, R 180◦, B 110◦, T 180◦, and the
torso (S1) 180◦. Also the maximum speed of each joints is, S 170◦/s, L 170◦/s,
E 170◦/s, U 170◦/s, R 200◦/s, B 200◦/s, T 200◦/s and the torso 180◦/s. The
repeatability is ≈0.1 mm, its approximate weight is 220 kg, and the payload is
10 Kg per arm.

Figure 3 shows the work space of the robot. From the figure, it can be seen
that the maximum range in the horizontal axis is 1970 mm and for the vertical
one is 1440 mm. The way the robot is positioned is with an absolute encoder.

The controller of this robot is the FS100 from yaskawa [7]. This controller
provides high performance in applications such as picking, packing, and parts
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Fig. 3. Workspace of Robot SDA10F. Image taken from [7]

handling tasks. This controller has the advantage of offering an open software
architecture, which allows the creation of customized industrial applications
using C/C++/C#/and .NET. The controller supports MotoSync, MotoPlus,
MotoCom, and ROS-Industrial software environments, and allows communica-
tion protocols such as Fieldbus and Ethernet. Additionally, the controller has
16 digital inputs and 16 digital outputs, along with a safety module where it
is possible to connect extra push-buttons for an emergency stop and indicator
lights.

The PUJ robot has two-different end-effectors from the company ROBOTIQ
[19], one in each arm. A two-fingers gripper, as the one shown in the left side of
Fig. 4, which has a load force of 5 kg, and 85 mm stroke. The grip force range is
from 5 N up to 220 N. The second gripper is a three-fingers gripper, shown in the
right side of Fig. 4. This gripper has a wider aperture range (155 mm), the force
range is from 15 N up to 60 N, and its load force is 10 kg. Both grippers (two
and three fingers) are equipped with different sensors: position sensor, force, and
speed.

3.1 Software Architecture

The PIR (Perception for Industrial Robots) project at PUJ aims to augment the
capabilities of industrial robots by incorporating different sensors in the robot’s
workspace. PIR project is based on the ROS-Industrial project. ROS-Industrial
(ROS-I) [5] is an open source project which is used in this paper to interact with
the robot. ROS-I comes with a simulation environment where it is possible to
test the behaviors of different robots. Additionally, ROS-I features perception
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Fig. 4. Gripper robot SDA10F. Image taken from [19]

sensors such as cameras, laser, radar, etc. The main idea of ROS-I is to be able
to develop software that can run in different robot platforms.

ROS-Industrial extends ROS (Robot Operating System) [3] capabilities to
the industrial area. Therefore, the development that has been reached so far in
the research robotic area with ROS, can be extended to different applications,
including industrial robotics in order to extend the capabilities of industrial
robots. The Motoman robot SDA10F used in PIR project is one of the robots
included in ROS-I project. This allows the integration of different functionali-
ties that come with ROS and ROS-I facilitating the developing and testing of
different industrial applications.

Many functionalities of ROS can be applied in ROS-I. Figure 5 shows an
example of how the information flows between ROS and ROS-I. ROS can be
used to define the path for the robot, for example using MoveIt! (this occurs in
the PC-side). ROS-I is in charge of decomposing the path into smaller points,
and then those points are passed to the robot controller. In this part, ROS-I
will be in both sides, in the PC side; and robot side, where the server (based on
ROS-I) is installed.

Figure 6 shows the ROS-based architecture of the Motoman package. ROS-
Industrial consists of 4 layers: some are generic to ROS-I, others depend on the
robot manufacturer, and others still under development.

ROS-Industrial packages used in this paper includes:

• Simple Messages: defines the communication protocol to an industrial robot.
• Industrial Robot Client: library for communicating with an industrial robot.
• Vendor specific package (Motoman): this is a ROS package that allows com-

munication with industrial robot controllers. It contains URDF models for
different robots, and MoveIt! navigation packages with default configurations.
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Fig. 5. ROS framework with industrial robots. Different functionalities of ROS can
be used with ROS-I. ROS-I framework runs in the PC-side, as well as in the robot
controller

Fig. 6. Motoman package hierarchy. Image taken from [3]
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3.2 Motoman Stack

Figure 6 shows the high level architecture of ROS-Industrial (ROS-I) when using
the Motoman robot. ROS-I allows to bring well-known functionalities of ROS
into the industrial robotics world, such as using MoveIt! for dealing with motion
planning and kinematics, or using Rviz as a simulation tool.

The Motoman stack can be downloaded from [20]. It contains libraries, con-
figuration files, and ROS nodes for controlling a Motoman robot using ROS-
Industrial [3]. In our case, it contains the configuration files for the SDA robot
with the FS100 controller, i.e. the SDA10F packages that comes with the stack.

The Motoman driver is the communication interface between the controller
and the ROS computer. It contains the ROS-I Interface Layer (see Fig. 6), the
ROS-I Simple Message Layer, the ROS-I Controller Layer, and the MotoROS
Layer. As shown in Fig. 6, the first three layers are located in the ROS computer,
whereas the MotoROS layer is located on the robot controller. The communica-
tion is based on the simple message package and some Motoman-specific mes-
sages. The MotoROS layer (MotoPlus folder inside the motoman driver package)
should be ordered from Motoman who will be the one in charge of configuring
the robot controller for allowing ROS-Industrial integration with the robot.

On the other hand, the Motoman stack contains support packages (for the
PUJ robot is the motoman sda10f support package). These packages contain
meshes (normal and collision meshes) of the robot, URDFs (Unified Robot
Description Format) which are XML formats for representing a robot model,
and configuration files such as joints name definition and motion group defini-
tions. The URDFs can be created with CAD models of the robot. It is important
to mention that the FS100 robot controller does not support more than 4 groups
(only groups right arm, left arm, torso1 and torso2). All launch files inside the
support packages are in charge of establishing communication with the robot,
and sending and receiving information to/from the robot.

Finally, the Motoman stack comes with a MoveIt! config package which will
be described in more detail in the following subsection.

3.3 MoveIt!

MoveIt! (not a ROS-I package) [21] is a motion planning framework. It encapsu-
lates software for motion planning (including collision detection and avoidance),
manipulation, 3D perception, kinematics, control and navigation. It has been
designed as an “easy-to-use platform for creating advanced robotics applications”
[21]. The motion planning algorithms incorporated by MoveIt!, come from the
Open Motion Planning Library (OMPL) [22], which contains implementation of
different planners.

A MoveIt! package is created for a specific robot. The URDF robot data is
required to create the package. Additionally, work-cell geometry can be included.
Both URDF and work-cell geometry are used by MoveIt!, for visualization pur-
poses and collision checking, among others. When creating a MoveIt! package
(which is done following a set-up assistant GUI), it creates automatically all the
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required nodes, and generic config and launch files for the robot and/or sensors.
In the set-up assistant GUI, it is possible to define motion groups which will be
used for planning (very useful when working with dual arms robots, e.g. group
right arm, group left arm), to define end-effectors, the kinematics solvers, and
specific poses for a specific group (e.g. home position for left arm group).

As mentioned before, the Motoman stack comes with a pre-configured
MoveIt! packages for different Motoman robots (for the PUJ’s robot, it is the
motoman sda10f moveit config). This package contains config files automati-
cally created by the MoveIt! setup assistant. These files contain configuration
information about the robot - .sdrf file- (links, predefined poses, end-effectors,
motion groups, collision information, etc.), information about the controllers,
the joint limits, the defined kinematic solvers for each group, and the motion
planning algorithm.

There are two launch files in the MoveIt! config package that are used to
test the package created and allows you to start testing motion planning in
your robot in a straight forward fashion. The demo.launch lets you test if your
moveIt! configuration is correct (setting up of the links, end-effectors, poses,
motion groups, etc.). This files does not create any connection to a real robot. It
has a dummy joint-state-publisher which emulates the robot connection. When
demo.launch is launched the Rviz simulator comes up with the robot in the scene.
With this launch it is possible to move the end-effector of the robot manually, or
creating random positions in order to plan and execute different motions with
the robot.

The files generated by MoveIt! can be modified in order to provide informa-
tion about a specific robot (controllers, etc.) to allow communication between
MoveIt! and the robot nodes.

The second launch file: the moveit planning execution.launch lets you test
in simulation and with the real robot, the config files of your package. The first
test should be offline in order to test if the MoveIt! package is well-configured.
By default, that launch file lets you test everything with the industrial robot
simulator. Once sure about the configuration this launch file can be used to
interact directly with the real robot by passing as parameter the robot ip address
and the robot controller type.

Both previously mentioned launch files open the planning environment (Rviz
+ Motion Planning plugin). It is possible to see the robot and if connected to
the real robot, the simulated robot should have the same pose as the real one
(see Fig. 10).

For planning, it is possible to do it directly in the planning environment by
moving the end-effector markers to the goal state and then pressing plan and
execute commands from the Motion planning plugin. On the other hand the
same command can be send through a customize node using C++, which can be
created to make the robot follow specific trajectories or perceive the environment
and based on that move the robot towards a specific object. MoveIt! API for
sending the motion request to the planners and for executing the commands in
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the simulated or real robot. Planning with both the GUI and by C++ let you
plan with obstacle avoidance capabilities.

4 Tests and Results

The following section presents some of the capabilities of the Motoman stack
for controlling dual arm robots. In this section the PUJ’s robot setup is pre-
sented. Additionally, an analysis of the strengths and drawbacks of the driver
are discussed.

4.1 Experimental Setup

• MotoRos setup: as can be seen in Fig. 6 MotoROS should be configured in
the controller (ROS Server). A pre-built binary is available in the Motoman
Stack, and should be selected based on the robot controller. A guide of how to
install the binary and the INFORM Code in the robot controller is found in
[20]. Make sure you have loaded the .DAT, .JOB, .out files. Additionally, some
controllers require modification of the ALL.PRM file from the controller. In
the PUJ’s case, this file was set by the support people from YASKAWA. It
is important to make sure that none .out file is in the controller. We had to
remove MotoSight2D.out MPLM.out. These two files were part of the camera
that came with the robot. However, MotoROS requires that motoros.out has
to be the only application running on the robot. Additionally, our MotoROS
software had to be modified, this is due to the particular configuration of
our robot (5 groups, we have and additional motor) and MotoROS allows to
configure only four groups. Therefore, YASKAWA support team modified the
MotoROS part to ignore our fifth group (the additional axis of the PUJ’s
robot, see Sect. 3 for more details), this is because the FS100 controller will
never support more than 4 groups.

• Universal outputs checks: the universal outputs of the controller are used
by MotoROS to indicate its state. In order to make sure the con-
troller can receive remote commands, check the universal output sig-
nals in the pendant: OUT#0889 ROS READY, OUT#0890 ROS DONE,
OUT#0891 INIT DONE, OUT#0892 CONNECTION SRV, OUT#0893
MOTION SERVER, OUT#0894 STATE SERVER OUT#0896 FAILURE.
Output #899 should be ON, if the controller is well configured to receive
motion from ROS. Output #891 confirms that the initialization was com-
pleted. Output #892, that the server threads are running properly, and Output
#893 and Output #894 will only be ON when at least one client is connected,
and should be OFF when the clients disconnect. if Output #896 is ON, a fail-
ure occurred and MotoROS should be reset (reboot the controller). For more
details check document M2092-EDS [23].
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• ROS computer setup: the computer used was a DELL Intel Core I5 2.6 GHz,
8 GB RAM memory, running Ubuntu 14.04 with ROS-indigo installed with
the following packages: motoman driver indigo-devel, ROS-Industrial indigo-
devel, and MoveIt.

• Motoman Stack configuration: In order to be able to echoing information
from the robot, as mentioned in [20], it was required to modify the file
sda 10f motion interface.yaml. Instead of having groups IDs from 1–4, we
had to modify them to 0–3. By doing this, it was possible to have commu-
nication with the real robot and to be able to read joints state information.
This change is required only because of the non-standard configuration of the
SDA10F robot the PUJ has.

• MoveIt! configuration: Motoman stack comes with a pre-configured MoveIt!
configuration package (motoman sda10f moveit config). By launching the
de-mo.launch file of this package it is possible to check if the pack-
age is working properly. If so, you should be able to plan and execute
commands, using the Motion Planning plugging from Rviz. Rviz should
show the Robot, the goal positions you are defining and the motion exe-
cuted in the simulated robot. In order to test the real robot, launch the
motoman sd10f motion streaming interface.launch file passing the robot ip
and the controller type, as arguments. The pendant of the robot must be
in REMOTE mode. After launching this file, the current position of the robot
should be shown in the Rviz simulated robot. The SDRF file that comes with
the MoveIt! configuration package was modified using the MoveIt! setup assis-
tant in order to define some poses for each motion groups. The five motion
groups that are defined in the package are: arm left, arm right, torso, sda10f,
and arms. Group sda10f allows to control all the joints of the robot, and the
arms group allows to control both arms simultaneously. Some of the poses
defined for the different groups were: “HOME ARMS”, “LEFT FRONT”,
“RIGHT ELBOW”, “RIGHT PICK”, etc. See Fig. 7 that illustrates the dif-
ferent pre-configured poses.

4.2 Testing the ROS-I Motoman Stack

The MoveIt! API (Application Programming Interface) has different functions
that let you define goal states, plan and execute them. In these tests we will
show some of this functionalities using both the simulated and the real robot.

4.2.1 Pre-defined Poses
When configuring MoveIt! with the MoveIt! setup assistant, it is possi-
ble to configure specific robot poses, for the different motion groups that
has been defined. Figure 7 shows 4 of the multiple poses that were defined
for the different motion groups of the Motoman robot. Figure 7 shows
poses for the motion groups arm left and arm right: “LEFT FRONT and
RIGHT FRONT”, “LEFT ELBOW and RIGHT ELBOW”, “RIGHT PICK”
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Fig. 7. Poses defined in the SDRF file from Motoman MoveIt—config file

and “LEFT FRONT”, and “RIGHT PICK”-“LEFT PICK”. These poses can
be called from a ROS node using the MoveIt! API or by using the Rviz graphi-
cal user interface.

4.2.2 Joint Commands
Another way to interact with the robot instead of using predefined poses is by
moving specific joints. Figure 8 shows how the position of the robot changes,
when the value of specific joints are modified. The robot starts with its elbows
bended, as can be seen in Fig. 8, left image. Then, the position of joints L and
U (see Fig. 2 for clarifying the names of the joints) is modified. Figure 8, right
image shows the position of the robot, after modifying joints L and U.

4.3 Obstacle Avoidance

One of the advantages of using ROS-Industrial is that many ROS functionalities
can be used. MoveIt! is one of those. It is a motion planning framework [21],
and here in this test we show one of its great attributes: motion planning with
obstacle avoidance capabilities. By creating the MoveIt! config package of the
robot, it is straightforward to plan avoiding obstacles.

In the following tests, two ROS nodes where created: one for publishing
objects in the scene, and the second one is in charge of planning and execut-
ing a specific trajectory. The trajectory was programmed using functions from
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Fig. 8. Joints motion test. The MoveIt—’s API allows to send joint commands to the
robot. The figure shows the robot when moving joints L and U. Left image shows the
starting position, and right image the final position.

Fig. 9. Collision avoidance capabilities with MoveIt!. First row shows the motion of the
robot without obstacles. Second row shows the motion of the robot when an obstacle
was added to the scene. Check the different trajectories of the robot.

the MoveIt! API. The programmed trajectory moves the robot from position 1
(extended arm, see Fig. 9, number 1) to position 2 (see Fig. 9, number 2), and
from position 2 to position 3 (moving towards the right arm of the robot, see
Fig. 9, number 3).

MoveIt! comes with a simulator based on Rviz that lets you plan the robot’s
movements without requiring the real hardware. All the motions that occur in
the simulator are the ones the real hardware will follow.

Figure 9 shows the path followed by the simulated robot when moving
towards the three previously mentioned positions. The first row shows the
motions when no object was in the environment. The second row, shows the
simulated path, followed by the robot, when a green box is placed on the con-
veyor. Comparing figures shown in rows 1 and 2, it is possible to see how the
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Fig. 10. Collision avoidance capabilities, real test. First row shows the motion of the
simulated robot. Second row shows the motion of the real robot. Check that simulated
and real robot position coincide.

planning algorithm gets in charge of finding collision-free path for reaching the
desired positions.

A closer look at the trajectories when the robot moves from position 2 to 3
(see Fig. 9), let us see that, if the motion planning did not have obstacle avoidance
capabilities, the robot had crashed with the box. Therefore comparing both
trajectories from Fig. 9 shows that indeed, MoveIt! plans different path based on
the objects in the scene, without requiring to write a specific program for collision
avoidance. MoveIt! has it already encapsulated in its motion planning algorithms
which represents an big advantage for rapid applications development.

Figure 10 shows the robot following the trajectory defined for this tests
(reaching the 3 previously explained positions). Comparing the images from
the first and second row, it can be seen that the same positions reached by the
simulated robot, are the ones followed by the real one.

4.3.1 Trajectories
In this test, we show how to program the robot to follow a specific trajectory.
MoveIt!’s API allows you to stack different waypoints, and then execute them.
These poses can be created using the Rviz GUI, by moving the simulated robot
with the interactive markers and saving the different coordinates. Additionally,
it is possible to generate the trajectory by specific increments of a previous pose.

For this test, the left and right arms were programmed to move following a
square trajectory in the YZ plane. An initial pose was given to each arm, and
then different way points were programmed by increments in the Y (left/right)
and Z (up/down) axis of the robot. A ROS node was created to plan and execute
the trajectory. Figure 11 shows the trajectory followed by the real robot, which is
represented in real-time in Rviz using the simulated robot, when the real robot
moves. The green line in the figure represents the trajectory of the end effector.
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Fig. 11. Executing trajectories using MoveIt!: simulated robot. Right and left arms
of the robot were commanded to follow a square trajectory. The image shows the
simulation environment with the trajectory (green line) followed by the robot.

Fig. 12. Executing trajectories using MoveIt!: real robot. Right and left arms of the
robot were commanded to follow a square trajectory. The image shows the real robot
when reaching the four corners of a square trajectory.

Both arms performed movements that generated a square trajectory in the YZ
plane.

Figure 12 shows representative images of the real robot when moving its right
arm. The first image (from left to right) shows the arm positioning in the upper
left corner of the square trajectory. In the second image, the arm is in the upper
right corner of the square. The third and fourth images show the arm in the
lower right corner and lower left corner of the square, respectively. A video of
the test can be seen in [24].

5 Conclusions and Future Work

This paper presented the starting point of PIR (Perception for Industrial Robots)
project at Pontificia Universidad Javeriana Bogotá. This project aims to aug-
ment the capabilities of industrial robots by including different sensors, that
allows them to adapt dynamically to the environment. Therefore, expanding the
robot’s capabilities to different tasks.

In this paper, the configuration set up of the robot with ROS-Industrial was
presented. Additionally, different capabilities of ROS and ROS-I ecosystems were
described, providing a general view of the functionalities that can be used for
programming an industrial robot.

During the tests, it was possible to experience the advantages of MoveIt!,
not only for solving the planning problem, but also for providing a powerful
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simulation environment, that let conduct tests without requiring to be connected
with the real robot.

The tests presented in this paper were conducted using the arm left and
arm right groups of MoveIt!. Currently, the robot can be programmed, using
ROS and ROS-I, for developing tasks that require the motion of the arms sepa-
rately. However, simultaneous motion of the robot (arms + torso) or simultane-
ous motion of the arms (both arms at the same time) can not be achieved yet.
This is due to the particular configuration of the robot at PUJ.

Future work in PIR project is focused on enabling the use of the other motion
groups, and on incorporating cameras, that will be used to locate in real-time the
position of objects; and a laser, that will provide 3D information of the objects
present in the scene. By incorporating these sensors, it is expected to allow the
robot to conduct different tasks, based on what it perceives.

Acknowledgements. We would like to thank the Pontificia Universidad Javeriana
for supporting this research. We also want to thank the Centro Tecnológico de Autom-
atización Industrial (CTAI) for letting us use the installations and equipments for
developing this research.

References

1. The challenge: http://rosindustrial.org/the-challenge/
2. Quigley, M., Conley, K., Gerkey, B., Faust, J., Foote, T., Leibs, J., Wheeler, R.,

Ng, A.Y.: Ros: an open-source robot operating system. In: ICRA Workshop on
Open Source Software, vol. 3, no. 3.2, p. 5 (2009)

3. ROS, Robot operating system (2016). http://www.ros.org
4. Garber, L.: Robot os: a new day for robot design. Computer 46(12), 16–20 (2013)
5. ROS-I, Robot operating system-industrial (2016). http://rosindustrial.org
6. Centro Tecnógico de Automatización Industrial, Pontificia Universidad Javeriana,

Bogot (2016). http://www.javeriana.edu.co/blogs/ctai
7. YASKAWA, Motoman SDA10F robot (2016). https://www.motoman.com/

industrial-robots/sda10f
8. Smith, C., Karayiannidis, Y., Nalpantidis, L., Gratal, X., Qi, P., Dimarogonas,

D.V., Kragic, D.: Dual arm manipulation-a survey. Robot. Auton. Syst. 60(10),
1340–1353 (2012)

9. Tsarouchi, P., Makris, S., Michalos, G., Stefos, M., Fourtakas, K., Kaltsoukalas,
K., Kontrovrakis, D., Chryssolouris, G.: Robotized assembly process using dual
arm robot. Procedia CIRP 23, 47–52 (2014)
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{jesus.esquivel,pedrogalvan,iselacarrera}@uadec.edu.mx,

rios-galindo1@hotmail.com

Abstract. This paper applies basic concepts of fault detection for a
sinusoidal power inverter when a fault is induced in the electronic control
using the internal model principle for a sinusoidal reference waveform.

1 Introduction

As the advances of control engineering are more complex the reliability is more
hard to achieve, [3]. When the number of components involved in the automatic
control systems is incremented, the chances to fail of each one rises, doing likewise
the odds of failing of the entire system. A way to increment the reliability of
the system is to ensure a good behavior of their components. The quality of
these requires in turn a mayor development of science and technology related
with the specific area. Some examples are difficult theoretical approaches such
as the geometric concepts, see for example [1,6]. Another way to improve the
reliability is through the redundancy of their sensors and/or actuators, which is
an expensive choice due the number of elements involved in the control process
is greater than desired or needed in normal conditions. Duplicating elements is
expensive due the costs involved in the additional items and the implications
for installing them into the system, however might be an alternative when the
reliability is imperative for the safety of the process. When doing so the fault of
a sensor or actuator can be highly tolerated keeping the good performance of the
global system. Redundancy of elements in a control system installed for support
and provide plenty of extra information has the advantage of incrementing the
reliability and the good performance of the control law.

When the system fails the component may be detected and replaced automat-
ically for the system, this process is called accomodation or self-reorganization.
Although this may be the easiest part of the failure detection and isolation (FDI)
the way to change the control law to accommodate the system behavior is no
that easy. The fault has to be detected on time to avoid the collapse of the entire
process. Some types of failures are detected and located almost immediately, e.g.,
loss of pressure of an hydraulic system.

Redundancy of the sensors and/or actuators generally is not the most effec-
tive way to solve these kind of problems. Sometimes the fault detection might
give false alarm due another situations, e.g., perturbations, slow parameter vari-
ations, etc. For these cases the tools needed may be of different nature: adap-
tive control, robust control, etc. Some approaches in power electronics are in
c© Springer International Publishing AG 2017
I. Chang et al. (eds.), Advances in Automation and Robotics Research in Latin America,
Lecture Notes in Networks and Systems 13, DOI 10.1007/978-3-319-54377-2 17
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the literature, for example, in [7] is presented a model-based fault detection
and identification (FDI) method for switching power converters where they con-
struct a library of fault signatures for possible component and sensor faults with
responses for fault detection within the 400µs and its identification in under
10 ms. The approach shown in this work is focused only in the inputs and is
based mainly in a basic decoupling between inputs and outputs.

2 Fault Detection

As pointed out in the foregoing section the fault of an element in a control
process may be a hard problem to solve, [2,5], so the tunning of the instruments
is critical for implementing the approach for detecting the fault whenever a
deviation appears according to the mathematical models and in this way estimate
their presence.

Assume a linear time invariant system expressed by

ẋ = Ax + Bu (1)
y = Cx (2)

where x ∈ R
n is the state, y ∈ R

m is the output, u ∈ R
r is the input and the

matrices have the corresponding dimensions, i.e., A ∈ R
n×n, B ∈ R

n×r and
C ∈ R

m×n. An important feature of the systems must be their controllability
which is the capacity of bring the state from an initial point x(t0) = x0 to origin
in a finite time given some input u(t). If the systems has this characteristic
then is said to be full controllable which means that the columns of the matrix
W ≡ [B,AB, · · · , An−1B] have complete rank, i.e., n, then it is said that (A,B)
is controllable.

There are three places where a fault can appear: actuators, sensors and within
the system. The last may be interpreted as a perturbation or an unmodeled
dynamics. This work assume faults only in actuators.

Equation (1) is rewritten as follows,

ẋ = Ax + b1u1 + · · · + brur (3)

where bi are vectors of B and ui are the elements of u.
Note that the subspace generated by the columns of W , namely Wm, is

invariant under A, i.e., AWm ⊂ Wm and contains the image of B, i.e., Im B ⊂
Wm. When the system is completely controllable Wm ≡ R

n, and when this is not
the case there exists a subspace complement of Wm which it is denoted by W c

m.
This contains the subspace no controllable with vectors x that satisfy WT x = 0
where T means the transpose of W . Having said this the uncontrollable subspace
is made up the kernel or null space of the matrix WT .

The above is taken as a basis to define the function

vh(t) = hT x(t) (4)
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where h ∈ R
n is constant. If h is in the uncontrollable subspace then there might

be actuators with null effect in the behavior of the system. To simplify exposure
it is assumed only one active actuator, namely the i, others are set to zero. The
solution of state space is simplified and has the shape

x(t) = Φ(t, t0)x0 +
∫ t

t0

Φ(t, τ)biui(τ)dτ (5)

where Φ(t, t0) is the transition matrix which has the following properties

d

dt
Φ(t, t0) = AΦ(t, t0) (6)

Φ(t0, t0) = I (7)

where I is the identity matrix.
Below, it is defined Wi as the matrix obtained from W , where the vectores

are canceled except bi, i.e., B ≡ bi. In this case the Cayley-Hamilton theorem
and the power expansion series of the transition matrix must satisfy

∫ t

t0

Φ(t, τ)biui(τ)dτ = Wig(t) (8)

for a given g(t). It is important to take into account the rank of Wi which
defines in a unique way g(t) if it is n. Otherwise there exists an infinite number
of representations for the vector that satisfies Eq. (8). The function vh(t) can be
rewritten as

vh(t) = hT Φ(t, t0)x0 + hT Wig(t) (9)

if h is in the uncontrollable subspace this equation is reduced to

vh(t) = hT Φ(t, t0)x0 (10)

where it is clearly seen that the control ui(t) does not affect the function vh(t).
The analysis exposed until this point shows that the rank of action of the

actuators is established by the subspace of controllability from which can be
taken advantage for vh(t).

2.1 Supplements

An important problem is determine the minimal number of actuators that needs
the control system to work properly. In other words, which is the minimal value
of r for keeping the pair (A,B) controllable? The answer is obtained from the
invariant polynomials of the matrix A represented by {i1(s), . . . , in(s)} of order
k1, . . . , kn respectively. The polynomials are monic and their product yield the
characteristic polynomial of A. The quantity of non trivial polynomials is equal
to the minimal quantity of inputs needed for keeping the controllability condition
of (A,B).
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As previously seen, a linear function vh(t) = hT x(t) allows to determine the
degree of dependence of a control action with respect the others inputs. For
that, the supplementary controls are defined as {bi1 , . . . , bij} which control some
linear function vh(t), that is, each i − th input of this set satisfies the condition
hT Wi �= 0. The number j indicates the degree of vulnerability of the function
vh(t) to the fault of actuators.

2.2 Filters

Given the following detection filter

ż(t) = Gz(t) + Dy(t) + Bu(t) (11)

and assume the same number of inputs, state variables, and outputs, i.e.,
n = m = r. The inputs u(t) and y(t) are the input and output of the system,
respectively. The error is defined as e(t) = x(t) − z(t), and its dynamics is

ė(t) = (A − DC)x(t) − Gz(t) (12)

doing G = A − DC the equation is reduced to

ė(t) = (A − DC)e(t) (13)

which means that (1) is observable. The selection of D must be so the eigen-
values of A − DC have negative real part to guarantee limt→∞ e(t) = 0, which
means that in the absence of perturbations the state of the filter approaches
asymptotically to the system state. In the special case of m = n and if C has
inverse then D = (A − G)C−1 and if m < n the solution is not unique and is
given by D = (A − G)CT (CCT )−1.

2.3 Information of the Fault

Assume the fault take place in the i − th actuator, this can be modelled by

u(t) = ud(t) + ein(t) (14)

where ei is the vector of n zeros except one in the i − th position and n(t) is an
arbitrary scalar function of time and whose value different of zero is the deviation
of the desired control law ud(t). The dynamics of the error including the fault is
given by

ė(t) = (A − DC)e(t) + bin(t) (15)

If all eigenvalues of the characteristic equation are placed in −σf with σf > 0
the solution of the error equation is

e(t) = e−σf (t−t0)e0 + bi

∫ t

t0

e−σf (t−τ)n(τ)dτ (16)
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when the transient response of the fault appears, i.e., when the first term of
the right side of the equation disappears, then the error signal set up a unique
direction with vector bi and magnitud, of fault, given by

∫ t

t0

e−σf (t−τ)n(τ)dτ (17)

The deviation of the system and filter due to a fault is reflected directly in a
scalar quantity that changes with time and is located in the position of the
actuator in trouble.

3 Example in Simulink

The foregoing concepts are applied next in an abstract example with the fol-
lowing conditions. The system is of second order, has two inputs, two outputs,
observable and controllable, and it is represented by

ẋ =
[

0 1
−100 −2

]
x +

[
5
0

]
u1 +

[
0

100

]
u2 (18)

y =
[
1 −1
1 1

]
x (19)

The eigenvalues of A are conjugate complexes with time constant equal to
a second and the matrix C is invertible. The time constant of the filter is set
smaller in such a way the error is detected long before finishes the system’s
transient response; in this way the time constant of both modes are fixed in half
a second, i.e., G = A − DC = −2I, matrix D is obtained directly,

D =(A + 2I)C−1 (20)

=
[

2 1
−100 0

] [
1 −1
1 1

]−1

=
[

1
2

3
2−50 −50

]
(21)

the filter is rewritten as

ż =
[−2 0

0 −2

]
z +

[
1
2

3
2−50 −50

]
y +

[
5 0
0 100

] [
u1 u2

]
(22)

or

ż =
[−2 0

0 −2

]
z +

[
1
2

3
2 5 0

−50 −50 0 100

]
⎡
⎢⎢⎣

y1
y2
u1

u2

⎤
⎥⎥⎦ (23)

where y1 and y2 are the entries of output y. It is assumed zero initial conditions
for the system and the filter and the input u2 is a unit step at the half second of
simulation, then at t = 6 s appears a second step at u1. A fault is simulated in
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u2, at t = 3 s and displace the amplitude of 1 to 1.2, see Fig. 1. The simulation
was performed with Simulink of Matlab. (Figs. 2 and 3)

In Fig. 4 is shown clearly the beginning of the fault in u2 in t = 3 s and
how this is projected on the second state variable. In the transient response of
the error can be seen the time constant of the filter which is 0.5 s. Note that
the amplitude depends on the amplitude of the simulated fault at u2. Then the
question, when is viable to sound the alarm that a fault has appeared? In another
situation an input can have a more complex behavior as shown in Fig. 5 where is
simulated a random fault beginning at 3 s. Its effect in the error, shown in Fig. 6,
is random too, so the decision to determine a fault or not may be very subjective
or taken according the design of the control system. In Fig. 7, for example, the
squared error is shown to see the trend and thus facilitate the detection of the
fault.

Fig. 1. Fault as a displacement in the input u2

Fig. 2. State variables x1 and x2

Fig. 3. State variables of the filter, z1 and z2
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Fig. 4. Error between x2 and z2

Fig. 5. Fault in u2 as a random input after 3 s

Fig. 6. Effects of random fault in error of x and z

Fig. 7. Square response of Fig. 6 to show trend of error

4 Sinusoidal PWM Inverter

This section is based on [8] where a robust controller for a sinusoidal pulse width
modulation inverter, see Fig. 8, and [4] too, is designed using LMI approach.
An inverter is an electrical device that converts power from direct current to
alternate current. The design in this reference uses the so-called internal model
principle where a compensator consisting of a sine wave generator, or transfer
function, ks/(s2+ω2) is implemented. This controller can be put in parallel with
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Fig. 8. Sinusoidal PWM inverter circuit

Fig. 9. Structure of controller S

Fig. 10. Closed-loop system for controller design

proportional and integral compensators for which they receive the name of PIS
compensators. The optimization done is on the pole-placement constraints and
control performance indices based on H2 and H∞.

The closed-loop system is given by the Fig. 10 where the signal u is limited
to [−1, 1] and the output y is the capacitor voltage. In PWM control the input
is compared with a triangular carrier signal to generate the pulses in the gates.
In the Fig. 10 the error signal is passed through a controller given by S which
stands for the internal model.

The notations E,R,C and L are the source voltage, resistance, capacitance
and inductance respectively. The state vector of the system is given by x =
[vC , iC ]T , so the circuit is modeled by

ẋ = AP x + bP u (24)
y = cP x (25)
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where

AP =
[

0 1
C− 1

L − 1
RC

]
, bP =

[
0
E
L

]
, cP =

[
1, 0

]
(26)

and the controller of Fig. 9 is implemented only for the fundamental frequency.
A reduced form from that given in [8], and is given by

η̇S = ASηS + bSe (27)

where ηS = [ηS1 ηS2 ηS3 ηS4]T and

AS =

⎡
⎢⎢⎣

0, 1 0 0
−ω2 0 0 0

0 0 0 1
0 0 −ω2 0

⎤
⎥⎥⎦ , bS =

⎡
⎢⎢⎣

0
1
1
0

⎤
⎥⎥⎦ , CS =

[
1 0 0 0
0 0 1 0

]
, DS =

[
0
0

]
(28)

where ω is the fundamental frequency and is given by ω = 2π 50. The input is
the error e and the output is η = [η1 η2]T = [ηS1 ηS3] which are [η11 η12]T of
Fig. 9. The product of the controller S and its gain kS = [kS1, kS2] are given by
(kS2s + kS1)/(s2 + ω2) or kSη.

The closed-loop system shown in Fig. 10 includes the model which can gener-
ate the input reference as sinusoidal and the system can achieve zero steady-state
error tracking according to the internal model principle so long as the closed-loop
system is stable.

In Fig. 10 the input of the inverter is calculated as

u = kP x + kSη (29)

Thus, with the inverter (24, 25), controller (27), input (29) and ζ = [xT , ηT ]T

as the global state, the closed-loop dynamic is given by

ζ̇ = Aζ + b1r + b2u (30)
y = c1ζ (31)
u =

[
kP kScS

]
ζ (32)

where

A =
[

AP 02×4

−bScP AS

]
, b1 =

[
02×1

bS

]
, b2 =

[
bP

04×1

]
,

c1 =
[
cP , 01×4

]
, k =

[
kP1×2 , kS1 0 kS2 0

]
(33)

Also, the output of the filter can be defined as

yζ =
[

c1[
kP kScS

]
]

(34)

where the control parameters kP and kS are found, in [8], to be

kP =
[−0.13223, −1.2189

]
, kS =

[
4.8469 × 104, 176

]
(35)
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To facilitate the simulation in Simulink of Matlab the system was changed to
its discrete form with sampling period of 50µs. The controller, see [8], is given
by

Gc(z) =
k2z + k1

z2 − 2z cos(ω1TS) + 1
(36)

where TS is the sampling period and k1 and k2 are given by

k1 = −8.7391 × 10−3 (37)
k2 = 8.8603 × 10−3 (38)

the reference was r = 10 sin(ωt). In the Fig. 11 is shown the reference input and
the capacitor voltage vC , which is different to that shown in [8].

Fig. 11. Output of inverter

5 Fault Detection in Inverter

The inputs of the inverter are the reference r and control u. A fault is incited
on this last. The dynamics (Fig. 14) taken into account was that of Eq. (30),
(31) and (32) so the fault detection was done for this system which has two
inputs, i.e., r and u in this order, and it has two outputs too, i.e., y and u. The
parameter values are E = 50 V, L = 2.78 mH, C = 60µF and R = 50Ω. The
closed-loop system is of order 6 and the filter for the detection is given by the
matrices G = 1e − 4I6 where I6 is the identity matrix in R

6. Matrix B in the
filter (11) is defined from (30) as B = [b1b2]. Matrix D in (11) is found with the
pseudoinverse due the output dimension is minor than that of the state; with
Matlab is found to be, D = [1e − 4,−359.7122, 0,−1,−1, 0]T So, appending the
input vectors b1 and b2 to matrix D the filter (11) has an input matrix for the
three inputs, that is, the output of the system i.e., vC (named x1 or y) and its
two inputs, i.e., r and u. Hence, the filter has the input vector [x1 r u]. The state
variables of the filter which are taken as output [z1 z3 z5] which corresponds with
[y ηS1 ηS3 ]. A fault is simulated in the closed-loop of the inverter in the actuator
changing with an offset of two from its actual value. The result is shown in
Fig. 12. The error of the state of the inverter against the first two state variables
of the fault detection filter is shown in the Fig. 13. It is worthy to remark the
shape of the error signals for detecting easily the fault, which might not be
possible, or hard to find, in the signal of Fig. 12.
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Fig. 12. Fault on t = 0.02s

Fig. 13. Errors x1 − z1 and x2 − z2

Fig. 14. Inverter on Matlab

6 Conclusion

This paper presents a small survey about of the theory of fault detection in linear
invariant systems under the approach given by [2,5] and applies successfully these
concepts for detecting a fault in a power inverter with Proportional-Integral-
Sinusoidal (PIS) controller designed in base of the internal model principle shown
in [8].
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Abstract. This paper aims to apply a novel high-accuracy localization
technique in wireless sensor networks to increase the security in airports
when coverage and resolution of the surveillance systems deployed is
degraded. We propose a new localization method based on fingerprinting
techniques using the multipath ray-profile due to effects of the ray-tracing
as cost function instead of power levels measurements over the received
signal strength. The accuracy obtained with this technique is very high,
while the main contribution to the localization accuracy is provided by
the dominant rays of the ray-tracing.

1 Introduction

The objective of airports is to provide a cost-effective and efficient operation to
deliver high-quality service to customers while also ensuring their safety [1]. Sev-
eral technologies are deployed to achieve this objective [2]. To detect approaching
airplanes in flight, primary radar is used, while for ground surveillance, cameras,
surface radar and trilateration systems are deployed [3]. The ultimate goal of
these systems is to improve the efficiency and the security of airport operations.
However, in the apron and stands areas in the airports, where aircraft are parked,
loaded, refueled and boarded, the risk of accidents is high due to the large num-
ber of vehicles and people involved in the handling activity [4]. In this paper, the
problem of localization based on the signals available from the wireless devices
[5] that compose the WLAN standards is presented. The localization process is
performed using the fingerprinting technique [6,7] that operate on the relation-
ship between the signal information by multipath reflections. In comparison with
other techniques, such as the angle of arrival (AOA) or time of arrival (TOA)
that present several challenges due to multipath effects and non-line-of-sight (N-
LOS), the fingerprinting technique is relatively easy to implement. We propose
a novel algorithm based on the dominant rays of ray-tracing in wireless sensor
c© Springer International Publishing AG 2017
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networks to improve the localization accuracy in critical areas where GPS or
radar systems does not provide good resolution.

2 Surveillance Technologies in Airports

There are currently three normalized types of radar technologies involved in air-
ports. The basic radar is the primary surveillance radar (PSR). It is a passive
system because it indicates that the aircraft simply ‘is there’ and does not convey
any useful information for identifying the aircraft. The secondary surveillance
radar (SSR) is a collaborative system because the detection does not depend
on the size of the object reflected, but on the response from a transponder on
the aircraft. This transponder operates in a combination of transmitter-receiver
mode and it is capable of responding to the ground interrogation system to iden-
tify the plane. Finally, the passive radar is the surface movement radar (SMR).
It is used to provide aircraft identification to the controller in low visibility con-
ditions. More recently, airports have been deploying other surveillance informa-
tion sources based on MLAT (multilateration) and ADS-B (Automatic Depen-
dent Surveillance Broadcast). The multilateration technology [8], also known as
hyperbolic positioning, is the process of locating airplanes and vehicles by cal-
culating the time difference of arrival (TDOA) of a signal emitted by the source
to three or more receivers (see Fig. 1). An aircraft equipped with ADS-B uses a
conventional GNSS (Global Navigation Satellite System) to obtain precise posi-
tioning within the satellite constellation [9]. However, GPS and ADS-B systems
are degraded due to lack of satellite coverage near the terminal building (see
Fig. 2), while radar systems are affected by the low-resolution surface radar in
the parking areas. MLAT system is affected by shadows, multipath reflections,
garbling and de-activation of aircraft transponder that inhibits multilateration
detection and cause holes in coverage and degraded accuracy [10].

3 Ray-Tracing

Localization algorithms have been performed using ray-tracing techniques that
have been implemented within the newFASANT [11] simulation tool. The new-
FASANT is able to make a 3D propagation analysis by means of deterministic
methods and it is based on geometric optics (GOs) and the uniform theory
of diffraction (UTD) [12,13]. The electric field can be obtained by means of
rays directed, reflected, transmitted, diffracted or by any combinations of these
effects. An advantage of using the ray-tracing techniques is that information
about multipath effects such as the relative delays between rays (see Fig. 3) in a
series of points can be obtained in addition to the power level. This information
can be used as a fingerprint in the fingerprinting technique proposed with the
purpose of improving the efficiency of the localization system.

4 Fingerprinting Technique

The fingerprinting technique can be divided in two phases [14]. In the first one,
it obtains the radio map or fingerprints database. The radio-map of fingerprints
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Fig. 1. Time difference of arrival.

Fig. 2. Air side of terminal area.
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Fig. 3. Relative delays between rays.

Fig. 4. Fingerprinting technique

is obtained by performing an analysis of the information available from devices
and multiples access points over a defined grid. The vector of received signal
of power and relative ray-delay at a position on the grid is called the location
fingerprint of that point. In the second phase, it analyzes the accuracy obtained
in the localization process. For this purpose, the developed technique places a
significant number of mobile stations into the area covered by the radio map
and it obtains the vector of received samples from different Access Points (APs)
[15,16]. The location estimation is made by an algorithm that computes the
distance between each measured mobile sample and all the fingerprints stored
in the radio map. The coordinates associated with the fingerprint that results in
the smallest distance are returned as the position for the mobile [17]. Vectors of
signal power as well as relative ray-delays are available from all the access points
to the mobiles (see Fig. 4).

5 Airport Simulations

The simulation area used to validate the technique was a section of 120× 140 m
of Adolfo-Suarez Madrid-Barajas Airport (see Fig. 5). In this case, 16800 fin-
gerprints for a grid resolution of 1 m were simulated. As radiation pattern,
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Fig. 5. Airport simulation area

a wireless sensor network conformed by 5 vertical-dipole antennas at 2.4 GHz
of frequency were implemented. Finally, 100 randomly target mobiles were used
to estimate the localization accuracy of our algorithm.

6 Results

Four distance measures [18] and two detection methods were compared (see
Fig. 6). The relative ray-delay detection method provides better localization
results than the power level detection method [9], and the Mahalanobis dis-
tance (1) better results than the Euclidean distance (2). By the other hand,
Fig. 7 shows the impact of the dominant rays into the localization accuracy. It
is clear that only the dominant rays (E < 3) reduce the localization error for all
the metrics analyzed.

DMah(x, y) =

√√√√
N∑
i=1

[
E∑

j=1

[(Rmij − Rfij)′ ∗ Cov(Rmij) ∗ (Rmij − Rfij)]] (1)

DEuc(x, y) =

√√√√
N∑
i=1

[
E∑

j=1

[(Rmij − Rfij)2] (2)

where:

• N = number of antennas
• E = number of rays
• Rm = number of mobiles
• Rf = number of fingerprints
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7 Conclusions

This paper presents a new localization technique over WLAN networks based on
ray-tracing. This technique utilizes the fingerprinting method with the informa-
tion about the relative ray-delay due to multipath effects instead of power levels.
The exact localization of mobiles can now be performed with higher accuracy,
and only by means of the dominant rays available in the relative-ray profile.
Using this technique could help to increase the safety in critical areas of airports
and to reduce the implementation effort in a real-time environment.
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1 Introduction

Market competition searches continuous improvement to reduce production costs in
order to profit increase. In this sense, there are different approaches to improve the
production process. Specifically in shop floor, an expertise methodology must evaluates
work stations considering every operation tasks and determines the difficult levels [1].

Some methodologies are developed to find better situations in so many targets
whether for costs reduction, manpower improvements or even related to safety topics
[1]. However, measures to quantify the risks with focus on the individual are required.

In this sense, the present paper explores ergonomic concepts at work, i.e. during a task
execution. The main goal is to analyze some methodologies to create a new one, collecting
and analyzing angles. General ergonomics context is presented on the second section
followed by techniques and cases studies under technical papers and books. Regularly, a
checklist composes such ergonomic methods in order to follow the worker postures.

Besides, a lack of real-time ergonomic system to avoid human health issues is
observed [2]. Those ones available are usually expensive.

Therefore, this study focuses in a human vestment development for instantaneous
ergonomics evaluation with low investment. Similar research projects is found under
some case studies [3–5]. System for both capturing body positions and cross-sectional
analysis, focusing an example of motion safety ranges for wrists according four range
angles are developed [3]. Additionally, some automated approaches for posture esti‐
mation using a range camera to ergonomically evaluate a particular task are used [4].
This study consists on the analysis of: overhead work, squat or sit to lift load, bend to
lift load and crawl. For each one, the body angles and heights at working are verified
through a program.

Another case study explores a new input modality suited on the wrist as a joystick
to perform on-handed movements on smartwatches [5]. The prototype performance and
the results are demonstrate on the Fig. 1.

Owning this, in the present paper, the human body is divided by joints and the mainly
angles are explored to evaluate risks for some tasks during execution. After that,
dangerous postures are determined based on ergonomic methods explored at second
section aiming at design a real time posture feedback system.
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At third section, specific sensors, microcontrollers and other small devices, that are
systems components, are presented. Finally, the prototype vestment is used to evaluate
an office standard work routine and to warn the user immediate about risks.

2 Ergonomics and Ergonomic Methods

There are some studies regarding ergonomics to ensure better conditions and to avoid
health issues at work. In this context, ergonomics is the science of worker pose adapta‐
tion [6–8]. The intention is to minimize the work fatigue, stress, errors and accidents,
and to maximize the user security, comfort and health. Then, the resultant efficiency
come as consequence.

Ergonomics science intention is to improve the human tasks and the operational
conditions through man-machine-environment combination analysis [6, 7]. It occurs at
the beginning of work stations design, known as project phase, but it may be necessary
to adapt some existing operations based on human condition limitations.

Generally, this evaluation goes on deepening gradually, until it gets each work station
level [8]. A work station consists in one part of the company structure where one or more
workers act. The evaluation regards activities, postures and worker movements. According
to the authors it is important to involve the operators in the evaluation process, noticing
their opinion about the stations, their recommendations and possible solutions [8].

Another thought comes from the physiology team that distinguishes manpower effort
between dynamic and static muscle effort [6]. The dynamic work is characterized by the
muscles sequence in contraction and in extension during the activities. In this case, the
muscle acts like a pump for blood circulation. The work, in this context, is expressed
by the following formula that involves the muscles shorting and the dispensed effort [6].

Work = weight x raised height level
In another way, the static work refers to the status that the muscles are contracted

for a long period time, resulting in a postural work. In this case, the blood circulation is
pressed against muscular tissue generating less blood to the muscle. For these reasons,
it is not recommended to execute any static work during a long time, otherwise, the
dynamic work, followed by a good planning of the tasks, can be executed without resting.

Complementing, there are some cases study showing health problems due of static
effort excess [6]. This effort increases some risks as:

• joints inflammation;
• tendon sheath inflammation;

Fig. 1. Left: wrist whirling using a prototype. Right: example gestures drawn.
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• tendons ends inflammation;
• arthrosis joints chronic degenerate processes;
• invertebral disc ills;
• muscle cramps.

The muscle function is explained by following topics [8]:

• movements generation;
• maintaining corporal position and posture;
• articular stabilization;
• protection of viscera and internal organs;
• corporal cavity pressure control;
• maintaining corporal temperature;
• swallowing and defecation control.

Anyway, to human operation improvement, muscle fatigue and monotony should be
investigated and reduced as much as possible, mainly by repetitive activities elimination
[8]. In fact, the work upgrading includes, also, better environment conditions regarding
good conditions of temperatures, noises, vibrations, toxics gas and illuminations [7, 9].

Another approach to achieve better ergonomic results is followed by five steps as
described below [7]. Generally, it involves the evaluation phase, diagnostic phase and,
finally, the correction step.

1. Evaluation of demand: describes a problem or a problematic real situation, trying to
understand the current problems dimension.

2. Evaluation of the task: analysis the discrepancies between what is established to do
and what really is being executed.

3. Evaluation of activity: evaluates the worker behavior through activities execution.
4. Diagnostic: finds out the reason that affects the problem described at the demand.
5. Recommendations: informs which providences should be executed to solve the

problem explored before. It must be clearly specified, containing each needed step.

Besides, the ergonomic analysis consists in an real-time worker observation or by
video recording with a description about the body postures codes [3]. This code is defined
in different conducts by degree ranges in accordance of the used method.

The ergonomic methods are described and real implemented on several study cases
[10–25]. Some authors suggest to develop a methodology for ergonomic evaluation
involving an real-time observation, videos recording of tasks execution and body
postures measurement data acquisitions.

The method OWAS (Ovako Working Analysis System) examines the whole body
posture recording and analyzing activities based on two parts [10]. First step evaluates
the work posture and the second classifies in a set of criteria to redesign the work proce‐
dures and places.

Another method is called by RULA (Rapid Upper Limb Assessment) which cate‐
gorizes the body postures and expended forces. This tool requires no special equipment
providing a quick assessment of the neck, trunk and upper limbs postures [11].
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An ergonomic risks evaluation is developed by one-page checklist to features the
assessment of legs, trunk and neck for repetitive tasks [12]. It is explored by persons with
limited ergonomic training and by factors to assess postural risks on 335 jobs in four plants.

A national institute named by NIOSH (National Institute for Occupational Safety
and Health) first developed an equation to assist safety and health professionals to anal‐
ysis lifting demands in the sagittal plane [13]. This technique gradually evolves covering
lifting index that can be used to identify hazardous lifting tasks [14].

Another method is an originally recommended by NIOSH in the concise exposure
index called by OCRA (Occupational Repetitive Actions) [15]. It analysis the repetitive
movements of the upper limb on the relationship between the daily number of actions
performed by the upper limbs in repetitive tasks.

To identify the ergonomics hazards or risk factors can be use the method PLIBEL
(Plan for Identifying Belastningsfaktorer). It contains a checklist with questions for
different body regions to highlight muscle-skeletal risks in connection of workplace
investigations [16].

Also, it is proposed a technique to assessment the jobs risk of upper extremity disor‐
ders based on knowledge and theory of the physiology, biomechanics and epidemiology
[17]. The methodology measures six task variables, involving the duration of exertion
per cycle, efforts per minute, wrist posture, exertion speed, duration of tasks per day and
exertion intensity.

Due the same reason, ergonomic analysis, QEC (Quick Exposure Check) is a method
created based on investigation of the user’s needs [18]. It consists in a practical tool for
the assessment of physical exposure to risks for work-related muscle-skeletal disorders.

Also, it is created a manual handling operation guidance in order to help manage,
control and reduce the injury risks from manual tasks execution [19]. The main aim is
to prevent injury on any body part, mainly the back area. Figure 2 presents an advisement
of this guidance that reduces the injury risks to a single handler.

Fig. 2. Team handling: reduction of injury risks with two workers instead a single load handler.
This sort of adaptation is implemented in operations that are classified as dangers work conditions.

An ergonomic assessment tool named as REBA (Rapid Entire Body Assessment)
uses a systematic process to evaluate the whole body posture and risks associated with
job tasks [20]. For this, a single page worksheet is used to revaluate each body section.

Another observation method results from observation of 127 work cycles at a food-
processing plant and a paper mill [21]. At this time, six risk factors were included:
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repetitive hand use, hand force use, pinch grip, non-neutral wrist posture, elevation of
upper arms and local mechanical pressure.

An assessment technique for postural loading named by LUBA (Louvain University
Body Assessment) includes the hand, arm, neck and back evaluation and the corre‐
sponding maximum holding times in static posture [22]. Twenty male subjects partici‐
pated in the experiment designed to measure perceived joint discomforts.

A tool is created with manual assessment health and safety for inspectors in order to
guide prioritization and intervention on main risk factors [23]. It is named by MAC
(Manual Handling Assessment Charts) aiming at identify manual handling high risks due
most common risk factors in lifting and lowering, carrying and team handling operations.

A paper grouped examples of ergonomic methods and classified them according
what is evaluated as posture, load, movement, vibration and others (mechanical
compression, glove use, environmental condition, visual demands, etc.), according
Fig. 3, [24]. These techniques can be reach by several studies also.

Fig. 3. Some ergonomic methods for assessing exposure to risk factors for work-related muscle-
skeletal disorders. It is classified the evaluation for such method.

Another method is created based on some analysis criteria [25]. According the author,
the activities have to avoid any stress factors that could be harmful to health, both during
the planning phase as well as for existing workplaces, considering 11 characteristics. The
result will be indicated by traffic light from bad to good workstation condition:

1. Work height
2. Neck muscles stress
3. Above shoulder work
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4. Trunk mobility
5. Arms mobility
6. Arms and shoulders stress
7. Wrists stress
8. Fingers stress
9. Knee joints mobility

10. Distribution of standing, walking, sitting
11. Loads handling

3 Vestment Prototype Design and Simulation

This section focuses the human vestment developed prototype to warn, in real-time, the
user about the alert and dangers postures during tasks execution. Below it is described
the considered angles, the script, the used devices to control the angles and a simulation.

Several ergonomic methods are considered according to the exploration of section
two. Figure 4 maps the work conditions divided per body section, which contains angles
ranges considered as low, medium and high risk for health conditions. As explained
before, most muscle-skeletal disorders are assessed on upper regions of the body such
as the back, neck, shoulder, arms and wrists [24].

Fig. 4. Ergonomic work condition classified for each body section: neck, trunk, arm, forearm,
wrist and legs. This information is used in the script database of ergonomic vestment created in
this paper.

It is developed a vestment prototype system to map these tasks ranges and to accuse,
in real-time, unsafety positions. This system, below described, is designed to not disturb
normal tasks execution.
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The prototype is divided into two subsystems connected to one central controller
which is connected to a computer for data acquisition. This computer has the script to
command the leds turning on and off.

One subsystem takes care about arm, forearm and wrist. The second regards legs
and trunk. The intention is to alert the user when green, yellow or red positions are
achieved according Fig. 4.

Figure 5 presents both subsystem which basically are distinguished by devices
numbered as six. In one subsystem there is a potentiometer, whereas in the other there
is a flex sensor.

Fig. 5. Ergonomic vestment prototype diagrams. Composition: (1) Microcontroller Arduino
Nano, (2) Transmissor 433 MHz, (3) 9 V battery, (4) Accelerometer MPU-6050 (Fig. 5a is linked
at the Arm. Figure 5b is linked at the Calf), (5) Accelerometer MPU-6050 (Fig. 5a is linked at the
Forearm. Figure 5b is linked at the Thigh), (6) Flex sensor 2.2 inches (Fig. 5a is linked at the wrist)
or Potentiometer 10 kΩ (Fig. 5b is linked at the trunk). (a) Subsystem to accuse overhead condition
plus wrist risks. (b) Subsystem to measure knee joints mobility plus trunk risks.
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In this sense, to control the first subsystem devices are connected as shown in the
Fig. 5(a). As mentioned, it links the arm, forearm and wrist together, and it is instru‐
mented with the following numerated items:

(1) Microcontroller Arduino Nano;
(2) Transmissor 433 MHz;
(3) 9 V battery;
(4) Accelerometer MPU-6050 linked to the arm;
(5) Accelerometer MPU-6050 linked to the forearm;
(6) Flex sensor 2.2 inches linked to the wrist.

These sensors are designed to measure the wrist angular variations and overhead
positions through arm and forearm angles measurements. The signal is sent by wireless
communication to a central microcontroller connected to a computer which collect
results.

Besides, a second subsystem is designed, see Fig. 5(b), in order to accuse the knee
joints mobility and trunk angle. As explained, it is composed by the same devices 1 up
to 5 but the sixth is controlled by a potentiometer 10 kΩ to measures the trunk angles.
It is made by two acrylic bars positioned aiming at measure trunk inclination.

These devices, introduced on Fig. 5(b), are mounted together and designed to
measure the trunk angle and to map the knee movement through accelerometer infor‐
mation.

There are several potentiometers models with this rotation angle [26]. Considering
this study characteristics, it is used a 10 kΩ range potentiometer connected to a 5 VCC,
that allows 260º as maximum rotation. This device is connected at a microcontroller
analog input. Due the 10 bits resolution from analog input, the device possess a range
of 1024 values [27]. Therefore, the calibration consider minimum parameter of 0 V to
the value 0000 bits and for the maximum of 5 V to the value 1023 bits.

The accelerometers work in the same way for the arm and the leg subsystems. They
are initially calibrated for a known position as zero mark. After that, the member posi‐
tioning can change the angles in each axis for every accelerometer, then this generated
data is received and processed, according to observed criteria. For the first analysis, each
sensor is monitored through the movement direction that present major impact according
observed criteria.

In addition, in this study the subsystems microcontrollers and the central receiver
are Arduino boards. Aiming at programing these Arduino boards it is used a USB cable
connected to a computer using an IDE available on the device [28]. With the central
board connected to the computer, the data received on it, by wireless, through the
433 MHz modules are now transferred to the computer and other actions may be taken
with this data available.

Led are used, illuminated by green, red and yellow colors in order to warn the user
about alerts and dangers ergonomic conditions due the work angles. The user interface
is through these led.

Finally, it is simulated a manual routine task using the presented vestment prototype.
The complete monitor hardware system is fixed on the user. The tasks are executed by
an office intern. The activity consists, basically, in transport paper sets from a copy
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machine to a workbench in order to deliver the papers to the costumer, normally student
or teacher. The scenario is composed by one intern without any special equipment to
handle the papers.

The following figures show the real system. Figure 6(a) represents the subsystem
wrist, arm and forearm subsystem, Fig. 6(b) the legs system and Fig. 6(c) the trunk
measurement.

Fig. 6. Ergonomic vestment prototype real system. (a) Arm, forearm and wrist subsystem, related
to the Fig. 5(a). (b) Legs subsystem, related to the Fig. 5(b). (c) Trunk subsystem, related to the
Fig. 5(b).

The intern executed all the routine tasks using the prototype and the led yellow had
turned on, which accused some risks to execute such tasks. It is related, specific, in the
moment of books grip once the trunk twist more than 20º, but less than 60º otherwise it
has accused the led red. Figure 7 presents this office operation, which can be noted safety
position under Fig. 7(a) and the alert condition under Fig. 7(b).

Improvement actions from ergonomic evaluation should start in those tasks which
contain critical ergonomics problems, analyzing the high numbers of mistakes, acci‐
dents, ills, absenteeism and turnover [7]. It is analyzed the posture and effort required
in tasks execution, detailing the mainly sinews and muscles pains caused by tensions.
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4 Conclusions and Future Works

Considering existing ergonomic methods, presented on the second section, it is noted
that a simpler work evaluation due the determinate angles values may be established.
Figure 4 presents the safe and unsafe work positions which are used on the database
system for the presented ergonomic real-time vestment.

This paper presents a posture real-time feedback system developed as a prototype.
It is divided into subsystems in order to be mounted in the worker body sections. There‐
fore legs, arms, forearms, trunk and wrists may be mapped. For the future, the presented
prototype, Figs. 6 and 7, should progress aiming at professional vestment.

Finally, an office work is simulated using the developed prototype, warning the alert
position though turning on yellow led according Fig. 7. This project attends the expect‐
ation, as the results accuse to the user, in real-time, a bad ergonomic condition. Never‐
theless, an improvement point is to eliminate as much as possible the transmission cables
once interferences during the simulation are observed.

Additionally, this kind of study is relevant for the industrial companies, as the ergo‐
nomic topics regard to avoid stress and consider some worker incentives [29, 30].
Therefore, for next step, it may include a time for each section body in evaluation, related
to the ranges. Then, the industrial application can consider the cycle time about the
operation to be analyzed.

Fig. 7. Ergonomic vestment prototype simulation. Sensors devices mounted on the user to
execute the tasks and to send the sign (angles) via Arduino to the computer database. (a) Safety
position or green condition. (b) Alert position or yellow condition.
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Abstract. There has been a rising interest in swarm robotics, nonethe-
less, being able to test algorithms in hardware is inaccessible to most
people interested in the area due to the high price of the hardware
required and the work area needed to test these robots. Our project aims
to decrease this issue by providing a low cost and size efficient module
that implements a variety of functions required in swarm robotics. The
solution shown in this article is based on infrared (IR) transmitters and
receivers arranged in a way that allows the robots to communicate, sense
ambient light, triangulate the position of other robots and detect obsta-
cles in a 360 radius.

1 Introduction

Swarm robotics is an approach to collective agents inspired by social insects
which consists of a large number of robots that self-organize to do some tasks [1].
In order to call a robot a “swarm robot” it must meet three main characteristics.
The first one is to be able to move in its surroundings, the second one is to be
capable of sensing the environment and the last and most important is to be
capable of communicating between them to coordinate their actions to satisfy
their objectives as an organized group.

An important factor for robots to work as part of a swarm is the ability to
communicate with each other. When trying to reduce the dimensions and price
of swarm robots, it is always problematic trying to keep the same functionalities,
which limits how much the system can be scaled down. The solution we suggest
is implementing a module that serves multiple purposes as a communication
system, distance measurement system, a programming interface and an ambient
light intensity sensor. This helps to reduce the size and price of implementation
of swarm robots.

Distance or proximity sensors are used to measure how close an object is
from another one. There are many types of these sensors like capacitive sensors,
Doppler-effect sensors, radars, ultrasonic, photoelectric, etc. The most frequently
used are ultrasonic and photoelectric distance sensors [2,4,7,9].

Photoelectric sensors can also be used for optical wireless communica-
tion. Their greatest advantages are their low cost and fast response time.

c© Springer International Publishing AG 2017
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Therefore, they are not only feasible for robotics for obstacle avoidance and map-
ping but also for wireless communications [5]. This technology utilizes different
methods to measure distance. In this repertoire of methods, using the intensity
of the light reflected from and object to approximate the distance is one of the
simplest at the cost that it is vulnerable to variations due to color/reflectivity
of the object and external light sources [8].

A key condition for communication between photoelectric devices to happen
is to have line of sight (LOS) from the transmitter to the receiver and vice versa.
In the event of lacking LOS, a reflecting surface can also be used. However, the
presence of LOS between photoelectric devices does not ensure the absence of
other problems like ambient light noise, interference and multipath dispersion
which causes intersymbol interference (ISI) [3].

Despite most of the swarm robots use RF communication and non-IR tech-
nologies to measure distance (ultrasonic sensors, laser sensors, etc.) the ones
that use IR as distance sensors and communication system have low reliabil-
ity in performance. One of the most significant example is Kilobot Project [6]
where they use an IR transmitter next to the receiver at the bottom of the robots
body, so the radiation emitted is reflected on the ground and then received by
other robots. This means the LOS is null and the communication and distance
measurement depends just on the reflection.

Upon the need for a system with multiple functionalities that is a low-cost
solution is that we proposed a design with IR as the optimal technology to achieve
this. IR technology enables a system capable of measuring distances, ambient
light sensing, positioning and communicating while freeing up implementation
space by using only one circuit for all of the capabilities. Most swarm-robotic
projects that use IR technology for communication or distance measurement
have function reliably, so the idea is to have three receptors (IR phototransistors)
and three emitters (IR LEDs) positioned in strategic points to have a 360◦

coverage.
The system is intended to be used in an application where LOS is possi-

ble for robots with dimensions below 3 cm with a maximum distance of 11 cm
between them. The system must be capable of handling three reception and three
transmission peripherals over two dedicated pins for serial communication. Over
these two channels, the system will be able to calculate distance and triangulate
a position between robots or between itself and an obstacle by measuring the
level of light intensity on the IR receiver.

Along with this functionality, the system has fast serial communication to
send data at different baud rates. These characteristics allow the system to fulfill
two of the requirements for robots used in swarms, i.e., to be able to sense their
environment and to communicate between them.

2 Methodology

The objective is to design, implement and test a solution to communicate
robots with the added functionality of sensing the environment. This is why
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we considered several existing technologies that are used for these two purposes.
Our solution can be used to communicate and measure distances between robots
or obstacles, as well as, sense ambient light based on IR light.

It is important to remember that even though all design considerations were
made for the robots described in the previous section, changes can be made to
suit the operation for bigger designs or with slightly different requirements. This
is why we will not go into too much detail when it comes to the calculations made
since this article aims to present a general solution that doesnt depend heavily
on our selection of components. However, we do explain the most important
things to consider when choosing components to ensure that the communication
and sensing are both accomplished.

2.1 Electronic Design

Our electronic design aims to use as little space with the lowest cost possible
without compromising the functionality mentioned earlier. The general layout
of the transmitter and receiver devices is shown in Fig. 1a and also the PCB
layout is shown in Figure 1b. The operational amplifiers as well as some passive
components are meant to be in the main board (where the microcontroller is
placed).

2.1.1 Transmission
It is important to have omnidirectional communication on a horizontal plane
so that robots can communicate between them without having to face in the
same direction. This is accomplished by using 3 IR LEDs pointing 120◦ apart
from each other, in that way they can transmit information in 360◦, as shown
in Fig. 1c.

This design does not modulate the signal due to several reasons. The most
important one is to prevent the emitted signal from having a range that is too
long compared to the size of the robots, which would translate to the impossibil-
ity of calculating distance accurately at a close range with an Analog to Digital
Converter (ADC). Another important reason is that modulation and demodu-
lation requires a carrier frequency greater than the communication baud rate.
This becomes a problem when choosing the IR LED and IR receiver because the
ones that have a rise time small enough to handle these frequencies tend to be
more expensive. Finally, modulating would require more components both on
the transmitting and the receiving end.

It is important to mention that this circuit has 3 enable pins, one for each
transmitter to control in which directions the robot is sending information. This
is done to reduce the interference caused by many robots communicating simul-
taneously in close proximity. The circuit was designed in a way such that any
combination of LEDs can be turned on simultaneously without a reduction in
the intensity of the emitted light, which is necessary to compute the distance
between robots in an accurate way.
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(a) (b)

(c) (d)

Fig. 1. (a) Transmitter and receiver layout, (b) PCB layout (dimensions in mm),
(c) PCB Layout of the Transmitters and their transmission angle, (d) PCB Layout
of the Receivers and their viewing angle (Fig. 6 shows that there are no blind spots in
reception)

2.1.2 Reception
This is the most important part of the implementation since it obtains the analog
voltage that depends on the intensity of the received light which can be used
to compute the distance between robots, to triangulate positions, and to know
the ambient lights intensity. Additionally, it manages to get the message reliably
even with interference and with different intensities of the received signal. This
is achieved with the circuit shown in Fig. 2b.

The phototransistor receives the signal and converts the intensity of the light
into current. The voltage is filtered through a high pass filter in order to remove
unwanted noise from ambient light as well as the DC component of the signal.
Finally, this filtered signal is compared to ground to get TTL voltages at the
output of the circuit
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(a) (b)

Fig. 2. (a) Transmission Circuit, (b) Single receiver circuit. The phototransistor used
as a receptor is in the bottom left. The operational amplifiers have the advantage of
having enable pins, which allow multiplexing the 3 signals reading only the signal we
are interested in and disabling the others.

Just as with the emitters, the 3 receivers point 120◦ apart from each other
to allow an omnidirectional horizontal reception. The photoresistor that is used
for the reception can be selected with enable pins to avoid interference from sig-
nals that come from other directions. Additionally, even if the actual reception

Fig. 3. Signal at different stages of analog processing. (Tx) The transmitted signal.
(A) signal at point ADC of Figure 2b. (B) Filtered signal. (Rx) The received signal.
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is disable, the analog values of each phototransistor can be measured indepen-
dently. This allows the system to decide which receptor to use based on the
intensity of the received signal.

2.2 Component Selection Parameters

After selecting the characteristics for our communication system, the compo-
nents also needed a set of particular characteristics. i.e., both the emitter and
receiver must also work in the same wavelength.

If an IR modulator and demodulator was being implemented, the rising and
falling time would have been critical for the speed limit at which the communi-
cation could have been possible, however, in this design, the rising and falling
time can be practically ignored because the system reacts to changes in the level
of at the photoresistor resulting in a bigger baud rate.

After considering wavelength and response time, the angle of sensibility needs
to be taken into account in order to have no blind spots in transmission or
reception. Also, it is highly important to consider that the operational amplifier
should have a fast-enough switching time for the baud rates that will be used
while communicating.

2.3 Testing

In order to verify the performance of our implementation we test limits of veloc-
ity, and distance as well as, to get a value of Bit Error Rate (BER) of the
system. Additionally, the intensity of the received message was measured with
a microprocessors ADC unit. These measurements were done at varying angles
and distances to determine how feasible it is to calculate the position of another
robot based on the messages that are received. Finally, the intensity of the
ambient light was also determined using this same principle of analog to digital
conversion.

3 Results and Analysis

The results from the test are intended to highlight the advantages, as well, as the
limitations of our module. This data is important to differentiate from various
options when evaluating hardware for new projects. Hence, this performance
results will support the functionalities of the module, i.e. distance measuring
and 360◦ field of communication.

3.1 Transmission and Reception

To analyze this functionality, three signals were taken into account, the digital
signal sent, the digital signal received and the analog signal received before being
processed (Fig. 3). Each of these measurements were made at a baud rate of
9600 bauds per second at the distance marked in Table 1. Furthermore, ambient
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Table 1. Bit Error Rate for different baud rate speeds and distances between trans-
mitter and emitter.

Baud rate/Distance 4800 9600 19200 38400

4 cm 0.00% 0.00% 0.00% 0.00%

6 cm 0.00% 0.00% 0.00% 0.00%

8 cm 0.00% 0.00% 0.00% 30.78%

8.5 cm 0.00% 2.66% 0.02% 35.61%

9 cm 0.02% 5.00% 15.18% 37.11%

9.5 cm 2.38% 10.20% 16.89% 37.27%

10 cm 12.63% 13.52% 20.71% 28.97%

light under which the tests were conducted remain constant to avoid signal
interference.

The next graphs in Figs. 4 and 5 show the tests made to the receiver (IR
phototransistor) and transmitter (IR LED) circuit, also including the ADC of the
receiver. The tests consist of measuring the signal received with an oscilloscope;
the orange signal is the transmitted data, the green signal is the ADC lecture
given by the collector pin of phototransistor, the blue signal is the received and
rebuilt data by the receiver circuit.

Fig. 4. 4 cm distance communication.
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Fig. 5. 8 cm distance communication.

Fig. 6. Reception at different distances (4 and 12 cm) and angles. The green area is
the theoretical viewing angle, tests in the red region were performed to show that there
are no blind spots in the 360◦ view area

3.2 ADC Measurements

Using the ADC measurements, the precision is sufficient to calculate and trian-
gulate the position of the emitter. Table 2 shows the values obtained with the
microcontrollers ADC for different distances and angles.



Multipurpose Module Based on Infrared Light for Small Scale Swarm Robots 243

Table 2. Comparative table of ADC readings at different angles and distances.

Distances 4 cm 8 cm 12 cm

Degrees Max Min Max Min Max Min

0◦ 933 864 946 932 941 933

20◦ 948 941 951 934 948 941

40◦ 958 951 959 946 958 951

60◦ 964 943 968 955 969 964

80◦ 980 975 978 975 969 966

4 Conclusions

Swarm robotics is a field that has been in constant growth for the past decade.
However, it is not an area of study that can be easily accessed due to high
costs of the hardware and the space needed to deploy a swarm of robots. This is
why there is a necessity of optimizing the cost and the size of the components
used in this sort of project. Our project aims to address this issue by creating a
module that implements both the communication and the sensing aspects. Our
approach is based on three IR transmitters and three IR receivers per robotic
unit to be able to communicate information and to triangulate the position of
objects and other robots. Components have been carefully selected to advice
this goal. This paper summarizes the parameters that are important to consider
when implementing this module

As a proof of concept, several implementations of the module were created
and tests were performed on them to demonstrate the feasibility of the sys-
tem within a swarm robot. Given that the solution is meant for small size of
robots (less than 3 cm in diameter), the communication system works properly
on distances smaller than 8 cm while transmitting at a baud rate of 9600. The
location of other robots and obstacles can be accurately calculated at distances
smaller than 12 cm. In summary, the module has the functionalities needed in
swarm robotics for communication and ambient sensing while reducing number
of components and size.

Future work will research variations in the transmitted signal’s intensity to
regulate current consumption during communication.

Acknowledgments. We deeply thank Dr. Pedro Ponce Cruz for his guidance, sug-
gestions and support while working on this project.

References

1. Sha, A.: Introduction to Swarm Robotics (N.A.). http://ewh.ieee.org/r6/scv/ras/
intro swarm.pdf

2. Baumer.: Operation and design of ultrasonic sensors (N.A.). http://www.baumer.
com/cn-en/services/user-knowledge/ultrasonic-sensors/functionality/

http://ewh.ieee.org/r6/scv/ras/intro_swarm.pdf
http://ewh.ieee.org/r6/scv/ras/intro_swarm.pdf
http://www.baumer.com/cn-en/services/user-knowledge/ultrasonic-sensors/functionality/
http://www.baumer.com/cn-en/services/user-knowledge/ultrasonic-sensors/functionality/


244 J. Gaspar Lira et al.

3. Elgala, H., Mesleh, R., Haas, H.: Indoor optical wireless communication: poten-
tial and state-of-the-art, October 2011. https://www.researchgate.net/publication/
224257503 Indoor optical wireless communication Potenti

4. Tanaka, K., Wada, K., Takayama, H.: Development of infrared communication
device using RT middleware, August 2010. http://ieeexplore.ieee.org/stamp/stamp.
jsp?arnumber=5603094

5. Mohammad, T.: Using ultrasonic and infrared sensors for distance measurement.
http://waset.org/publications/6833/using-ultrasonic-and-infrared-sensors-for-
distance-measurement

6. Self-Organizing Systems Research Group. The Kilobot Project, August 2014.
https://www.eecs.harvard.edu/ssr/projects/progSA/kilobot.html

7. Shieh, W.-Y., Hsu, C.-C.J., Chen, H.-C., Wang, T.-H., Chen, C.-C.: Construction of
infrared signal-direction discriminator for intervehicle communication, June 2015.
http://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=6862912

8. Wikibooks. Robotics/Sensors/Ranging Sensors, November 2016. https://en.
wikibooks.org/wiki/Robotics/Sensors/Ranging Sensors#Ranging Light-Based
Sensors

9. Zeng, M., Li, C.: Infrared communication link maintaining method for multiple
mobile microrobots, December 2013. http://ieeexplore.ieee.org/stamp/stamp.jsp?
arnumber=6739807

https://www.researchgate.net/publication/224257503_Indoor_optical_wireless_communication_Potenti
https://www.researchgate.net/publication/224257503_Indoor_optical_wireless_communication_Potenti
http://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=5603094
http://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=5603094
http://waset.org/publications/6833/using-ultrasonic-and-infrared-sensors-for-distance-measurement
http://waset.org/publications/6833/using-ultrasonic-and-infrared-sensors-for-distance-measurement
https://www.eecs.harvard.edu/ssr/projects/progSA/kilobot.html
http://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=6862912
https://en.wikibooks.org/wiki/Robotics/Sensors/Ranging_Sensors#Ranging_Light-Based_Sensors
https://en.wikibooks.org/wiki/Robotics/Sensors/Ranging_Sensors#Ranging_Light-Based_Sensors
https://en.wikibooks.org/wiki/Robotics/Sensors/Ranging_Sensors#Ranging_Light-Based_Sensors
http://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=6739807
http://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=6739807


Identification of Aircraft in a non-Cooperative
Surveillance System. The Case Sutudy
of Aircraft Type Canadair Regional Jet

Antonio del Corte-Valiente1(B) and Jose Manuel Gomez-Pulido2

1 Department of Computer Engineering, University of Alcala,
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Abstract. This paper presents the results obtained in the identifica-
tion of the aircraft tail number by a non-cooperative surveillance system
installed on the T4 apron of Adolfo-Suarez Madrid-Barajas Airport. The
study focuses on the problems encountered by identifying the aircraft
type Canadair Regional Jet through high resolution optical sensors whose
response is affected by the shadow that, on sunny days, the engine pro-
duces over the tail number in this type of aircraft. The evaluation main
objective is to quantify the probability of false identification produced by
this phenomenon to determine the aircraft identification capacity of the
Advanced Surface Movement Guidance and Control Systems deployed
in the airport.

1 Introduction

In his document ATM Airport Performance Framework [1], the European Com-
mission and Eurocontrol have established themselves as one of their goals for
the program SESAR (Single European Sky ATM Research) that the functional
design of the future ATM (Air Traffic Management) system provides a consis-
tent management of all information to facilitate decision-making cooperative,
providing air traffic services that allow continuous operations by integrating the
gate-to-gate concept with all the processes at the airports. From this viewpoint,
the airport must be completely integrated in the ATM network so that the scal-
ing process acting as binding land and air segments. In this area, the efficient
management of gates and parking areas will be particularly significant [2,3].

In the land segment, the airport aims increased timeliness, efficiency and
optimized the use of available resources [4]. These objectives can be achieved
through improvements in the management of operational activities in apron,
both by automating some airport processes and through real-time knowledge of
the events that occur in apron [5].

The airports are demanding tools that integrate surveillance information with
data managed by the airport operational systems, so that they can develop the
c© Springer International Publishing AG 2017
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necessary procedures to improve the management and the monitoring of the
operating activities in apron areas. In this vein, and in order to provide to the
operations staff a tool that meets the demand mentioned before, it was proceeded
to the deployment and evaluation of an aircraft surveillance system on the apron
T4 of the airport [6].

2 System Architecture

The system is a non-co-operative and scalable Advanced Surface Movement
Guidance and Control Systems (A-SMGCS) [7,8] solution for airports conformed
by a distributed network of high definition compact millimeter-wave sensors [9]
that determines target position and non-cooperative optical identification sensors
that recognizes aircraft tail numbers as they pass in front of them. Both sensors
determine the aircraft detection and the identification functionality (Fig. 1).

Fig. 1. Aircraft detection and identification.

On one hand, millimeter-wave sensors (MWS) are strategically located
around the airfield to avoid any coverage holes that might be encountered by
conventional single radar units. This surveillance data is supplemented by infor-
mation from ground-based optical identification sensors (OIS) that read aircraft
tail numbers and relay this data to the central processor. OIS sensors are placed
at the apron entry points to recognize the aircraft tail number as soon as pos-
sible. On the other hand, MWS sensors are placed to guarantee the optimal
coverage (Fig. 2).

The data is compared with flight plan information to provide a real-time dis-
play [10] of traffic on the airfield, using the tail number of the aircraft to correlate
the information. This valuable information enhances sensor performances.
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Fig. 2. SRR and OIS sensors.

3 Optical Identifiers Sensors

As mentioned previously, the surveillance data is supplemented by information
from ground-based OIS (Fig. 3) that read aircraft tail numbers and relay this
data to the central processor. See Table 1 for OIS specifications.

Fig. 3. OIS sensor in apron T4 of the airport.
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Table 1. Optical identifier sensors specifications

Target identification

Target Size All types of aircraft

Range 50–330 feets

Illumination All illumination conditions

Pd 95%

Target velocity 1–35 knots

Registration number elevation 3–28 feets

Registration number character size 2–12 in.

Sensor

Imager CCD

Horizontal resolution 550 TV lines

Picture elements 768× 494 pixels

Pixel size 6.35–7.4 µ

Sensitivity 0.003 Lux

Scanning system 2:1 interlace

Video output Composite video

S/N ratio 50 dB

Spectral sensitivity Peak at 530 nm

Processing Image processing and OCR

4 Aircraft Type CRJ-200

The Bombardier Canadair Regional Jet 200 (CRJ-200) (Fig. 4) was designed
to provide superior performance and to operate efficiencies in the fast-growing
regional airline industry. Against the closest competition, it flies faster and far-
ther while burns less fuel and has lower operating costs. With over 1000 units in
commercial service it has become the most successful regional airliner program
the world has ever known. Designed specifically to provide superior operating
efficiencies to regional and major airlines, the twin-turbofan Bombardier CRJ-
200 has also established itself as the quietest and most environmentally friendly
commercial jet aircraft of the world [11]. See Table 2 for CRJ-200 specifications.
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Fig. 4. Aircraft type CRJ-200.

Table 2. Aircraft type CRJ-200 specifications

Performances

Maximum range at LRC 1345 NM

High cruise speed 860 km/h

Normal cruise speed 785 km/h

Maximum operating altitude 12496 m

Noise level (Takeoff) 77.7 EPNdB

Noise level (Sideline) 82.5 EPNdB

External dimensions

Length overall 26.77 m

Wingspan 21.21 m

Wing area (net) 48.35 m2

Height overall 6.22 m

Fuselage maximum diameter 2.69 m

Turning circle 22.86 m

Weights

Maximum ramp weight 23247 kg

Maximum takeoff weight 23133 kg

Maximum landing weight 21319 kg

Maximum zero fuel weight 19958 kg

Operating weight empty 14016 kg

Maximum fuel load 6489 kg

Maximum payload 5942 kg
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5 Aircraft Identification

The indicators used to evaluate the system identification capacity are defined
[12,13] in this section. The meaning of these indicators are described in detail.

1. Probability of Detection (P D): The possibility of a real aircraft, presented
on the apron, is represented as an aircraft target

2. Probability of Identification (P ID): The possibility of a real aircraft, dis-
played as an aircraft target, has the right tail number associated

3. Probability of False Identification (P FID): The possibility of a real aircraft,
displayed as an aircraft target, has a wrong tail number associated

4. Probability of No Identification (P no ID): The possibility of a real aircraft
displayed as an aircraft target has no tail number associated

P D = ((Aex − And − Tun)/Aex) ∗ 100% (1)

P ID = ((Aex − And − Tun − Aci − Aii)/(Aex − And − Tun)) ∗ 100% (2)

P FID = (Aii/(Aex − And − Tun)) ∗ 100% (3)

P no ID = 100 − (P FID − P ID)% (4)

where Aex is the number of aircraft expected, And is the number of aircraft non-
displayed, Tun is the number of unknown targets, Aci is the number of aircraft
correctly presented in the system but that have no associated identification tag
and Aii is the number of aircraft correctly presented in the system with an incor-
rect associated identification tag

As the aim of the study is to evaluate the aircraft identification A-SMGCS
performance, it is assumed that the probability of aircraft detection (P D) pro-
vided by MWS sensors is 100%.

It will be discussed the types of errors that can occur when recognizing the
tail numbers of the aircraft type CRJ-200:

1. Confusion of characters: The optical sensor is unable to distinguish certain
similar characters, such as zero and the letter O, the letters I and J, the
number 5 and the letter S

2. Problems in the processing of optical sensors: Aircraft can be labeled with
many characters in the fuselage, so the process of localization the tail number
and translating the image into a reasonable string of characters may fail

3. Problems with shadows: On sunny days, from 11:00 UTC there is a shadow
phenomenon affecting aircraft type CRJ-200 owned by Air Nostrum Airline
that operate in apron T4. This phenomenon is that the engine of the aircraft
projects a shadow over a part of the tail number, so that a portion of the tail
number is in shade and some not

The Figs. 5 and 6 illustrate how shadows vary at different times of year.
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Fig. 5. Seasonal evolution of the shadows.

Fig. 6. Problems with shadows over the aircraft tail number.
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6 Results

In terms of identification, should be noted that the system is only able to acquire
the aircraft identification at the entrance to the apron, when the OIS reads the
registration of the aircraft. If the tail number is not correctly recognized, the
aircraft will lack identification throughout their stay on the apron. The tests
were carried out in 2014, covering about 28 h of intensive monitoring with more
than 700 movements of arrivals.

The identification errors often occurs during the movement of the aircraft,
as they often result from errors in reading the tail number at the entry of the
apron, which prevents that at no time the aircraft is properly identified. The
types of errors that can occur when recognizing tail numbers are confusion of
characters, optical sensor processing and shadow phenomenon.

The study accomplished by the end of January results that reading errors in
aircraft type CRJ on sunny days are not uniformly distributed throughout the
daylight hours (from 8 to 17 UTC hours), but that focus on a time-slot between
12 and 16 h UTC. It was found that when an aircraft type CRJ enters the apron
T4 on a sunny day between 12 and 16 UTC hours most likely it is not correctly
identified. In other hours, the success rate is very high with CRJs. It should also
be noted that the effect of shadows on sunny days is seasonal, with maximum
effect when the sun position is the lowest in December and a minimum effect
when the sun position is the highest in June (Fig. 4). Thus, even on summer
sunny days, this effect is negligible. The effect of shadows on the aircraft type
CRJ-200 tail numbers disappears in cloudy days. Table 3 shows the summary of
identification probabilities obtained in sunny days.

Table 3. Summary of Probabilities

Aircraft Identification

P ID 95.0

P FID 2.1

P no ID 2.8

7 Conclusions

The goal of this paper was an independent system evaluation of the surveillance
system used in the airport. This paper does not provide any technical details
of the tail number recognition algorithm and it does not explain what machine
vision methods were applied. Only a system level evaluation of a suveillance
system for the recognition of Aircraft type CRJ-200 was studied. Thus, no one
can re-produce the results without purchasing and evaluating the same system.

The values obtained allow affirming that the system provides a useful and
reliable tool for supporting and managing the operation of flights in apron and



Identification of Aircraft in a n-CSS. The Case Sutudy of CRJ-200 253

stands areas. In order to provide a point of comparison, reference values for an
A-SMGCS system specified by EUROCAE and ICAO [14] are provided:

• P ID > 99.9%
• P FID < 0.001%

However, at this point, it should be noted that according to EUROCAE
and ICAO regulations [14], a surveillance system, as part of an A-SMGCS must
integrate:

1. At least one non-cooperative sensor system
2. At least one cooperative sensor system

In addition, EUROCAE and ICAO do not define their indicators with the
aim of covering the apron and parking areas, just runways and taxiways [15].
In the case of this study, it has been analyzed a single primary non-cooperative
surveillance system. For this type of systems, EUROCAE sets a P ID value
higher than 99%. Although the results obtained for identification in our system
are lower than the EUROCAE indicator for primary systems (95% vs. 99%), the
values reported allow concluding that the system provides a useful and reliable
tool in their supportive role in managing the operation of flights in apron and
stand areas.
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Abstract. This paper shows a novel platform based on fuzzy logic system for
developing a math tutor using LEGO® robots and LabVIEW programs to teach
math in elementary schools. The platform is divided into two main parts; the first
part is the LEGO® robots, which have preloaded programs for different math
topics (exercises), and the second part runs LabVIEW programs for evaluating
the progress of each child. The platform is used as a regular play in the class-
rooms. The robots are personal tutors for each child during the class. After the
students finished to review the math topic with the robot, they have to solve a
math exam that includes questions about the reviewed topic with LEGO® robot.
The main program, which runs the complete math topic in the robot and the
exam, was developed in LabVIEW and has an artificial intelligence method for
searching the best set of questions and sending feedback regarding the exam
results to the child. This platform was validated in two elementary schools
located in Xalapa Veracruz, Mexico. The results confirm that the platform helps
to increase the kid’s motivation about math and it opens new possibilities for
teaching mathematics. Moreover, the kids learn at the same time different topics
and skills such as robotics, computer science, mechanical systems, teamwork,
and leadership.

Keywords: Education � Math � Robotics � NI LabVIEW � Artificial
intelligence � Platform

1 Introduction

In conventional math courses for elementary schools, the teacher gives explanations
about the math topic and provides some examples. Sometimes those exercises are not
good enough because the kid does not see visual results or practical examples. Absent
hands-on exercises, though, many kids will not have an opportunity to design, con-
struct an understanding of the process of measurement or a concept of measurement
unit which can frequently result in mechanical and inappropriate applications of
measuring knowledge and tools, this could be expanded to different concepts specially
a math concepts. For instance, a lot of kids confuse basic geometric shapes because
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they do not keep in mind the shape at first sight; some common types of errors that are
made by these kids when using a ruler they do not have clearly the difference between
inches and centimeters and also they are not able to get an approximate distance value
in centimeters using their pencils as references. This is consequence of having only
abstract knowledge but hands on exercises are very powerful tools for giving the other
part of the math knowledge.

The first attempts to use computers interactively for learning were made by Sey-
mour Papert [1] who developed the LOGO programming language to teach students
mathematical skills and concepts related to algorithms. Earlier attempts include Patrick
Suppes drill and practice use of computers to teach mathematics [2]. His research
inspired Alan Kay to develop the Dynabook concept and eventually the graphical user
interface (GUI). However, in the 1960s and early 1970s computers were unsuitable for
classroom use. Only with the development of the personal computer, schools were able
to use computers in the classroom for the first time. Unfortunately, using computers
remained difficult, as GUIs were not yet available and there was a paucity of teachers
trained to use these first computers effectively [3]. On the other hand the use of Lego®
robots shows good results in education in elementary schools. Tanja Karp proposed for
attracting a large number of elementary schools and engaging teachers easily, an
outreach program, which provides a large degree of flexibility to accommodate dif-
ferent schools’ needs, situations, and ideas for the implementation. It also should excite
students through hands-on engineering challenges and encourage teamwork, critical
thinking, and trouble shooting skills while being relatively inexpensive and easy to
implement. They decided in favor of robotic [4]. Taking into account all of those
aspects is a better option to combine a LEGO® platform and NI LabVIEW programs
for generating an integral educational system which covers the most important aspects
for teaching math.

2 Education System in Mexico [6]

The Mexican education system is organized into four levels: preschool (K1–K3),
compulsory basic education (grades 1–9), upper secondary education (grades 10–12),
and higher education. The government is only officially responsible for providing
compulsory basic education, although it is also involved at the other three levels
through public provision of preschool and upper secondary as well as public funding of
higher education in most states. Public schools serve 87 percent of all students in the
country. Governance is centralized as the national level with the Secretaria de Edu-
cación (SEP). One of the main SEP efforts is to apply technology in elementary school
classes, thus the Enciclomedia project digitalizes the school curriculum into
CD-ROMs, consequently, the students can learn interactively with the aid of com-
puters. In this regards, almost all the elementary schools in Mexico have computers for
using this kind of resources. SEP’s current school calendar consists of 200 days
beginning in August and ending in June of each year. Primary schools can meet in three
shifts: morning, afternoon and evening. All shifts last four hours, during which the four
primary subjects are taught: Spanish, mathematics, natural sciences, and social sci-
ences. There is a little room for other activities such as teamwork, robotics and
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technology, even though some schools do make time for those subjects. There is not
enough time so the students have to be highly motivated for working without the
teachers’ assistance.

3 Empowerment Through Technology Planet NI

Planet NI helps engineers and students in developing countries work toward economic
prosperity and sustainable development by providing access to technology and edu-
cation. This initiative nurtures local innovation by making engineering tools affordable,
accessible, and relevant to academic organizations, entrepreneurs, and small and
medium enterprises. National Instruments offices around the world define and support
their programs locally by collaborating with groups and individuals that share the
Planet NI mission, which is to improve the world through technology. Considering this
the generation of technology for education is a task that could be supported and
designed trough National Instruments and different entities as research centers in
universities from those developing countries in order to boost the elementary education
up. The work presented in this paper runs under the support of Planet NI program [7].

4 Theoretical Background

There is an ongoing trend in the math courses towards practical exercises instead of
only theoretical concepts.

There is an open possibility for implementing in regular classes in elementary
school so the combination of robots and programs running under computers are good
complement for a completed learning process, as it is shown in Fig. 1.

Artificial intelligence method was based on a fuzzy logic system, the Mamdani
inference is applied as an inference process to define what type of new exercises and
the complexity of them is needed by the students in order to enhance the math
knowledge regarding specific math topic. The Mamdani inference has the advantage
that could include information from an expert, inside of the FAM (fuzzy associative
memory). Thus, the information could come from the teacher using his experiences

Fig. 1. Basic parts of the platform
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when they teach kids. Hence, the fuzzy logic system allows including the experience of
a lot of teacher in a set of linguistic rules (IF-THEN). The basic parts of a fuzzy system
are shown in Fig. 2. It could be observed how the input signals are mapped like fuzzy
signals after that a set of rules are fired for getting the output signals [5].

In the case of fuzzy system for educational purpose the fuzzy system is a very
useful tool because the teacher could implement a set of linguistic rules in linguistic
form if-then for defining how the feedback and the level of complexity in the questions
is defined. Since Fuzzy logic was presented, it has been used for representing the
information by fuzzy values instead of using crisp values for defining problems. To
assign a crisp grade to the student is not always the best option, because you have many
kids with the same grades, as result you do not know more information about the kid
and the learning process. The fuzzy logic system proposed for this application allows
sending feedback about the topic that requires the student for improving his math

(a)

(b)

Fuzzification Inference Defuzzification OutputsInputs

,

Fig. 2. Basic elements in a fuzzy inference (a) and fuzzy topology generated (b)
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knowledge and a new set of questions and exercises are presented again. A LabVIEW
program for downloading Lego® file was created, so the exercises and programs can be
updated or deleted from the Lego® Brick (see Fig. 3).

5 Learning Sequence

The learning sequence is not defined, so a specific learning sequence is designed by the
artificial intelligence method for each student. This allows to move from one topic to
another. Moreover, the sequence could be set to have a pre-defined sequence. The main
goal is to have a sequence that follows the kid requirements; sometimes a specific
sequence is not ideal for all the kids, so the computer program decides the sequence for
each kid according to the previous information.

The next figure shows the inputs to the artificial intelligence method. One of the inputs
is the information from the NXT Lego, the second input is the exam results, thus the
Artificial Intelligence method sends a new topic. This topic is not following a serial
sequence (A, B, C…etc.), it follows a sequence designed for a specific kid (A, X,W…etc.),

Fig. 3. Frontal panel for downloading programs to the LEGO® brick.
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in Fig. 4 the initial topic is A and the output Topic is X which is set by the kid’s
requirements.

The connections between topics are generated by the fuzzy logic algorithm. As
shown in Fig. 5 input X is the input to the next block.

At the end, all the math topics are covered but in different order according with
each kind’s requirements. In addition, the set of questions are not the same for all the
kids, those questions change according to the kid’s necessities.

6 Team Work

When the kids finished the exercises, the robots communicate with other robots (NXT
robots send information about the kid progress and select the topic that will teach this
kid to other kids in small groups). The robots send information about the learning
progress for each kid and select the best kid for teaching a specific topic, so the kid is a
team leader for this topic. For instance if the kid A learns very well topic A and the kid
B learns very well topic X, the kid A teaches topic A and the kid B teaches topic X.

Fig. 4. Block diagram AI.

Fig. 5. Selecting the correct sequence for an specific kid.
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This teamwork generates different skills such as leadership, teamwork, team
organization and writing. Figure 6 shows the communication of robots when they are
using Bluetooth.

In this way, the robots propose a team leader who is the kid who get the best grades
in each math topic as it is shown in Fig. 7.

Fig. 6. Bluetooth communication by NXT

Fig. 7. Students group (leader and members).
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7 Implementation Issues

The validation of this platform was tested in an elementary school in Xalapa Ver.
Mexico where the students have not worked with robots before. In Xalapa there are
around 202 elementary schools. The first set of exercises with robots is for getting
familiar with it, after that the exercises from the platform are in serial flow. It means
that the topics have to be studied one by one in a serial way. The first step is to get
familiar with the platform, so the students will be able to work alone without the
assistance of teachers (see Figs. 8 and 9).

After reading the instructions the students use Lego® robots, this kind of play is an
educational game because they have to learn an specific math topic. The platform is

Fig. 8. Getting familiar with Lego® robots

Fig. 9. Reading the instructions
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quiet flexible and friendly. Thus, students can learn without the teacher assistance.
Figure 10 shows a kid who is teaching to other kids, in this particular exercise they are
learning geometry issues focus on angles.

The Lego® robots show information in their display during the learning process,
this information is changing according to the process and result of each exercise.
Figure 11 depicts the information presented in the display.

Other important issue is the classroom. The conventional classroom (see Fig. 12)
becomes to a different place, the teachers and students are free to decide the place for
learn. Hence, the classroom is adjusted according with the kid’s comfort.

Fig. 10. Kid as a mentor (teamwork)

(a)

(b)

Fig. 11. (a) and (b) Lego® Display
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a)

b)

Fig. 12. A Conventional classroom picture taken from [8] and a new math classroom using the
platform.

Fig. 13. An exam running on NI LabVIEW
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a)

b)

Fig. 14. Feedback, the exam frontal panel (a), Information about the new exercises black
rectangle (b) and proposed exercises (c).
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The Fig. 13 shows an exam that is answered after the kid finished the robot activity.
This exam can change the question according with the level of each kid. The main goal
is to give kids a new way of practicing math.

When the exam was finished, the student recives feedback regarding the math
progress. The next figure shows the program sending feedback and the next exercises.
The questions are created for an specific kid (see Fig. 14).

In some topics the LEGO® robot sends by bluetooth information about the pro-
gress of the student to the computer in order to change the set of initial questions.

8 Topic Example

A basic example is shown in order to provide a better understanding of the potential of
using robots and programs together. The inicial exercise begins setting an inicial and
final distance using the robot and kid´s hand. The robots has an ultrasonic sensor that
detects the distance from the robot to the kids hand, after that different questions are
shown into the Lego display, the main topics are distance, fractions and conversion
(cm-inches). When the answer is correct the robot plays a song and moves. A wrong
answer does not generate any sound only the robot moves in a different way. When the

c)

Fig. 14. (continued)
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robot decides that the kid is ready for begin with fractions new kind of questions are
set, after that the robot moves to conversions. The last part of this topic is to use the
wheel parameters diameter, perimeter to calculate the distance that the robot can reach
using the number of wheel turns (see Fig. 15). In this sense, the number of concepts are
increased but the kid is in the same topic. Additional topics could be covered as
sensors, mechanical transmission and electric motors, by the same topic.

9 General Implementation Results

The results of this platform are presented in the following charts; these results were
taken from an experimental validation of the platform in the two elementary schools in
Xalapa, this information is a sample of four classrooms. The test covers 3 elementary
grades. (80 students and 5 teachers took the survey). In addition, the response of the kid
is based on the time that they are willing to spend with the robot and the improving that
they can get in math. Figure 16 shows the comments of teachers and they agree on
using the platform increased the math skills.

The next results shows a national evaluation called enlace. Enlace is a test that
defines the skills of a kid for understanding and solving problems in different areas and
math is one of these topics which are evaluated. Figure 17 presents the results for
different years, the arrow shows when the platform started (year 2009). The colors
mean the following math label: Blue-low label, Green- minimum label, Yellow-good

Fig. 15. Math topic (as a play for kids)

Fig. 16. General results of kids and comments of teachers about the platform.
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label, Red-excelent. It can be observed that the math level incresed. However, the
robotic platform is only a tool in the classroom, so there are several factors that could
affect the learning process. Nevertheless, robots and computers are very attractive for
kids and they can help in this learning process (see Fig. 17).

Figure 18 presents results about the 5th and 4th grade regarding Enlace national
evaluation. The starting point was 2009, and the same color meaning is used in this
chart.

Fig. 17. Enlace test for 6 grade of elementary school that uses the platform

(a)

Fig. 18. Enlace test for 5th (a) and 4th (b) grade of elementary school
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10 Conclusions

The proposed platform shows excellent results for motivating kids in learning math and
teachers like using this platform because they can get more information about the
students. These new concept of learning math using robots and computers allows the
students to learn at their own pace, the robot and the computer can adjust the set of
questions and exercises according to the students requirements. In addition, the use of
artificial intelligence inside the program keeps some teacher knowledge regarding the
evaluation form. Thus, the evaluation can be preserved inside the system. The moti-
vation for learning math increased spectacularly when the kids regularly use the
platform. In addition, this platform was developed for covering all the math topics
assigned in conventional elementary school in Mexico, so it can be used in several
schools or kids that do not attend classes. On the other hand, it is important to mention
that all the teacher were willing to use the platform and the final version of the platform
was accepted by 99% of them. In Mexico, there are many places that use robots for
teaching robotics systems but there are few efforts for using robots in math classes in
elementary schools. Thus, this work demonstrates that robots are flexible to teach kids
several topics in elementary schools.

Acknowledgements. This paper was elaborated under the support of Tecnologico de Monterrey
Escuela de Ingenieria, National Instruments and Lego. We like to express our gratitude to all the
teachers of Acela Servin, Escuela Anexa a la Normal Veracruzana and Escuela Normal Ver-
acruzana for the support and numerous discussions, which improved our knowledge about
Elementary Education in Mexico.

(b)

Fig. 18. (continued)
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Abstract. In this paper we present the multivariable controller design
of a Lego Mindstorms NXT robotic arm for educational purposes. Sys-
tem identification was performed to estimate the parameters of a coupled
plant. Uncertainties and Bode plots of the coupled system were evaluated
to determine that the system could be decoupled at the DC gain value.
A Proportional-Integral-Derivative (PID) controller was designed for the
system after it was decoupled. These steps conform one of the basic tech-
niques to design the controller for a multivariable system. Therefore, it is
a valuable model to learn multivariable controller design for undergradu-
ate students. This provides a hands-on approach experience in controller
design where some aspects of advanced controller theory are blended
with implementation details.

1 Introduction

Multivariable systems are widely used in industry; therefore, a demand for more
efficient and robust controllers are still needed. Since multivariable plants are
capable of handling systems that have multiple inputs and multiple outputs
(MIMO), many of these controllers are designed using extended versions of sin-
gle input and single output approaches. But despite of the many advances in
controller design, Proportional-Integral-Derivative (PID) controllers still prevails
as the most used type of controllers used in industry. One of the most desired
properties of PID controllers is their integral action that eliminates set-point
errors and disturbance offsets. Also, it offers a phase lead to tune for crossover
properties such as phase margin, resulting in good closed-loop damping.

Additionally, since PID controllers are relatively simple, it allows a straight-
forward implementation on hands-on experiments. Furthermore, their extension
to multivariable systems makes them suitable in a myriad of applications.

In spite of the fact that MIMO systems are usually present in industrial
applications, the interactions between loops is minimized by applying static or
c© Springer International Publishing AG 2017
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dynamic techniques. That way the system becomes diagonal dominant, making
it simpler and easier to control. Katebi [5] studied multivariable systems and pro-
vided a comparison of the different methods in terms of stability and robustness
performance.

They used a 2× 2 distillation column system to separate methanol from water
and suggested some techniques that are more appropriated for simple designs.
Two groups of methods emerged from this study. The first group of methods
is classified as parametric techniques. They are based on the fact that a plant
model is available. The second group of methods is known as non-parametric
techniques. They are based on the assumption that a detailed model of the
plant is not available. However, they should fulfill some requirements such as:
the plant needs to be linear and time invariant, the uncontrolled plant must
be stable and square, the controlled variables can be measured, the classes of
input disturbance and reference input have to be known and the system must
be controllable by a diagonal PID controller. Although this study provided a
great contribution for the understanding of multivariable systems, the transfer
of technology to audience of lower level expertise still remains an open issue.

One of the main problems that many engineering courses face are the lack of
hands-on experiences. The predominant reason for this issue is the high cost of
equipment to perform experiments in classes such as control systems [1]. That
is why our proposal includes the use of Lego Mindstorms kits to develop control
theory classes that not only spans from concepts such as system identification,
controller design and discretization methods, but also tackles coupled multivari-
able systems. This brings a meaningful learning experience to undergraduate
students since although many control system concepts have been taught using
Lego Mindstorms kits, multivariable controller design has not been addressed to
a satisfactory extent.

Cruz-Martin et al. [4] performed experiments with undergraduate students
to teach data acquisition, control theory and real-time applications. Moreover,
Kim [7] taught control theory classes through a Lego Mindstorms NXT motor.
Valera et al. [13] and Pinto et al. [10] used the Lego Mindstorms NXT kits to
teach concepts of Kalman filters and extended Kalman filters, respectively. In
addition, Behrens et al. [3] performed experiments with Lego Mindstorms NXT
together with Matlab in an introductory course for engineering students. Tse [12]
presented the use of NXT-based robots controlled through Labview. Similarly,
Kim and Jeon [6] used visual programming to control Lego Mindstorms robots
while Be et al. [2] used voices to control them wirelessly. Furthermore, in an
effort to understand multivariable systems, Serrano et al. [11] initiated a study
of a decoupled plant. However, although a great contribution has been done
in understanding control systems, all the previous studies lack in learning the
hands-on approach of coupled multivariable systems for undergraduate students.

This paper provides a benchmark to design a multivariable controller for
a Lego Mindstorms NXT robotic arm. System identification was performed to
determine the plant model of the coupled motors. By having two motors physi-
cally coupled, a greater torque can be achieved in a system. A PID controller was
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designed for each motor after applying a decoupling technique and analyzing the
Bode plot and uncertainties of the coupled plant. The results showed that the
system although it follows closely the trajectory, it presents a small mismatch
at different times due to the inherent backslash nature when two motors run in
different directions.

2 Experimental Setup

A Lego Mindstorms NXT set, version 9797 was used to perform the experiment.
This set contains multiple Lego pieces for mechanical construction, a brick to
program the robot with inputs and outputs to connect up to three motors and
different sensors such as light, sound, touch and ultrasound. The Lego brick is a
32-bit ARM7 microprocessor that has 64 kbytes of RAM memory and 256 kbytes
of FLASH. It has Bluetooth capabilities to send/receive data. The cost of the
kit was about $225 USD.

Additionally, Matlab and Simulink were used for data collection, analyses
of results and motor control [9]. A 2014b version was required to run the Lego
Mindstorms NXT toolbox [8]. A computer equipped with Bluetooth allowed the
communication with the Lego brick to collect data while the USB cable was
required to download the Simulink models from the computer to the brick.

3 Methodology

A set of two motors were physically coupled in the system motivated by the
fact that their mechanical power can handle a higher payload. Two independent
pseudo random binary sequence (PRBS) signals were introduced to each motor
to analyze their coupling level. The system is shown in Fig. 1.

Fig. 1. Coupled Motors
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This allowed to decouple the system to minimize the interaction between
different loops. Figure 2 helps us to observe that the decoupling is achievable.
Figures 3 and 4 show the Bode magnitude and the step response of the coupled
system, respectively. Both figures show the interaction between different inputs
and outputs. Input 1 (In1) and Input 2 (In2) are given by the power applied to
motors B and C, respectively. Similarly, Output 1 (Out1) and Output (Out2)
represent the angular position of motor B and C, respectively. Since our interest
is to decouple the plant at the DC gain, the Bode magnitude plot allows us
to determine the level of coupling between inputs and outputs at DC values.
It is observed that the DC gain is approximately 25 dB for each input-output
interaction, which makes the system coupled. Additionally, the step response of
the coupled plant depicts a significant value different from zero between different
inputs and outputs, which validates the coupling nature of the system observed
in the Bode magnitude plot. Therefore, a decoupling technique was performed
to obtain a diagonal dominant plant at least at the DC gain.

Fig. 2. Uncertainties of the coupled system

The new plant was defined by Equation (1).

Pd(s) = P (s)P (0)−1 (1)

Here Pd(s) is the decoupled plant (at least at DC), P (s) is the original coupled
plant and P (0) is its DC gain.

Figure 5 illustrates the step response of the multivariable system when it
has been decoupled. The system is diagonally dominant; however, the step
response of the off-diagonal elements is not negligible. Therefore, this charac-
teristic affected the performance of the multivariable system.
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Fig. 3. Bode magnitude of the coupled system

Fig. 4. Step response of the coupled system
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Fig. 5. Step response of the multivariable system after applying a decoupling technique

4 Results and Discussion

Once the PRBS signal allowed the system to be modeled and decoupled, a
PID controller was designed and implemented for each of the motors of the

Fig. 6. Tracking reference of motors B and C
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multivariable system. As shown in Fig. 5, the system can be now considered diag-
onal dominant. Thus, for controller design purposes, each motor can be treated
independent from each other despite their physical coupling. The controller was
discretized using a sampling time of 0.1 s and the Forward Euer method for
simplicity.

Figure 6 depicts the tracking reference for motor B and motor C for a system
which has been decoupled. The system did not follow the trajectory as well as
the system with no physical coupling studied in [11]. This response is probably
due to the coupling between motors and the decoupling technique applied to
the system. Additionally, when the two motors rotate in opposite directions, a
gear backlash is present in the system; therefore, these effects are reflected in
the system by having a limited amplitude oscillation.

5 Conclusion

In this paper we developed the steps to design a multivariable controller on a
Lego Mindstorms NXT robotic arm. The process started with the system identi-
fication performed to two motors that were physically coupled. Then, an analysis
showed that the system could be decoupled at the DC gain value. Once the sys-
tem was decoupled, two PID controllers were designed and implemented to each
motor. The tracking reference showed that each motor did not always followed
closely the trajectory which was probably due the coupling between motors and
the decoupling technique used prior designing the controller. However, the app-
roach followed in this paper is simple enough to be used with an undergraduate
audience and can be applied to more complicated scenarios. Yet, a study of more
challenging multivariable systems can be addressed in future studies that may
include switching control or gain scheduling.
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Abstract. Around 8 to 10 million Ton of rice are required in the fol-
lowing years to be able to supply the demand of the overall population.
Analysis and monitoring of rice crops becomes nowadays very important
issue for farmers, for ensuring a rice production level to cope this demand.
This paper presents simulation results of an algorithm that allows to plan
and create 2D maps using the technique of image mosaicking with mul-
tiple geo-referenced aerial images (multispectral images in the scope of
the project). The planning algorithm is called Image Capture algorithm.
It takes into account the area the UAV has to cover, the camera con-
figuration, and the state of the UAV in order to define where to take
the pictures to build the mosaic. The algorithm presented in this paper
was developed in ROS (Indigo) and simulated in Gazebo. The results of
this first approach to the 2D mapping of a rice crop allows to see that
using the proposed algorithm, it is possible to automate the process of
acquiring the pictures for creating the mosaic, ensuring that all the area
of interest is covered. By using this algorithm, pictures will be acquired
only in specific areas. Therefore, keeping the storage capacity on-board,
under control.

Keywords: Homography · Stitching · Unmanned Aerial Vehicles ·
Computer vision · Image mosaicking

1 Introduction

The rice is one of the most important cereals. It represents the 25% of the
calories consumed by humans in a day, and it is one of most cultivated cereals
in the world [1]. There are four types of rice cultivated around the world, the
first and the most important is the Indica type. This type represents the 75%
of the world trade. The second type is the India Basmati. This type is aromatic
and represents the 13% of the global trade. In third position with the 10% of the
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I. Chang et al. (eds.), Advances in Automation and Robotics Research in Latin America,
Lecture Notes in Networks and Systems 13, DOI 10.1007/978-3-319-54377-2 24



280 J. Rojas et al.

global trade is the japonica type. Finally, the fourth type is the glutinous type
which is cultivated in some parts of Asia [2].

The most cultivated type of rice in Colombia is the Paddy Verde [3]. This
specie of rice represents the rice core trade of the country, due to its fast growth,
and resistance to plague and environmental changes. Colombia has two methods
of growing rice. The mechanized and the manual methods. The mechanized
can be divided in irrigated and upland rice. The difference between them is
the source of the water. In the irrigated method the water proceeds of water
districts, whereas in the upland method the rice is irrigated with rainwater. The
mechanized method is used in the 94% growing rice fields, but the 70% of rice
production is related with the upland method.

Colombia has many areas where the rice can be cultivated, but due to the
cost of crop care, chemist and workforce [4], Colombia has began to import rice.
In other countries such as China and USA, these problems have been reduced
thanks to the use of technologies to monitoring the state of the crop (using for
example drones, sensor networks, and satellite photos).

Image mosaicking is a computer vision technique used in many applications
to generate a wider view of the scene, than the one obtained with only one
image taken with a normal camera. This technique consists on aligning multiple
overlapping images captured from a moving camera. One of the advantages of
using image mosaicking in precision agriculture is to be able to capture in one
image all the information of the crop for further analysis. Therefore, by analysing
only that image, it is possible to extract information about the state of the crop
without damaging the crop in the field. Therefore, it is considered a non-invasive
technique for analysing the state of crops.

In this paper, we present results of the COLCIENCIAS 120371551916
project: “Aerial sensing and monitoring of rice crop fields applying precision
agriculture techniques”. The scope of this project is to develop a testbed for
evaluating rice varieties in the field, by using sensors located on-board an aerial
vehicles that allows to monitor in a non destructive way rice crops.

From previous results [5] at Pontificia Universidad Javeriana, a multiespectral
camera and the ASCTEC-Pelican were used to generate a multiespectral mosaic
that describes a specific terrain. the Normalized Difference Vegetation Index
NDVI was used to estimate the healthy of the plants and the density of the
vegetation. However, in this paper we focus on the image capture problem for
creating the mosaic. The planning algorithm is called Image Capture algorithm.
It takes into account the area the UAV has to cover, the camera configuration,
and the state of the UAV in order to define where to take the pictures to build
the mosaic. We present simulation results of the algorithm that allows to plan
and create 2D maps using the technique of image mosaicking with multiple
geo-referenced aerial images (multispectral images in the scope of the project).
In the paper, the pictures to build the mosaic are taken in defined intervals
during flight, in a specific altitude, and with a predefined overlap, to ensure the
quality of the mosaic (in this paper 30% overlap is tested). The above values can
be measured assuming the system has a predefined trajectory, a specific linear
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velocity and feedback from the sensors on-board the UAV (GPS and IMU). The
algorithm was developed in ROS (Indigo) and simulated in Gazebo.

The paper is organized as follows. First, Sect. 2 presents related work on
precision agriculture and image mosaicking. In Sect. 3, the UAV system is pre-
sented. In that section, the simulated UAV and its relation to the real drone
are discussed. Section 4 explains the image capture algorithm and the image
mosaicking algorithm. Finally, Sect. 5 presents results of the image capture and
image mosaicking algorithms; and Sect. 6 presents the conclusions and direction
of future work.

2 Related Work

Precision farming has become an essential tool to improve agricultural produc-
tion and productivity. It includes techniques for crop monitoring and manage-
ment. The crop management essentially depends on the irrigation type, nitrogen
levels, and chemists varieties used in it. In a specific site, crop management
requires a fast diagnosis method that allows the farmer to have the measure-
ment and analysis of the crop field in real time. This is to avoid crop losses,
increase crop quality, and optimize agriculture supplies. The latter will impact
the production cost (reducing it), and will also help protecting the environment.
Remote sensing and monitoring applications based on unmanned aerial plat-
forms, equipped with a set of specific sensors and instruments have been widely
developed on the last few years, as a rapid deployment tool for field applica-
tions [6].

Field studies in Colombian rice zones have demonstrated that the biomass
dynamics is related to a higher performance of the crop, when the conditions of
the field are the best [7]. It is important to notice that the temperature and low
solar radiation also affect the biomass dynamics.

To take the best behavior of the crop, many techniques and technologies have
been developed that give a measurement of the field and allow the farmer to have
solid information of the crop. An example of the developed technologies can be
seen in [8], where a depth camera, a Laser, and a UAV are used to estimate
the status of the soil. In [9], a sensor network is implemented to measure and
classify the percentage of arsenic, ammonium, and other chemical substances in
the field, with the aim of finding their origin and reduce their impact to the
field. In [10], a satellite IKONOS is used to take several multispectral images of
a grape crop, with the aim of analyzing the state of the crop; and to provide
the farmers information to improve the crop care. To address this problem, the
Normalized Difference Vegetation Index NDVI is used to classify segments of
the crop. The size of the leafs is also measured to estimate their growth. On the
other hand, in [11] a method to estimate crop area coverage is presented. This
method uses a UAV and a spatial sampling method, based on Moderate Spatial
Resolution (MSR) image classification results, to estimate the area.

It is important to mention that the use of UAVs in combination with image
processing is a low cost tool compared with the analysis of satellite images or
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the implementation of network sensors. Additionally, UAVs allow to have a full
view of the field quickly, speeding up the process of measurement and analysis
of the crop variables. In the work presented in [12], authors present a method to
classify rice quality, based on high resolution images taken by a UAV flying at
low altitudes.

Digital image mosaicking is a technique that has increased importance over
time in many fields of the industry (military intelligence [13], image process-
ing [14,15] and biomedical approaches [16], etc.), especially in precision agri-
culture [17–19]. There are different approaches that allow to generate an image
mosaic. Some are focused on improving the motion estimation problem, and
others focused on post-processing the mosaic for solving problems related to
drift.

In the work of Tom Botterill et al. [20] an aerial vehicle was used to capture
multiple images of a specific area. The main idea was to provide the operator with
an image that has a larger field-of-view. For feature extraction and matching they
use Bag-of-Words, which allow to find, in an efficient way, the matching of points
with wide-baseline. A seam-placement algorithm to de-noise and rendering the
mosaic was also implemented.

Moussa [21] proposed an algorithm that allows to manipulate several images
in an efficient way. SIFT (Scale-invariant Feature Transform) features were used;
and the correlation between images was used for feature matching. Then, the
algorithm estimates the motion of the images, warps them, and generates the
mosaic.

In [22], three algorithms for mosaic generation, were compared: controlled,
uncontrolled and semi-controlled mosaics. The images are taken from two differ-
ent test flies and has several geo-referenced points, based on GIS (Geographic
Information System) and GCPs (Ground Control Points), that allow the algo-
rithm to generated the stitching between images using these points as references.

As a general conclusion from the woks presented above is that the most
important step in image stitching is the selection of the feature extraction and
matching algorithm. In this sense, to detect growing areas it is possible to imple-
ment different techniques of image processing that segment the blocks of crops
and other elements, as shown in [23].

For UAV-based image mosaicking, a mission planning algorithm has to be
carefully designed in order to ensure the coverage of the terrain, taking into
account the UAV autonomy. The research presented in [24] presents a solution
to the Coverage Path Planing (CPP) problem. The proposed algorithm allows to
reduce the consumption of energy; and to ensure the image resolution, the speed
and acceleration of the drone. In the work of [25], a new path planning method
is proposed. It allows to optimize the drone task, path length, and coverage
lost. The algorithm is based on three planers, Route Planer (RP), path planer
(PT), and coverage planer (CP). All the called planers are based on the modified
versions of Genetic Algorithms and Dijkstra Algorithm (A�).



Towards Image Mosaicking with Aerial Images for Monitoring Rice Crops 283

3 UAV System

The drone that is going to be used in the project is the ASCTEC-Pelican from
Ascending Technologies, shown in Fig. 1a. The system is composed by a ground
station (a standard PC), and the drone which is equipped with a Mastermind
board (for image processing and data acquisition); the ASCTEC autopilot; and
cameras: an RGB camera SONY FCB-EH6500, and a multispectral camera ADC
Lite from Tetracam. The multispectral camera captures visible light wavelengths
longer than 520 nm and near-infrared wavelengths up to 920 nm. It is located
looking-downwards in the bottom of the drone, and aligned with the center of
mass.

(a) ASCTEC-Pelican UAV used for rice
crop monitoring

(b) Hector quadrotor for simulation
tests.

Fig. 1. UAVs used for rice crop monitoring. Figure 1a shows the ASCTEC-Pelican
test-bed used in the project. It is equipped with a multispectral camera, the ASCTEC
autopilot, and a Mastermind (on-board computer). Figure 1b shows the simulated drone
used for software development.

The ASCTEC-Pelican comes with a GPS waypoint navigation strategy with
±1 m of accuracy. Data from sensors are sent via 2.4 GHz XBee link to the
ground station. In the ground station there are two computers, one for running
the Graphical User Interface that comes with the ASCTEC-Pelican, that allows
to control the drone (autonomous take-off and landing; and waypoint navigation)
and provides information about the state of the drone.

The second computer runs a customized GUI, design in Qt with Ubuntu
14.04, shown in Fig. 2. This GUI allows to start the different processes that
run in the Mastermind board, and as shown in the figure, allows to have visual
information about the different cameras on-board the UAV.

On the other hand, the Mastermind computer on-board the UAV, runs Ubuntu
14.04 and the framework used to control the autopilot from the mastermind was
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Fig. 2. GUI designed for controlling the cameras and running the on-board computer
vision algorithms

ROS (Robot Operating System). Under this framework, the trajectory planning
algorithm, the position and linear velocity control are independent nodes, and all
of them run on-board, but are monitored from the ground station.

3.1 Simulation Environment

In order to develop the different algorithms required by this project, a simu-
lated environment, based on ROS, was created. The drone model used was the
Hector Quadrotor, a ROS package that allows to simulated and control a UAV
of type quadrotor [26]. The model of this drone runs in the Gazebosim [27],
a simulation environment that allows to integrate multiple sensors like IMUs,
cameras, pressure sensors, thermal cameras, among other sensors. The drone
model communicates with ROS under specific topics related to the multiple ele-
ments that are placed on-board the simulated drone (e.g. sensors). For the case
of this project, an RGB camera that points to the ground, an IMU, and a GPS
were used. Figure 1b shows the Hector quadrotor with the hardware that was
configured.
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Fig. 3. Example of the generated trajectory points, when using the trapezoidal move
profile, used in the simulation tests.

The predefined trajectory model can be seen in Fig. 3. This trajectory was
generated using a trapezoidal move profile. This model gives the cartesian points,
the linear velocities, and the acceleration that the drone needs to follow, in every
moment, to cover the working area.

To simulate the environment a satellite image of a rice crop field was
taken from Google Earth, and a digital elevation model was taken from Google
Sketchup. All the hardware place on-board the simulated UAV, and the physics
variables are scaled and related with the world definition file from Gazebo. Once
the world model is created in gazebosim, the drone is loaded, and the simulated
system is ready to work. Figure 4 presents a picture of the environment and the
trajectory followed by the UAV.

4 Image Mosaicking

The main objective of the COLCIENCIAS project is to analyze the state of the
rice field. Assuming the area of the rice crop is known, the UAV should be able
to plan the proper trajectory to follow, in order to take the pictures required to
create an image mosaic of the field. This image mosaic will be the one used to
analyze the state of the field.

The Image Capture algorithm presented in this paper will take into account
the characteristics of the camera, the field area, and information from the state
of the UAV, to define the places where the images from the crop will be acquired.
This algorithm will ensure that the captured images will cover the flight area
with the enough overlap to create the mosaic of the crop area. Once image are
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Fig. 4. Simulation environment. A satellite image of a rice crop field was taken from
Google Earth and a digital elevation model was taken from Google Sketchup. Once the
world model is created in gazebosim, the drone is loaded, and the simulated system is
ready to work.
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captured, the image mosaicking function (stitching) from OpenCV is used to
generated the mosaic.

4.1 Image Capture Algorithm

The implemented algorithm assumes that the intrinsic camera parameters (the
camera calibration matrix K Eq. 1), the size of the camera sensor sx and sy, and
the altitude of the drone, are known. This information is used by the algorithm
to estimate the area covered by the camera.

K =

⎡
⎣

fx 0 cx

0 fy cy

0 0 1

⎤
⎦ (1)

where fx and fy are the focal length, in pixel units, in the x and y axes; and cx

and cy are the coordinates of the optical center.
From the focal length (fx and fy), the size of the camera sensor (sx and sy),

and the number of pixels per unit distance (mx, my), it is possible to estimate the
field of view (FOV) of the camera, as shown in Eq. 2; where θx and θy correspond
to the FOV in each axis.

θx = 2 ∗ tan( sx/2
fx/mx

); θy = 2 ∗ tan( sy/2
fy/my

) (2)

To estimate the distance covered by the camera in the x and y axes
(dcam = {dcamx

, dcamy
}), Eq. 3 is used. This equation relates the height of the

UAV (hUAV ) and the FOV of the lens calculated in previous equation (θx and
θy), to estimate the covered area, as shown in Fig. 5.

dcam = 2 ∗ hUAV ∗
[ tan(θx)
tan(θy)

]
(3)

The distance dcam gives the measurement in meters; and the area covered
by the camera is given by:

acam = dcamx
∗ dcamy

(4)

In order to calculate the number of pictures required to cover the rice field;
and the point where those pictures has to be taken, it is required to know the
percentage of the desired overlap between images (pov); the distance covered by
the camera, given by Eq. 3; and the area of the crop field, given by the width
(wcrop) and height (hcrop) of the crop field. With these values, Eq. 5 estimates
the number of pictures in x and y axes that has to be taken in order to cover
the crop area.

nx = wcrop

dcamx−(dcamx∗pov)
ny = hcrop

dcamy−(dcamy∗pov)
(5)

In this application, the percentage of overlapped pov tested was 30% in order
to ensure that consecutive images have enough common features to create the
mosaic.
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Fig. 5. Area covered by the camera. The height of the UAV and the lens field of view
is used to estimate dcamx and dcamy , see Eqs. 3 and 4

To calculate the places where the images have to be taken (xT
pic = [xpic, ypic]),

an iterative model is used. This model takes into account that the origin of
the crop coordinate system is at the center of the crop area (the working
area); and that the UAV starts in the lower right corner of the working area
and moves towards the lower right corner (UAV initial position xUAV (0) =
[ wcrop/2,−hcrop/2]).

The initial iteration is:

xT
pic(0) = xT

UAV (0) + dcam

[−1 + pov 0
0 1 − pov

]
(6)

and when iterating, the xpic or ypic position is updated as follows:

xpic(i + 1) = xpic(i) + dcamx
∗ (−1 + pov)

ypic(j + 1) = ypic(j) + dcamy
∗ (−1 + pov) (7)

Once Eq. 7 estimates the coordinates where pictures have to be taken. The
UAV is ready to fly and to acquire the images required to generate the mosaic.

During the flight, the only communication with the UAV is to request GPS
points and IMU data to integrate, and estimate the position of the UAV related
to the starting point of the algorithm. When the UAV is close to the places where
the pictures have to be acquired, a flag is activated and the image is acquired.

When the fly ends a node with the OpenCV stitching algorithm is launched
and begin the process of generating the mosaic (feature extraction, feature
matching, motion estimation and image warpping).
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4.2 Mosaic Generation

To generate the mosaic, a function that uses the stitching class of OpenCV is
used. This class contains different functionalities that allows the user to esti-
mate the parameters that relate multiple images. In this particular case, default
parameters were used to create the mosaic.

The stitching function resizes the images, finds features, matches them, and
finally returns the blend of the images to generate a unique images (the mosaic),
that contains all the given images.

The stitching class of OpenCV uses SIFT (Scale-invariant feature transform)
algorithm for feature extraction and matching. Feature matching is improve
with Bayes’s rule. On the other hand, RANSAC is used for adjusting the best
homography that aligns the images, and the model of Burt and Adelson [28] is
used for blending the mosaic. OpenCV class allows to select different algorithm
for the different stages required to create the mosaic.

4.3 Algorithm

The developed system for mosaic generation can be summarized in the algorithm
shown in Algorithm 1. The algorithm is divided in three sections, two offline and
one online.

In the first part (offline), the Image Capture algorithm estimates the positions
where the images have to be captured. This is based on information about the
crop size, the camera, and the planned UAV’s height. The second part occurs
online. The UAV moves following a predefined trajectory and when it reaches
the positions were images have to be captured, the image is stored. Finally, after
the flight has finished, the OpenCV image stitching algorithm is used to generate
the mosaic, using the stored images.

5 Results

In order to test the image capture algorithm and the mosaic generation for rice
crops, different tests were conducted, using the simulation environment create
in Gazebo and the simulated drone: Hector quadrotor.

5.1 Image Capture Algorithm

The Image Capture algorithm allows estimate how many images have to be taken
with some percentage of overlap, in a specific area; and where they have to be
taken in order to cover the working area. To test the algorithm, the simulated
quadrotor was commanded to fly an area of 50 m2, at two different heights 10 m
and 15 m. This was done with the aim of analyzing how the image capture
algorithm covers the working area.

The camera parameters (see Eq. 1) used in the tests were: a focal length of
40; cx and cy correspond to the center of the image (320× 240); sx = 39.3 and
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Offline Image Capture planner (Before Flying);
input : Crop size (wcrop and hcrop), Camera Sensor Size (sx and sy), Drone

Height (hUAV )
output: Array of cartesian world points

1. Compute Area covered by the camera dcam, Eq. 3
2. Compute Number of photos n in each axis, Eq. 5
3. Compute Initial pose xT

pic(0) = [xpic(0), ypic(0)], Eq. 6
for i ← 1 to nx do

for j ← 1 to ny do
Update ypic position, Eq. 7;

Save xT
pic = [xpic(i), ypic(j)];

end
Update position xpic position, Eq. 7;

Save xT
pic = [xpic(i), ypic(j)];

end

Online Image Capture (During Flight)
input : initialize motors and sensors reading. Read file with xT

pic coordinates
output: Stored mages

Take off;
for i ← 1 to nx ∗ ny do

Move to next pose;

Read current UAV position xT
uav ;

if if x and y coordinates of xT
uav ≈ xT

pic(i) then
Store image;

else
Save current pose xT

uav

end

end

Offline Mosaic Generation;
input : Stored images
output: Image Mosaic

Initialize nPic = nx ∗ ny;
for i ← 1 to nPic do

Read stored image;
Append images in an array;

end
Call OpenCV stitching function;

Algorithm 1. General Algorithm. In the first stage (offline), the places where
images have to be captured are estimated. The second stage (online) focuses
on capturing and storing the images; and the third stage (offline), deals with
the creation of the mosaic.

sy = 44.5; and mx = 16 and my = 10. With these parameters, when the UAV
flies at 10 m, the algorithm has to take 5 pictures in the Y axis, and 10 in the
X axis, in order to cover the working area (see Fig. 6). However, when the UAV
flies at h = 15 m, it requires to take less pictures to cover the working area: 3
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Fig. 6. Mission planing test at 10 m. Working area 50 m2
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Fig. 7. Mission planing test at 15 m. Working area 50 m2

in the Y axis and 7 in the X axis (when being higher, the field of view of the
camera covers more area).

Figures 6 and 7 also show how the percentage of overlap defined (30%) is
preserved, and it is possible to see the different grids created by the algorithm.
The circles represent the coordinates where images have to be captured, which
are used during flight for capturing the different images required to build the
mosaic.
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5.2 Stitching

Once the image capture algorithm has decided the places to take pictures, and
the UAV has acquired them. The second step is the generation of the mosaic.
This is a critical process, especially if it is required to run online on-board the
UAV (this is not the case), due to the processing time (high) and the required
storage capacity on-board the UAV. For this reason, the image capture algorithm
is very important for the system, because with it, it is possible to reduce, in a
significant way, the number of images that need to be taken in order to ensure
a mosaic that covers the working area. For the tests conducted in this paper,
the Stitching class of the OpenCV libraries was used to deal with the mosaic
generation problem.

Figure 8 shows some of the images taken by the image capture algorithm,
when the UAV flew at 10 m.

Figure 9 compares two mosaics. One created using images acquired by the
image capture algorithm, see Fig. 9a; and the other one created using all the
images captured while flying, see Fig. 9b. In the figures, it is possible to see that
both mosaics look similarly. However, when using the image capture algorithm,
the mosaic shown in Fig. 9a was created using only 6 images and it took 5 min
to create the mosaic. However, the second mosaic was created with 19 images
(manually captured) and it took 30 min to create the mosaic. Therefore, using
the image capture algorithm less pictures are required to cover the working area,
and therefore the image stitching process is faster.

Fig. 8. Representative images taken using the mission planning algorithm, when flying
at 10 m.
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(a) With mission planning algorithm. Images 6, processing time 5 min.

(b) Without mission planning algorithm. Images 19, processing time 30 min.

Fig. 9. Comparison of two different mosaics created. Using the mission planning algo-
rithm less pictures are required to cover the working area, and therefore the image
stitching process is faster.

Finally, Fig. 10 shows another mosaic created using the OpenCV stitching
function and the simulation environment created for the project. For this mosaic,
the UAV took 10 min to fly around the area, and the stitching algorithm took
85 min to create the mosaic. From this figure, it is possible to see the quality of
the mosaics that can be generated with the proposed strategy.

It is important to mention that in this process the GPU was not used; and
that depending on the resolution of the images, it is possible to require or not the
use of aditional filters to eliminate some noise due to the overlapping process.
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Fig. 10. Mosaic generated after using the image capture algorithm, when flying at 10
m. Processing time 85 min.

6 Conclusions

In this paper we have presented an image capture algorithm for ensuring the
generation of image mosaics of rice crop fields.

Different tests were conducted using a simulation environment created in
ROS. From the tests we have shown the importance of using the image capture
algorithm, which allows to reduce, significatively, the number of images required
to cover the area of interest, and to reduce the processing time required to
generate the mosaic. In the area of UAVs, this is a very important feature taking
into account the limited payload capacity on-board these vehicles. It has also
been shown that by reducing the amount of images required to cover a specific
area, the quality of the results is not affected.

It is important to highlight that with the proposed algorithm, it is possible
to generate a mosaic that describes the environment with a small amount of
images, but ensuring the resolution and overlap between them required by the
image stitching algorithm.

The tests have also shown that with 30% of overlap the stability of the image
stitching algorithm was preserved (with this value there were common features
in consecutive images to ensure the feature matching process). Nevertheless,
current work in the project is focused on conducting real-flight tests to analyze
the behavior of the algorithm using multispectral images, and to define with
more exhaustive tests the different parameters required by the algorithm, such
as the required flight height and the appropriate percentage of overlap. Future
work will focus on analyzing the state of the rice crop, based on the multispectral
mosaic.
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Abstract. This work presents the conceptual design, construction and testing of
an upper limb rehabilitation system consisting of an exoskeleton of 6 degrees of
freedom and a Human Machine Interface (HMI) to configure and control the
exoskeleton. We present the study of the kinematics of the mechanical device
followed by a three-dimensional modeling. Before the design of the exoskeleton
was finished, we proceeded to the construction of a prototype in order to validate
the model, using the Fused Filament Fabrication (FFF) technology and a three
RX-64 Dynamixel motors from Robotis. LabVIEW® software from National
Instruments was chosed to develop the HMI to communicate the exoskeleton with
a computer for control the device and obtain relevant data, as the position or
movement velocity. The results show the feasibility of the assistance of the robotic
device in a rehabilitation processes.

1 Introduction

Nowadays we can find many applications of robotics in the medical field. However, we
found few devices developed specifically to assist during the rehabilitation processes of
musculoskeletal injuries of upper limb [1–3].

Rehabilitation therapies currently carried out by techniques that are imprecise. They
are generic therapies that produce long-term results and require great personal effort by
a specialist.

There has been an increase in musculoskeletal injuries of 45% between 1990 and
2010 in the worldwide population [4]. For these reasons and according to literature
[5–7], a robotic exoskeleton could be a tool for rehabilitation specialists and also offer
the patient a personalized and more intense process [8–10] with repeatability [11] and
better short-term results [12, 13].
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Medical literature differs in the number of degrees-of-freedom (DOF) that has the
human upper limb. It is estimated that exist between 13 and 16 DOF. This quantity of
movements is excessive to be mechanically addressed therefore, we simplify the design
choosing the relevant DOF for a rehabilitation treatment of the human shoulder.

Complementing the other studies, we analysed the different technics and movements
that take place during upper limb rehabilitation treatment. These are the movements that
a healthy patient makes along the day, in order to cleaning and feeding itself.

We based our development on a previous works which presents a musculoskeletal
model of the upper limb that allows some movements such as the elbow flexion/exten‐
sion and shoulder abduction/adduction [14, 15], two of the basic movements of arm
rehabilitation. The reliability of this musculoskeletal model has been proven through
simulations, as shown in [16, 17]. In [15] can be found the results of the simulations of
both movements for the case of a healthy subject and one with upper brachial plexus
injury. The software platform used was the version 2.2 of the Musculoskeletal Modeling
Software (MSMS). MSMS is a free software developed by the University of Southern
California [18, 19], which incorporate different tools to perform animations and simu‐
lations of the biomechanical behavior of musculoskeletal models.

The aim of this work is to develop a system for upper limb rehabilitation that includes
a mechanical device controlled by a software system, which has an integrated muscu‐
loskeletal model. The ultimate purpose is to provide a tool for the rehabilitation staff,
which allows a more precise and controlled therapy, and create a record of the evolution
of the patient. With this the patient rehabilitation process would be optimized.

2 Requirements Engineering

This section presents the device requirements imposed by the medical team based on
their experience. They have placed special emphasis on work space, ergonomics, safety
and adaptability.

Contrasting the information obtained from the position of the DOF with the move‐
ments analyzed in the rehabilitation treatment, we observed which are the most decisive
joints. We consider as determinants, those joints that allowed us to reach most of the
different rehabilitation movements. The result was that we reduced the DOF to six. The
exoskeleton’s shoulder has 3 DOF: flexion-extension, abduction-adduction and scapula
elevation-depression. Three others DOF can be found in the arm: forearm pronation-
supination, elbow flexion-extension and humeral rotation. It is necessary to have one
actuator for each DOF of the exoskeleton, therefore the kinematic of this system will be
the same as the human shoulder.

Before starting the development of the mechanical part of the exoskeleton, we need
to consider some restrictions for the use of the device in a medical environment. These
recommendations were provided by physicians of the Infanta Sofia Hospital in Madrid.
As a first step, the exoskeleton does not be able to overtake the operating space area of
a human shoulder, because this would cause serious injuries to the patient. Secondly,
the device has to be mechanically adaptable to the different human anatomies. This fact
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determines the target group that could use the exoskeleton. In our development, we are
considering to make a rehabilitation system for adults.

In addition, the exoskeleton has to be comfortable, because patients will use the
device many hours per week. If the device causes some kind of discomfort in the patient,
they will reject their use and the therapy will not be effective.

We also have to consider the materials to use, the geometry or the presence of
annoying noises. The chosen material was aluminum, a commonly material used in
medical devices because it provides a good mechanical behaviour with a low weight. In
addition, aluminum does not cause interference with other medical devices.

Other important point is that the exoskeleton should have suitable dimensions for its
use in hospitals, being better to have a reduced design.

3 Mechanical Design

For the development of the exoskeleton, we estimate the torques needed in each joint.
To obtain the torques we calculate the weight of a human arm of a 100 kg person, based
on [20]. The results of this analysis were that each joint has a different torque. However,
we could appreciate that the 3 DOF of the shoulder need a considerably higher torque
than the rest, so in order to reduce the final application cost, we considered to use two
types of motor size.

We chose motors with a higher torque for the shoulder abduction-adduction, flexion-
extension and the scapula elevation-depression. These motors were located in a tower
behind the patient and thus reducing the weight of the exoskeleton and simplify the
structure. In addition, the position of the motors shift the centre of gravity of the structure
providing a greater stability. Another advantage is that the motor noises and vibrations
are reduced, and this point is important to not affect the concentration of the patient.
However, to obtain these results we have to design a transmission system to communi‐
cate the motors with the exoskeleton joints.

The motors with a lower torque was attached in the robotic arm directly and they
enable the elbow flexion-extension, arm internal-external rotation and forearm prona‐
tion-supination.

To carry out this work, we had three Dynamixel RX-64 servomotors, which char‐
acteristics are specified in [21], therefore we decided to actuate the three more important
joints: the elbow flexion-extension, shoulder abduction-adduction and shoulder flexion-
extension. We also decided to exclude the transmission system, because it would
complicate the design stage, and with three motors the global weight wouldn’t be high.
These joints are the most relevant because they allow us to move the arm in a tridimen‐
sional space. The other three movements are executed in a passive mode, in order to
show the exoskeleton workspace.

The next step was to design a virtual modelling of the mechanical system. We used
the software Autodesk Inventor Professional 2016® to develop the three-dimensional
(3D) model, taking into account the medical restrictions previously mentioned.

The device adaptability is achieved with movable parts in the forearm and in the arm
of the exoskeleton. The exploded view of the mechanism is showed in Fig. 1. It has
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different position point that are manually fixed with a screw, indicated with parts A and
B of Fig. 1. The adjustments of the lengths must be in the range of the patient’s dimen‐
sions. In addition, we use the motor of the scapula to adjust the height of the patient, as
is shown in part C of Fig. 1.

Fig. 1. Exoskeleton exploded view. Part A: adjustment of the forearm. Part B: adjustment of the
arm. Part C: adjustment of the shoulder height

Furthermore, in Fig. 1 it is represented the three motors position that will move the
actuated parts.

Other important aspects can be seen in Fig. 2. The final effector has a convenient
form for the hand grip, the main idea is to have a support which can accurately guide
the rotation during the pronation-supination movement. In addition, we developed
another hand grip showed in Fig. 3. This element has an elliptical form, to connect the

Fig. 2. Three-dimensional model of the exoskeleton
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patient’s hand with the exoskeleton. This union allows us to control the hand position
in the space and leave it free in order to endow the patients with hand mobility. The
advantage of this system is to give the patient the ability to interact with objects in the
environment. This increases the available exercises in rehabilitation therapies.

Fig. 3. Three-dimensional model of the exoskeleton with alternative hand grip

The following remarkable element was one of the most difficult to modelling and
reproduce: the forearm rotation and the humeral rotation. This element was created due
to the fact that rotational axes of pronation-supination and humeral rotation are coinci‐
dent with the axes of the bones. This fact determine that we have to place the motors
outside the axes. In order to solve this problem, we developed a semicircular piece with
an internal track. This element is situated around the arm and the forearm and place the
rotation motors axes in the joint arm axes. Finally, we approximate the scapula elevation
as a shoulder rotation combined with a vertical displacement and this fact, allows us to
simulate the vertical movement with two vertical guides. These will serve to adjust the
height of the device to different anatomies.

Then we made simulations of the different rehabilitation therapy movements with
the 3D model created in order to obtain the angular limitations. With these simulations,
we can demonstrate that the model could make one of the most difficult movement to
achieve with an exoskeleton: take the patient’s hand to the back, in internal rotation. To
reach this complex movement is necessary to rotate all the joints of the device, which
is part of the last phase of the rehabilitation therapy. The exoskeleton can achieve the
range of motions showed in Table 1.

The 3D model was mechanically analyzed. We made a static simulation to calculate
the structure with the finite element method (FEM). This test considered the material used
as aluminum 6061, and this will be the material used in a next stage of the exoskeleton.
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Table 1. Range of motion

Joint Minimum angle (degrees) Maximum angle (degrees)
Forearm prone-supination −75º 75º
Elbow flexion 0º 135º
Humeral rotation −75º 75º
Shoulder extension 0º 50º
Shoulder flexion 0º 180º
Shoulder abduction-
adduction

0º 90º

In Fig. 4 is shown the displacement of the exoskeleton when we apply one force of
60 Nm in the middle of the robot arm. This force represents the weight of a human arm
for a subject of 100 kg of weight. In addition, we contemplate the gravity value as 11.2 m/
s2. This is because we have considered that the exoskeleton could cover 0.6 m of distance
during one second, so if the exoskeleton has no velocity, the acceleration produced in
the movement is 1.2 m/s2, and considering the gravity force as 10 m/s2 the sum of both
is 11.2 m/s2.

Fig. 4. Analysis of the 3D model by FEM method

The chosen position of the exoskeleton is the worst position from the point of view
of the efforts, because the generated torque is higher. With this analysis, also we got the
security coefficient of the structure, which is higher than 2 in the worst condition.

302 J. García Montaño et al.



4 Experimental Results

4.1 Software Control Architecture

A software architecture was developed to interrelate the different elements of the system:
the exoskeleton, a musculoskeletal model, the control system and the human machine
interface (HMI). A diagram of the software system and the relationship between its
elements it is shown in Fig. 5. The main objective was to obtain a robust, fast and modular
system in order to obtain optimal results in the integration and a proper operation of the
device.

Fig. 5. Software architecture to control the exoskeleton

For the development of the control software and HMI, we chose NI LabVIEW®,
and the reasons was based on the capacity and robustness of this platform, as well as
powerful tools offered in relation with the user interface.

Communication with servomotors that integrates the exoskeleton has been carried
out by serial RS-485 port, allowing bidirectional communication to read the angular
position data of the motors, applied load torque exerted, errors and send set points of
motion and configurations parameters.

Communication with the musculoskeletal model of the upper limb developed with
MSMS [14, 15], is performed by User Datagram Protocol (UDP) communication. The
model can reproduce the movement patterns collected from the patient or a therapy
movement introduced by the rehabilitation specialist.

The control system governing the robotic exoskeleton is designed as a first stage in
a simple and functional way, with the idea of implementing more functionality in the
future, taking into account the feedback from medical specialists when they use this
prototype.
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The user interface has been made taking into account the characteristics of the end
user, which are a medical staff with biomedical training. We consulted many profes‐
sionals in the medical field and defined the main features and functionalities they need
for this type of device, in order to facilitate their incorporation in hospitals and rehabil‐
itation clinics. In Fig. 6 we can observe the appearance of the user interface.

Fig. 6. Human Machine Interface of the control system software

The principal objective during the development of this application has been to
combine in a single system the control and management that the user needs to configure
the robotic exoskeleton. Other important aspect of the HMI is the data collection for the
posterior interpretation and storage in order to have the temporal evolution of the patient.

We have designed a HMI with a main screen session configuration in which they are
declared the gender, mass and height of the patient, we can establish joint limits for
patients with limited mobility and can also generate a rehabilitation routine with the
desired configuration. On a second tab, we can see a graph with the joint positions, as
well as tools for managing the exoskeleton as the beginning of therapy, stop, recording
movements, load or save a data file, and select between active and passive mode func‐
tioning, as is shown in Fig. 6.

Once completed the mechanical development of the device and the associated soft‐
ware system, we proceed to the construction of a first prototype to validate it.

4.2 Practical Results

The prototype showed in this work was manufactured with the Fused Filament Fabri‐
cation (FFF) technology. The reasons are that is a low-cost technology, with a fast
implementation and it allows to make complex geometries. The chosen material was
Acrylonitrile butadiene styrene (ABS) due to the fact that has a better behavior with
flexion efforts. Regarding the motorization of the device, we have decided to integrate
the Dynamixel RX-64 servomotors of Robotis manufacturer. The reliability of these
servomotors has been proven repeatedly through simulations, as shown in [22, 23].
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Once completed the construction of the prototype, we proceed to integrate the soft‐
ware application to perform validation testing system. These operations consist of
recording the movements of rehabilitation therapy performed by a subject, generating
a file with all the data produced by the dynamics of the movement. Moreover, we can
load a data file in order to reproduced defined exercise. In Fig. 7 we can observe the
system reproducing a previous defined movement.

Fig. 7. Testing process of the prototype of the rehabilitation system

The results of the FEM analysis show that the require torque in every joint of the
exoskeleton is higher than the torque generated by the Dynamixel motors. This fact
determines that the motors cannot be used in the final device, because the system request
others with a better torque characteristics.

Making the same analysis without the arm force and changing the material to ABS,
we calculate the torque needed in the prototype. The conclusion of this analysis is that
the Dynamixel can be used to move the prototype, but not the human arm combined
with the exoskeleton.

Once the tests with different subjects was carry out, we found that the prototype
reaches the required angular ranges, complying with medical restrictions. As we calcu‐
lated, the prototype in ABS has had a good performance against the efforts required in
the exercises. In addition, it has been proven to reproduce a path entered through a data
file and has been shown to faithfully execute it according to the established control
configuration, as is shown in Fig. 8.
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Fig. 8. Exoskeleton tracking error chart

5 Discussion

Having analyzed the results, we can say that the device reach the objectives. The
mechanical system has properly responded to the expected movements as well as the
software system gives accurate and necessary information, and provides the user with
sufficient tools for handling the device. Therefore, the functionality of the rehabilitation
system is demonstrated.

The prototype was tested with healthy human subjects. In this experiment, we
confirmed the simulation results. The prototype could move itself without a human arm
but it can’t move both.

Among all the results we have obtained in the course of this work, we can highlight
the confirmation that the material of the structure must be more resistant than ABS. Also,
it has been found that the mechanical structure allows the user a natural and comfortable
movement in all GDL, beside placing the driving shaft of the exoskeleton perfectly
aligned with the upper limb joints, all with a reduced visual impact. The software system
includes a stable communication and important user information is obtained. It also
allows to save the record of the evolution of the patient and load a previously designed
therapy.

In order to actuate the passive joint and starting working in the transmission system,
we decided to design a transmission that could be yoke to the passive joints. The idea
was to use the bike wires to reproduces the motor movement in the exoskeleton joints.

This wires has a semi rigid plastic jacket, this allow us to modify the length of the
exoskeleton without losing wire strain. The problem was that the exoskeleton has a big
quantity of movement. This fact force the wire jacket to bend, and make more difficult
to move the exoskeleton joints, in other words, we are increasing the torque needed. For
this reason, we decided not to use the transmission system.

306 J. García Montaño et al.



We left three joints as passive and this issue would be treated in future works, trans‐
forming them in active joints.

6 Conclusion and Future Work

Once built a first prototype and made the relevant tests, it is demonstrated the feasibility
of the assistance of a robotic exoskeleton in rehabilitation processes. The repetitive
movements performed by the physiotherapist can be emulated by a robotic mechanism.
This system provides a valuable and accurate information that allows to particularize
the subject rehabilitation therapy, and create a record of the evolution.

As future work the system update is pending after receiving feedback from health
workers and implement an adaptive control of the system. Also, the next prototype will
be manufactured in aluminum and all of the joints will be actuated.

As a result of the work we have created an exoskeleton prototype that can be used
to obtain data, to design a new version, like quantity of movements, mechanical and
communication problems, kinematics limits, physicians feedback. In addition, the proto‐
type can be used to reproduces some experiments in which we could get data of subjects,
combined with different muscles measure techniques like electromyography.
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