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Preface

In the previous edition of this book, the predominant theme was applying epidemiology to
assist managers in dealing with an environment in which the structure of health care financing
was rapidly changing to managed care and in which there was increasing competition among
health care providers. While these phenomena continue to exist, new challenges have
emerged, and in particular the explosion of information technology has given way to a global
society and decision making that is increasingly shared with consumers because of their access
to the same sets of data. Thus, the questions with which health care managers are confronted
on a daily basis are now exceedingly more complex: (1) How can a population be defined
considering that both exposures and diseases originating in one corner of the globe can rapidly
become a threat to any nation’s security? (2) Where do influences on a population begin and
end? (3) How can we protect and promote health in that population or any population if
privacy is preeminent?

This edition brings in this editor’s view of the increasing need for health care managers,
be they in private or public settings, to use epidemiological concepts and methods. The chal-
lenges posed by health care delivery in the 21st century are immense, ranging from redefining
life and health given the advances in genetic technology, global environmental changes, and
multinational simultaneous increases in poverty and longevity, to economic decisions regard-
ing technology and service levels that fewer and fewer can afford. Epidemiology, as the
language of science, is the essential tool in health care management decision making, be it at
the point of direct service or at the level of deciding national priorities in a limited health care
budget.

This edition presents core epidemiological principles and their applications in the first six
chapters. The next five chapters illustrate how epidemiology is used in management planning,
decision making, and practice in specialty areas (health care quality management, transmiss-
ible disease control, genetic health services, technology assessment, and health care services
for environmentally provoked health problems). The last set of chapters demonstrates how
epidemiology at the macrolevel interfaces with other disciplines (economics, policy, and
ethics) when health care management faces initiatives at the cusp of public and private sector
interests. Prior or current enrollment in coursework in biostatistics and in health care organiza-
tions at the graduate level are highly recommended to better appreciate the material presented
herein. Throughout the book, the need to use the scientific method in management decision
making is emphasized. Specific content is presented (e.g., the scientific method, assessment of
causality, study designs, survey form construction, etc.) such that this book can be used to
teach principles of research methods to prepare students for their theses or other capstone
projects in health care management.



X Preface

As in the last edition, all chapters are written by individuals who apply epidemiological
thinking and methods in their current positions. Additionally, since most chapter authors have
had international health care experience, the topics presented in these chapters analyze the top
priorities and concerns relative to health care globally. Following each chapter, the reader is
challenged with case studies relevant to the theme of the chapter that require epidemiological
concepts and techniques for their solution. Most of the cases are new and all are real-life or
based on real-life situations that the reader is likely to encounter as a health care manager.
Some of the cases have suggested answers provided in the end of the volume. It must be
emphasized that these are suggested answers; different situations, depending on the context,
resources, and time, may require different approaches. Some of the cases have questions
without answers; this is intended so that users of the volume can develop their own creative
solutions using epidemiological principles and methods. You are encouraged to use the
“Websites for Health Care Managers Thinking Epidemiologically” in devising your own
solutions.

Enjoy reading (and using) this new edition!

Denise M. Oleske, Ph.D., F. A.CE.
Chicago, Illinois
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1

An Epidemiological Framework for
the Delivery of Health Care Services

Denise M. Oleske

An Epidemiological Model for the Delivery of Health Care Services

The organization and delivery of health care services is heavily influenced today by the
dilemma of providing quality health care given limited resources. This challenge raises a
number of questions: Should all health care services be equally distributed among or provided
to the population? Are all health services equally effective among population subgroups? To
what degree do health services improve health status? A population-based focus is required to
answer these questions. Such a focus classically directs attention on the general population in a
defined geopolitical area. Historically, private health care services typically have not under-
taken responsibility for addressing the needs of geographically based populations. However,
new community benefit legislation, challenges to not-for-profit status, increasing demands
from consumers, increasing enrollment in capitated health plans, and an extremely competi-
tive health care marketplace compel health care providers to be more responsive to population
health care needs and status. Epidemiology can be the pivotal link in assisting providers to
align services more effectively to enhance health status. This balance needs to occur both at the
point of delivery as well as at the level of public policy.

To represent the application of epidemiology in the new era of the delivery of health care
services, the following definitional orientation is offered:

Epidemiology is the study of the distribution of health needs, including disease,
impairments, disability, injuries, and other health problems in human populations
and factors contributing to their emergence, severity and consequences. The ultimate
goal of epidemiology is to identify the causal factors that could be eliminated or
modified to prevent or control adverse health outcomes and apply the knowledge of
these to improve the health status of populations.

Denise M. Oleske Departments of Health Systems Management and Preventive Medicine, Rush University,
Chicago, Illinois 60612.

Epidemiology and the Delivery of Health Care Services: Methods and Applications, Second Edition, edited by Denise
M. Oleske. Kluwer Academic/Plenum Publishers, New York, 2001.
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Figure 1.1. Epidemiological model of the delivery of health care services.

A population-based focus in the delivery of health care can influence health status. A model
that represents how the orientation may be conceptualized is displayed in Fig. 1.1. This
conceptual model is the focus of this chapter and provides the orientation for the remainder of
the volume. First, each component of the model is discussed. An explanation of how the model
provides a framework for management practice follows.

The Population

Defining the population and understanding its characteristics is fundamental to the
epidemiological model of health services delivery. Populations targeted for health care ser-
vices are defined in terms of geopolitical boundaries, users of a health provider (e.g., hospitals,
physician group practice, public clinic), those in institutions (e.g., school children, prisons,
orphanages, etc.), members of a health insurance plan (e.g., Medicaid, Medicare, members of a
health maintenance organization, those receiving worker’s compensation), because of special
group membership (e.g., military personnel), or some combination thereof. Populations are
characterized in terms of trends in size, demographic, economic characteristics, social charac-
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Figure 1.2. Medicare beneficiaries in fair or poor health by federal poverty level. Data from Schoen et
al. (1998).

teristics, and distribution of exposures that could influence health. Health and most diseases or
health problems can be observed to vary with population characteristics. Figure 1.2 illustrates
that even within the population of Medicare recipients, self-reported health status varies with
income level, which is represented in this figure by federal poverty status.

The major factors affecting population size are birth rate or fertility rate, death rate, and
migration. The greatest amount of change in the growth in a population over the short term is
usually attributable to the difference between the birth rate and the death rate. However, over
time, migration contributes a major influence to population change in terms of numbers and
composition. Despite many technological advances in health care delivery, not all nations will
experience population growth. Population declines of over 1% between 1990 and 1999 were
observed for Bosnia and Herzegovina, Estonia, Kuwait, and Latvia largely attributable to
declines in the fertility rates of these nations (World Health Organization, 2000).

With respect to demographic and social characteristics, attributes of a population known
to be related to health events include age, gender, race, ethnicity, education, employment
status, and income. Data from the decennial census provide the basic information on these and
other characteristics of populations residing in the community. An act of Congress delineated
the provision of the 1990 census and was codified in Title 13, United States Code. The census
provides basic information for all inhabitants of the United States.

Health care claims data (pharmacy claims, hospital discharge abstracts), encounter data
(numbers of visits made to a physician practice or clinic), health insurance membership or
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beneficiary files, and even birth certificates can also provide information on the characteristics
of populations served by organizations, systems, types of insurers, or institutions. Populations
also may be characterized in terms of the distribution of exposures or facts that may result in
physical, emotional, or psychological harm. Epidemiological studies can determine which of
these exposures are risk factors. A risk factor is a characteristic that is known to be associated
with a health-related condition. Risk factors may be personal characteristics, lifestyle features,
or the environment. Epidemiological measures can be used to characterize the distribution of
the risk factors in the population, across geographic areas, and over time. Some characteristics
are immutable (e.g., age, gender) and some are potentially modifiable (smoking, air pollution).
The profound differences observed in the occurrence of health needs, use of health services,
and resultant health status are driven by features of a population. Thus, knowledge of the
characteristics of population targeted for health services is essential to plan and deliver health
care services that optimize health.

Population Trends

The population of the world reached 6 billion persons in October 1999, doubling in size
in under 40 years. There are 10 countries that have a population of 100 million or more:
Bangladesh, Brazil, China, India, Indonesia, Japan, Nigeria, Pakistan, Russian Federation, and
the United States of America. Overall, the population of the world is expected to increase at
least at 1.3% per year, but the growth is concentrated in Asia and Oceania and in Africa (Fig.
1.3) where the income levels are among the lowest of all nations. By 2050, it is estimated that
there will be at least an additional 1 billion persons added to the globe and eight additional
countries with a population of 100 million or more: Ethiopia, Democratic Republic of the
Congo, Mexico, Philippines, Viet Nam, Iran, Egypt, and Turkey (United Nations, 2001). The
challenge to all health care managers worldwide will be how to promote and protect health and
maintain quality of life given growing imbalances between social, economic, and environmen-
tal resources with continued dramatic population increases.

In the United States, one of the populations of particular concern is the growing Medicare
population. One of three Medicare beneficiaries lives on an income below 200% of the federal
poverty level and reports health problems. Forty-three percent of Medicare's disabled under
age 65 lie at or below the poverty levels (Schoen et al., 1998). With expected increases in the
number of Medicare recipients, significant challenges arise in ensuring and providing health
care services to this population.

Another significant trend in the United States is the increasing percentage of the Hispanic
population. In 1999,12% of the US population was Hispanic, with people of Mexican origin
comprising 65% of the US Hispanic population. In six states, the percentage Hispanic of the
total population exceeds 17% (Fig. 1.4). High rates of immigration and fertility render this
population the fastest growing segment in the United States. Continued low educational
attainment and income, diverse ethnic and racial origins, and relative youth of the rapidly
growing Hispanic population will present enormous challenges to the US health care system.

Need for Health Care

Any self-perceived deviation from societal norms of health or problem detected by a
health profession may be considered a “need.” An individual’s perception of need is influ-
enced by health information, health education, and changing financial situation. The pro-
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Figure 1L.3. (a) Distribution of world population, 2000. (b) Distribution of estimated world population,
2050. Data from United Nations (2001).

vider’s perception of the need is similarly influenced by health information (dissemination of
practice guidelines) and diagnostic or treatment utilization restrictions imposed by health
insurers or institutional policies (e.g., restriction to drugs dispensed only if on hospital
formulary) (Andersen, 1995). Health needs may be expressed as a global measure of perceived
health, disease, impairments, injuries, psychological/emotional distress, or behaviors that
prompt seeking preventive care, health information, or therapeutic intervention. The use of
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Figure 1.4. Distribution of the Hispanic population by region, United States, 1999. Data from US
Census Bureau (2000).

health care services is influenced by the degree of deficits produced by a health need and/or the
amount of services required for producing maximum attainable functioning (Steinwachs,
1989).

There are several approaches for quantifying health needs. Inferences can be made from
census and vital data (records of births, deaths, marriages, and divorces). The birth certificate
provides a wealth of information for this purpose. Lower levels of prenatal care, as measured
through the birth certificate, among pregnant teens may suggest the need for special adolescent
health services available in the community. A second approach is to measure self-report of
perceived level of health, symptoms, diseases, injuries, and impairments. A third measurement
of need is withdrawal behavior, such as absentee rates and work-loss days. For example, a high
number of unscheduled days of employee absences is a proxy measure of a high level of stress
among employees. A fourth approach is to assess the use of nonmedical services, such as
nonprescription medications and treatments. A fifth measure is to evaluate levels of utilization
of various types of formal health cares services, with the assumption that increasing utilization
rates reflect increasing levels of need. Ambulatory sensitive hospitalization, or hospitaliza-
tions that are felt to be preventable if adequate primary care were available, is an important
measure of need especially for vulnerable populations (Fig. 1.5). Last, a sixth approach for
quantifying need is through clinical measurements of such variables as physical function,
blood pressure, cognitive impairment, or cholesterol level. Variation of obesity (body mass
index 30+) by age group, race/ethnicity, and gender are displayed in Fig. 1.6. This figure
indicates the need for weight reduction interventions particularly for Mexican American and
black females.

Where possible, physical measurements of need are desirable as persons with comparable
symptoms and limitations exhibit high variability in how they perceive their health status and
use medical care (Mechanic, 1995). The level of need in the population among population
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Figure 1.6. Distribution of obesity (BMI 30+) by age group, gender, and race/ethnicity, 1988-1994,
United States. Data from National Center for Health Statistics (2000).

subgroups, across geographic areas, and over time may be represented through epidemiologi-
cal measures (additional discussion on epidemiological measures may be found in Chapter 3).
The selection of one measure of need over another for use in estimating the utilization of a
health service depends on the type of level of health intervention anticipated. Screening for
high blood pressure in a population is a means for providers to determine need by identifying
persons with asymptomatic untreated hypertension.

Utilization of Health Care Services

Health care utilization refers to the category and purpose of health care services rendered
or sought. Categories of health care services include physician or other individual health care
professional services, facility use (hospitalizations, clinic visits), prescription use, or even the
use of medical devises. Health care services for disease prevention may be rendered or sought
through one of three levels: primary, secondary, or tertiary intervention. Primary prevention
services are those activities or initiatives designed to reduce the likelihood or to prevent the
onset of a health problem from ever occurring in healthy persons. Secondary prevention
services are those activities or initiatives designed at reducing morbidity or morality from a
health problem due to early identification of a disease before its signs and symptoms occur and
which alters the course of a disease through early intervention. Tertiary prevention services are
those activities or initiatives aimed at reducing morbidity and mortality and complications
among individuals who have existing health problems (see Table 1.1).

In addition to measuring the capacity and productivity of a health care system, health care
utilization also has been used as a proxy measure of health need, health status, or health
outcome (e.g., hospital readmission rate for newborns). High utilization could mean there are
unmet needs that cause the high utilization (e.g., high hospital admission rates in a community
for asthma because of lack of physicians; high hospitalization rates among depressed persons
because of lack of training in coping skills); low utilization rates could mean lack of adequate
health care (e.g., low rates of breast conserving surgery). Hospitalization, the most costly form
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Table 1.1. Level of Health Promotion and Examples of Health Care System Components

Level of
prevention Health care system components

Primary * Aerobics classes
* Immunization programs
Estrogen replacement therapy to prevent cognitive decline
Secondary * Screening mammography
High blood pressure screening
Vision screening
Screening for BrCal gene
Tertiary = Postoperative physical therapy for joint replacement surgery
Anticoagulant therapy to prevent secondary stroke
* Cholesterol reduction by diet and/or medication in persons with coronary heart disease

of health care utilization, varies by geographic region even for similar age-gender groups
(MacKay et al., 2000). Procedure rates likewise vary. Figure 1.7 displays ambulatory and
inpatient procedure rates in the United States according to gender and age group, with a 10.3%
increase in the former procedure category and a 4.1% decline in the latter category. Both
ambulatory and inpatient procedure rates increase with increasing age group and is parallel in
that increase except for the slightly higher utilization rates in females aged 15-44 years
primarily for childbearing reasons.
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Figure1.7. Ambulatory and impatient procedure rates per 1000 population according to age group, and
gender, United States. Note: Ambulatory rates are from 1996. Inpatient rates are from 1998. Source
MacKay et al.. (2000).
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Utilization of health services does not necessarily imply ultimately more favorable health
status. This is exemplified with the high degree of variation in the use all common surgical
procedures, particularly for cardiac procedures after acute myocardial infarction (AMI)
(Wennberg, 1996). A high degree of procedure use for the management and prevention of AMI
has only a mixed effect on mortality and other heart disease events (Selby et al., 1996;
Guadagnoli et al., 1995).

Factors Affecting Health Care Utilization

Utilization is generally observed to vary with need, irrespective of the measure of need,
with the highest levels of need typically associated with the highest levels of utilization. Figure
1.8 illustrates this concept showing that lower levels of perceived health are associated with a
linear increase in numbers of contacts with the health care system related to poorer self-
reported health. However, not all utilization is need driven. The high proportion of one to three
visits in the last year by those with higher reported health status is attributable to seeking
annual health exams. Wennberg (1996) demonstrated wide variability in the use of a variety of
surgical procedures and acknowledged that the variation is not necessarily due to health care
need. Health care utilization is influenced not only by a population’s sociodemographic
structure, but also its beliefs, knowledge, and attitudes regarding the efficacy of health services
and curability of their condition and help-seeking behaviors. Characteristics of the health care
system also influence utilization such as distribution of number and type of health care
manpower and Medicare reimbursement factors.

Different theoretical models of health care utilization may be employed depending on
whether the population under consideration is generally well or generally ill. Mechanic’s

50.0
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25.0

20.0

Percentage of visits

15.0-

no visits 1to 3 4t09 10+ no visits 1to 3 4to9 10+

fair/good good/excellent

Figure 1.8. Distribution of health care visits to doctor’s offices, emergency departments, and home
visits within the past 12 months according to self-assessed health status, 1998, United States. Data from
MacKay er al. (2000).
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model focuses on the relationship of illness behavior and health care utilization. Self-appraisal
of health, knowledge of symptoms, their seriousness, and knowledge of a procedure being
available are highly associated with utilization of health care services (Mechanic, 1995).
Beliefs about the curability of a condition may impede or promote the use of early detection.
Attitudes are particularly important regarding influencing the action an individual takes
regarding the utilization of health care if a symptom is not present. In addition, utilization is
mitigated by accessibility and availability of services.

Accessibility of Health Care

Accessibility, as defined from an epidemiological point of view, is the proportion or
number of a population that use a service or facility as a function of physical (e.g., distance,
wheel chair access), economic (e.g., insurance type, income, copayment amount), or cultural
factors (e.g., language barriers) or other aspects of the health care system (e.g., waiting time
for an appointment, appointment mechanisms for hearing-impaired, insurance referral poli-
cies). Accessibility can be estimated from: (1) self-reports by the population on the difficulty
of getting medical care when it is needed; (2) use of medical services for prevention and
screening (e.g., percentage of the population having blood pressure checks, measles vaccine,
etc); and (3) use of medical services for diagnosis, treatment, and rehabilitation. There are
three specific indicators (known also as ambulatory-care-sensitive conditions) used to assess
access to primary care in a population. These are hospitalization rates for children (asthma),
working age adults (diabetes), and elderly persons (pneumonia and influenza). As with all
health utilization measures, even these indicator rates vary by income (Fig. 1.5). The national
goal is to reduce the hospitalization rates of the ambulatory-sensitive conditions by 25% in
2010 (US Department of Health and Human Services, 2000). One of the major access barriers
to health care in the United States is lack of insurance, with 15.8% of the population of 42.3
million persons having neither private nor public health insurance (Rhoades et al, 2000).
Persons with health insurance are much more likely to be in better health and have less disease
and less disease risk factors; this applies to both physical health as well as mental health (Ford
etal., 1998; Schoen et al., 1998; McAlpine and Mechanic, 2000) (Fig. 1.9). Access to primary
health care is known to be inversely associated with hospital admission rates (Bindman et al.,
1995).

Availability of Health Care Resources

Availability is the ratio between the population of an administrative or geographic unit
and the health facilities, personnel, and technology to support the delivery of health care.
Wennberg (1996) has demonstrated that use of health care in a community often is more related
to the availability of physicians and hospital beds than to its population’s health. Greater
utilization occurs with greater availability of resources.

Utilization of services does not necessarily mean that health needs are addressed or that
utilization is appropriate. Variations in physician practice styles and intensity in the use of
medical resources and technology exist across systems of care and geographic areas indepen-
dent of health care needs (Wennberg, 1996). Moreover, utilization of health care services per se
does not always lead to improved health status. Adverse events such as surgical complications,
nosocomial infections, and drug reactions can occur as a result of contact with health care
services. An increasing literature is indicating that features of the organization such as the
availability of specialized treatment centers can positively affect health status. Its culture,
leadership, information services, and human resources activities can affect patient outcomes
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Figure 1.9. Distribution of health screening activities and selected risk factors for 50- to 64-year old
women by health insurance status, National Health and Nutrition Examination Survey III, 1988-1994.
Source Ford et al. (1998).

and ultimately population health status (Mitchell and Shortell, 1997; Herbert-Croteau et al,
2000; Shortell et al, 2000). The appropriateness of utilization also must be considered. The
goal of the health care manager should be to identify the best or most appropriate match
between health needs and resource utilization within a specific population. Thus, in the model
presented health care services utilization becomes a primary ‘“exposure” or potential risk
factor that may have a causal relationship to population health status, favorably or unfavorably
depending on the appropriateness of utilization. Inappropriate or unnecessary utilization can
result in patient injury or even death.

Health of Populations Served

There are myriad different definitions and approaches for determining the health of
populations. The World Health Organization (WHO, 1948) originally offered the definition of
health as the optimal balance between physical, mental, and social functioning. The measure
selected depends on the population (geographically defined, membership in health plan), the
goal of the assessment (detailed or general), the validity and reliability of the measure, and the
scope of the evaluation (international, national, local, or provider-specific).

Historically for geographically defined populations health status has been quantified with
the proxy measure mortality because of the universality of recording of deaths and because of
the widespread availability and general comparability of these records across international or
other across-geographic areas (see Chapter 3 for computation). Thus, mortality rate indicators
of health used for international comparisons have included the infant mortality rate (the
number of deaths under 1 year of age per 1,000 live births), the maternal mortality ratio
(number of deaths of mothers attributable to childbirth per 100,000 live births), and the life
expectancy (the average number of years that an individual is expected to live assuming
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current mortality rates continue to apply). Infant mortality is felt to be the most sensitive
indicator for evaluating the health status of populations for short-term interventions such as
immunization or prenatal care programs. Life expectancy, another mortality measure, has
been another common proxy measure of health status for long-term interventions, such as
national health policy changes, the availability of medical intervention, or for changes in the
economic conditions. The loss of over 15 years of life expectancy due to the AIDS epidemic in
sub-Sahara Africa is in part due to the lack of availability of medical intervention. However,
mortality rates alone may be insufficient as measures of provider impact on health status as
smaller volume service units may have fewer deaths, rendering the mortality rates unreliable.

As computers and information systems become more widespread, the WHO has adopted
a new summary measure of health for geographically defined populations: the disability
adjusted life expectancy (DALE). This measure was developed in recognition of the fact that
increasing life years as measured by life expectancy does not necessary measure all those
years were “healthy.” The DALE subtracts from the expected number of years of life for a
person born in the current year and is weighted by disability severity (Murray and Lopez,
1997). This new measure rates Japanese people has having the highest healthy life expectancy
at 74.5 years, Sierra Leone the lowest with less than 26 years, and the United States as 24th
with 70 years (World Health Organization, 2000). The DALE is a promising new measure for
comparing geographically defined populations with the caveat that since the disability compo-
nent of the measure is obtained through surveys of the population to develop composite
measures, differences in the perceptions of disability are highly culturally dependent.

Health status assessed in reference to a specific intervention is referred to as a health
outcome. In addition to the proxy measures of health mentioned above, health status can be
determined by a health care provider or can be self-reported (see also Chapter 2). Surveys may
be used to evaluate health status in populations, but the logistics of administering these may be
problematic and may not be appropriate or feasible for certain populations.

Regardless of the measure of health status used, better health should be the overall goal of
any health care service, organization, or system. A corollary of this is that with the appropriate
and timely use of health services broadly defined, health status should be improved.

Applying Epidemiology in Health Care Management Practice

From this conceptual orientation, it should be clear that a basic knowledge of epidem-
iological methods and their applications is essential for all health care managers. Specifically,
the health care manager must consider (1) monitoring population size served by health care
providers, (2) distribution of health needs in a population, (3) the genesis and consequences of
health care problems, (4) how the health care system and organizational characteristics impact
the health status of persons served, (5) the necessity of monitoring the health system,
organizational, and program performance with epidemiological techniques, (6) the continuous
need to restructure the health care system, organization, and its processes to fit the changing
environment, and (7) the development and evaluation of public policy affecting health care
delivery. An explanation of the significance of each of these challenges faced by health care
managers in the context of epidemiology follows.

Monitoring Service Population Size

The primary role of the health care administrator is to manage resources with the goal of
enhancing the health status of populations served. This function requires managers to have a
population-based perspective and to be cognizant of trends affecting population size. The
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manager must understand the factors that influence the size of the service population in order
to project resource needs of populations targeted for services. These factors include those
resulting from sociodemographic changes (birth rate, death rate, and migration) and those due
to changes in the structure of the health care system (Table 1.2). An examination of trends in
the United States reveals a substantial increase in the overall size of the population, which is
attributable to continued declines in mortality rates in all age groups, continued immigration
into the United States, and recent increases in the birth rate in certain age groups of women
(Fig. 1.10). Although as described earlier most of the world population’s is increasing, in some
areas the population is decreasing. Declining annual growth is observed in Albania, Bosnia,
and Herzegovina, Bulgaria, Croatia, Georgia, Hungary, and the Ukraine, to name a few (World
Health Organization, 2000). Although population growth typically follows declines in mortal-
ity (from disease), fertility decline accompanies or soon follows the decline in mortality.
However, for some of the aforementioned countries, recent wars and civil conflict and future
such anticipated events elsewhere in the world will have a major impact on both population
size as well as mass migrations of populations.

Other factors affect the size of a population to be served, such as the closure of inner-city
and rural hospitals and the shifts of the population served by these facilities to facilities
elsewhere. Another factor is implementation of strategic initiatives by health care providers.
Vertical integration of organizations (e.g., an academic medical center aligns itself with
community hospitals associated with an HMO), the formation of multihospital systems (e.g.,
Columbia/HCA), collaboration among providers and insurers (e.g., Uni-Health American and
California Blue Shield), joint ventures between providers and vendors (e.g., Caremark, Inc.),
and growth in specialty for-profit health service corporations (e.g., Vencor) are examples of
these initiatives. Larger populations also result from such trends as the emergence of health
care purchasing coalitions of small businesses. The trend in increasing service population size
will continue as it is viewed as consistent with achievement of cost-efficient care as a result of
economies of scale. The substantial gains in enrollment in managed care health plans, even for
the Medicaid population, illustrates this trend (Table 1.3). Thus, today the term “population
based” may be viewed as also extending from a population defined by geographic boundaries
to any large population served by a health care system or health-insuring arrangement.

Distribution of Health Needs in a Population

Knowledge of the distribution of health needs in a population is particularly essential for
planning the types of health care services that should be provided. Epidemiological measures
enable the distribution of health needs in a population to be characterized in terms of, “Who is

Table 1.2. Factors Affecting the Size of the Population
Served by Health Care Systems

Birth rate or fertility rate

Mortality rate

Migration

Facility closures

Horizontal integration of organizations (e.g., affiliations, joint ventures)
Vertical integration of organizations (primary, secondary, and tertiary care)
New service configurations (provider—vendor; provider—insurer)
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Figure 1.10. Trends in the number of US births. Sources US Census Bureau (1975); MacKay et al.
(2000).

affected? When? Where?” For example, infectious disease is a priority concern in populations
with a large percentage of individuals 5 years of age and under. Therefore, the provision of
immunization services would be an appropriate priority response. Mortality from heart disease
is highest in those aged 65 years and over. Organizations within a community with a large
proportion of elderly persons should provide services to address this health problem, such as
instruction and skills on basic life support techniques. An estimate of the distribution and
frequency of health needs in a population enables the projection of the amount of resources
that would have to be expended. For example, diabetics have high rates of hospital utilization
and experience a high incidence of various comorbidities such as myocardial infarction and
diabetic retinopathy. Health maintenance organizations or other capitated programs that have a

Table 1.3. Trends in Medicaid Managed Care Enrollment

Total medicaid Fee-for-service Managed care  Percent managed

Year population population population care enrollment
1993 33,430,051 28,621,100 4,808,951 14.39
1994 33,634,000 25,839,750 7,794,250 23.17
1995 33,373,000 23,573,000 9,800,000 29.37
1996 33,231,147 19,911,028 13,330,119 40.10
1997 32,082,380 16,746,878 15,345,502 47.82
1998 30,896,635 14,322,639 16,573,996 53.64

“Data from http://www.hcfa.gov/Medicaid/
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high proportion of diabetics may find it cost-effective to initiate screening programs to identify
diabetics. Once identified, diabetics could be targeted for intense education and follow up to
optimize management of the diabetes and to avoid complications such as diabetic retinopathy
and prevent unnecessary hospitalization. Another potential predictor of the consumption of
health care resource is the proportion of the population who are cigarette smokers. Smokers
have a higher utilization of health care services than nonsmokers (Vogt and Schweitzer, 1985).
Thus, knowledge of the prevalence of risk factors for disease in a population may be applied as
a provider negotiating the nature of services provided relative to a fixed cost per person.
Epidemiological information allows the manager to anticipate the resources to meet popula-
tion needs and to anticipate the risks that may be incurred if the needs are not met also may be
estimated. This information also allows managers to distribute resources and to assess the
impact of developing affiliation and joint venture agreements.

The profile of the disease burden will be changing dramatically in the next 20 years.
Worldwide, ischemic heart disease, unipolar major depression, road traffic accidents, cerebro-
vascular disease, and chronic obstructive pulmonary disease will be the five leading causes of
disease burden (Institute of Medicine, 1997). The future distribution of diseases will challenge
health systems that traditionally have been very independent to become more mutually
connected with local governmental agencies and with foreign governments where borders are
affected. This applies not only to the United States but to all countries of the world.

Understanding the Genesis and Consequences of Health Problems

Risk factors are attributes or exposures that increase the chance of the occurrence of an
outcome or disease. Preventive health services are aimed at eliminating or otherwise mitigat-
ing risk factors. So, for an HMO with a large proportion of elderly members who are at risk for
fracture injuries mass education aimed at improving physical activity (even mall walking)
could lessen the likelihood of certain hospitalization for fracture injuries. For some diseases
such as breast cancer there are no risk factors known to date that are modifiable. Buteven when
risk factors are known, individuals may or may not be able to take measures to avoid these
factors (e.g., because of lack of knowledge, heritable factors, etc.), thereby reducing the
likelihood of health problems arising. Thus, health care services must be available to address
the resultant health problems and manage the consequences. Epidemiological methods help
identify prognostic factors, which are aspects of the disease or the individual from which the
probability of recovery (or death) can be determined. For example, hip fracture patients who
receive immediate rehabilitation therapy are more likely to live longer and have less morbidity
than those who do not receive such services. The implications of this are that early interven-
tion, be it through primary, secondary, or tertiary prevention services, may measurably
improve health status.

Understanding the Relationship between Health System Characteristics
and the Health Status of Populations Served

There is a growing body of literature indicating that features of a health system, its
organization, its personnel, its available technology and programmatic efforts often have been
linked to changes in the health status of populations served, even when considering medical
conditions and therapeutic regimens of the patients. In drawing an analogy to classic epidem-
iology, these organizational features may be characterized as “exposure factors.” An organi-
zation is characterized by its volume, ownership (e.g., governmental, for-profit, not-for profit,
etc.), configuration (e.g., affiliation, system member, etc.), other features such as duration of



Epidemiological Framework 19

encounter (e.g., 23-hour, overnight, long-term care), and other factors such as type of accredi-
tation or type of service (e.g., wellness program, home care, etc.). Examples of the impact of
organizational features upon health status are plentiful. The outcomes for mother having
hospital newborn deliveries differs according to organizational characteristics. Lower cesar-
ean section rates are observed in hospitals that are members of the Council of Teaching
Hospitals even when considering the characteristics of women delivering (Oleske et al., 1991).

Personnel considerations of an organization pertain to the number of staff, their qualifica-
tions and experience, and other factors of manpower (e.g., physical ability, interpersonal
skills, etc.). The personnel associated with an organization can have a substantial effect on the
health status of patients served. For example, hospitals with a higher percentage of physicians
who are board-certified specialists and hospitals with a higher percentage of registered nurses
on their nursing staff have a lower patient mortality (Hartz et al., 1989). A low nurse—patient
ratio in nursing homes has been linked to an increased likelihood of falls, medication errors,
and other adverse outcomes (Spector and Takada, 1991). With increasing manpower shortages,
it becomes increasingly important to understand whether some degree of cross-training or use
of lower levels of trained manpower can be incorporated into health care delivery without
compromising the health of populations. Mundinger et al. (2000) demonstrated that it was
possible to achieve similar patient outcomes at least when comparing nurse practitioners and
physicians in an ambulatory setting.

The technology of an organization includes devices, procedures, and pharmaceuticals
available to diagnose and treat populations served (see also Chapter 10). The availability of
technology generally improves the outcome of the care provided. For example, the technology
of neonatal intensive care is long known to directly benefit select high-risk pregnancies and
neonates, including those who are preterm or low birth weight or born to mothers with diabetes
mellitus (Svennignsen, 1992). Mammography can be used for the early detection of breast
cancer. If the cancer is identified in an early stage, the likelihood of death and high medical
expenditures associated with the treatment of more advanced disease is reduced. For this
reason, the prevalence of mammography screening in women served by health plans is a
marker of organizational quality. Managers also can use epidemiology to assess whether the
use of a particular technology is associated with any risks, such as a new transplant procedure.
Epidemiological data also are useful in cost-benefit/cost-effectiveness evaluations of technol-
ogy by providing both the benefit and effect information (see also Chapter 13).

Programmatic efforts represent what services are provided, how these are organized, or
the means by which they are delivered. Programmatic efforts include quality assurance
programs, total quality management programs, and clinical practice guidelines (see also
Chapter 7). An example of a programmatic effort is a genetic screening service to identify
women at high risk for breast and ovarian cancer (see also Chapter 9). While organizational
factors are critical for successful guidelines implementation, in particular the need for clinical
leaders and subject experts need to champion the guidelines, the size of the target population to
which the guideline is relevant, and its burden of disease should be of sufficient magnitude
before an institution undertakes the massive amount of planning, implementation, and mon-
itoring of compliance of the guideline.

Monitoring Health Care Systems, Organizations, and Program Performance

The increased necessity for the continuous monitoring the health care system, organiza-
tion, and program line performance is another reason for the use of epidemiology in manage-
ment practice. The impetus for monitoring performance has been stimulated by the total
quality management/continuous quality improvement movement and is formalized as part of
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various accreditation standards. The quality principles are espoused under the assumption that
performance monitoring is one type of quality initiative and as such may be a means of
improving organizational effectiveness and efficiency in the use of resources (e.g. personnel,
supplies, equipment, etc.). For health care managers, the impact of these initiatives on patients
is the ultimate concern. Performance can be assessed through the use of epidemiological
measures or by means of analytic studies. (Subsequent chapters provide further discussion of
these topics.)

Modifying the Structure and Processes to Respond to Environmental Change

In addition to considering the internal environment of an organization, epidemiology
enables managers to understand how forces external to the organization can affect the
organization and delivery of care. A classic example of how hospitals were compelled to
change their processes occurred with the introduction of the prospective payment system
(PPS) in 1983 (Svahn and Ross, 1983). PPS introduced reimbursement for treating Medicare
patients on the basis of a single fixed amount per patient. The amount of reimbursement per
hospital admission was determined by the diagnostic-related group (DRG) in which the patient
fell. The DRG is based on the patient’s clinical diagnosis, surgical procedures performed, age,
and comorbidities present, which except for age rely on coding from the International
Classification of Diseases. The new method of payment stimulated the restructuring of
hospital processes. Some of the changes included the introduction of utilization review
programs and more prehospitalization (outpatient) testing. The major response by hospitals to
the introduction of PPS was to reduce the length of stay as a means of providing services
within a fixed price per case. Cases with lengths of stay longer than what could be accommo-
dated by a fixed price created losses for the institution. Epidemiology provides a framework
for examining excess variability and causes of variability that could create losses to a health
care system receiving capitated payment for the provision of services to a population. For
example, an epidemiological investigation of delays in a teaching hospital found that the most
frequent cause of an extended length of stay was difficulty in scheduling tests (Selker et al,
1989). At the organizational level, epidemiology also can be used to assess the effects of
restructuring. The increasing shortages in allied health professions also influence health care
organizations. The impact of this on patient health status can be assessed with epidemiological
methods.

Formulation and Evaluation of Public Policy Affecting the Delivery of Health
Care Services

Epidemiological data and methods also are critical for the development and assessment
of public policy affecting the delivery of health care services that health care executives may
have the occasion to influence. Epidemiological data consisting of cancer incidence, mortality,
and survival rates are collected by the Surveillance, Epidemiology, and End Results (SEER)
Program of the National Cancer Institute to assess the impact of cancer in the general
population. Specifically, these data provide information on changes over time on the extent of
disease at diagnosis and survival associated with various forms of therapy. Health care
providers can benchmark their experience relative to such national data. Extensive use of
epidemiological data has been incorporated into defining priorities and strategic directions for
the health of the nation and state governments (US Department of Health and Human Services,
2000; see also Chapter 12).
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Epidemiological data also have been used to evaluate the impact of policies such as
minimum drinking age laws (Zador et al., 1989; see also Chapter 6). The End Stage Renal
Disease (ESRD) Program is a classic example of a public policy that did not utilize epidemio-
logical data in planning. Prior to the implementation of ESRD, estimates of future utilization
of dialysis and transplant services were based on current recipients of those services. Those
individuals were predominantly white, male, educated, and employed. When the ESRD
Program extended Medicare coverage to all persons under age 65 with end-stage renal disease,
the demographic characteristics of the recipients paralleled that of the general population. The
incidence of those on treatment doubled within a few years. The result was an extraordinary
expenditure of resources, with ESRD patients representing 0.25% of the Medicare patients and
approximately 10% of the Medicare Part B budget (Rubin, 1984). This could have been
anticipated and perhaps the extent and nature of coverage modified if population-based data
were used in planning prior to the implementation of the program. As new national efforts are
introduced, epidemiological methods also can be used to assess some of the other impending
changes in health care delivery that would influence organizational restructuring. Epidemiol-
ogy will be used to determine whether the health status of populations served will improve in a
new configuration of health care delivery. As local and national health care systems change in
response to external pressures, epidemiological methods will be used to assess the responsive-
ness of organizations to those changes in terms of meeting the needs of populations served.

Summary

The use of epidemiology in management decision making associated the delivery of
health care services is now essential. Through an epidemiological framework, we can assess

Table L.4. Questions for Health Care Executives
When Managing Health Systems from an Epidemiological Framework

1. Who is the population served?
a. How is this population defined?
b. What are the major size and demographic trends in this population?
¢. From what distances do individuals travel to receive health care?
2. What are the population’s health care needs?
a. How can these needs be measured?
b. What is the prevalence of risk factors?
c. What is the burden of disease and other problems?
3. What health services are feasible for addressing the population’s health care needs?
a. What are barriers the population can experience when attempting to access health care services?
b. What are the capabilities of the organization/system relative to the size and needs of the
population? (personnel, equipment, facilities)?
c. How do the services of the local health system link to national or regional policy goals or
initiatives?
d. What environmental influences affect health services delivery? (payment conditions/provisions,
market competition, trends affecting preferred delivery mode/setting)
4. What is the population’s health status?
a. How will the health status be measured at the present and over time?
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how and why health care needs are distributed throughout a population and evaluate the use
and efficacy of interventions. Thus, to improve the health status of a population, one needs to
understand the population characteristics, the distribution and level of need, factors affecting
the use of health care services, and the implications on the system if the desired level of health
status is not achieved. The author leaves this chapter advising the reader to have in hand both
the epidemiological model of the delivery of health care services from Fig. 1.1 and the list of
questions in Table 1.4 as a framework for preparing to meet the challenges of managing health
systems delivering population-based health care.

In Chapters 2 and 3, the issues and methods for measuring need and health that managers
commonly encounter are discussed. Chapters 4, 5, and 6 illustrate analytic approaches to
decision making when evaluating the impacts of health care programs and policies. The
remaining chapters focus on the application of epidemiology of health care in specialty and
spanning areas.

Case Studies

Case Study No. 1
Racial Differences in the Incidence of Cardiac Arrest and Subsequent Survival

There are known differences between blacks and whites for the prevalence of many cardiovascular
diseases. There is less information on the differential rates of occurrence of cardiac arrests. Becker et al.
(1993) examined racial differences in cardiac arrest and survival using data from the emergency medical
system (EMS) in Chicago. The City of Chicago covers 228 square miles and its EMS system responds to
more than 300,000 calls per year through the 911 telephone system. There are 55 two-person units
providing advanced life support 24 hours a day. Patients with cardiac arrest are transported to 1 of 46
hospitals and treatment protocols used by the EMS follow the recommendations of the American Heart
Association. In every age group, both black men and black women had more cardiac arrest than whites.
Factors related to differences in survival are displayed in Table 1.5.

Q.1. Why would there be a difference in the occurrence of cardiac arrest between blacks and whites?
Q.2. Why would there be a difference in survival from cardiac arrest between blacks and whites?

Q.3. What services could the Chicago Department of Public Health provide in response to a community
concern about the high number of fatal cardiac arrests?

Table 1.5. Percentage Surviving According
to Race and Risk Factors®

Risk factor Whites  Blacks P value
Witnessed arrest 49% 42% <0.001
CPR attempted by bystander 25% 18% <0.001
Response interval < 6 min 3.3% 0.8%  <0.001

VF/VT? as initial cardiac rhythm 4.6% 1.6%  <<0.001

“Data from Becker et al. (1993).
bVF/VT denotes ventricular fibrillation or ventricular tachycardia.
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Case Study No. 2
Variability in the Use of Coronary Artery Bypass Grafting (CABG)

Wennberg (1996) observed wide variation in the use of a number of health care procedures. Table 1.6
displays the variation in the use of CABG procedures in the Medicare population admitted to selected US
hospital service areas. A hospital service area was defined by the percentage of Medicare discharges by
zip codes assigned to a town or city by the plurality method where the zip code was contiguous with the
service area. The CABG utilization rate per 100,000 Medicare enrollees varied more than a factor of 4,
with the lowest being in the Grand Junction, Colorado, hospital referral region and the highest in the
Joliet, Illinois, region.

Q.1. What level of health service intervention is a CABG procedure: primary, secondary, or tertiary
prevention and why?

Q.2. Considering the epidemiological framework for the delivery of health care services (Fig. 1.1), what
factors of the population influence the CABG utilization rates?

Q.3. Considering the epidemiological framework for the delivery of health care services (Fig. 1.1), what
factors of the health care system influence the CABG utilization rates?

Case Study No. 3
Rural Populations and Public Health Services

Jackson and Union Counties are adjacent rural counties located in southern Illinois. During the
period 1920 to 1950, the coal mining industry prospered in the region. Since that time, the mines have
closed and a few small farms are the mainstay of agricultural activity, the only remaining industry of any
size, except for a large state-supported university in Jackson County. Local taxes are insufficient to
support a large county health department. No new industry growth is expected. Thus, the State Health
Department must subsidize public health activities in that area. Due to budget cuts in the State Health
Department, the nature and amount of public health activities is being reexamined. Strategies for
regionalized public health services are being examined. Data from the State’s Office of Vital Statistics
and the US Census are as follows:

Total population Number of
by year births by year
1985 1991 1990 1999
Jackson County 61,100 60,900 690 705
Union County 18,000 17,600 241 198

Q.1. What other data should be compiled?

Q.2. Based on this preliminary assessment, what initial course of action should the state consider?

Case Study No. 4
Black—White Disparities in Breast Cancer Mortality

Considerable progress has been made in controlling morbidity and mortality from breast cancer.
Advances in mammography technology have allowed smaller breast tumors to be detected. Widespread



Denise M. Oleske

24

LS £5198 0680LI1 o8 A[iAtaaIn 6Ty vLLI6T 67885y v Xusoyd
eL’s ELTIVI 61008¢ ON weging 8TV SeyTsl 6CIECE I 20UapIAOIg
s LLT881 919€LE LD plojpreH €Ty 6tLIE 09¥€9 S 3mgsamey
89°¢ 996801 89¢€1¢€T gl uoysueay 0Ty 1589 16¥9¢1 al astog
¥9'¢S 9LTBET 8T9ELY NL AMIAYSEN 61y 1CCs8 £88691 I PIOP{I0Y
65°S 1S8+C 8T66Y aN S04 puei 91y SLY891 8£9Z6t 4o pueiod
9¢°¢ 818¥0C 089¢1y 210 A ewoyepjo iy vLETY Tyes LN E[NOSSIN
Y Peeees 9909+01 vd y3mngsnig Loy 961LET LI0E0E VO 03souel] ueg
(39 ST9¥LT 1€88%S an alouneg rO'v 8181 695611 VAL A1) ung
eS¢ L9Y6 76562T e eduwe], 66’ 128+C 89L8% AV ddesoyouy
6¥'S 6CL8T1 96866T IN Joqry uuy w6'E I8ST01 °6£T0T VA uoduipry
Y c6lTes 7508801 vd erydiapeyg [4: %3 C8LTO1 86£90C VI ploy3uudg
I¥'s 01198 £0€L0T AN seSap se] LL'E £9¢Ces 098011 NI g
8¢°C PeTrse 01110L XL uosnoy 69°¢ 98698 99¢LTT AL uosonj,
9¢’S 12809 T80T IN s3unng £9°€ 6689¢ LTIl VA AMIAsanoLIey)
9t'S 165TST SEESSS gl o3eary) 09°¢ 80S1T 128¢y VI anbngng
re's TLPLTT L9€CET as S[Ted xnoIg (S £8C16 10S6¥C IH n[njoucH
Ie's 1528¢1 £6TEST ON yrorey (4 0LT€91 LeT108E 0D JaAu(]
8T°¢ 62801 86TSIT o1 elqunjo) 99°C E9LLTT 61£¥9T N anbronbnqpy
s 8T8 o191 HN Iasayouey L0¢ 02067 LIPLS 00 uonouny pueis)
000'001 1od u (0661) U AeIs uoI3aI aureu uoigal 000°001 1d u (0661) 4 21)s uoi3al awreu uorgal
Jer ampasold  uonendod  uonendod [eLIajaI [eua)al fendsoy aje1 ampadoid  uwonemndod  uonendod [eLayal [euaj21 fendsoy
DIVD 2IedIpIN 8101, Tendsoy DEVD AIBDIPIN [B10L [endsoq

uor3ay [ei1agoy [edsoH pajR[Rs Aq sajey A1dang jerx) ssedig £19)dy A1euo1o) ‘97 JqEL



25

Epidemiological Framework

(9661) S1aquuopy WOy vIR(]s

0S8
ELL
0L'L
L
£eL
9I'L
SO°L
L89
59
Le9
e'9
9’9
0T'9
LT'9
609
60°9
809
009
C6'S
68°S
88°C
L8S
€8¢

S6LY
£LTLOT
00t+81
6610t
¥60S€
yeice
sizee6l
SL6IS
SBLBTI
87016
Slceet
16CtL
C9eSL
$9L08
£659CI
886811
[dha ]!
9TL0E
SoETy
eeLISl
YS9L8T
096¢€L1
BFEET

£8856

cTeees
9pToLE
re619

9¥90L

LBTSBI
LLESBE
T8I0l
990€€T
69281
10€2H8
LOBSYI
LEVOST
SeS6s|
916¢sT
L19LER
Se6lLE
0scI9

LEBYR

Z8110¢
6¥C109
0TLTSE
CE0lLY

v
NL
1
av
IN
av
v

vl

NL
XL
ON
AM
O
A
dN
V1
VA
HO
SA
IN

1ehor
weyumuLng
siydwoapy
Jepsury
BUBYIEXI],
meuideg
yooy amr]
anAsiuny
Jiauosyorf
SUBIIO) MAN
a[epiapne ] 104
e3ooueney)
Fo0qqn]
J[IAUIAID)
uoIsafIeyD)
SO 1§
QIASINOT
Norewsrg
£11D) emo]
puouyory
PUBIAD
EIUOLM
nonad

or’s
1AV8Y
£0'S
10
L6V
Lo’y
38Y
S8y
8LV
L'y
ILy
89
L9¥
oy
LSV
9s'v
§0 4
Sty
vy
¥y
9ty
129 4
wy

F1L89
6C1I¥C
16+¥01T
0LTIS1
001+8¢
PLVES
9Z16L
Pe19¢t
ELIELI
7959¢
evl1TEl
£0SL0T
TL6TIT
19¢ecs
PLOGLI
LTTBLS
0CLYS
LTESS
TIT8LT
POl
L8ISLY
LYT8L
06581

8189¢1
£96L0S
0CLOtY
°6TB0E
YIFOLS
1+5901
So68S1
1159
81996¢
LIFLTT
$002T9C
50L06¥
0o1vcy
8CISTSI
LSLO9E
ECTLLTIT
£68801
CeSOI1
9610£9
SS801Y
£60T101
Fe9161
667085

LA
ONW
AN

XL
M
dN
4
XL
(08)
LN
VM
2d
Vo
N
VIN
JN
S¥
NI
VD
AN
VIN
Vo

uo)3urng
A sesuey]
ofeyng
BURWQ

sefred
PIRyYsIEN
ujoaur|
ey
ooy ueg
s3uudg opeiojo)
A1) e IeS
ameas
uo)SuTysep
sajeduy so]
jIEMaN
uoisog
loSueg
eyodog,
srjodeauury
oulpIewlog ues
IO MaN
10)SDIOM,
o3ai(q ueg



26 Denise M. Oleske

efforts have been undertaken by many cancer organizations aimed at educating women in the importance
of breast self-exam and early detection. New treatment protocols that include multimodality therapy
(surgery, chemotherapy, and radiation therapy) have been introduced. New drugs, such as tamoxifen,
have been discovered to reduce the recurrence of breast cancer and are routinely used in practice. Despite
all these advances, mortality rate (the number of deaths from breast cancer in a population) for breast
cancer has increased in black women since 1973 but has decreased in white women during this same time
period. The incidence rate (the number of new cases in a population) among white women is higher than
among black women (Fig. 1.11).

Q.1. What population characteristics could account for these differences?

Q.2. How could differences in health care utilization account for a higher mortality rate in black women?

Case Study No. 5
Why Aren’t 100% of Children Immunized Against Common Childhood Illnesses?

Despite a philosophy and financial structure that supports preventive health care, vaccination cover-
age levels for recommended childhood vaccinations are highly variable in health maintenance organiza-
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Figurel.1l. Breast cancer incidence and mortality, white women and black women, SEER areas, 1973—
1997. SEER, Surveillance, Epidemiology, and End Results Program of the National Cancer Institute.
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tions and have been reported to be as low as 39%. Immunization data were reviewed by McPhillips-
Tangum et al. (1996) in a non-Medicaid, independent practice association (IPA) model health plan with
approximately 150,000 members and 4300 affiliated primary care physicians in southern California.
Medical charts of 1396 children aged 2 years who were continuously enrolled in the plan as of 1993 were
reviewed. A survey was sent to the 97 physicians of the children in this sample to assess physician
knowledge, attitudes, and practices regarding pediatric vaccination.

Q.1. What characteristics of the IPA could present barriers to immunization?

Q.2. What physician practices could be barriers to immunization?
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Measurement Issues in the Use
of Epidemiological Data

Denise M. Oleske

Introduction

Health services, regardless of their purpose (e.g., health promotion, disease prevention,
screening and diagnosis, treatment, or rehabilitation) are designed to support the health of
populations. It is the health care manager’s responsibility to continuously monitor these
services, to assess their efficacy, and to determine the most appropriate allocation of resources
for achieving desired health status goals. These tasks require managers to accurately measure
the exposure factors that influence utilization of health services as well as health itself.
Exposure factors may be harmful or beneficial and may be the health services themselves,
lifestyle, or the environment. Accurate measurement of exposure to health services and
resultant health status is essential and necessarily precedes any attempt to analyze the impact
of health services delivery.

Health care managers must decide what data should be collected on a routine or periodic
basis and select an appropriate measurement of the desired data elements. The trade-offs in
terms of costs and time must be considered as decisions are made about the amount of
information that should be collected. This chapter discusses the major issues pertinent to the
measurement of exposure to and the outcomes of health service delivery, including the
methods and logistics of measurement, reliability, and validity, the classification of results,
and reduction of measurement error.

Methods of Measurement

Numerous methods exist for measuring exposure factors and health status including
surveys, clinical assessments, imaging techniques, laboratory tests, and physical measure-
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ments. The data obtained from these measures are called primary data. Regardless of measure-
ment method(s), the key question is: “Does it obtain the information needed?”

The most widely used method for obtaining information about both exposure factors and
health status is a survey or the use of forms to collect information. Survey forms may be
designed to collect information from personal and telephone interviews, self-administered
questionnaires, or medical or administrative records. The advantages and disadvantages of
each approach are contrasted in Table 2.1. Survey information may be recorded onto hard copy
or onto a computer screen linked to a database software package. In practice, a combination of
these approaches may be most effective in reducing nonresponse bias and to promote data
quality (Brambilla and McKinlay, 1987).

A survey form, regardless of the medium on which it resides, consists of three elements:
(I) any special instructions to the participant (or to the data collector), (2) the questions (or
items) themselves, and (3) the scaling of each item. The survey form should begin with the title
of the study and a brief statement of its purpose, followed by brief instructions for completing
the form. Instructions direct the data abstractor, interviewer, or respondent to provide or select
one or more answers for each item, indicate how the choice(s) or answers should be provided
(circled, checked), and specify how to proceed through the form when an item does not apply.

The content of the items depends on whether or not they concern exposure or outcomes. If
measuring exposure, information should be sought on the exposure itself: periods of exposure,
sources, intensity, frequency, and duration. If measuring outcomes, evidence is sought to
enable classification based on specified criteria (additional discussion on this follows).
Whether measuring exposure or outcomes, the survey form should contain cues to facilitate
the retrieval of information. Cues may be provided relevant to the timing of the occurrence of

Table 2.1. Advantages and Disadvantages of Various Types of Surveys

Advantages

Disadvantages

Record surveys

Telephone surveys

Self-administered

Personal
interviews

Rules for coding/abstraction in
place

Nonreactive

Source data may be more accurate

Quick to obtain

Less costly than personal interviews

Can administer a lengthy form, with
branching questions

Wide geographic coverage possible

Can maintain tight quality control

Anonymous
Inexpensive
No interviewer effects

Can obtain physical measurements
Can administer a lengthy form
Allows impressions to be recorded

Source documents not uniform in order
or content

Missing data may not be retrievable

Time consuming even for health care
professionals

More complex cases likely to be
missing

Physical measures not obtainable

Some persons do not have phones

Confused with sales calls

Behavioral cues missed

Choices not able to be presented
visually

Hearing impairments affect responses

May overrepresent women and higher
socioeconomic status

Recording errors, missing data may
not be corrected

Responses may be modified by
interviewer’s characteristics

Expensive and time-consuming
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the event or the degree of exposure. For example, in a study investigating the impact of the
level of patient participation in treatment decisions (exposure) on health outcomes, the first
item or question (intended as a cue) could be: “When was your most recent hospitalization?”
Paffenbarger et al. (1993) utilized cartoons of different sized body figures to stimulate the
recall of past weight changes (exposure) which could affect current health status.

The level of measurement desired and the past use of a measure determine the type of
scaling techniques used. Levels of measurement may be nominal (a variable categorized into
two or more levels representing mutually exclusive categories: HMO, Medicare, or self-pay
insurer categories; diseased or not diseased; male or female), ordinal (a variable categorized
into levels that representing ordered values: e.g., < $10,000, $10,000-11,999, >$11,999), or
interval (a variable with units each of which have meaning: e.g., charges for hospitalization).
For nominal and ordinal scales, the categories should be mutually exclusive. Responses for
ordinal scales should reflect the most conventional options. A common ordinal scale is called
Likert-type, whereby a response with varying degree of intensity is represented between two
extremes. It also is very important to always have a time referent for the respondent when
querying health events or exposures (e.g., in the last week, in the past 30 days, ever, etc.). The
recording of pain frequency may be as follows:

In the past week, how bothersome has the following symptom been?

None  Very little Some  Quite a bit  Very much
Q.1. Low back pain 0 1 2 3 4

When recording values for an interval level item, the units desired and the maximum number
of integers should be indicated. For example:

Q2. On the average, about how many cigarettes a day do you now smoke?
(1 pack = 20 cigarettes) a. Number of cigarettes -

b. Don’t smoke regularly 8 8

c. Refused 9 9

Coding conventions designate the use of “8” for responses not applicable and “9” for
unknown, refused, or missing responses.

In deciding the particular response scale to be used or cut points for the scale, it may be
helpful to review previous studies on the same topic. For example, survey forms used in
national health surveys are public domain. The Behavioral Risk Factor Surveillance Survey
form can be downloaded from the Centers for Disease Control (CDC) website and a module of
that form as it pertains to access to health care is displayed in Fig. 2.1. Cut points may be
determined by: (1) historical convention (e.g., age group); (2) clinical significance; (3) data-
based rules such as quartiles of a distribution; (4) plots of exposure versus outcome (e.g., Q—Q
plots; receiver operating characteristic [ROC] curves) (Wartenberg and Northridge, 1992;
Simmons et al., 1995); or (5) statistical models such as recursive partitioning analysis (tree-
based models) (Zhang and Bracken, 1995).

Validity and Reliability of a Measure

A measure should be both reliable and valid. Therefore, in selecting or interpreting a
measure, validity and reliability should be assessed. Many studies now report the level of
reliability and validity for the measures used.
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To the correct respondent HELLO, I'm_-___ __ __ calling forthe
and the Centers for Disease Control and Prevention. We're
gathering information on the health practicesof
residents to guide state health policies. You have been chosen
randomly to be interviewed, and we’d like to ask some questions
about day-to-day living habits that may affect health.

We do not ask for your name, address, or other personal information that identifies you. The phone
number is erased once we finish all interviews at the end of the year. There are no risks or benefits to
you being in this survey. Taking part is up to you. You don’t have to answer any question you don’t
want to, and you are free to end the interview at any time. The interview takes minutes. All
information you give us will be confidential. If you have any questions about this survey, I will
provide a toll free telephone number for you to call to get more information.

Section 1: Health Status

1.1. Would you say that in general your health is:

Please read

a. Excellent 1

b. Very good 2

c. Good 3

d. Fair 4

or

e. Poor 5
Do not Don’t know/Not sure 7
read these Refused 9

responses
1.2. Now thinking about your physical health, which includes physical illness and injury, for how
many days during the past 30 days was your physical health not good?
a. Number of days TR

b. None 8 8
Don’t know/Not Sure 7 7
Refused 9 9

1.3. Now thinking about your mental health, which includes stress, depression, and problems with
emotions, for how many days during the past 30 days was your mental health not good?
a. Number of days i e A a8

b. None 8 8
Don’t know/Not Sure 7 7
Refused 9 9

1.4. During the past 30 days, for about how many days did poor physical or mental health keep you
from doing your usual activities, such as self-care, work, or recreation?
a. Number of days LR o4
b. None
Don’t know/Not Sure
Refused

\D'-JW|

8
7
9

Figure 2.1. Selected text from the 2000 Behavioral Risk Factor Surveillance Survey Questionnaire.
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Validity

Validity represents the precision to which the measure truly characterizes the phenome-
non being studied. A measure must be reliable in order for it to be valid. Validity can be
assessed through qualitative and quantitative means.

Qualitatively, the validity of a measure is influenced by its inherent structure and the
method by which it is administered. If the measurement method uses a survey form, Aday
(1996) proposes that the following guidelines be followed to promote the validity of a survey
form:

1. Formatting
a. should be consistent with the manner in which it is administered (e.g., telephone,
personal interview, self-administered, data abstraction)
b. the form should have a clear title of the project name, purpose of project, and
instructions on completing the form
c. local Institutional Review Board (IRB) requirements may have to be considered in
the format including: explaining procedures for maintaining confidentiality of
response and voluntary nature of participation
d. questions should be numbered, with letters for subcategories and numbers assigned
to response choices and presented in a logical sequence
responses should be listed vertically
use consistent numeric codes for responses (e.g., 1 always equals “yes”)
always phrase full and complete questions, not single words or incomplete sen-
tences
. obtain opinions from convenience sample of target audience on appearance of
survey form (e.g., color, font, layout)
i. take into consideration the special needs of the target population (e.g., need for
large font)
2. Clarity
a. provide instructions as necessary to complete
b. never leave a space with no instructions
3. Balance
a. avoid providing a series of questions with the same response categories (e.g.,
strongly agree, agree, disagree)
b. all parts of a question and associated responses should be on the same page
4. Length
a. determine the length of each item and the form itself as increased length may
promote fatigue and inaccurate responses and coding
5. Order and context (a logical order facilitates data abstraction and participant recall)
a. provide clear skip instructions
b. demographic questions should be last, even for screening purposes, except for data
abstraction forms where they should be first
c. leave space for comments last
d. end the questionnaire with a thank you and return information (if relevant)
e. clarify the referent (events in last six days versus ever; satisfaction with communi-
cation in a department versus a division)

3

5 0 e o

Figure 2.1 displays a segment of the CDC’s Behavioral Risk Factor Surveillance Survey
telephone interview form. This interview form illustrates many of the principles recommended
by Aday for formatting survey forms.
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To ensure the validity of information obtained, a protocol for collecting the information
should be formulated. The elements of the protocol should include the development of an
operations manual; provisions for training the data collectors; specification of rules for
handling conflicting or missing data; pilot testing of the process and form, a definition of a
standard environment in which the data are collected; routine checks of the completeness,
corrigibility, and accuracy of the data collected; periodic retraining of the data collectors; and
means of transmitting the data for computer entry.

The most commonly used methods for evaluating validity are content validity (or face
validity), criterion validity, and construct validity. The determination of content validity is
based on the degree to which experts, usually at least three, make a subjective determination
that the measure represents the full domain of the concept or condition. Content validation is
typically the first step in the validation process. Comparing the test measure to known measure
of the phenomenon assesses criterion validity. When a measurement contains interval-level
values, comparing the mean and standard deviation of the difference between the test measure
and the valid reference can assess validity mean. When measures are at the normal level (e.g.,
tests to identify diseased from disease-free persons), validity is assessed through the construc-
tion of a 2 x 2 table that determines the sensitivity (the proportion of those who test positive for
the outcome and have the outcome), the specificity (the proportion of those who test negative
for the outcome and do not have the outcome), and the positive predictive value (the
proportion of those testing positive who have the outcome) (Table 2.2). The values from
criterion validity can help predict traits at a later time. From information on the sensitivity and

Table 2.2. Evaluation of the Criterion Validity of a Measure

Disease
Measure results Present Absent Total
Positive True positive (TP)  False positive (FP)
A B A+ B
Negative False negative (FN)  True negative (TN)
C D C+D
Totals A+C B+D A+C+B+D

Sensitivity? (those who have the disease, and are so classified by the test)
= A/(A + C) x 100% = TP/(TP + FN) = TP/All those with disease
Specificity® (those who do not have the disease and are so classified by the test)
=D/B + D) x 100% = TN/(TN +FP) = TN/AIl those without the disease
False negative rate¢(those with the disease not identified by the test)
= C/(A +C) x 100%
False positive rate® (those without the disease identified by the test)
= B/(B + D) x 100%
Proportion of the population with the disease (disease prevalence rate)
=(A+CJ/NA + B+ C+D)x100%
Positive predictive rate (those with the disease who test positive)
= A/(A + B) x 100%
Diagnostic accuracy = No. of true positives + No. of true negatives/total evaluated
x 100%
=(A + D)J(A+ B + C+ D) x100%

“Can also be expressed as a probability.
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specificity of a diagnostic test applied to a population to detect diseases before its signs and
symptoms occur (a process called screening or secondary prevention), estimates can be made
of the number of diseased persons who will require referral for treatment. Ideally, a measure
should be 100% sensitive and 100% specific and have a 100% positive predictive value.

When the test measure values are ordinal and the outcome is nominal level of measure-
ment, likelihood ratios (LR) and receiver operating characteristic (ROC) curves can be
constructed to assess criterion validity. A ROC curve is a plot of the true positive rate versus
the false positive rate for various levels of the test (Fig. 2.2). The challenge is determining the
optimal cut points for the levels of the test. The LR for a positive test is defined as the ratio of
the true positive rate to the false positive rate for various levels of the measure. The test level
where a LR of 10 is exceeded is defined as the threshold for positivity or the cut point at which
the value for the level of the test measurement will significantly predict the outcome. Statisti-
cal software is available to easily construct LRs and ROC curves (SPSS, 1999). Table 2.3
provides information on the cut points of quintiles of peak serum estradiol (PES). Increasing
PES is known to be associated with high-order multiple births. A high rate of high-order
multiple births is an undesirable outcome for fertility centers. The ROC curve for these data is
presented in Fig. 2.2. The more area under the curve (AUC), the greater is the accuracy of the
test measure in predicting the outcome (an AUC = 1.00 is a perfect prediction). ROC curves aid
management decision making. Chapter 10 (this volume) illustrates how ROC curves are used
in choosing from available technologies. Garnick et al. (1995) used ROC curves to determine
what would be the optimal postadmission time cut point for using a risk-adjusted mortality
rate after hospitalization as a measure of hospital quality for cardiac care. Further detail on the
uses of ROC curve construction and interpretation can be obtained elsewhere (Metz, 1986;
Peirce and Cornell, 1993; Choi, 1998).

Construct validity is the use of two or more measures yielding similar results to account
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Figure 2.2. Receiver operating characteristic (ROC) curve of the optimal cut-points of peak serum
estradiol that predict higher order multiple births. From Gleicher er al., (2000).
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Table 2.3. Data for Constructing a Receiver Operating Characteristic (ROC) Curve

Cutpoints® for positivity

4 =3 =2 =]
Gold
standard Pos Neg Pos Neg Pos Neg Pos Neg  Total
Positive 21 18 32 7 39 0 39 0 39
Negative 92 230 174 148 261 61 307 15 322
True positive 21/39 = 54 32/39 = .82 39/39 = 1.0 39/39 = 1.0

rate

False positive 92/322 = 29 174/322 = .54 261/322 = .81 307/322 = 95
rate

Likelihood 21/39 + 32/39 + 39/39 + Te 39/39 +
ratio (LR) 92/322 = 1.88 174/178 = 1.52  261/322 = 1.23 307/322 = 0.95

4Cut points are based upon peak serum estradiol concentrations where 4 = 1385 pg/ml; 23 is 1384-935 pg/mi; =2 is
934-661 pg/ml; and =1 =< 660 pg/ml. Positivity means that a higher-order birth (3 or more) occurred at the cut point.
57 Threshold for positivity, i.e., the cut point where the LR statistically significantly predicts the outcome.

From Gleicher et al. (2000).

for a phenomenon. Construct validity is used when multiple criteria are thought to measure a
concept such as quality of life. Thus, if one wanted to evaluate the validity of a new severity of
illness measure, the numerical values of the measure could be compared against mortality
rates or the relative risk of mortality. The Charlson comorbidity index was validated in this
manner (Charlson et al, 1994). Stratification of a population subgroup by comorbidity level
allows for greater precision in estimating resource consumption by stratum and enables
controlling for morbidity when comparing organizational health care units with respect to
effectiveness. A correlation coefficient or R-squared from a linear regression model can be
used to statistically assess construct validity.

Reliability

Reliability represents the extent to which a measurement instrument has consistency over
time (stability or reproducibility), among various versions or applications (equivalence), and
within the instrument itself (homogeneity). Various means can be employed to assess re-
liability, depending upon the level of measurement and the aspect of reliability being assessed.
Three common statistical techniques used for assessing reliability are correlation coeffi-
cients, the kappa statistic, and the coefficient of variation.

Reliability may be determined from the product moment (Pearson) correlation coefficient
when the independent and dependent variables are continuous and each have a normal
distribution. When the independent or dependent variables are at least ordinal or when the
sample is less than 30, a rank-difference correlation coefficient (Spearman’s rho) may be
utilized. The valid values for both correlation coefficients range from — 1, a perfectly inverse
correlation, to +1, a perfectly positive correlation. The value “0” represents no correlation.
The larger the value of the correlation coefficient, the greater the reliability, with values of at
least 0.70 in either direction representing a strong correlation. Spread sheet packages and all
statistical software packages are capable of generating both parametric and nonparametric
correlation coefficients.
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The kappa statistic (k) is used to assess reproducibility when the ratings from two
measures or one measure at two-time periods are being compared and both are categorical
levels of measurement. The kappa represents the extent to which agreement exists beyond that
expected on the basis of chance (Maclure and Willett, 1987). It is represented as follows:

k=@®, — Pyl —-P)
where: P = proportion of observations for which there is agreement
P, = proportion of observations for which agreement is expected by chance alone

A scheme for assessing the strength of agreement beyond chance of the kappa statistic
proposed by Fleiss (1981) is 0 to < 0.40, poor; 0.40 to 0.75, fair to good; > 0.75 excellent. The
kappa statistic can conveniently be computed using Epi Info (version 6.04b) software (Dean
et al., 1997). If the measures compared are ordinal (i.e., level of agreement), a weighted kappa
should be used. The reader is advised to consult Soeken and Prescot (1986) for a discussion
and advice on the use of weights.

The coefficient of variation is used to compare the dispersion or variability of two
measures whose order of magnitude of numeric values are very disparate. The coefficient of
variation (CV) is represented as:

CV=sd/X
where: s.d. = standard deviation of xiobservations
X = mean of x observations

For example, the results of high-density lipoprotein (HDL) (“good lipoproteins™) and low-
density lipoproteins (LDL) (“bad lipoproteins™) are often used to determine an individual’s
risk of cardiovascular disease. But since the average values for LDL are higher (mean = 120
mg/dl, SD =27.5 mg/dl) than the values of HDL (mean =20 mg/dl, SD = 2.5 mg/dl), does this
mean that one test result is more reliable than the other? Substituting the values for LDL and
HDL and computing the coefficient of variation for each reveals not only comparable mea-
sures of dispersion (CV = 22.9%; CV | =12.5%), but also that the two tests are reliable
measures. A coefficient of variation over 50% indicates poor reliability and the use or purchase
of the diagnostic material is not advised.
Factors affecting the reliability of a measure are:

¢ Accuracy or specificity of the measurement (inconsistency, coding differences across
diagnoses and procedures, ambiguity of diagnoses)

* Stability of the variables (consistent definition or criteria for diagnoses, consistent or
standardized method of data collection)

* Timing and method of data collection (collected at same time of data under same
circumstances)

Measures should be both reliable and valid in order to accurately classify exposure to a
causative factor or to determine the presence or absence of an outcome. Reliability and validity
assessments should not be considered absolute, as what is reliable and valid in one setting or
among a certain type of population may not be so for another.

Logistics of Measurement

Regardless of the measurement method selected, the logistics for the collection of
information should be determined. Logistics encompass administration of the measure, super-
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Table 2.4. Questions for Evaluating the Logistics of Measurement

1. How is the measure administered?

2. Has it been used in other similar situations and to what degree of success?

3. Is the measure understandable by the study sample? by those who administer it?
4. Will the sample (patients, records, specimens) be accessible?

5. Are there any risks associated with its administration?

6. What are the potential restrictions of its use (e.g., cost, copyright, patent)?

7. Are special training and equipment required?

8. What is the length of time involved in measurement?

9. How is it scored?
10. Will the results of the measurement be available in a timely manner?
11. Are normative data and interpretation guidelines available? If so, what is the cost?

vision of the data collection, and data processing. The questions in Table 2.4 must be addressed
to determine whether the measurement process is feasible. Simultaneously, the quality of data
collected must be continuously monitored included checks of the staff collecting the data,
corrigibility and completeness of information, and timeliness of submission of information.

Classification of Health

Decisions about initiating efforts to improve the health of populations and to more
effectively target resources may be aided with the use of an appropriate system for classifica-
tion of health. Health (or absence of) may be measured as observed such as diseases, injuries,
death, or by self-report. Health may be represented as an index that is a single score derived
from a series of observations such as functional ability or cognitive function. Health may be
represented as a profile that is a measurement of multiple concepts, such as a quality of life
instrument. A classification system is a method for assigning individuals evaluated into one of
k mutually exclusive categories or units representing a degree of health, pathology, or
manifestation of a condition. Classification aids in the precision of measurement as it provides
for a way of structuring information. Classification is essential for health planning: for
characterizing health problems in the potential service population, for conducting studies of
risk factors, for devising and evaluating patient intervention strategies, for monitoring organi-
zational effectiveness, and for projecting resource utilization. Common methods for classify-
ing aspects of health are discussed below.

Disease

Disease refers to a state of dysfunction of the normal physiological processes manifested
as signs, symptoms, and abnormal physical or social function. The most commonly used
schema for classifying disease is the International Classification of Diseases (ICD), which is
currently in its 10th revision (World Health Organization, 1999a), replacing the ICD 9th
revision as of January 1, 1999 for coding and classifying mortality data. The tabular list of
disease is now alphanumeric (A00.00-299.9) instead of numeric, but still retains three-digit
categorization of the disease entity. Its application in other areas of health service delivery
(e.g., for coding hospital discharge abstracts) is scheduled for introduction in 2001. The ICD
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with clinical modifications (ICD-10-CM) provides a method for classifying diseases and
injuries as well as procedures and reasons for utilizing health care. The implementation of
ICD-10-CM will be based on the standards set through the Health Insurance Portability and
Accountability Act of 1996 (http://aspe.os.dhhs.gov/adminsimp). Although the ICD was
originally designed to serve as a template for the uniform coding of death, it also may be used
to classify symptoms, physical findings, severity, pathological processes, procedures, and
etiologic factors. ICD-10 enables information relevant to ambulatory and managed care
encounters to be coded and expands injury codes. Laterality of organs (right breast, left breast)
will be able to be coded. Codes are assigned to states on a nominal scale. Although there are
many more codes available through ICD-10, the new revision attempts to reduce clinical
vagueness, that is, reducing the number of codes could be used to represent the same trait.

Table 2.5 compares the coding of low back disorders between the two versions and is an
example of how ICD-10 has created combination diagnosis/symptom codes to reduce the
number of codes needed to fully describe a condition. With advancement in classifying
disease, one always must be aware of the potential for heterogeneity that may exist within
individual diseases. Another caution regarding the use of ICD coding is that codes have
changed over time for a number of conditions (e.g., AIDS, pneumonia, dementia). For
example, although human immunodeficiency virus (HIV) infection was recognized in 1981,
the ICD-9-CM code until 1986 was 279.19, “other deficiency of cell-mediated immunity.”
Effective 1987, the codes for AIDS were changed to 042.0, 042.1, 042.2, and 042.9. The
classification system was later expanded to include more diagnostic entities for AIDS (ICD-9-
CM codes 042-044). In ICD-10, HIV disease with disease sequelae will be the axis for
expanded codes that range from B20.0 “HIV disease resulting in infection” to B24 “un-
specified HIV disease.” AIDS is no longer a separate code. Immunodeficiencies are coded
separately depending on the type, e.g., from D80.8 “Other immunodeficiencies with predomi-
nantly antibody defects,” to D81.2 “Severe combined immunodeficiency [SCID] with low or
normal B-cell numbers.”

When properly mapped, the move to ICD-10 from and ICD-9 coding system should not
affect a patient’s diagnosis-related group (DRG) classification that is based on ICD coding.
Accurate disease coding of encounters with health care providers is essential to ensure
appropriate monitoring of resource use in the management of a particular disease as well for

Table 2.5. International Classification of Diseases (ICD) Codes
Used to Classify Low Back Pain, 9th and 10th Revisions

Revision/ICD Code Label
9th/Code
724.2 Lumbago, low back pain, low back syndrome, lumbalgia
724.5 Backache, unspecified
846.0-.9 Sprains and strains of sacroiliac region
847.2 Sprains and strains, lumbar
847.3 Sprains and strains, sacrum
8474 Sprains and strains, coccyx
10th/Code
M54.3 Sciatica
M54.4 Lumbago with sciatica

M54.5 Low back pain
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budgeting and reimbursement purposes. A draft version of ICD-10 is available through the
electronic library of the National Center for Health Statistics: ftp:/ftp.cdc.gov/pub/Health_
Statistics/NCHS/Publications/.

Injuries

Injuries are physical manifestations of bodily harm resulting from contact with tempera-
ture extremes, objects, or substances or from bodily motion. In the United States in 1997, there
were 34.4 million medically attended episodes of injury and poisoning among the civilian
noninstitutionalized population (Warner et al., 2000). In ICD-9, injury, poisoning, and certain
other consequences of external causes and related procedures were coded from E800-999, but
in ICD-10 they will be coded with greater specificity as to the mechanism in the disease tabular
list as SOO-T98. External causes of morbidity and mortality are now coded VO1-Y98. There are
four axes of coding external causes: (1) injured person’s mode of transport, (2) collision versus
noncollision, (3) information on the injured person activity (traffic or nontraffic), and (4) spe-
cific activity (e.g., V27.0 “Driver of motorcycle injured in nontraffic accident with fixed or
stationary object”). Attention has been given to detailed coding for “Intentional self-harm,”
X60-X84 (e.g., “Intentional self-poisoning [suicide] by and exposure to alcohol,” X65) and
for “Assault,” X85-Y09 (e.g., “Assault [homicide] by drugs, medicaments, and biological
substances,” X85).

Coding of the external cause of injury is required whenever an injury is the principal
diagnosis or directly related to the principal diagnosis. When coding multiple trauma cases,
codes are advised to sequence first the condition that presents the most serious threat to life.
While the level of coding detail will aid providing more detail for developing prevention
initiatives, the increased coding demands upon acute and emergency health care providers will
provide a challenge.

Functioning and Disability

The intent of classifying functional ability is to represent how independently an individ-
ual can perform or fulfill expected social roles. Function may be either directly assessed by a
physician or other trained practitioner or be self-reported. Independence is the highest achiev-
able outcome level of functioning in these scales. Measures of physical performance are
widely used in assessment and longitudinal follow-up of the health status of elderly, disabled,
and chronically ill persons. They also are utilized to measure the response to intervention (e.g.,
rehabilitation services).

An aberration in functioning is termed disability; it can be physical or social. Physical
disability is manifest by aberrations in an individual’s sensory and motor performance. The
disability classification system utilized depends on the population that needs to be assessed.
Institutionalized elderly may be expected to have low levels of physical performance, and
therefore any changes in the ability to bathe, dress, eat, and toilet are important to monitor.
Social disability is characterized by an inability to interact with persons or to handle problems
in the course of performance of expected social roles and responsibilities. The measures of
function selected to measure disability depend on the degree of specificity required to assess
the problem (e.g., assessment of return to work based upon an ability to lift 25 pounds without
pain after an acute episode of low back pain), the expected degree of impairment, the
population being assessed (inpatient, community dwelling), and if functioning needs to be
assessed over time. The Roland—Morris (1983) scale is an example of a condition-specific
scale (back pain) that considers both physical and social functioning and is appropriate for
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measuring the effectiveness over time of product line services, such as rehabilitation services.
With the increasing aging of the population and the need to determine how health care services
provide healthy life outcomes and prevent disability, measures of disability increasingly will
be used to routinely distinguish among treatments and providers and justify reimbursement
and to predict populations at particular risk for services. Functional limitations, both physical
and social, are predictors of disability, morbidity, and high health care resource use (Mendes
de Leon et al, 1999).

To better describe the human functioning and disability associated with health conditions
and permit comparisons of data across health services in different cultures, the International
Classification of Functioning and Disability (ICIDH-2) (World Health Organization, 1999b)
was developed and is intended to be complementary to ICD-10. ICIDH-2 is based on the
philosophy that impairments are not necessarily manifestations of pathology. Classification
addresses four components: (1) body functions and structure, (2) activities at the individual
level, (3) participation in society, and (4) contextual factors (e.g., environmental factors
influencing functioning). The goals of this new classification system include improving the
ability to assess clinical outcomes relative to vocational or rehabilitation interventions and to
aid in social security and compensation system planning and design.

Mental and Behavioral Disorders

The two main classification systems for mental and behavioral disorders are the Diagnos-
tic and Statistical Manual of Mental Disorders, 4th edition (DSM-IV) (American Psychiatric
Association, 1994) and the ICD-10. There are differences in the coding systems with respect to
criteria, most commonly with respect to duration criteria. Among the most striking is with
respect to schizophrenia (DSM-IV, 6 months; ICD-10, 1 month). In the ICD-10, psychiatric
conditions are organized as follows:

* FOO-F09 Organic including symptomatic mental disorders

* F10-F19 Mental and behavioral disorders due to psychoactive substance use

¢ F20-F29 Schizophrenia, schizotypal and delusional disorders

* F30-F39 Mood [affective] disorders

¢ F40-F48 Neurotic, stress-related and somatoform disorders

¢ F50-F59 Behavioral syndromes associated with physiological disturbances and physi-
cal factors

* F60-F69 Disorders of adult personality and behavior

* F7/0-F79 Mental retardation

* F80-F89 Disorders of psychological development

* F90-F98 Behavioral and emotional disorders with onset usually occurring in child-
hood and adolescence

* F99 Unspecified mental disorders

A feature of ICD-10 is an annex that contains information on culture-specific disorders
(e.g., skinkeishitsu, Japan; Pa-leng, Taiwan, province of China).

Quality of Life

Quality of life (QOL) is a multidimensional classification consisting of measures cover-
ing symptoms/problem complexes, mobility, physical activity, emotional well-being, and
social functioning. Quality of life represents the perceived relationship of preferred states.
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There are both general and disease-specific measures. Examples of a general quality of life
survey form are the Short Form 36 Health Survey (SF-36 form) (Stewart et al., 1989) and the
quality of life questions on the Behavioral Risk Factor Surveillance Survey form (Campbell et
al., 1999). Condition-specific measures of QOL include the Functional Assessment of Human
Immuno-deficiency Virus Infection quality of life (Cella et al., 1996) and the Arthritis Impact
Measurement Scales (Meenan et al.,, 1992). QOL measures also can be used to measure the
impact of health policy changes on the status of potential populations. QOL measures do not
require any assumptions about the intensity or duration of symptoms or about the existence of
any underlying pathology. A limitation of most QOL instruments is that they only measure
perceptions at the present moment in time.

Other Health Measures

In addition to the above, there also are measures of social health, psychological well-
being, mental health, and other general health measures. A large compilation of health
measures can be found in McDowell and Newell (1996).

Classification of Health Services

Classifying Organizational Units

Classification also is important in identifying components of a health care system or orga-
nization. An example classification of service units is the case of intensive care units (ICUs).
ICUs can be classified according to service area (e.g., medical, surgical, etc.), specialty
function (e.g., cardiac, burn unit, etc.), intensity of services (e.g., high dependency, subacute,
stepdown, etc.), or age group of patient (e.g., neonatal, pediatric, adult, etc.). In classifying
health services, insurers and funders hope to distinguish which health services are essential
and effective from those that may be only supportive and may not be essential for all categories
of patients or the general population. It also is important to classify health services in order to
appropriately place patients relative to intensity of care. Harvey et al. (1992) sought to develop
a model to determine which patients would benefit from hospital environment for rehabilita-
tion versus other continuum of care levels such as a day rehabilitation program.

The issue of classification of health service systems will become more important as a
greater understanding is gained of how organizations could be reconfigured to more efficiently
and effectively serve larger populations. For example, as an increasing number of the popula-
tion is served by “managed care” systems concern emerges over the impact on vulnerable
patient subgroups. Studies exist that compare outcomes between managed care and fee-for-
service care for different patient populations, but the results are not consistent (Sullivan, 1999).
Differences in the classification of capitated care entities, namely coverage and copayment,
render this body of research difficult to interpret. Oleske et al. (2000) identified 12 different
forms of managed care operating in two states. Managed care can be an organization such as a
health maintenance organization, a group of providers providing discounted services as
necessary to persons from a group (a PPO, or preferred provider organization), or individual
providers responsible for all the nonspecialty care of a defined population for a capitated
annual amount.

Health care services may be even classified according to Milner (1997) based on their
effectiveness based on quality research evidence such as available through the Cochrane
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Evidence Site. Classification under this scheme would be: completely ineffective, ineffective
for certain people, or appropriate for all persons.

Lack of uniformity in classifying health services units gives rise to difficulty in the pre-
cise evaluation of the outcome of patients served. For example, the admission of less acutely ill
patients to an ICU could result in more favorable patient outcomes, implying that treatment at
a particular health care provider is more advantageous when in fact the outcomes may be
largely due to differing patient characteristics. Even the content and the value of the process of
care known as prenatal care has been challenged because many have questioned the manner in
which the adequacy of prenatal care is classified (Fiscella, 1995). Currently, the adequacy of
prenatal care is measured by proxy measures that use the number of visits and the timing of the
visits relative to gestational age with information available from the birth certificate (Kotel-
chuck, 1994). A better way of classifying prenatal care adequacy would be to allow the process
of care to be directly measured and recorded (e.g., weights taken, woman screened for sexually
transmitted diseases, etc.), but the cost in accurately obtaining this information may be
prohibitive. Better classification of what classifies adequate from inadequate prenatal care
services may aid in reducing the high infant mortality, a major outcome measure of the
efficacy of prenatal care, among certain ethnicities, races, and countries.

With a more precise definition of health service units, a more precise estimate of the
impact organizational “risk factors” (services or structure) can be made. Without more precise
classification of service units, it is difficult for a manager to interpret the effectiveness of the
units of an organization and to understand the biases associated with selection into one health
service unit versus another.

Classifying Procedures

Procedures, a special form of health care services, will be classified according to the
ICD-10 procedure coding system (ICD-10-PCS). ICD-10-PCS coding will be required by the
US Health Care Financing Administration of hospitals reporting inpatient procedures (Medi-
care Part A) for reimbursement. It also is a very different coding structure from ICD-9
procedure coding. In contrast to the current procedural terminology (CPT) coding system of
the American Medical Association, which has 7000 procedures codified, ICD-10-PCS will
have hundreds of thousands of codes when its final version is implemented. ICD-10-PCS will
have seven-character procedure codes. The first character is the specialty (e.g., 6 = nuclear
medicine); the second characteristic is the body system on which the procedure is performed.
The third character represents the type of procedure (e.g., systemic therapy). The body part is
specified by the fourth character. The fifth through seventh characters in combination specify
details concerning the procedure (e.g., type of radiopharmaceutical used). Concerns over the
ICD-10-PCS include that it prohibits usage of commonly accepted terms in clinical practice
and instead requires the procedure to be described in detail (e.g., “hysterectomy,” not
accepted, versus “resection of the uterus,” accepted) and that lack of provisions for not
otherwise specified codes (NOS/NEC) will force inaccurate coding. A comprehensive review
of ICD-10-PCS is described in Averill ef al. (1998).

Control of Measurement Error

Measurement error is not perfectly capturing what is intended. Inherent in every measure,
be it medical records, responses to surveys, or a laboratory test, is the possibility for error. One
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strategy for the control of error, assuming the validity of the measure is acceptable, should be
aimed at reducing variation in measurement. Variability of response can emanate from
transitory personal factors (e.g., technician or participant illness), measurement format (e.g.,
letters too small), coder/technician/interviewer effects (e.g., required elements for data entry
not clear, differences in response due to gender; technician unable to calibrate an auto-
analyzer), and variations in the measurement environment (e.g., noise, temperature). Warn-
ecke et al. (1997) provide additional insight into how to improve questionnaire design taking
into account obtaining accurate responses from a racially and culturally diverse population.
Prior to initiation of the measurement process, a plan should be in place for the control of error.
The aspects that should be considered in this plan are displayed in Table 2.6. Once the
measurement is developed and is available for routine use, a manual should be prepared that
contains the following information: the development of the instrument, procedures used for
the administration, methods for routinely assessing the quality of information measure, and the
results of the reliability and validity testing of the measure.

Sources of Data

Before embarking on the collection of primary data, the health care manager should
determine whether there are data sources (secondary data) that could be used to assess the
health care access, utilization, or health status of the population under concern. Table 2.7 lists
national data sources commonly used in health care planning or evaluation. Some of the data
sources listed are of limited value for a particular hospital service delivery area and are only
generalizable to large regions. Governmental agencies should be consulted for the availability
local information and for specially developed data sets (e.g., state tumor registry, perinatal
network data, trauma system registry). Also, private organizations may collect information on
health status of a community [e.g., Metropolitan Chicago Information Center; Community
Tracking Study (Ginsburg et al., 1996)], hospital market area [Center for the Evaluative
Clinical Sciences, Dartmouth Atlas of Health Care, (Wennberg, 1996)], or population sub-
groups such as reproductive health in women of childbearing age (Alan Guttmacher Institute,
http://www.agi-usa.org). The reader is referred to other data sources can be found in the
Appendix, Websites for Health Care Managers Thinking Epidemiologically.

Regardless of the data set used, the health care manager must be cautious in interpreting

Table 2.6. Strategies for the Control of Measurement Error

Have a written protocol for measurement.

Develop a standard procedure for training study staff.

Conduct a pilot study to determine the feasibility of administering the measure, its acceptability, and
the time require for its administration.

Institute procedures to ensure the completeness and accuracy of recording measurements.

Monitor data collection staff’s adherence to data collection protocol.

Use an outside referent (person or lab standard) to compare data abstractor, interviewer (or technician)
staff findings.

Ensure that data are collected (or are available) from all eligible records or persons.

Perform reliability checks among those performing measurements.

Review data collected (in raw form and summary statistics) on a regular basis.
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the data. Duplicate reports, differences in reporting periods, reporting delays, and mis-
classification all affect the validity of conclusions that may be drawn.

Summary

Because of the complexity associated with the emergence of health problems, precision
in measuring exposure to both risk factors and types of health services used as well as health
status is essential for precision in the decision-making process. The more accurately the health
care manager can quantify exposure and outcome, the less likely he or she is to make a false
claim about a causal relationship between the two. The soundness of the measurements used
always should be a consideration when interpreting the magnitude of the health problems
confronted, the factors that contribute to their emergence, and the strategies employed. The
next chapters illustrate the importance of valid and reliable information.

Case Studies

Case Study No. 1
Measuring Recovery from a Work-Related Low Back Disorder

Low back disorders (LBD) are a major source of disability and pain. The cause of these disorders in
the workplace may be due to frequent bending, twisting, or lifting, forceful movements, or vibrations.
Treatment may include pain medication, muscle relaxants, physiotherapy, use of back supports, counsel-
ing on lifestyle management, or surgery. After an acute episode of LBD, the course of recovery may be
long, as much as 45 days. Dimensions of recovery measured may be pain, physical functioning, or
physical disability, or some combination thereof. Stress, cigarette smoking, perceptions of health status,
and depression may influence recovery from a work-related LBD. The measurement of effectiveness of
tertiary prevention requires careful consideration of the recovery measure because recovery outcomes are
multidimensional with multiple potential prognostic factors (Oleske et al., 2000). Individuals with
uncomplicated LBD (e.g., not due to cancer, fracture, etc.) can be managed in an ambulatory setting. The
Center for Comprehensive Back Care is a freestanding midwestern facility, which contrasts with a large
automotive manufacturing company to provide rehabilitation services to its 30,000 employees. The
center utilizes exercise equipment, biofeedback, occupational therapy, and classroom education in the
rehabilitation process. In order to receive reimbursement from insurance agencies, the Center needs to
provide data documenting patient progress during treatment for a LBD.

Q.1.Choose one measure that could be used to evaluate the efficacy of rehabilitation interventions by the
center for low back disorders. Describe the measure, including how the data are collected.

Q.2.Discuss the reliability and validity of the measure.

Case Study No. 2
Inappropriate Emergency Department Visits by Members
of a Health Maintenance Organization (HMO)

Studies indicate that 15-53% of all emergency department (ED) utilization is inappropriate. Since
ED charges are expensive, HMOs should analyze inappropriate utilization of EDs by its members. A
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study by Freeway Medical Center’s Health Plan (FMCHP) was conducted to determine how many
inappropriate visits to a specific ED its members made. FMCHP is a large urban HMO with 18 offices
located throughout the metropolitan area, each of which is open daily from 8 Am to 10 pm. The ED studied
was located within two blocks of FMCHP’s central office. Despite this, there were 6,819 visits to the ED
from the 39,000 enrollees of FMCHP served by its central office location. The first phase of the study was
to obtain agreement on what constituted an “inappropriate” visit. Criteria were developed regarding
what constituted “inappropriate” ED use (i.e., service or care that could have been rendered in a primary
care setting). One set of criteria represented a list of services that were considered routine primary care
and inappropriate for receiving treatment in the ED (e.g., urine culture, immunization, redressing of a
wound, etc.). The other was a list of medical conditions that could be treated in a primary care setting and
were inappropriate for an ED (e.g., upper respiratory infection, pharyngitis, sprained ankle, etc.). The
next step was to determine whether physicians agreed on what was considered to be “inappropriate.”
One physician from the ED and one physician from FMCHP conducted a retrospective chart review of
1,745 cases from FMCHP who visited the ED in a 3-month time period. The results of their reviews are
displayed in Table 2.8.

Q.1.How should the level of agreement between the two physicians be determined?

Q.2.What is your interpretation of the analysis from Q.1?

Case Study No. 3
A Breast Cancer Screening Program

Westchester is a city of approximately 500,000 persons over 21 years of age, about half of whom are
female. The number of deaths among women from breast cancer is high. To address the problem, the local
health department decided to initiate a program to screen for breast cancer. In this program, mammogra-
phy would be used to screen for the presence of breast cancer. Mammography has a 99% sensitivity and
99% specificity. About 0.3% of women in the community are estimated to have breast cancer.

Q.1.Approximately how many cases of breast cancer would you expect to find from screening?
Q.2.How many women testing false positive would be found?

Q.3.Is mammography a good test to use for screening? Why?

Table 2.8. Evaluation of Agreement Between Two Physicians
Regarding the Appropriateness of Emergency Department (ED) Visits

ED physician

Appropriate  Inappropriate  Total ED visits

Health plan physician
Appropriate 257 57 314
Inappropriate 20 1411 1431
Total ED visits 277 1468 1745
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Case Study No. 4
Health Services Data

Health care managers need data to plan, establish baselines, and assess the impacts of any health
system change. To perform these functions, access to data is vital. Often multiple data sources must be
accessed in order to make these determinations. Primary and secondary data sources should be used as
necessary.

Select as many data sources as necessary to answer the question, “Would dissemination of
information to elderly persons in a managed care plan about the importance of receiving pneumococcal
vaccine reduce their incidence of hospitalizations during the winter quarter of the year?” Choose your
data set(s) based on the epidemiological model of the delivery of health care services (Fig. 1.1).

Q.1.Describe the sample or population from which the data came.
Q.2.Discuss the reliability and validity of the information from this data set.

Q.3.Discuss how the sample or population characteristics influence the types of conclusions that can be
drawn from these data.

Q.4.Compare and contrast a comparable data source from another country with respect to Q.1-Q.3.
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Descriptive Epidemiological Measures

Denise M. Oleske

Suppose you were responsible for drafting legislation for a new citywide public health
initiative aimed at reducing the rate of HIV infection in African Americans. How would you
present evidence to show this is a problem that differentially affects persons of color? Suppose
you were charged with evaluating the impact of a new quality of care initiative on reducing
adverse patient events in your health system, how would you represent the magnitude of the
adverse patient events now and over the time in which your initiative is in place? In either
scenario, your first step would be to measure the frequency of health events in the population
for which services, programs, or policies are planned. In addition, the relationship of the health
event to factors that may account for its occurrence and distribution should be described. This
chapter presents common descriptive epidemiological measures and sources of information
concerning these. It also discusses how the measures are constructed and interpreted as well
as how they are applied in the delivery of health care services.

Measuring the Frequency of Health Events in Populations

In order to quantify the magnitude of a health problem, it must be measured. In epidemi-
ology, the measurement of events is expressed in terms of a referent population instead of raw
numbers. Epidemiological measures of the frequency of health events in populations may be
quantified as rates.

Incidence Rate

An incidence rate is a descriptive measure in which the numerator consists of new or
incident cases of a health event occurring in a population at risk for the event. A rate is
computed as follows:

Denise M. Oleske  Departments of Health Systems Management and Preventive Medicine, Rush University,
Chicago, Illinois 60612.
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Rate per 10k = E /P x 10
where E = number of events occurring in the population during a specified period of time ¢
P = population in the same area at the same time ¢ in which the events where expected
to occur

10k = a unit of population to which the rate apples expressed as a power of 10

Thus, the incidence rate of breast cancer per 100,000 women given 500 new cases of breast
cancer in a population of 500,000 women would be computed as follows:

500 cases/500,000 women x 100,000 = 100 per 100,000
This is the same as:
500 cases = 500,000 women x 100/100,000

The events in the numerator must be derived from a defined referent population, and both
the event and the population should be related to the same time period and the same geographic
area. In most circumstances, an individual hospital or provider cannot be a singular source of
information for the construction of rates for a community unless all cases of the event occur-
ring within a population in a well-defined geographic area come to the attention of the hospital
or provider. In reality, most populations are served by multiple health care facilities and
providers, and hence data from only one source would yield an underestimate of the true rate
of the event within a population.

The denominator should not include those who already have the condition or who are not
susceptible to it by virtue of immunity, immunization, surgery, or other factor that excludes the
potential for being exposed. For example, a study of the incidence rate of uterine cancer among
menopausal women using estrogen supplements should exclude women from the denominator
who have had a hysterectomy. The choice of a denominator for a rate measure depends on the
manner in which time is represented. The denominator used to construct rate measures for
community populations is derived from the decennial census or interim population projections
based on census data. In this circumstance, the identification of persons who are truly at risk
for the health event is not feasible. Thus, the average population at risk, the population at mid-
year (July 1), is used in computing the rate. The denominator for the rate may consist of the
total population who develops the health event over a specified period of time. This is called
the cumulative incidence rate. The denominator may consist of the number of persons who
could develop the event in consideration of how long each person was observed. This measure
is called the incidence density. The denominator for this measure expressed in terms of
person-time units, is illustrated below:

Given a group of four persons:

Person A is observed for 5 days

Person B is observed for 1 day

Person C is observed for 1 week
Person D is observed for 1 month*
Total = 43.5 person-days of observation

If Salmonella infection developed in one of the four persons on a skilled care unit, the
incidence density rate (IDR) would be:

IDR = [No. of new events / Person-time uits of observation] x 10k
= 1/43.5 x 100 = 2.3 infections per 100 person-days

*Assumes the average month is 30.5 days.
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The incidence density rate measure is used when persons at risk for an event are observed
for different lengths of time as in a longitudinal study, a randomized clinical trial where the
outcome is not immediately ascertainable, and in survival analysis. Incidence density rates that
are averaged over a period of time to represent the instantaneous occurrence of an event are
called hazard rates.

The factor of 10 is used in the computation of a rate to make the relationship between
events and the population more meaningful by removing the decimal fraction created by
dividing a small number of events relative to a large population. The particular power of 10
used depends on convention (e.g., per 100,000 population for disease-specific rates in a
community, per 1,000 population when representing the total death rate in a community) or on
convenience. Generally, a power of 10 is used such that the lowest level of the variable for
which the rate is calculated is one digit to the right of the decimal. The same factor of 10 must
apply to all levels within a variable.

Incidence rates may refer to the onset of an illness or condition (morbidity) or death
(mortality). In order to identify a new case of an illness or condition, knowledge of the time of
onset of the event is essential. This can only be achieved if the population is already under
surveillance for changes in health status or will be involved in such monitoring. For acute
onset conditions such as gastroenteritis, myocardial infarction, and nonfatal trauma, the
identification of a “new” case can be pinpointed. When the onset is not readily apparent, as is
the case with chronic conditions, mental disorders, and behavioral problems (e.g., substance
abuse), surrogate measures are used. For defining an incident cancer case, the date of
pathology confirmation of the malignancy is used as the date of onset. The date of first use of
an intravenous, nonprescription drug may be considered in defining the onset of drug addic-
tion. In defining incident events, the numerator should specify whether events or persons are
being counted. In some circumstances, multiple new events may occur within the same
population. This is exemplified in the calculation of nonfatal injury rates. The numerator in the
computation of the injured persons rate consists of the number of persons who experienced an
injury, whereas the numerator of the injury rate represents the number of episodes of injury in
persons at risk during a specific time period.

The period of time identified for the observation of incident cases must be clearly defined.
Incidence rates can be computed for short time periods—hours, days, and weeks as for
epidemics—or over longer periods of time. Examples of incidence rates referring to short time
intervals are attack rates and case-fatality rates. An attack rate is the number of persons experi-
encing illness during a specified time period, usually the same time interval for all persons, in
relationship to a defined set of conditions. The case-fatality rate is the number of persons dying
from a specific condition that was diagnosed within a short period of time, usually a year or
less. The case-fatality rate is a proxy measure of disease severity. The case-fatality rate also is
used as measures of effectiveness of health service units where the mortality is expected to be
high, for example, in ICUs. Rare or infrequent events in a population may yield unstable rate
estimates even if calculated on an annual basis. In such circumstances, incident cases may be
pooled over a few years (3-5) with the denominator consisting of the population from the
previous census year or at a mid-point of the interval being averaged. Because the incidence
rate describes the likelihood of an event occurring in a population susceptible to its occurrence,
the incidence rate is synonymous with the term “risk.”

Prevalence Rate

A prevalence rate is a measure of event frequency that represents the total number of
persons with a health event (or other characteristic) divided by the total number of persons at a
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specific point in time () multiplied by a power of 10, as with incidence rates. The individuals
with the health event examined who constitute the numerator also must be included in the
denominator, that is, they both come from the same geographic area and in the same time
period. The prevalence rate is represented as follows:

Total number of persons with characteristicm

Prevalence rate, = x 10k

Total population,,,

The prevalence rate is influenced by how many individuals develop the condition in a
particular time frame (incidence rate) and how long it lasts (duration). Thus, factors that
influence the development of an incident case (e.g., changes in exposures that result in a
disease, changes in the way the delivery system accesses new cases, or changes in diagnostic
methods) also affect the prevalence. Intervention programs for the prevention or treatment of
cases, changes in the physical manifestation of the incident case (e.g., increased virulence of
organism), selective in- or out-migration of susceptible or immune persons for treatment also
may affect the prevalence rate. Thus, if a community has an unexpected low prevalence of a
health problem, this may be explained by a low disease incidence, a disease that is selectively
more serious or fatal in that community (e.g., due to lack of access to health care), or a disease
that is very curable (e.g., high access to effective care). The selection of the time period for the
computation of the prevalence rate is discretionary and may reflect cases existing over an
interval of time such as one year (annual prevalence) or a specific moment in time such as one
day (point prevalence).

The prevalence rate reflects the total burden of a condition within a population. As such,
it is useful for estimating the level and intensity of health care services required within a
population. For example, the prevalence rates of hypertension in acommunity would be useful
in determining if the initiation of a screening program would be worthwhile.

In addition to quantifying the proportion of persons in which an outcome has occurred
(e.g., disease prevalence), the proportion of persons who have a characteristic that may be a
determinant of a health outcome (exposure prevalence) also may be useful. For example,
knowing that an HMO has a high prevalence of smokers, an administrator may consider
initiating educational and smoking cessation clinics for its service population in order to
prevent premature births, chronic obstructive pulmonary disease, heart disease, and various
forms of cancer such as cancer of the lung, larynx, and bladder, which are all associated with
smoking.

Sources of Information for Incidence Rate Measures

The source of incidence information about the onset of illnesses or conditions varies
according to the event studied. Physicians are responsible for defining most incident health
events through clinical signs and symptoms, laboratory, radiological, or pathological means.
However, all health professionals have responsibility for reporting certain events to the local
health authority as required by state law (e.g., selected communicable diseases) or to the
designated supervisor as required by the policies of a health care facility (e.g., patient falls).
The list of health-related events to be reported by law varies somewhat from state to state, but
selected infectious diseases must be reported in all jurisdictions of the United States (see
Chapter 8, this volume). In addition to communicable diseases, malignant neoplasms, selected
occupational diseases, and other health problems such as lead poisoning may be required by
law to be reported. Reportable morbidity data are available through local health departments,
and the Centers for Disease Control and Prevention (CDC) provides regular national summa-
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ries for transmissible diseases in its periodical, Morbidity and Mortality Weekly Review. The
incidence of some conditions requiring hospitalization, such as hip fracture, may be available
from data files of hospital claims (Lauderdale et al., 1993).

The primary source of information about deaths is the death certificate, one of the items of
vital data required by law in each state in the United States and in all industrialized and many
developing nations throughout the world. The death on the certificate is described in terms of
an immediate cause (the mode of dying) and underlying causes (the injury or disease that
initiated the chain of events that led directly to the death). In addition, the death certificate
contains demographic information about the decedent including sex, race, birth date, social
security number, residence, usual occupation, manner of death, and other significant condi-
tions (that contributed to death and are not listed in the chain of events), and information about
next of kin (Fig. 3.1). All states also require filing of a fetal death certificate if the fetus is
determined to be a product of 20 or more completed weeks of gestation and not bom alive. On
the death certificate, a physician, medical examiner, or coroner provides information on the
cause of death. The funeral director records the demographic information and files the certifi-
cate with the state vital registration office. The deaths listed on the certificate are classified by a
nosologist at the state vital statistics office according to the most recent edition of the
International Classification of Diseases (ICD). All states and the District of Columbia peri-
odically submit death certificate information on computer tape to the National Center for
Health Statistics (NCHS), where data are coded and quality-control checked. The NCHS then
disseminates the mortality data as annual volumes of Vital Statistics of the United States. The
World Health Organization (WHO) collects, classifies, and tabulates mortality statistics from
the United States and other countries. When using death certificates, caution must be used.
First, the assignment of the primary cause of death may not be accurate because the physician
may be unfamiliar with the decedent or may lack autopsy information. One must be wary in
using mortality data to describe trends for several reasons including the codes used to identify
diseases change with each revision of the ICD, the diagnostic technology used to detect
diseases changes over time, and new conditions may emerge (see also Chapter 2, this volume).
Because many hospitals maintain registries such as tumor registries, issues of cost and
manpower are paramount. However, many accrediting bodies require at least a 90% annual
rate of ascertainment of the follow-up status of individuals in registries. Individuals difficult to
locate may be deceased. There are two major sources of information about individual death
records: (1) the National Death Index, for a fee, provides death records in response to user
submission of 12 potential matching variables, and (2) the Internet site http://www.ancestry.com,
which provides free access to the death master file from Social Security Administration
payment records (Sesso et al., 2000).

Incidence data are used for studies of the etiology of diseases, the evaluation of program
or treatment outcomes (e.g., effectiveness of a vaccine program for reducing measles in a
community), disease surveillance (e.g., cases of repetitive motion disorder due to workplace
exposures), and monitoring the quality of health care provided (e.g., nosocomial infection
rate). Because recording of deaths is widely practiced, mortality rates represent the most
universal method for prioritizing health problems within a population and for comparing the
health status of populations across geographic areas.

Sources of Information on Prevalence

Population surveys provide information on prevalence, exposure or disease. Two agen-
cies are primary sources of health-related prevalence data for the United States population.
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Figure 3.1. Sample death certificate.

One is the NCHS, which collects health-related data from self-reports of conditions, physical
examination, and laboratory evaluation of individuals surveyed. Individuals are selected based
on probability selection of the population. Other surveys conducted by the NCHS useful for
prevalence information are the National Health Interview Survey (NIHS) and the National
Health Examination Survey. The prevalence rate of hypertension of 233.2 per 1000 men aged



Descriptive Epidemiological Measures 57

Chronic Sinusits I
Arthritis #
Hearing Impairment _ B Female
OMale
Heart Disease
Hypertension —
Deformity/Orthopedic *ﬁ
Impairment |

0 100 200 300
Number per 1,000 persons

Figure 3.2. Prevalence rate of selected chronic conditions, United States, 1997. From National Center
for Health Statistics (1999).

45 to 64 years is displayed in Fig. 3.2. This rate means that among every thousand men aged 45
to 64 years of age in the general population, 233 have reported a doctor told them they had
hypertension. Another way of representing the prevalence rate is through a percentage. Thus,
the rate also can be interpreted as 23% of the men aged 45 to 64 years have hypertension. The
disadvantage of the NCHS prevalence surveys is that the precision of the survey provides
estimates only reliable for large geographic regions of the United States. The estimates are not
generalizable to smaller population subgroups.

The CDC is another major source of prevalence data, providing information on exposure
to factors known to be associated with the major causes of death through the Behavioral Risk
Factor Surveillance System (BRFSS). The BRFSS is a state-based random-digit-dialing
telephone survey of noninstitutionalized adults developed by the CDC. Examples of the
information collected in the BRFSS include the prevalence of certain high-risk behaviors
(smoking, chronic or binge alcohol consumption, overweight, physical inactivity, and safety
belt nonuse) and the use of selected medical screening tests (blood cholesterol screening,
mammography, clinical breast examination, and Papanicolaou or pap smear). Because the
survey is operational in 47 states and the District of Columbia, trends at the national as well as
the state level can be monitored.

Format of Descriptive Epidemiological Measures

Descriptive epidemiological measures can be represented as specific rates, summary
rates, or ratio measures. These measures are used in descriptive epidemiological studies the
purpose of which is to characterize a disease, health problem or exposure in terms of person
(who gets the disease or is exposed), place (where does it occur), and time (how has it changed
over time).
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Table 3.1. Common Specific Rates

No. of deaths for gender during specified period

Gender-specific death rate = x 100,000

Population (for the gender) at the midpoint of the period
No. of deaths for the race during a specified period

Race-specific death rate % 100,000

= Population (for the race) at the midpoint of the period

No. of deaths for the age group during a specified period

Age-specific death rate x 100,000

Population at the midpoint of the period

No. of deaths < 1 year of age

Infant mortality rate . N oF live Bittie x 1,000

No. of deaths < age 28 days
- No. of live births

Neonatal mortality rate x 1,000

No. late fetal deaths plus deaths < age 7 days

Perinatal mortality rate % 1,000

No. of live births plus late fetal deaths
No. of live births
"~ No. of women 15-44 years of age

Fertility rate x 1,000

No. of deaths from a disease (in a specified time)

CEC IR A = "No. diagnosed with that disease (in same time)

Specific Rates

Specific rates pertain to a subgroup of the population and the number of events that occur
in that subgroup. Specific rates assist in identifying population subgroups (i.e., by age group,
gender, race, etc.) at risk for an event. Common specific rates are listed in Table 3.1. Through
an examination of specific rates, unique patterns, especially for age, are observed for all health
problems, regardless of whether the event is infectious, chronic, or resulting from injury (Fig.
3.3a-c).

Summary Rates

Summary rates represent the total events occurring in a population. Summary measures
included crude rates, standardized rates, years of potential life years lost, and disability-
adjusted life year. The disadvantage of summary measures is that unique patterns in specific
population subgroups that may be particularly vulnerable cannot be discerned.

Crude (or total) rates relate the total number of events in a population multiplied by a
factor of ten. The crude mortality rate represents the average risk of mortality in a population.
Crude death rates are also used to rank deaths in a population in a specific time period. Overall,

heart disease is the major cause of death in the United States, comprising 33.2% of all deaths
(Table 3.2).

Figure 3.3. (a) Age-specific mortality rates for human immunodeficiency virus (HIV) infection, all
races, both genders, United States, 1997. (b) Age-specific mortality rates for motor vehicle accidents,
all races, both genders, United States, 1997. (c) Age-specific mortality rates for malignant neoplasms, all
races, both genders, United States, 1997. From National Center for Health Statistics (1999).
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Table 3.2, Crude Death Rates and Percent of Total Deaths
for the 10 Leading Causes of Death, United States, 1997

Rank Rate per Percent of
order Cause of death 100,000 population total deaths
All causes 864.7 100.0
1 Diseases of heart 271.6 314
2 Malignant neoplasms 201.6 23.5
3 Cerebrovascular diseases 59.7 6.9
4 Chronic obstructive pulmonary diseases and allied 40.7 4.7
conditions
5  Unintentional injuries 35.7 4.1
6  Pneumonia and influenza 323 3.7
7  Diabetes mellitus 234 2.7
8  Suicide 11.4 13
9  Nephritis, nephrotic syndrome, and nephrosis 9.5 1.1
10 Chronic liver disease and cirrhosis 9.4 1.1

SOURCE: Kramarow et al. (1999)

A standardized (or adjusted) rate is a summary rate for a total population in which the
frequency of events is weighted by the number of persons in the stratum of the variable whose
effect we wish to control (or remove). Since it was demonstrated earlier that each health event
has a unique demographic “signature,” the influence of population characteristics has to be
“neutralized” in order to determine whether the disease events have increased or decreased
independent of key population characteristics. A standardized rate is used when it is necessary
to compare rates of an event across geographic areas or time periods or because the popula-
tions compared have markedly different demographic characteristics. Summary measures also
are useful when cause-specific information is not comparable and comparisons are likely to be
unreliable. Such is often the case in making comparisons of specific conditions (e.g., perinatal
mortality rate) across nations. The most profound variations in the disease patterns are
attributable to age; as a result, standardization is most often concerned with removing the
effects of age as a confounding variable in order to more accurately characterize the magnitude
of disease frequency in a population. This type of standardization is referred to as “age-
adjustment.” The principle behind standardization is to compute rates for the populations
being compared that take into account possible differences in demographic characteristics that
could influence the disease frequency. In order to do this, standardization takes into account
the disease frequency in the study populations in the context of some “normative” or standard
population. There are two approaches for standardization of rates, direct and indirect.

Direct adjustment is performed to enable comparison of the frequency of health events
in a population over time periods or geographic areas. In this method, the stratum-specific rates
in a comparison population are weighted according to the number of persons in the same
subgroups or stratum of the standard or reference population and summed over all strata. The
directly standardized adjusted rate is algebraically represented as:

2 7, % (p,/P)
i=|

where: n = the total number of subgroups over the range of the adjusted rate

r; = the specific rate for the subgroup in the population of interest
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p; = the number in standard population in subgroup i
n

P=3 p; is the total population fo the subgroups that comprise the range of the rate
i=1

being adjusted
Alternatively, the steps that come to the same end as the above algebraic process are:

1. Determine if there are a sufficient number of events (usually at least 10) in the
comparison population for each level of the variable whose influence you wish to
control.

2. Determine a standard population. The standard population can be the combined
populations of the groups being compared, the larger population, or some predefined
standard population.

3. Compute the rate of the event of interest for each level of the variable whose influence
you wish to neutralize (e.g., age) in the comparison population using the events and
population information from the comparison population.

4. Multiply the rate in the study population by the number of persons in the standard

population for each level of the variable.

Sum the product obtained across all levels.

6. Divide the sum from step 5 by the total number in the standard population and
multiply by an appropriate factor of 10 (usually 100,000). This results in the adjusted
rate for the comparison population.

7. Repeat steps 1-6 for each comparison population.

i

Table 3.3 illustrates the application of direct age-adjustment to enable the comparison of
the breast cancer incidence between white and black females. The conclusion suggested by
directly standardized rates is that the age-adjusted incidence of breast cancer is higher among
white females (113.0 per 100000 women) than among black females (101.5 per 100,000
women). Another way of saying this is that white females have a higher overall incidence rate
of breast cancer when the age distribution of the two groups is the same. The major disadvan-
tage of direct rate adjustment is that since it is a summary measure, disparities in the variation
of specific rates among the population subgroups compared may be missed. In the example
presented, if one were to only examine the adjusted rate, one would not be aware of the higher
incidence of breast cancer among every age group under 50 years of black females compared
to white females, but after age 50 years this is reversed.

Indirect adjustment is performed when the number of events for each level of the
variable whose effect is to be removed is either unknown or too small. This limitation is often
present when attempting to make between-institution comparisons or comparisons over time
for uncommon events or between small geographic areas. For example, an administrator may
wish to determine whether the mortality rate from acute myocardial infarction (AMI) is higher
at one hospital than at other hospitals in the system. The distribution of deaths from AMI
according to age group may not be known, or even if known the number of deaths according to
age group may be small. Thus, indirect standardization should be performed in order to make
the desired comparisons. The process of indirect rate standardization is as follows:

1. Compute the crude rate (C) of the event in the standard population.

2. Using data from the standard population, compute the rate of the event (r) for each
level of the event whose effect is to be removed.

3. Obtain the number (n) in the comparison population according to each level for which
rates were computed.
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Table 3.3. Calculation of Directly Standardized Incidence Rates”
per 100,000 Population for Breast Cancer, Females, SEER Areas, 19921996

US standard
White females Black females million

Age group (i)  incidence rate (r,) incidence rate (r;) population,
at diagnosis per 100,000 pop. r, %P, per 100,000 pop. r; X P, 1970% (P)
0-4 0.0 0.0 0.0 0.0 84,416
5-9 0.0 0.0 0.0 0.0 98,204
10-14 0.0 0.0 0.0 0.0 102,304
15-19 0.0 0.0 0.2 0.1877 93,845
20-24 0.9 0.7251 2.7 2.1752 80,561
25-29 74 4.9077 10.3 6.8310 66,320
30-34 23.4 13.1623 315 17.7184 56,249
35-39 58.2 31.8098 62.3 34.0507 54,656
40-44 117.6 69.3346 120.3 70.9265 58,958
45-49 198.2 118.1708 199.1 118.7074 59,622
50-54 264.6 144.5854 2414 131.9082 54,643
55-59 304.0 149.1941 280.2 137.5138 49,077
60-64 364.2 154.4317 294.2 124.7496 42,403
65-69 4232 145.6061 341.9 117.6341 34,406
70-74 473.9 126.9531 390.7 104.6646 26,789
75-79 500.7 94.4871 424.1 80.0319 18,871
80-84 487.1 54.7549 372.8 41.9064 11,241
85+ 416.5 30.9668 353.0 26.2456 7,435
Total 1139.0894 1015.2510 1,000,000

population

Age-adjusted rate per 100,000 population:
Sum of (r; x P,)/total population x 100,000 =
White females 113.9 Black females 101.5

SEER, Surveillance, Epidemiology. and End Results Program of the National Cancer Institute.
4sourck: Ries er al. (1999).
bsourck: U.S. Bureau of the Census, Census of Population, 1970.

Obtain the total number of events (O) that occurred in the comparison population.
. Multiply the number in each level in the comparison population by the rate from the
respective level in the standard population.
6. Divide the number of observed events by the sum of the expected number of events.
This will yield a standardized mortality (or morbidity) ratio (SMR).
7. Multiply the SMR by the crude rate of the event in the standard population. This yields
an indirectly adjusted rate.

DI

Table 3.4 illustrates the application of indirect rate adjustment. It may be concluded that the
observed number of deaths is lower for AMI cases at hospital A than the rate in the system
hospitals even when adjusting for the differences in age.

The variance, standard error, and confidence interval of the rate adjusted by the direct and
indirect methods may be obtained and the significance of adjusted rate variation among
geographic areas may be tested. The reader is advised to consult Anderson and Rosenberg
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Table 3.4. Calculation of Indirectly Standardized Rate Utilizing Hypothetical Data
on Acute Myocardial Infarction (AMI) Fatality Rates, 30 Days Post-Hospitalization

All Hospitals Hospital A

AMI death rate per No. AMI AMI deaths Expected AMI

100 AMI cases (r) cases (0) Deaths (E)
65-69 227 17 2 3.9
70-74 24.5 15 * 3.7
75-79 22.3 10 * 22
80+ 30.5 29 L4 88
Overall 24.2 71 11 18.6

Crude mortality rate (C) all hospitals = 24.2 per 100 AMI cases

Standardized mortality ratio (SMR) for Hospital A = O/E = 11/18.6 = 0.59

Indirectly age-adjusted rate = C x SMR = 24.2 deaths per 100 AMI cases x 0.59
= 14.3 deaths per 100 AMI cases

Conclusion: AMI patients in hospital A have a lower risk of death from AMI at 30
days posthospitalization.

(1998), Carriere and Roos (1994), or Kahn and Sempos (1989) for details about these compu-
tations.

In reviewing data representing adjusted rates, it is critical to understand on what year the
standard population used to calculate adjusted rates was based. The numerical value of the
standardized rate depends on what standard population was used. The standard population can
be the combined population of all the comparison populations (e.g., world population for the
standard population in comparing mortality rates across nations). The standard population
could be the larger population of two or more comparison populations. However, in reality
there is no established criteria for selecting a standard population, only that the standard
population selected should be considered “normal” relative to the comparison populations
being studied and reflect a reasonable age distribution (Anderson and Rosenberg, 1998). Rates
standardized to the year 2000 population distribution will yield considerably higher rates for
chronic conditions, even doubling some rates, but will narrow race differentials in the age-
adjusted rates (Sorlie ef al, 1999). Thus, age-adjusted death rates calculated prior to the
implementation of the year 2000 standard will not be comparable to rates using the new
standard population.

The rate standardization method described above utilize arithmetic weighting procedures
to adjust for confounding variable. The direct and indirect methods described above are one-
factor adjustments. Higher-order adjustments using arithmetic weighting procedures can be
found in Fleiss (1981). Other methods exist for performing adjustment of rates, depending on
how many variables need to be controlled, the size of the comparison population, and the
number of events in each of the various levels of the confounding variable(s) whose effect is to
be removed. Regression-based adjustment is a technique used when the sample size of the
comparison population is small and large numbers of confounding variables need to be
considered (Kahn and Sempos, 1989).

The years of potential life lost (YPLL) is a summary measure of premature mortality. To
compute the YPLL for a specific cause, the numbers of deaths for that cause in each age group
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are tallied and multiplied by the years of life lost calculated as the difference between the
midpoint of the age group and 75 years of age (in the United States the average life expectancy
is over 75 years). The midpoint values for the most common age groups used are 0.5, 7.5, 19.5,
29.5, 39.5, 49.5, 59.5, and 69.5. Thus, 100 persons dying from HIV in the 25-34 years age
group multiplied by 29.5 (midpoint of interval) represents 2950 years of life lost. When
summed up over all age groups examined, the value is termed the YPLL. The number of years
of life lost may be formatted as a rate using the number of persons less than 75 years of age
in the denominator expressed per 100,000.

The YPLL is useful for summarizing the frequency of events that disproportionately
affect younger persons or for assessing the impact of community-based interventions in
geographic areas with a large minority or immigrant population which are typically younger
than the population of the larger community. This is in contrast to mortality data represented as
crude or adjusted rates whose values are weighted by the disease processes common to the
elderly. Table 3.5 shows substantial declines in the YPLL due to external causes but a large
increase in a chronic condition, diabetes mellitus.

Disability-adjusted life year (DALY) is a composite measure representing the sum of
years of life lost because of premature death and years of life lived with disability. One DALY
is one lost year of healthy life. The disability component of the summary measure (YLD) is
weighted according to the severity of the disability and is multiplied by the expected duration
of the disability and the incidence of the disability. Murray and Lopez (1996) developed the
specific algorithms for this calculation as well as the disability weights.

Ratio Measures

It may be necessary to describe the presence or absence of a health event relative to some
characteristic. When this characteristic is thought to be associated with an increased proba-
bility of a specific outcome, the characteristic is referred to as a “risk factor.” A risk factor

Table 3.5, Years of Potential Life Lost (YPLL) Before Age 65
by Cause of Death, United States, 1990 and 1997

YPLL per 100,000

der 65
perSons tinder Percentage change,

Cause of death (ICD-9 code) 1990 1997 1990-1997
All causes (total) 8518.3 73984 —13.1
Unintentional injuries (E800-E949) 1263.0 1115.2 -11.7
Malignant neoplasms (140-208) 1713.9 1523.5 —11.1
Suicide (E950-E959) 405.9 378.0 -6.9
Homicide (E960-E978) 466.4 368.9 -20.9
Diseases of the heart (390-398, 402, 404-429) 1363.0 1190.2 —12.7
Human immunodeficiency virus infection (042-044) 366.2 208.7 —43.0
Cerebrovascular disease (430-438) 221.1 207.1 —6.3
Chronic liver disease and cirrhosis (571) 168.8 141.7 —16.1
Pneumonia/influenza (480-487) 128.5 112.6 —12.4
Diabetes mellitus (250) 133.0 149.9 12.7
Chronic obstructive pulmonary disease (490-496) 156.9 158.9 1.3

SOURCE: National Center for Health Statistics (1999).
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may be potentially modifiable (e.g., high cholesterol) or it may be immutable (e.g., age). The
calculation of the risk ratio, the relative risk, the odds ratio, or the population attributable risk
is used to determine how strong the relationship is between a risk factor and an outcome of
interest.

The risk ratio compares two rates representing risk (e.g., incidence or mortality rates).
Generally, the group with the higher risk or the group in whom exposure to the risk factor is the
greatest is placed in the numerator. The rate of the lower-risk group or the group with little or
no exposure is in the denominator. The rate in the numerator and the rate in the denominator
typically will be an adjusted rate so that the effect of age is removed when comparing the two
groups. For example, the male—female risk ratio for mortality due to HIV infection from Table
3.6 is computed as:

Risk ratio = adjusted rate in the higher risk group or exposed group - adjusted rate in the
lower risk or nonexposed group
= 9.1 age-adjusted HIV mortality rate per 100,000 among men + 2.6 age-adjusted
HIV mortality rate per 100000 among whites
=35

The risk ratio in this example means that men are 2.43 times more likely to die from HIV than
women. Since this ratio compares two adjusted rates, the conclusion can be extended to state
that the elevated risk of death from HIV in men is higher than women even after consideration
of the differences in age distribution between the genders. Risk ratios can be utilized to
identify health problems that differentially occur in certain population subgroups. An exam-
ination of the male to female risk ratios for leading causes of death reveal that in addition to

Table 3.6. Ratio of Age-Adjusted Rates per 100,000 Population
for Selected Causes of Death by Gender and Race, United States, 1997¢

Ratio of

Male to  Black to

Cause of death female white
All causes 1.60 1.54
Natural causes 1.51 1.54
Diseases of heart 1.81 1.47
Malignant neoplasms, including neoplasms of lymphatic and 1.40 1.34
hematopoietic tissue
Cerebrovascular diseases 1.15 1.77
Chronic obstructive pulmonary diseases and allied conditions 1.47 0.80
Pneumonia and influenza 1.54 1.39
Chronic liver disease and cirrhosis 2.33 1.19
Diabetes mellitus 1.19 243
Human immunodeficiency virus infection 3.50 7.54
External causes 1.93 1.55
Motor vehicle accidents 2.13 1.06
Suicide 4.24 0.56
Homicide and legal intervention 3.79 5.98

4soURCE: National Center for Health Statistics (1999).
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HIV/AIDS, over a twofold greater risk of death among males is observed for accidents,
suicide, and homicide and legal intervention, with the largest male-female difference ob-
served from suicide. The risk ratio of black to white age-adjusted mortality rates indicates over
a twofold greater risk of death among blacks for diabetes mellitus, homicide and legal
intervention, and HIV (Table 3.6).

The relative risk (RR) is determined in a cross-tabulated format and represents the
strength of the association between a risk factor classified at a nominal level (exposed to a risk
factor versus not exposed) and an event also classified at a nominal level (present or absent)
(Table 3.7). Table 3.8 presents hypothetical data which compares the proportion of elderly
patients in fee-for-service (FSS) and health maintenance organization (HMO) systems of care
with joint pain or with chest pain who were referred for specialist care. “Exposure” in this
case is the system of care; “referral to physician specialist” is the event of interest. The RR of
referral to a physician specialist is the incidence rate of referral to physician specialist in the
FSS group divided by the incidence rate of referral to physician specialist in the HMO group.
From the data in this example, referral to a specialist is more likely for chest pain patients in
FFS than HMOs (OR = 1.88 and RR = 1.39). However, for patients with joint pain, elderly in
FFS are less likely to be referred to a physician specialist than elderly persons in HMOs (OR
= 061; RR = 0.75).

Because true measures of risk cannot always be readily derived, some method for
estimating chances of events occurring relative to exposure is required. For this reason, the
odds ratio, which is an approximation of the relative risk, is used. The odds of an event is the
ratio of the occurrence of some exposure that exists relative to it not existing. Thus, in 100
persons with lung cancer, if 80% of them were smokers, the odds in favor of being a smoker
would be 80:20 or 4:1. The odds ratio (OR) is the ratio of the odds of an event in the exposed
group to the odds of the event in the unexposed group. The representation and interpretation of
the OR depends on whether or not the odds of exposure or the odds of an event is being
compared between two groups (Table 3.7). The OR in Table 3.8 is computed as an event odds
ratio, since the data are derived from a quasi-experimental design. Thus, the odds of referral to
a specialist (event) is 149 times more likely for patients with repetitive chest pain in the FFS
group than those who were in a managed care group (exposure).

It must be kept in mind that both the RR and the OR are descriptive measures used to
appraise the strength of an association between exposure and event. The valid values of the RR
and the OR range from O to + . When data are presented in the format as in the 2 x 2 table
arrangement found in Table 3.7, a RR or OR greater than 1 means that the exposure increases

Table 3.7. Computation of Relative Risks and Odds Ratios

Event

Yes No  Total

Exposure
Yes a b a+b
No [v d c¢c+d

Relative risk of event = Incidence rate in high risk group + Incidence
rate in low risk group
=af(a+ b) =~ cic +d)
Odds ratio of exposure = (a/c) + (b/d)
Odds ratio of event = (a/b) + (c/d)
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Table 3.8. Calculation of the Relative Risk (RR) and Odds Ratio
(OR) Using Hypothetical Data of the Relationship between
Insurance Plan Type and Referral to a Specialist, Those with Joint
Pain and These with Chest Pain, Persons Aged 65 Years and Over

Referral to a specialist
for those with chest pain

Plan type Yes No Total

Fee-for-service 292 (a) 232 (b) 524
Health maintenance organization 223 (c) 333 (d) 556

RR = [a/(a + b))/[c/(c + d)] =1.39
OR = (a/b)/(c/d) = 1.88

Referral to a specialist
for those with joint pain

Plan type Yes No Total

Fee-for-service 199 (a) 325 (b) 524
Health maintenance organization 278 (c) 278 (d) 556

RR = [a/(a + b))/[c/(c + d)] = 0.75
OR = (a/b)/(c/d) = 0.61

the likelihood of the event. A RR or OR less than 1 means that exposure decreases the
likelihood of the event. A RR or OR equal to 1 means that the chances of the event occurring in
the exposed and unexposed are equal. A statistical test, such as a chi-square or Fisher’s exact
test, must be applied to the data to determine whether the association represented by the RR or
OR is statistically significant. Since the RR or OR are point estimates based on a sample of
what the true values of the RR or the OR should be in the general population, a confidence
interval usually 95%, can aid in determining significance. A 95% confidence interval that
contains a RR or OR of 1.0 means the association is not significant. If either the upper or lower
limit of the interval does not contain 1, then the association is either significantly lower (in the
case of the former) or significantly higher (in the case of the latter circumstance). Additionally,
the confidence interval is a measure of the precision of the RR and the OR. The wider the
interval, the less precise the RR or the OR, usually because of few events in the exposed group.
Computations of the statistical significance and the confidence interval are facilitated through
the use of the interactive public domain statistics program for microcomputers, Epi Info 2000,
which can be downloaded through www.cdc.gov/epiinfo (Dean et al., 2000).

To assess the proportion of the risk of exposure due to a particular factor, the population
attributable risk (PAR) percent, may be computed (Walter, 1978). This measure has impor-
tance as it assesses the theoretically achievable reduction in risk if the risk factor were entirely
removed from a population. It is for this reason that the PAR can be used as a measure of the
efficacy of a population-based intervention. The PAR percent is calculated as follows:

PAR % = [P (RR — D1 + P(RR — 1)] x 100%
Where PAR % = population attributable risk percent
P, = proportion of the population exposed
RR = ratio of the incidence rate among the exposed to the incidence rate among

the nonexposed.

The PAR percent also can be estimated from the OR (Cole and MacMahon, 1971).



68 Denise M. Oleske

Table 3.9, Prevalence of Risk Factors for Stroke and Population Attributable Risk Percent®

Percentage of Population
Risk factor population exposed  Relative risk  attributable risk %
Hypertension 56.2 2.73 49.3
Cigarette smoking 27.0 1.52 12.3
Atrial fibrillation 4.0 3.60 9.4
Heavy alcohol consumption 7.2 1.68 4.7

4From Gorelick (1994).

When confronted with a variety of risk factors for a disease and limited resources, the
PAR percent can help determine which interventions may have the greatest impact for a
population. Table 3.9 displays modifiable risk factors for stroke. The PAR percent for hyper-
tension was derived as follows:

PAR % =[0.562 (2.73 - DJ/[1 + 0.562 (2.73 — 1)] x 100% = 49.3%

Thus, of the risk factors displayed, interventions aimed at preventing stroke through hyperten-
sion control would have the greatest impact on the health status of the population, potentially
eliminating 49.3% of strokes.

Summary

This chapter has presented common descriptive measures, namely rates and ratios, useful
in planning and evaluating health care services, policies, and programs. Rates are used to
identify and prioritize health problems within a population, assess variability of the utilization
of health care resources, evaluate progress toward achieving health goals, and propose
hypotheses regarding the etiology and control of health problems. Rates also are used to assess
health, disease, and exposure patterns and their variability in populations. Ratios aid in
evaluating the degree of the relationship between exposure and outcome. Descriptive mea-
sures, in general, are useful in identifying the components of the health care system that could
be modified to improve the health status of populations. The specific type of epidemiological
measure used depends on the objective of the assessment, the nature of the health problem
being evaluated, and the type of data available.

Case Studies

Case Study No. 1
In-Hospital Mortality from Hip Fractures in the Elderly

Hip fractures are an important cause of mortality and morbidity in the elderly population. The
incidence rate of hip fractures rises with increasing age, with the highest rates being among white females
followed by white males, black females, and black males. Following hip fracture, persons are at greater
risk of death than the general population. In addition, marked differences in survival following a hip
fracture are noted according to gender and race, with black males and females being at highest risk of
death. Differences in survival have been hypothesized to be due to differences in medical care utilization
and the delivery of services provided during hospitalization or subsequent to discharge. Since virtually all
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Table 3.10. In-Hospital Deaths among Admissions for Hip Fractures
by Age, Race, and Gender, Maryland, 1979-1988¢

Characteristic No. of admissions for hip fractures No. of deaths
Age group
65-69 2,542 68
70-74 3,842 140
75-79 5,374 216
80-84 6,541 297
=85 9,071 618
Race and gender
White males 4,980 392
White female 20,675 847
Black males 506 38
Black females 1,209 62
Total 27,370 1,339

2From Myers et al. (1991).

hip fractures are likely to be hospitalized, the examination of factors contributing to mortality during
hospitalization may suggest areas where measures could be implemented to improve survival for these
persons. Myers et al. (1991) examined factors contributing to inpatient mortality. Data from this study are
displayed in Table 3.10. Hospital discharge abstracts provided information on patient demographic,
clinical characteristics, and vital status at discharge.

Q.1. Compute the age-, race-, and gender-specific mortality rates for hip fracture per 100 persons admitted
using data from Table 3.10. Which population subgroups are at highest risk of death?

Q.2. Although women have a higher incidence of hip fractures than men, why would the mortality rate for
men be higher?

Q.3. Why were data pooled over 10 years?

Q.4. What other source of mortality data could have been used in this study instead of the hospital
discharge abstracts?

Q.5. What measurement errors could enter into the computation of the inpatient mortality rates using
hospital discharge abstract data? How would these affect the estimates of the mortality rates?

Case Study No. 2
Medicaid Prenatal Care: Fee-for-Service Versus Managed Care

There has been a rapid nationwide increase in the enrollment of the Medicaid population into
managed care arrangements to cover their health care services. One way of assessing the quality of care
between these two payer systems would be to compare outcomes of care for pregnant Medicaid recipients
who were enrolled in either fee-for-service (MFFS) or managed care (MMC) plans. To accomplish this
evaluation, Oleske ef al. (1998) examined birth certificate data for one calendar year from two California
counties where a particular form of managed care was in operation. These counties operated not-for-
profit mixed-model managed care plans whose regulatory framework is characterized as a county-
organized health system/health insuring organization. Both plans involved providers, beneficiaries, local
government officials, and other interested parties in their operations. Control counties were selected
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based on geographic proximity, size, and social and economic factors and did not have any form of
managed care available for their Medicaid populations. A computerized file of birth certificates was used
to obtain information on characteristics of the women, payer group assignment, and pregnancy outcomes.
There were 13,453 women who gave birth through the MFFS group and 6,122 women who gave birth in
the MMC group. The incidence of low birth weight among women in the MFFS plan was 6.1% and 4.5%
in the MMC plan.

Q.1. What is the odds ratio (OR) of low birth weight in managed care versus fee-for-service? What do you
conclude from the OR?

Q.2. What would the OR be if the incidence rate of low birth weight in the MFFS group was twice that
of the MMC group?

Q.3. How could the sources of data used affect the OR calculated in Q.17

Case Study No. 3

Gender Differential Trends in Prevention, Diagnosis,
Classification, and Treatment of Coronary Heart Disease

Early efforts aimed at reducing coronary heart disease (CHD) mortality saw rates declining earlier
and steeper in women than among men. The relative contribution of prevention versus improvements in
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Figure 3.4. Nonfatal and fatal coronary heart disease (CHD) rates per 10,000 population, by gender,
and aged 35-74 years, southeastern New England, 1980-1991. Reprinted from Derby, et al. (2000), with
permission of the Society of Epidemiologic Research and Oxford University Press.
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Figure 3.5. In-hospital fatal and out-of-hospital coronary heart disease (CHD) rates by gender, 35-74
years, southeastern New England, 1980-1991. From Derby et al. (2000), with permission of the Society
of Epidemiologic Research and Oxford University Press.

diagnosis and treatment in the decline are controversial. Differences in classification of coronary heart
disease over time, differences in health care utilization patterns, and differences in the use of diagnostic
and therapeutic technology over time also make it difficult to study this problem. Derby et al. (2000)
examined 6282 in-hospital and out-of-hospital coronary disease events ascertained through the surveil-
lance system of the Pawtucket Heart Health Program. Nonfatal and fatal CHD rates and in-hospital fatal
and out-of-hospital CHD death rates were compared by gender, calendar year, and age group (Figs. 3.4
and 3.5).

Q.1. What type of rates are displayed in these figures?

Q.2. What groups are at highest risk of fatal CHD? What groups are at high risk of in-hospital fatal CHD?
Q.3. What can be concluded about these rate patterns over time?

Q.4. What reasons could explain the gender differential over time?

Q.5. What biases affect the rate measures in this study that could account for the gender difference?

Q.6. What implications do these data have for a capitated health care plan?
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Case Study No. 4
The Burden of Disease in Los Angeles County

The Los Angeles County Department of Health Services (LACDHS) in its recent community-based
planning efforts acknowledged that too often the health of populations is evaluated in terms of a proxy
measure of health, namely mortality (Los Angeles County Department of Health Services and UCLA
Center for Health Policy Research, 2000). With the aging of society and improved control of many
transmissible diseases, some of the greatest health problems will be chronic disabling conditions. One of
the core functions of public health agencies is measuring the health status of populations. The Los
Angeles County Department of Health Services with the assistance of a local university assessed the
health status of Los Angeles County residents using the summary measure known as disability adjusted
life years (DALYs). The DALY was felt to be a more appropriate method for characterizing the burden of
ill health in the community for both private and public organizations to better prioritize efforts to improve
the public’s health. Table 3.11 compares the results of the assessment using DALY, crude mortality rate,
and years of life lost (YLL) rank.

Q.1. Define the terms DALY, YLL, and crude mortality.

Q.2. Why are the rankings from the crude mortality rate and the YLL rank different? Would there be a
difference in these rankings if either measure were age adjusted?

Q.3. What biases enter into the calculation of the DALY, YLL, and crude mortality?

Case Study No. 5
Risk Factors for Coronary Artery Disease

One of the leading causes of death in the United States is coronary artery disease (CAD). The
Framingham Heart Study has provided a wealth of death on risk factors for CAD for which to guide the
development of health promotion programs. From longitudinal studies, such as the Framingham Study,
various epidemiological measures are possible to compute including incidence, relative risk, and popula-
tion attributable risk. Each measure of risk has its own meaning and utility in planning health services and

Table 3.11. Leading 10 Causes of Premature Death and Disability
In Los Angeles County Based for Disability-Adjusted Life Years (DALY),
with Crude Mortality Rank and YLL in 1997

Rank Cause DALYs (years) Crude mortality rank  YLL rank
1 Coronary heart disease 72,886 1 1
2 Alcohol dependence 60,872 39 29
3 Homicide/violence 45,548 8 2
4 Depression 43,449 91 91
5 Diabetes mellitus 42,456 6 10
6 Osteoarthritis 39,811 70 80
7 Stroke 33,351 2 4
8 Lung cancer 29,785 3 3
9 Emphysema 29,333 5 11

10 Motor vehicle crashes 29,040 14 5]
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health policy. Wilson and Evans (1993) report the following data from the Framingham Study: Preva-
lence of smokers, 42%; nonsmokers, 58%; rate of CAD in smokers, 12.6 per 100 population, and in
nonsmokers, 7.7 per 100 population.

Q.1. What is the relative risk (RR) of CAD for smoking?
Q.2. What does a RR of 1.6 mean?
Q.3. What is the risk of CAD attributable to smoking?

Q.4. If you were planning to introduce health promotion services on a individual level, which epidem-
iological measure would be most useful?

Case Study No. 6
Violence As an Occupational Risk Factor for Health Care Workers

Health professionals, heretofore, have accepted that assault by a patient was part of the “hazards”
associated with the job. In May 1993, the Occupational Health and Safety Administration (OSHA) laid
out its policy on workplace violence. One of the implications of this policy was that suffering attacks by
patients was no longer acceptable. Subsequent to the introduction of the policy, an employee of a
Midwestern psychiatric hospital reported to OSHA excessive exposure to patients’ violent behaviors.
The hospital was cited for failing to protect hospital employees from patients’ violent behavior. This was
the first OSHA citation for an employer failing to deal with workplace violence. Violent behavior is
common among patients in a psychiatric hospital. Patients who exhibit violent behavior are the elderly
who may be cognitively impaired, individuals undergoing detoxification from a chemical dependency,
those with severe psychiatric problems, and adolescents with behavioral disorders. The hospital did not
contest the citation and provided a detailed description of how it analyzed its problem and would modify
policies and procedures based on the data. Epidemiological measures were used in the analysis to develop
strategies for prevention.

Q.1. The first thing the hospital did was established a system to monitor the incidence rate of violence.
Propose what events should be included in the numerator and how the denominator should be
constructed.

Q.2. Describe how epidemiological rate measures could be used to identify which patients pose the
highest risk of violence to hospital personnel and when and where this occurs.
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Assessing Causality

Foundations for Population-Based Health Care
Managerial Decision Making

Thomas T. H. Wan

Introduction

The scientific bases for making managerial decisions is the use of evidence generated from
explicit, experiential, and confirmed knowledge. This knowledge management approach is a
systematic thought process, beginning with the collection of observable facts and the analysis
of these facts to provide adequate explanations of the phenomenon or problem under study.
Ideally, scientific data should be gathered under a theoretically informed framework, so that
evidence can be derived from the application of data warehousing and data-mining techniques.
Such evidence-based knowledge can be integrated with practical and experiential knowledge
to shed light on the cause—effect relationships between the problems and solution sets in the
field of health care management.

This chapter will provide readers with the principles of causal analysis, including
qualitative causal criteria and selected multivariate analytic methods. This chapter also will
prepare readers to select appropriate techniques for problem solving and decision-making as
they relate to health services administration.

Scientific Inquiry

This section will introduce the fundamentals of scientific inquiry, discuss a variety of
research designs, introduce the principles and methods employed in causal analysis, and
explain the variety of analytical designs and statistical approaches to identifying the determi-
nants of health service problems. Scientific thinking aids the health care manager in organizing
vast amounts of information including those responses from competing or dissenting interests

Thomas T. H. Wan Department of Health Administration, School of Allied Health Professions, Virginia
Commonwealth University, Richmond, Virginia 23298-0233.

Epidemiology and the Delivery of Health Care Services: Methods and Applications, Second Edition, edited by Denise
M. Oleske. Kluwer Academic/Plenum Publishers, New York, 2001.
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Figure 4.1. Foundation of scientific inquiry.

so as to derive the most appropriate decision for the circumstances in consideration of the time
limits imposed on making that decision. Scientific inquiry is used in all forms of problem
solving, specifically to support and verify, or to reject preconceived concepts and propositions
about situations (Wan, 1995). At the lowest level, scientific inquiry helps to describe an
observed phenomenon and the facts that surround it. At the next level, by identifying causal
relationships, scientific inquiry helps to explain the phenomenon. Predicting future events,
from the historical patterns of a phenomenon is another use of scientific inquiry. At the highest
level, scientific inquiry can provide the necessary information to control, modify, and design
solutions to the problems presented by a phenomenon (Fig. 4.1).

Characteristics of Scientific Inquiry

The process of scientific inquiry has four characteristics: observability, verifiability,
tractability, and manipulability. Each characteristic has a precise meaning for the process of
scientific inquiry. Although all four elements are typically found in scientific investigation,
they need not all be present in every case.

Observability is central to the empirical approach to the natural world: observations of
sensory data that can be confirmed. Facts or data must be observable through either an
objective or a subjective procedure. For example, health status may be identified through
clinical assessment and by laboratory results, which are objective measures of health. How-
ever, subjective measures such as surveys also provide observable, i.e., empirical data about
health status.

Verifiability is the second characteristic of scientific inquiry and is closely related to the
first characteristic. A phenomenon is considered verifiable when its existence or pattern is
detected by repeated observations and is corroborated by diverse observers. An example is the
historical trend of the continued disparity of mortality and morbidity rates between whites and
nonwhites and by socioeconomic class (Howard et al., 2000). This is observed for most major
disease categories and has been observed worldwide as well as among all health plans.

A third characteristic of scientific inquiry is the tractability of the data, which means that
observed facts and data must be both accessible and amenable for statistical and causal
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analysis. From an epidemiological perspective, for example, a tractable disease is one that has
traceable etiology and therefore is preventable or controllable. Epidemiological data must be
subject to causal analysis in order to tease out the cause and effect relationship.

The final characteristic of scientific inquiry is manipulability, or can an intervention or
manipulation be performed on the observed subjects. For example, a genetic disease is
considered manipulable if early detection and gene therapy are possible. The manipulability is
precisely determined by explicit knowledge, so that predictable results can be achieved as well
as the known risks and benefits.

The above characteristics are necessary conditions for conducting a scientific inquiry.
Thus, these essential features of scientific inquiry can solidify the deductive and/or inductive
logical reasoning of epidemiological studies.

Logic of Scientific Inquiry

The ultimate goal of scientific inquiry is to generate a set of hypotheses, which repeated
observations then test and either confirm or reject. To derive, test, and confirm a theory, an
explication of concepts in a theoretical framework is essential in addition to following the
process of scientific inquiry while attempting to establish the theory. In health services
management research, although some existing theoretical frameworks may be useful in many
instances, other unique aspects of health care delivery and organizations relative to the
populations they serve have not yet been given theoretical formulations. New theories are
formulated by using two basic approaches: induction and deduction. The respective roles of
these two logical methods in causal inference in epidemiology have been hotly debated.
Readers who are interested in further reading about causation and causal inference should
consult Rothman and Greenland (1998).

Inductive inquiry starts by observing specific facts and then formulates general princi-
ples based on them to develop a theory. For example, the Joint Commission on Accreditation
of Healthcare Organizations has set forth a series of activities for quality monitoring and
improvement to enhance the overall performance of health care organizations. Quality indica-
tors are collected routinely by assessing the presence of sentinel events (baby abduction,
injuries due to treatment, unanticipated deaths, etc.) or rates of adverse patient outcomes
(unscheduled hospital readmission rate, medication error rate, surgical complication rate, etc.).
Then conclusions are drawn as to which aspects of the health care process are associated with
greater risks of adverse events. The specific observations, when analyzed in terms of organiza-
tional theory, have suggested that both poor clinical support system designs and human errors
may be adversely affecting the quality of patient care. Such generalization based on specific
facts is called logical induction.

Deductive inquiry starts with general principles and derives specific expectations from
them to develop a theory. In this case, the theory or framework provides the starting point from
which specific hypotheses are proposed. They then are tested empirically. Using the previous
topic of rates of adverse outcomes, the investigator would first formulate a hypothesis, such as
“Presence of an automated pharmacy prescription system reduces hospital nurses’ medication
error rates.” If the theoretical framework was chosen that concerned the effects of care process
design in a health care delivery system, the deductive principles supporting the hypothesis sets
the expectation that case management with an automatic system for tracking patient outcome
would reduce undesirable mishaps, because care planning and coordination can be organized
effectively to reduce errors or mishaps. Data on medication errors then would be compiled for
units with and without automated pharmacy prescription systems.
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Often the deductive and inductive approaches are used together; in fact, in scientific
inquiry they may be inseparable. For in actuality observations of specific events may lead
inductively to a conclusion and generalization about a phenomenon. Then, from this general-
ization, concepts and propositions may be formed and organized into an abstract theoretical
structure. Using that theoretical structure, specific hypotheses can be proposed and tested by
empirical data. Let us now illustrate the construction of a theory by the use of both inductive
and deductive processes.

Prevention of sentinel health events is a pressing quality-of-care issue for which existing
organizational theory or epidemiological theory offers little guidance. The first step in con-
structing a theory to aid in solving this problem is to specify two observed phenomena: (1) the
rates of medication errors vary greatly by hospital units, and (2) hospital units with a clinical
decision support system such as automated prescription records have lower annual medication
error rates than do those hospitals with no such system. In order to postulate the relationship
between these observations, they must be accurately defined and measured. So the next step in
the theory development cycle is to measure the two variable: quality of prescribing behavior
and medication errors.

After the two variables—prescribing behavior (care process) and medication errors—
have been defined and measured, the necessary data about them are collected. Then data
analysis is done to identify any association or correlation, as well as to measure the magnitude
of any relationship between the two variables; furthermore, the effect that a change in one
variable may have on the other variable can be examined using predictive analytical tech-
niques. In this step, any relationship between the two variables is defined and described.

Our example began with a focus on specific data about an observed phenomenon. Now,
after the data analysis step, generalizations can be made. These generalizations, or tentative
explanations about the relationship between the two variables, might include:

1. Effective use of an automated prescription record system leads to a lower rate of
medication errors.

2. Use of an integrated clinical care process varies directly with the size of hospitals.

3. Integration of clinical care is more likely if an automated system for patient care has
positively affected the efficiency and effectiveness of patient care.

4. Hospital financial performance varies directly with the degree of clinical and informa-
tional integration.

These generalizations describe relationships between care technology use and hospital perfor-
mance, as defined within a health system framework (Wan, 1995).

From such generalizations, founded in observation and empirical data analysis, it is then
possible to move into a deductive model. In this phase of the theory construction, propositions
can be formed. Propositions, or statements about the relationships between concepts, are an
important part of the theoretical framework, because they can be tested as hypotheses.

Two propositions that could be deductively derived here are:

1. More clinical and informational integration leads to higher efficiency in care process-
ing, and in turn, reduces annual rates of adverse patient outcomes.

2. Clinical and informational integration has enhanced hospital performance because the
design and use of care technology offer better decision support and reduces the rate of
adverse patient outcomes.

These theoretical propositions, describing possible relationships between the two con-
cepts, constitute hypotheses that can be tested. They return us to the point of making
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observations about relationships in the real world, thus completing the circle of observation—
deduction—concept formulation—hypothesis testing—observation.

Stages in Scientific Inquiry

When designing solutions for a health care management problem, the initial and most
crucial decision is to define the condition or problem to be addressed. Epidemiological surveys
for needs assessment are particularly useful in defining the problem, after which an interven-
tion can be designed. Then evaluation research methods appropriate to that intervention design
and measures for quantifying the criteria can be selected. This process, which follows the
stages of scientific inquiry, consists of seven steps (Table 4.1): (1) identification and specifica-
tion of the study problem; (2) selection of a theoretically informed framework to guide the
inquiry (the research process); (3) quantification of the study variables; (4) selection of a study
intervention design; (5) specification of the analytic framework; (6) confirmatory statistical
analysis; and (7) evaluation of causality. These seven steps are described below.

Once research questions have been developed, it is necessary to state the study problem in
clear, precise terms and to specify its salient aspects. A useful problem statement will guide the
investigator in the design and execution of quantitative root-cause analysis.

Identification and Specification of the Study Problem

The starting point for this process is to identify the key issues and variables contained in
the problem. Every problem affects three dimensions: person (the sample or population
involved), place (the location, setting, or circumstance), and time (the time element or
sequencing of exposures and events must be clearly identified). Specification of the study
problem thus means elucidating its precise attributes. Attributes of particular importance are
the problem’s magnitude and its significance, its location and boundaries, and its determinants
and consequences. Magnitude and significance refer to two important statistics: the incidence
of the problem and the prevalence of the problem. The incidence of a problem is the number of
new episodes of the problem that occur within a certain time interval. Prevalence is the number
of old and new episodes of a problem existing at a given point in time, and hence represents the
burden of the condition on the population. Incidence refers to the timing of the problem;
prevalence refers to the sheer numbers of the events. Considered together, these two aspects of
the problem provide a good picture of its seriousness.

The specification process must provide operational definitions for these attributes, so they
can be clearly understood and interpreted. An operational definition describes a variable or

Table 4.1. The Seven Steps of Scientific Causal Inquiry

. Identification and specification of the study problem
. Selection of an informed theoretical framework
Quantification of the study variables

. Specification in analytical modeling

. Selection of the intervention study design

. Confirmatory statistical analysis

. Establishment of causality
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concept in terms of the procedures by which it can be measured. For example, if the study
problem is an examination of whether patients are being discharged too soon, the variable of
early discharge could be defined as “discharged on the first or second postoperative day.”

Selection of an Informed Theoretical Framework

Theories can be defined as abstract generalizations that present systematic explanations
about the relationships among phenomena; theories also knit together observations and facts
into an orderly system. A theoretical framework is a statement by the researcher of the
assumptions and beliefs that guide a particular research process. Theory also provides an
analytical framework through which to form logical interpretations of the facts collected in the
study, and it guides the search for new information. Selecting a theoretically informed
framework consists of five stages: (1) conceptualization, (2) model selection, (3) critique of
previous work in the field, (4) review of evidence, and (5) refinement or reformation of the
model.

Conceptualization is a means of formulating the study problem as a flow diagram, spec-
ifying all the relationships among the variables, both those under study as well as those
affecting the relationship(s) but which are not under study. This formulation will ultimately
help to explain the data. It is important to remember, however, that conceptual thought is a
deductive process and so requires testing in the real world.

Model selection assigns real-world attributes and manifestations of the study problem in
an abstract way. This abstract representation of variables and relationships is the basis for
proposing hypotheses and facilitating analysis of variable later in the research process. The
selection of a theoretical model enables the investigator to identify causal links among the
study constructs and to make logical interpretations of the study results.

Review of the literature involves obtaining information on research findings, theory,
methodological approaches, reviews of the current literature, opinions, and viewpoints, as well
as anecdotes and experiential descriptions. Often there is a wealth of available literature, and
the investigator has to decide how relevant particular material is to the study problem.
Questions to ask when reviewing an epidemiological study or other article to formulate a
model are displayed in Table 4.2.

Examining the evidence involves reviewing the information that led to the selection of
the study problem. For example, if the quarterly audit of patient incident reports at a general
hospital indicates that there has been an increase in patient falls, it would be useful to compare
data from the hospital’s risk management or quality improvement office from that audit with
information in the literature. The literature suggests that elderly patients are at high risk for
falls while in the hospital, but the audit data revealed that the majority of patients who fell were
middle-aged, postoperative patients who were receiving narcotics for pain relief. Thus, age,
hospital unit, and practices of narcotic administration should be included as variables in a
theoretical framework for a health care management study about the causes of patient falls. In
addition, any confounding factors that might distort or suppress the relationship between an
intervention variable and a response variable should be considered in the formulation of the
model.

Quantification of Study Variables

If the results of the study are to be meaningful to the health care manager and to allow
clear communication to those who use them, the variables examined must be quantified with a
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Table 4.2. Questions to Ask When Reviewing An Epidemiological Study or Other Article

* What is the study hypothesis?

« What is the population to which the study intends to refer the results?

* What is the background and nature of the problem that stimulated this study?

* What contributions will this study make?

* What is the study design?

» What are the independent, dependent, and confounding variables? How are they classified?

« What is the reliability and validity of the measures? The data sources if secondary data?

« What statistical methods are used to test the hypothesis? Were these used appropriately?

* What is the major conclusion drawn from the study?

* How could the measures used and the sample affect the conclusion?

Health care management practice: What action should be taken based on results to improve the health
status of the population served?

Technology assessment: Should this technology be discarded or accepted?

Health Policy: Are the results consistent with national health goals? What programmatic action is
suggested by the results?

Organization/program performance: Did the organization/program meets its stated goals and target
population? Was it effective?

reliable and valid measure (review Chapter 2, this volume). The study variables can be
measured at the individual (patient) or aggregate (patient care unit, organization, or commu-
nity) level. An operational definition is how the variable is defined and how it will be
measured. Operationalizing links an abstract concept from the problem statement (e.g.,
medication errors occur at a high rate in patient care units with low nurse—patient ratios) and
the theoretical framework to a variable that can be measured and quantified. For very broad
concepts, proxy measures are used. For example, patient satisfaction is often used as a proxy
measure for quality of care, which is a much more ambiguous concept. Once the variables
have been operationalized, propositions stating the relationships between the variables are
presented as theoretical hypotheses. Variables differ considerably in the ease with which they
can be described, observed, and measured. Even something as seemingly simple as body
weight can be measured in pounds or kilograms, as well as in fractions of either. In addition,
body weight may show diurnal variation, which suggests that the time of day when the weight
is measured should be specified in the operational definition. Furthermore, body weight also
may be examined using anthropomorphic or electrical impedance measurements to determine
the percentages of lean muscle mass or body fat.

To explore the example further: an operational definition of body weight will depend on
the problem under study and where it fits in a theoretical framework. If the problem concerns
overall population health, then a random weight to the nearest pound is adequate. In a weight
reduction clinic, on the other hand, detecting small weight losses might be of concern, and so
the operational definition might specify weights taken first thing in the morning. Another
example would be research by an exercise physiologist studying long-distance runners, which
would require more precise anthropomorphic measurements.

This example of body weight research has described a number of options for linking that
concept with measurements. The most precise observations and measurements must be chosen
to describe the attributes, magnitude, and significance of variables, as well as to identify causal
relationships between them. Beyond that, however, the validity and reliability of the measure-
ment techniques used to arrive at an operational definition must be established. Only if a
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measurement of a variable is both valid and reliable can it be depended on as an accurate
representation of a concept or attribute (see Chapter 2).

The study questions and the theoretical framework guide specification of a statistical or
causal model. Statistical modeling simplifies, summarizes, organizes, interprets, and commu-
nicates numerical data. The model is based on a priori information about the data structure
(e.g., significant associations detected) and those from theory, hypothesis, and/or knowledge
from previous research, management, or clinical experience. On the basis of the available data,
one wants to test the validity of the model and to test hypotheses about the parameters of the
model. In evaluating treatment outcomes, researchers often need to analyze multiple outcomes
(e.g., the complication rate, repeated hospitalization rate, hospital mortality rate, etc.). Some-
times these outcome variables are correlated with each other. In that case, it is imperative to
use a multivariate statistical technique to examine the effects of an intervention on multiple
outcome variables, with or without correlated errors or residuals. The outcome or response
variables are treated as endogenous variables (that are determined within the model), and the
intervention variable is treated as an exogenous variable (that is determined outside of the
model).

The specification of causal links among multiple study variables is not a simple matter.
There is no single definition of causality that has emerged that is the standard across all health
care fields. However, the explication of causal links in terms of either a reciprocal (both
directional) or a recursive (unidirectional) relationship can serve well in the search for
causality. There is no best way to fit the model in reality as suggested by Bollen (2000). In
comparing alternative models with constraints, one might generate results to shed some light
on the plausible causal relationships between the study variables. With an informed theoretical
framework, investigators can map out their ideas, the theory, and hypothesized relationships,
and can portray the structural or causal relationships among the study variables.

Selection of a Study Design

A study design is the template for specifying the sampling strategy to obtain information
about the exposure or intervention (independent variable) and the health outcome or problem
(dependent variable). The choice for selection of a study design depends on how much is
known about a relationship between exposure and outcome. The more that is known, the more
complex the design. There are three major categories of study design using in health care
management epidemiology: descriptive, correlational, and experimental. Further details con-
cerning factors influencing the choice of a study design when evaluating program and health
system performance are illustrated in Chapter 6 (this volume).

Specification of the Analytic Framework: Proposing the Hypothesis and Setting
Error Tolerances

The application of inferential statistical methods provides an objective, systematic frame-
work so that health care managers working with identical data will be likely to come to the
same conclusions. Examples of inferential statistical methods include estimation of population
parameters, hypothesis testing of population parameters (e.g., comparing means), and identi-
fication and estimation of variance or error and hypothesis testing of variances (e.g., compar-
ing variability in the use of coronary angiography in two health service market areas). Health
care managers scientifically evaluate a problem by proposing a hypothesis, and, testing the
hypothesis with an appropriate statistical method.
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An important part of the analytic process is comparing the study results to the proposed
hypotheses. Hypothesis testing helps the health care manager make objective decisions about
the results of an intervention or organizational change. Using statistical methods, the health
care manager can decide whether the study results reflect change differences between groups
or true differences.

Hypothesis testing follows the rules of negative inference, in which a contradictory, or
null, hypothesis is proposed. The null hypothesis states that there is no relationship between
the variables and that any observed relationship is due to chance. In formulating a hypothesis,
use the following template: (1) independent variable, (2) relation or parameter tested, (3) de-
pendent variable, and (4) population to which the results are intended to be generalized to. For
example, a manager believes that a certain staffing ratio of RN to patients can lower the risk of
falls in elderly hospitalized patients. The process of determining whether the staffing ratio is
indeed critical would begin with formulating a null hypothesis (H): “Nurse staffing ratios are
not associated with the rate of patient falls.” The independent variable is the “nurse staffing
ratio.” The relationship proposed for examination is one of “association” and would cue the
use of a statistical test evaluated with a chi square distribution. The dependent variable is rate
of “patient falls.” The population to which the results will be generalized is ‘“elderly
hospitalized patients.” Sometimes the factors that will be controlled for are included in the
hypothesis, setting a template for a more complex statistical analysis. To illustrate the use of
control, the above hypothesis may then be stated, “Nurse staffing ratios are not associated with
the rate of patient falls, controlling for characteristics of patients and hospitals.” Statistical
testing would then determine if the null hypothesis were correct (accept Hy) or if it is incorrect
and the staffing ratio does have an effect in the rate of patient falls (reject H); this rejection or
acceptance of the null hypothesis is decided by statistical analysis of the study data.

The two types of errors in testing a hypothesis are: rejecting a null hypothesis as false
when it is actually true (type I error) and accepting a null hypothesis as true when it is actually
false (type II error). The term level of significance is used to describe the probability of
committing a type I error, and this level can be preset. The level of significance also is referred
to as the alpha (o) level. The alpha level is the cut-point for determining whether the value of a
test statistic (e.g., t = 2.95) computed through a statistical test (e.g., one-sample #-test)
represents a sample parameter (e.g., mean) that is more extreme relative to the population
distribution of means than would be expected by chance alone. An alpha level of 0.05 by
convention is the maximum acceptable probability beyond which the differences or the
associations are significant. So in this example, if an alpha level of significance of 0.05 for a
one-sample #- test, one-tailed with 20 degrees of freedom is represented by a value of 1.725,
the # statistic of 2.95 represents a mean that is much more extreme than would be expected by
chance alone. The probability of committing a type II error is beta (), and its complement
(1-B) is referred to as the power of a statistical test. The power of a statistical test is its ability to
detect differences when differences really exist. Another way of saying this is that power is the
ability to reject a null hypothesis when it is false. The major source of bias in most studies of
evaluating health care initiatives is having too low a power resulting from too small a sample
to detect a difference between the interventions studied. A power of at least 80% is desired in
observational studies. A power of 90% is optimal in intervention studies to lessen the
likelihood of adopting interventions with a low probability of efficacy in other settings.

Hypothesis testing verifies the model that was specified in the theoretical framework,
through procedures that analyze the attributes and relationships of the variables described in
the study problem. For example, if a study on the utilization of emergency services examined
whether certain age groups were more likely to use certain types of services, one hypothesis
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might be that young adults, middle-aged adults, and the elderly utilized emergency services at
the same rate. However, analysis of the data on young adults, middle-aged adults, and the
elderly shows that young adults and the elderly have similar utilization patterns for treatment
of skeletal trauma and head injuries, but the main cause for young adults is motor vehicle
accidents and for the elderly it is falls, while middle-aged adults’ emergency service use is
more for medical problems such as myocardial infarction and hypertension. Using inferential
statistics, the investigator would decide what were the sources of variation and whether these
differences were statistically significant. Furthermore, a statistical test evaluating the predic-
tability of the relationship specified by the hypothesis (e.g., the goodness of fit statistic,
R-squared, etc.) would indicate the usefulness of the relationship for an overarching theoreti-
cal model (Mulaik et al., 1989). The better the statistical model predicts the relationship, the
more convinced one is that a causal relationship exists. This confirmatory approach does not
necessarily reveal the truthfulness of the causal model in reality, but only the extent to which a
hypothesized model can be nullified. In any case, an alternative model with more carefully
specified causal paths or study variables can help reduce the residual error and search for
additional sources of error (Bullock et al., 1994; Szeinbach et al., 1995).

An experiment or new program initiative can involve a single intervention or multiple
interventions. The outcome of the experiment or the assessment of the program performance
can likewise be measured by either a single (or aggregate) outcome indicator or a set of
correlated outcome indicators. Following the specification of intervention and outcome mea-
sures, the nature of their relation in the population of interest, appropriate statistical methods
are selected to analyze program performance.

Selecting a Statistical Test

The hypothesis guides in the selection of a statistical test. Assuming that a sample or
samples have been drawn randomly or have been assigned to a group by a random process, the
factors that should be taken into consideration when selecting a statistical test are: (1) number
of independent and dependent variables; (2) level of measurement of the independent variable;
(3) level of measurement of the dependent variable; (4) number of samples studied; (5) the
distribution of the units of measurement in the independent and dependent variables (normal
or nonnormal); (6) time frame of measurement (once or repeated over time); and (7) number
and type of variables used to control for confounding.

Since the reader is assumed to have a basic understanding of biostatistics, this author only
refers herein to the more advanced statistical approaches (Table 4.3). With the ready availabil-
ity of high-process capability personal computers, computerized databases of health care
information, and statistical software packages, the use of these tests becomes the norm in
evaluating any health care service, program, or system. Selected tests are described below and
their applications are illustrated in Chapter 6 (binary logistic regression model, time series, and
proportional hazards model) and Chapter 10 (meta-analysis) where they are commonly applied
in management decision making. Structural equation modeling and multilevel analysis are
considered in this chapter.

A logistic regression model is used when the dependent variable is a nominal or binary
level of measurement and the independent variables (risk factors of interventions) are contin-
uous and nominal level or ordered variables. Since the dependent variable is a discrete variable
(e.g., the probability of being hospitalized in a specified period), the predicted probability
should lie in between 0 and 1. Logistic regression is preferable to ordinary least squares (OLS),
because OLS estimates are biased and yield predicted values that are not between 0 and 1. The
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Table 4.3. Statistical Methods for Analyzing Program, Organization,
or System Performance by Study Design and Qutcome

Number of dependent variables measuring performance outcome

Number of independent Single outcome
variables (design) (level of measurement) Multiple outcomes
Single intervention or * Ordinary least squares linear * Linear structural relations
exposure group (true regression analysis (continuous) (L1sREL) model
experiment or quasi- * Logistic regression model * Meta-analysis
experimental design) (dichotomous or ordinal)
* Proportional hazards model
(dichotomous)
Multiple interventions or * Repeated measures multiple * LISREL model
exposure groups (factorial analysis of variance (continuous)
design or quasi-experimental + Single or multiple time-series
design) analysis (continuous)

Proportional hazards model
(dichotomous)

Meta-analysis (dichotomous or
continuous)

logistic model can be expressed in two ways. The logistic model can be expressed in terms of
the log odds ratio (the ratio of two individual odds) for a given outcome (e.g., improved
population health) relative to some number (n) of independent variables (x) with a coefficient
of Bi and a model intercept of a:

Log odds ratio (OR) = log [prob(event)/prob(no event)] = log (P/1-P) =k =a + B,x,
where P is the probability of an event under study.

The logistic model also can be expressed in terms of the probability of an event (e.g., the

probability of an adverse outcome). If P(x) is the probability of an event occurring, then:

P(x) = e**Bi/] + exthi
which also is the same as
P(x) = [l + e @tB0)]

When the probability is relatively small, P(x) is roughly equivalent to eBx. When there is more
than one independent variable in the model, the method is referred to as multiple logistic
regression analysis. If there are multiple independent (BKi) variables in a model, their values
are modified, that is controlled for, by the presence of the other. Ordinal logistic regression is
utilized when the outcome variable represents an ordering, such as degree of patient satisfac-
tion or pain level (Bender and Grouven, 1997). Statistical software packages are available for
binary, polytomous, and ordinal logistic regression (PROC LOGISTIC in SAS, 1995; MULTL
NOMIAL LOGISTIC in SPSS Version 10). Refer to Chapter 6 for an application of this statistical
technique and to the recommended text on this technique by Hosmer and Lemeshow (1989).

Structural equation modeling (SEM) is used in evaluating the performance of health
care organizations when multiple outcomes (e.g., the surgical complication rate, medication
error rate, treatment problem rate, and so on of a particular hospital) in relationship to an
exposure are expected. The basic idea behind SEM is that linear relationships among variables
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are represented as path diagrams and path coefficients. Associated and causal paths on the
diagram are traced according to predefined rules. This method aids in sorting out relationships
when there is a moderate number of variables to study but is not recommended when the
number of variables is large. Sometimes these outcome variables are correlated with each
other. In that case, use of a multivariate statistical technique is required to examine the effect of
an intervention on multiple outcome variables, with or without correlated measurement errors
or residuals (unexplained variances for the study equations). The outcome variables are treated
as endogenous variables, and the intervention variable is treated as an exogenous variable. In
addition, confounding or control variables can be included in the model specification so that
the net effect of an exogenous variable on the endogenous variable(s) can be ascertained when
the effects of extraneous factors are simultaneously controlled.

The analysis of linear structural (causal) relationships (LISREL) among quantitative
outcome variables is useful in data analysis and theory construction. The LISREL model has
two parts (Joreskog and Sorbom, 1979; Long, 1983a,b; Bollen, 1989). One is the measurement
model, which specifies how the latent variables or theoretical constructs (e.g., adverse patient
outcomes) are measured by observable indicators (e.g., medication error rate, complication
rate, patient fall rate, etc.). The other is the structural equation model, which represents the
causal relationships among the exogenous and endogenous variables. Path analysis, a form of
structural equation model, presents a graphic picture of the functional relationships between
the exogenous variables (Xs) and the endogenous variables (Ys). All variables are measured at
the interval level without measurement errors. The exogenous variables are assumed to be
independent with no association. The effects of Xs on Y are additive and linear. For example,
health services use (measured by the number of physician visits) is treated as an endogenous
variable when health status (X,), age (X,), and family income (X,) are the predictor or
exogenous variables. Y, regresses on X, X,, and X, and generates standardized regression
coefficients (path coefficients). These coefficients are interpreted as the net effects of one
predictor variable on ¥, when the effects of other predictor variables are simultaneously
considered. The relative importance of the predictor variables explaining the variation in ¥,
can be determined by the magnitude of the coefficients; 1 minus R2, the residual term, in Y,
computes the unexplained variance, the total variance unexplained by the predictor variables
in the equation.

LISREL’S structural equation model is like the path-analytic model in three aspects:
(1) model construction, (2) parameter estimation of the model, and (3) testing the fit of the
model to the data by comparing observed correlations with predicted correlations among the
study variables (Joreskog, 1977). However, the LISREL model differs from the path analytical
model in three useful ways. First, it is less restrictive than the path-analytic model (Mulaik,
1987; Al-Haider and Wan, 1991). For instance, it allows the investigator to ask direct questions
about the data, in the form of different restrictions on the coefficients. Second, LISREL can
easily handle errors in measurement, correlated errors and residuals, and reciprocal causation
(Y, affects ¥, and ¥, also affects Y)). Last, LISREL’S advanced procedures can specify, compare,
and evaluate the impact of an intervention on a set of correlated outcome variables (Bollen,
1989; Joreskog, 1977, 1993).

It is growing increasingly important to consider the relationship among different out-
comes (Wan, 1992; Wan et al., 1998). For example, the beneficial effects of home care services
on improved physical, mental, and social functioning outcomes of geriatric patients. Failure to
recognize the concomitant effects of the intervention can lead to inappropriate conclusions
about program effects. The use of structural equation modeling techniques (such as LISREL)
not only allows assessment of the effects of the intervention on multiple outcome (endoge-
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nous) variables, but also of the net effect of the intervention variable when the effects of other
extraneous factors are simultaneously controlled.

A variety of epidemiological statistical techniques are appropriate in longitudinal pro-
gram evaluations. Structural equation modeling techniques can be applied to longitudinal
(cohort) data. Because this technique analyzes the relationships between endogenous (out-
come) variables, one can examine the relationships between those variable across time as well.
For example, structural equation modeling can control for other factors when assessing how
interventions affect behavioral changes (Short and Hennessy, 1994). Campbell et al. (1986)
compares multivariate analysis of variance and structural equation modeling in greater detail.
Statistical software packages facilitate analysis when using the structural equation approach
(PROC CALIS in SAS, LISREL in SPSS, AMOS through SmallWaters Corp., LISREL through SSI
Products, Mplus, and STREAMS).

An example of the determinants of health care outcomes of patients for coronary artery
bypass procedures evaluated using the LISREL method is presented in Fig. 4.2. Sahin et al.
(1999) examined the self-report health status (e.g., SF- 36) that was measured by indicators of
physical functioning, role limitations due to physical health problems, bodily pain, general
health, vitality, social functioning, role limitation due to emotional problems, and mental
health functioning at preoperative and postoperative periods.

Multilevel Analysis

With the wealth of computerized epidemiological information available to health care
managers now, one must be careful to define what the unit of measurement is. Is the patient the
unit of observation? Is the organization the unit of observation? Is the community the unit of
observation? When statistical analysis includes both individual-level and macro-level data,
this is referred to as multilevel analysis. Multilevel analysis has the advantage of explaining
health outcomes that are more consistent with social theory than are conventional analyses.
For example, we know that individual risk factors are influenced by contextual factors (e.g.,
social, physical, economic environments) and heretofore have typically eliminated these from
the analyses. Thus, a greater understanding of the macro-level factors should allow us to
develop more effective interventions, particularly when those contextual factors significantly
influence health outcomes.

The challenge in performing multilevel analysis is organizing the data. Data sets may be
organized through various levels of aggregation in epidemiological or organizational research.
For example, in a study of nursing unit performance, patients’ perceptions of care quality can
be aggregated to reflect the mean level of patient satisfaction across all patients of a hospital
regardless of unit or the patient responses can be aggregated to the unit level and then the
means of the units can be compared across all hospital units. The data set that comprises
individual patient characteristics, organizational unit, and hospital-contextual variables consti-
tutes multilevel data. When multilevel data are used in a study, researchers tend either to
disintegrate the aggregated data to the lower level (e.g., nursing unit), i.e., assign the value of
aggregated data to the lower level, or to aggregate the lower level data to the upper (e.g.,
hospital) level, i.e., use the mean or median of the lower level to compromise the need of the
upper level. From the methodological viewpoint, the former cannot satisfy the assumption of
the independence of observations that underlies the traditional statistical approach (Bryk and
Raudenbush, 1992; Duncan et al., 1998). Another problem posed by disaggregating is that
statistical tests involving the variable at the upper-level unit are based on the total number of
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lower-level units, which can influence estimates of the standard errors and the associated
statistical inference (Bryk and Raudenbush, 1992; Hoffman, 1997). The aggregation may lose
valuable information, in that the meaningful lower level variance in the outcome measure is
ignored due to the process of aggregation (Hoffman, 1997). Aggregation also may cause the
“ecological fallacy,” i.e., analyzing upper-level data but interpreting the result at the lower
level. In fact, most data are hierarchical; for example, individuals are nested in families,
families are part of communities, and communities are nested in counties and/or states. The
hierarchical nature of data should not be neglected in either theory building or data analysis
(Muthén, 1991, 1994; Phillips et al., 1998).

Multilevel analysis is frequently used when contextual and/or ecological variables are
involved in the investigation of individual differences. It can be used to identify contextual
effects and to derive accurate estimates of individual-level effects on an outcome variable
(Morgenstern, 1998; Heck and Thomas, 2000). The multilevel model is an important step to
tease out the net effect of each individual-level predictor variable on an outcome variable when
the effects of ecological predictors, other individual-level predictors, and their interaction
terms are simultaneously being considered. A special feature of multilevel modeling is using
intercept and slope as outcomes (Bryk and Raudenbush, 1992), as illustrated in the following
example: Home care,, = B, + B, (comorbidity) + r,.. Home care of ith patient in the gth
county is influenced by the comorbidity, where comorbidity is expressed as the difference
between the number of comorbidities for an individual in the gth and the average number of
comorbidities of that county (x,, — X ). By, is the expected utilization for a patient with value
of zero on the predictor, i.e., no comorbidity; B, is the comorbidity slope for county g, and r;,
is the error term. It is believed that county-level variables of home care resources (W, ) have
impacts on the utilization of home care through the intercept and slope, which are illustrated as
follows:

B()g =T T Ty (Wg) + Uog, and

B =ry+r W)+U,

where ry, is the mean of home care use for a community that lacks adequate home care
resources, i.e., a patient lives in a poor county; r,, is the difference in communities with
varying levels of home care resources; r,, is the average comorbidity slope for communities
with different levels of home care resources; ry, is the average difference in comorbidity slope
between different communities; U, is the unique effect of county g on average home care use
given the level of home care resources available; Uy, is the unique effect of county g on the
comorbidity slope conditioned on home care resources.

After substituting intercept and slope by corresponding elements in the latter two equa-
tions, we obtain the following for the original equation:

Home care,, = 1y, + 1y, (W) + 1o (x,, =% ) +
ry Wb, =X ) + Uy, (5, =X + Uy, + 1

When analyzing two or more levels of information, consideration must be given to the
selection of a statistical test that accommodates the different levels of data. Two-stage linear
or logistic regression methods (illustrated above) as well as SEM are common statistical
methods for multilevel analysis of population-based data (Bryk and Raudenbush, 1992;
Kaplan and Elliot, 1997; Wong and Mason, 1985).
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Evaluating Causality

Causality is said to be established whenever the occurrence of one event is reason enough
to expect the production of another. The first step in the determination of causality is to
consider only those relationships that are statistically significant. Next, the removal of the
confounding influences of variables extraneous to the causal pathway is a critical requirement
for causal inference. A confounding variable is a factor that is associated with both the
exposure and the outcome. Removal of confounding involves holding the variables constant or
varying them systematically so their effects can be phased out from a study or compared to
other conditions. Specifically, confounding may be removed by active manipulation of sub-
jects or conditions, restricting the study eligibility criteria (control of confounding by design),
or performing stratified or multivariate statistical analyses.

In experimental study designs, control of confounding usually refers to applying the
intervention across levels of a variable such as hospital teaching status or age group of patients.
Control also may be achieved through study design by deliberately setting criteria to exclude
certain observations. An example of initiating control by design would be a health care
manager interested in studying the effect of quality improvement initiatives on neonatal
mortality in urban hospitals should remove all rural hospitals the population from which the
study data are being compiled. However, studies limited to certain values of a confounding
variable may not be generalized to other values, e.g., studies conducted on hospitals may not
be generalized to nursing homes.

Once statistical association has been established and confounding has been addressed, the
context of the relationship must be examined. This can be done through either qualitative or
quantitative means (e.g., meta-analysis). Approaches to assessing causality through qualita-
tive criteria have been proposed by several individuals (Hill, 1965; Susser, 1991; Rothman and
Greenland, 1998). Causal assessment using a qualitative approach is summarized:

1. Causal Ordering: The presumption that one exposure or event causes another requires
that the first event or exposure (X,) produce an expectation for the occurrence of the final event
or outcome (X;). The variables should refer to time points that span intervals known to be
consistent with the latency or incubation period and direction for the outcome to occur (see
Fig. 4.3).

2. Statistical Probability: A precursor factor (X;, X,, or X;) may or may not show any
statistical significance in its relevance to the occurrence of X, in reality. A priori hypotheses are
subject to empirical tests so the presence of statistical significance is the basis for nullifying the
hypotheses in question.

3. Strength of the Association: The stronger the statistically significant correlation or
association between the two variables, the more it supports a causal link between them. The
association of itself, no matter how strong, does not necessarily imply causality. Strength can
be assessed using an odds ratio, relative risk, rate ratio, correlation coefficient, beta value, or
r-squared value.

4. Specificity: The specificity of an association entails a description of the precision with
which the occurrence of one specific causal factor to the exclusion of other factors will predict
the occurrence of an effect (Rothman and Greenland, 1998). The linear model assumes a
unidirectional cause—effect relationship. However, in reality, in health care the problems do
not always match the conventional wisdom and variables are often related in reciprocal
causation (see Fig. 4.4). For example, inpatient care services use (¥;) and outpatient care
services use (Y,) are two factors that are influenced by a selected group of predictor variables
that include perceived healthstatus (X)), age (X;), and social class (X,). Reciprocal causal links
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Causal factors Iinadequate care Rdverse Outcome

Figure 4.3. Conceptualization of causal ordering for an adverse outcome.

or paths can be determined between the two endogenous variables such that the increase in
inpatient care is affected by the increase in outpatient care used by patients, or vice versa.

5. Consistency of the Relationship: Repeated results under the same constraints using
different study designs and in different populations can aid in assessing the existence of the
relationship between the exposure factors and the outcomes.

6. Coherence: The substantive meaningfulness of the cause—effect relationship must be
theoretically based and corroborated with existing knowledge (Bullock er al., 1994). Statis-
tically determining the fit of the model (that the distribution of the observed variables is that is
what is predicted by a multivariate model) may be biased for different reasons, such as a biased

X

X2

Y 2
X3

Figure 4.4. Mutual causation or reciprocal causal paths.
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sample, small sample size, homogeneity of the study population, and so forth. Thus, the
meaningfulness of the postulated causal relationships must be supported by a coherent logic
and interpretation. For instance, in explaining the coronary artery bypass (CAB) patients’
outcomes in the study by Sahin ez al. (1999), they found that the procedure helped patients gain
better functioning abilities in all eight dimensions of the SF-36 measure of health status. This
result shows that the intervention effect is positive and also coherent.

7. Prediction: If the occurrence of a specific outcome or effect can be predicted with
great certainty when a direct causal factor is present, that implies that the causal model has a
predictive power in reality. Predictability is an important ingredient of causal inference
(Rothman and Greenland, 1998). For example, the CAB procedure has contributed to the
improved health and functional status of patients. This conclusion was drawn for the analysis
of the net effect of CAB patients’ postoperative health status when the effect of preoperative
health status and other personal factors were simultaneously considered. The statistical control
of confounding or biased factors is essential in the development of predictable, causal model.

8. Simulation: Modeling strategies vary by the types of data and designs. One can utilize
data mining techniques to simulate the model so that optimal solutions can be obtained. Most
of regression techniques are parametric; they require the users to specify the functional form of
the statistical solution. If the underlying form of the statistical function is not known, as is very
often observed in health care research, neural networks or other simulation techniques can be
employed to capture functional, fussy, structural, and probabilistic relationships among the
study variables.

Meta-analysis

Meta-analysis is an analytical strategy for combining the results of many studies as a
means of attempting to assess causality between a particular intervention or technology and
selected outcomes of interest. Meta-analysis is used to summarize the effect size (intervention
effect) in terms of a summary measure (e.g., mean, proportion) of specific health outcomes and
the strength of the summary measure and to determine whether that effect size is consistent
across all studies examined (heterogeneity) (Takkouche et al., 1999). If it is properly used,
meta-analysis can strengthen causal interpretations of nonexperimental data (Chalmers, 1988;
Greenland, 1994). The current knowledge management approach stresses the use of data
warehousing and data-mining strategies to organize a database for meta-analysis by simulating
analytical results (Liebowitz, 1999). Results from meta-analysis can help to confirm or refute a
theoretical model that implies a causal linkage between exogenous and endogenous latent
variables. However, the results from meta-analysis are retrospective and viewed with the same
caution as cross-sectional and case-control studies. Also, nonsignificant findings may be
excluded from publication or inclusion in the meta-analysis. The application of meta-analysis
is discussed in Chapter 10 (this volume).

Conclusions

This chapter is written to identify and explain the fundamental principles in conducting
causal analysis in health services management. Epidemiological study designs and methods
are reviewed and illustrated as the orientation of health care managers is increasingly focused
on population-based concerns. The application of the scientific thinking, and hence a knowl-
edge management approach to health service problems, can guide the development and imple-
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mentation of solution sets (i.e., interventions). The principal criteria of causality and their
application in the conduct of causal analysis are central to developing scientific, evidence-
based knowledge for navigating organizational changes (Keats and Hitt, 1988) and innova-
tions (Scott and Bruce, 1994).

The causal approach advocated here does not imply that employing explicit and practical
knowledge in organizational sciences can solve every managerial problem. However, causal
analysis and its application can make it possible to search more efficiently for errors that may
be amenable to organizational and behavioral interventions. The health care manager thinking
causally will recognize that multiple pathways, intermediate factors, the measures used and
the multiple levels of effect that risk factors have along the pathway affect the differences in
outcomes observed.

Case Studies

Case Study No. 1

Applying the Scientific Method to Develop a Strategy
for Assessing HMO Performance in Preventive Practice

While more and more of the population required or encouraged to enroll in capitated health care
plans, consumers are faced with making choices among HMO’s with little or no data to guide them in
plan selection. Now, data collected from the National Committee for Quality Assurance (NCQA) have
been used to rank HMOs’ preventive performance in immunization, prenatal care, mammography, Pap
smear testing, and cholesterol testing.

A preventive score for each HMO was calculated by summing the deviation points from the national
goal for all five areas, and if the deviation was higher than the national goal, the HMO received a positive
point and vice versa. Information about the HMO’s physicians, enrollment size, accreditation status, the
type of practice model, and service market area characteristics was obtained from the survey conducted
by the Inter-Study and the Area Resources File in the United States A model of practice performance of
HMOs was formulated using the practice score and the market share as endogenous variables, and six
organizational, market, and community health characteristics as exogenous variables. The definitions of
the variables are presented as follows:

PREV-S Total prevention score

IMMUNI Percent elderly immunized

MAMMO Percent women 21 + years receiving mammography
PAP Percent women 21+ years receiving Pap smear test
CHOLES Percent adults receiving cholesterol test

ACCRED NCQA accreditation status (yes = 1; no, unknown = 0)
%BD-PCP Percent primary care physicians

%BD-SPEC Percent specialists

%TURN Percent physician turnover each year

ENROLL Total number of enrollees in specific geographic area
NHMO Number of HMOs in the market area

GROW Percent growth of the HMO in numbers

MORT Adjusted mortality rate in the market area

SHARE Percent HMO enrollees served by a given HMO in the market area
OPEN Type of HMO (open physician panel = 1; else = 0)

Health care managers of capitated health plans are responsible for monitoring the practice perfor-
mance of their plans and for identifying factors that influence the variation in preventive services among
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by different market and organizational characteristics of HMOs. This case study is designed to identify
organizational and community factors that affect the variation in HMOs’ preventive practice.

Q.1. Construct a conceptual model of a hypothesized causal relationship among the study variables,
specifically those factors that influence performance of a plan with respect to preventive services.

Q.2. Propose a null hypothesis for this conceptual relationship.

Q.3. What statistical test would you select to determine if a causal relationship exists between the
variables you specified in Q.1 and HMO performance for preventive services? Give the reasons why
you selected this statistical test.

Q.4. How would you determine what factors from your statistical test influence an HMO’s performance
for preventive services?

Case Study No. 2
Optimizing the Assessment of Health Outcomes

The 36-item, Short-Form Health Survey (SF-36) was developed by Dr. John Ware and his medical
outcomes study (MOS) colleagues to provide generic measures of health status and outcomes from the
patient’s point of view. Such generic measures are not specific to age, disease, or treatment and are useful
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Figure 4.5. The generic model of the three-factor measurement model of SF-36.
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for assessing general health system or organizational performance. The SF-36 is practical because it is
shorter than many other such surveys and can be self-administered. By constructing scales from more
efficient items, the SF-36 attempts to reduce the burden on the respondent without bringing measurement
precision below the critical level. The SF-36 has been used in various health care settings with different
patient groups, including among those who have diabetes, undergo rehabilitative care, or require
outpatient dialysis. The SF-36 measures nine health concepts: (1) general health perceptions (general
health); (2) health transition; (3) limitations on physical activities because of health problems (physical
functioning); (4) limitations on usual role activities because of physical health problems (role—physical);
(5) limitations on usual role activities because of emotional problems (role—emotional); (6) limitations on
social activities because of physical or emotional problems (social functioning); (7) bodily pain;
(8) psychological distress or well-being (mental health); and (9) energy and fatigue (vitality) (Fig. 4.5).
Scales are scored using Likert’s method of summated ratings, which assumes that the distributions of
responses to items within the same scale and item variances are roughly equal. Each item is also assumed
to have a substantial linear relationship with the score for its scale, that is, item internal consistency. The
use of each item to score only one scale assumes substantial item discriminant validity, that is, each item
clearly measures one health concept more than other health concepts. When these assumptions are well
satisfied, items in the same scale can be scored without standardization and can be simply summed.
Results from SF-36 tests of scaling assumptions strongly support the use of summated ratings to compute
SF-36 subscales. The SF-36 subscales are scored so that a higher score indicates a better health state.
Transforming each raw scale score to a 0 to 100 scale is strongly recommended. Estimates of score
reliability for eight SF-36 subscales (internal consistency reliability, test—retest reliability, or alternate-
form reliability) have been reported in 15 studies. All the estimates show high reliability, ranging from 0.6
to 0.96. Physical functioning tends to have the highest internal consistency reliability, probably due to the
fact that more items are used to measure physical functioning. It is not known how well aggregated
indices measured by SF-36 represent certain major health concepts in terms of the construct validity of
the sub-indices (Hays et al., 1994).

Q.1. Discuss how you would choose to test the validity of an aggregate index of SF-36, that is, the validity
of a three factor measurement model of the health indicators that constitute the generic core of the
health status measurement as presented in Figure 4.5. Search the literature and identify studies that
attempt to accomplish this. Critique these studies using the questions from Table 4.2 as your guide.

Q.2. Do an online search of the literature and find studies that compare the SF-36 to its even shorter
version, the SF-12.

Case Study No. 3
Organizational Determinants of Patient Satisfaction

Patient satisfaction can be measured at both patient and organizational-unit levels. This case study is
designed to identify organizational factors or nursing unit characteristics that affect the variation in
patient satisfaction, using structural equation modeling. Patient satisfaction is an endogenous latent
construct that can be reflected by numerous individual indicators of patient satisfaction considering
interpersonal and technical aspects of quality of care on the nursing units as well as the physical
environment (Boles and Wan, 1992). Information about the nursing unit characteristics and patient
satisfaction typically is determined from the survey of patients after their hospital experience.

Q.1. Propose a hypothesis to solve the management problem of “How can the patient satisfaction level be
improved in the hospital system?”

Q.2. What is the unit of your analysis and why?
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Q.3. Gather and critique other studies of patient satisfaction with hospital care. What are the pros and
cons from the literature on the use of a composite or aggregate index to reflect the construct—patient
satisfaction—versus using individual indicators of satisfaction?

Q4. What does the literature indicate are the key organizational characteristics that may influence the
variation in patient satisfaction? Critique this literature.

Case Study No. 4
Identification of Motor Vehicle-Related Risk Factors for Accidents in Almaty, Kazakhstan

Motor vehicle accidents rank the second highest of all causes of deaths in Kazakhstan. Much higher
mortality rates due to motor vehicle accidents was observed in urban than rural areas. No systematic
information is available to identify the causes and effects of motor vehicle related deaths. In formulating a
national strategy for prevention of motor vehicle accidents, it is imperative to gather epidemiological
information about the accidents and deaths. You are asked by the US Agency for International Develop-

ment to develop a project to tackle the causes and effects of motor vehicle deaths in Almaty, with a total
population of 1.2 million.

Q.1. How would you identify the agent, host, and environmental etiological factors in motor vehicle
accidents? [HINT: See also Chapter 11.]

Q.2. How would you determine what are the causal (etiologic or risk factors) involved in motor vehicle
accidents in this city?

Q.3. After you identify the risk factors, how do you go about designing and implementing an evaluation
of preventive intervention? [HINT: Use the process of scientific inquiry.]

Case Study No. 5
Developing a Conceptual Framework for Community-Based Violence Prevention

Research on intimate partner violence is extensive and has identified numerous individual, house-
hold, and societal factors. Most of the research has focused on individual level characteristics such as
marital status, substance abuse, marital discord, education, and income. There is increasing evidence
that community variables, such as crime rate and unemployment rate, also may be strong predictors.
Cunradi ef al. (2000) sought to investigate the relationship of neighborhood poverty and intimate partner
violence among heterosexual white, black, and Hispanic couples in the United States. The strategy in
evaluating the relationship was to use existing (secondary) data.

Q.1. Draw a conceptual model of the relationships studied.
Q.2. Propose a hypothesis to test.
Q.3. What secondary sources of data could be used to test this hypothesis?

Q.4. What statistical approach would be appropriate for testing this hypothesis?
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Strategic Planning

An Essential Management Tool for Health Care
Organizations and Its Epidemiological Basis

Frances J. Jaeger

Organizations charged with the delivery of health services exist in an environment in which no
single organization can isolate itself from the change that surrounds it. Strategic planning
offers organizations a tool for analyzing the impact of changing trends and environmental
conditions. It equips health care managers with a systematic process for setting future
direction, developing effective strategies, and ensuring that the organization’s structure and
systems are compatible with long-term survival and success. Through the use of strategic
planning, organizations learn to think and to act strategically, thereby making betterjudgments
about the future and becoming more proactive in shaping it.

Epidemiological Basis of Strategic Planning

To influence health positively by anticipating and responding to changes in needs and
health status among populations targeted for service is the epidemiological basis of strategic
planning for health care organizations. Typically, such organizations exist to deliver a service
or set of related services in response to the health needs of defined populations. Thus, an
appropriate measure of the effectiveness of health care organizations is the extent that they
attain through service delivery specific outcomes that improve the health status of those
served.

Over time, the characteristics and the health needs of populations change. Consequently,
health care organizations (as well as larger health systems) must employ a process, such as
strategic planning, to maintain awareness of demographic changes and altered disease pat-
terns. Otherwise, they risk obsolescence by responding to old and irrelevant sets of health
needs and service demands.

Frances J. Jaeger University of Illinois at Chicago Perinatal Center, Chicago, Illinois 60612.

Epidemiology and the Delivery of Health Care Services: Methods and Applications, Second Edition, edited by Denise
M. Oleske. Kluwer Academic/Plenum Publishers, New York, 2001.
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The size of a population is considered the most useful predictor of future needs and the
utilization of health services (MacStravic, 1984). As a population increases or decreases in
size, the demand for health services generally varies in the same direction. Thus, a country
experiencing significant population growth will require expansion of its health system and
mobilization of additional resources to satisfy health needs.

Other demographic variables, including age, race, ethnicity, gender, family structure,
education, and income, affect population transformations that also alter needs and demand for
health care (see “Epidemiological Model of Health Care Delivery* in Chapter 1, this volume).
Figure 5.1 illustrates the decrease in total fertility rates (or rates based on the expected number
of children a woman would bear at the prevailing age-specific fertility rates) that all regions of
the world have experienced during recent decades. In many countries, declining birth rates
have decreased family size and led to stabilization in the size of younger age cohorts. In
addition, populations are being characterized as “graying® due to longer life expectancies and
substantial growth in the number of elderly persons compared to other age segments. The
global phenomenon of aging will cause the world’s median age to increase from 26 years in
1998 to a projected 32 years in 2025 (McDevitt, 1999).

Figure 5.2 represents the growth in the elderly population of the United States. As the
post-World War II “baby boomers” reach 65 (around 2011), the country will experience a
comparable “senior boom.” If current life expectancy and fertility trends continue, those 65
and over will constitute one fifth of the population in 2030 and their absolute number will be
more than double the number in 1990 (Day, 1996).

Other countries of the world are experiencing similar growth in their aged populations.
In an article prepared for the Spring 1998 issue of CommonHealth (which was devoted to the
new era of aging), Kinsella and Velkoff (1998) made the following comment:

The graying of the population has been well-publicized in the industrialized nations of
Western Europe and North America.... Not as well appreciated is the fact that most
countries of Central and Eastern Europe and the former Soviet Union are also well into the
process of demographic aging. This region is home to 7 percent of the world’s population,
but accounts for 12 percent of the world’s elderly (defined here as persons age 65 and over).
P.7
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Figure 5.1. Declines in fertility by WHO region, 1978-1998. source: United Nations Population
Division (1999).
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Figure 5.2. Population 65 years of age and over, United States, 1950-2030. sources: National Center
for Health Statistics (1999) and Day (1996).

Age trends associated with defined populations can be summarized visually by popula-
tion pyramids, which utilize stacked bars to represent age and gender distribution. Pyramids
can be constructed to reflect either actual counts of persons in each age-gender subgroup or the
percentages that result when the number of persons in each group is divided by the total
number of persons in the population at a specific time. When bars of a pyramid represent
percentages, the total pyramid must equal 100%. The population pyramids found in Fig. 5.3
were presented in The World Health Report 1999 (World Health Organization, 1999) to provide
an example of population transformation over time. The US Bureau of the Census maintains
an international data base and a visit to its web site can result in generation of similar pyramids
(with a recent year contrasted with future years) for almost any country in the world.

As the absolute numbers and the relative size of age categories change, the characteriza-
tion of disease within a population and the impact of illness are altered as well. In countries
with substantially more people growing older and experiencing lives into the 70s and beyond,
heart disease, cancer, and stroke are now the most common causes of illness and the leading
causes of death. Even in developing regions, the high rates of disability and death from
malnutrition and infectious diseases are being surpassed by chronic diseases (World Health
Organization, 1999). The prevalence as well as severity of these diseases influence the types
and quantity of services required to meet health needs. For example, the prevalence of
hypertension in women 70 and over is nearly 40 per 100 (Kramarow et al., 1999). Since
hypertension is likely to be managed in an ambulatory care setting, this means that among 100
elderly patients who present themselves for outpatient care, 40 will require treatment for
hypertension. However, the entire group could benefit from periodic screening to ensure that
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Figure 5.3. Population pyramids for Southeast Asia region, by age and sex, 1950, 2000, and 2050.
soURCE: United Nations Population Division (1999). Reprinted from The World Health Report 1999:
Making a Difference (World Health Organization, 1999), with permission.

the disease is diagnosed and effectively controlled once found. Figure 5.4 provides data on the
magnitude of limitations in physical activity in the elderly. Over 20% of women age 70 years
and older are unable to perform at least one physical activity such as climbing stairs; by age 85
years, this increases to 52.5%. These epidemiological data illustrate that as populations age, an
increasing number of its members will require assistance. The demand for physical rehabilita-
tion, restorative, and community support services is likely to increase, even in developing
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Figure 5.4. Percent of persons 70 years of age and over who have difficulty performing one or more
physical activities, by gender, United States, 1995. source: National Center for Health Statistics (1999).

nations. Further, chronic diseases and conditions will predictably consume a growing portion
of health care resources unless more population-based health promotion and prevention
initiatives (e.g., encouraging calcium and vitamin D supplementation) are undertaken by
health plans and government agencies.

As the diseases affecting the world’s populations have changed as well as the populations
themselves and their environment, the “disability-adjusted life year” (DALY) increasingly is
being used as a measure to prioritize health needs in strategic planning (World Bank, 1993;
Murray and Lopez, eds., 1996; World Health Organization, 1999; see also Chapter 3, this
volume). Use of DALYs has served to highlight not only the growing significance of noncom-
municable diseases but also the increasing contribution of injuries (both intentional and
nonintentional) and neuropsychiatric conditions to the disease burden of both high and lower
income groups (World Health Organization, 1999). Whereas the World Health Organization
(1999) estimated that noncommunicable diseases accounted for 43% of the global disease
burden in 1998, it projects that noncommunicable diseases will represent 73% of the disease
burden by 2020. This prediction is based on the following assumptions: continued aging of the
world’s population, extension of the recent downward trend in overall mortality, and augmen-
tation of the number of people exposed to risk factors such as tobacco use, obesity, physical
inactivity, and heavy alcohol consumption. In the world-to-be, disorders such as depression,
alcoholism, drug dependence, and psychoses will afflict growing numbers and increase the
need for mental health services. Reversing the trend related to rising injuries will require
identification of underlying causes and initiation of preventive measures.

In the 1980s and continuing into the 1990s, countries in Western Europe and North
America focused attention on the new Kkiller diseases and achieved notable declines in death
rates for several leading causes of death, including heart disease and stroke. However, just as
progress was being made in the control of major chronic illness, the world was confronted with
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a new communicable disease—acquired immune deficiency syndrome (AIDS). First identi-
fied in the early 1980s, AIDS, which results from infection with the human immunodeficiency
virus (HIV), spread so rapidly that it soon reached epidemic proportions. Initially, AIDS was
considered a uniformly fatal disease despite the long interval frequently occurring between
initial infection and serious disease state. Although AIDS still deserves the characterization of
adeadly disease, individuals testing positive for HIV may benefit from new drug regimens that
discourage or postpone the onset of full-blown AIDS. Thus, this relatively new disease is
taking on characteristics of a chronic disease, at least in parts of the world where affected
individuals have access to effective treatments. In countries like England and the United
States, planning for the delivery of care to AIDS patients has shifted away from acute care
settings. Emphasis now is being placed on long-term maintenance in the community, out-
patient medical services, and alternative and supportive therapies to improve the quality of life
for people living with the disease. Unfortunately, more than 95% of all HIV-infected people
live in the developing world, and AIDS is canceling otherwise expected increases in life
expectancy, especially in sub-Saharan African countries that have 10% and more of their pop-
ulations infected (UNAIDS/WHO, 1998a). Thus, the consensus among world governments is
that increased attention must be given to prevention to impede the terrible consequences of this
disease.

Epidemiological methods identify the variables that are associated with patterns of health
problems, the need for care, and the utilization of services. What people do at work and during
leisure hours, the level of attention given to good nutrition and exercise, and personal lifestyle
behaviors can result in lesser or greater risks to health. Socioeconomic factors influence both
disease patterns and the ability to access services to ameliorate health problems. Biological,
hereditary, and genetic factors account for some differences in health status, and at least some
countries of the world are beginning to gain competence in controlling and altering the effects
of these factors. Changing beliefs, values, perceptions of health status, and consumer expecta-
tions influence service utilization and judgments about the adequacy of available services.

An organization once effective in addressing traditional health problems may be un-
prepared to tackle the challenges that arise when a population is transformed or when new
disease patterns emerge. Strategic planning is not the sole ingredient for success among health
care organizations, but failure is almost guaranteed without an appropriate response to the
demographic and epidemiological changes that affect health care needs and demands.

Theoretical Basis of Strategic Planning

Barry (1986) defines strategic planning as a process directed at finding the “fit” between
the mission, purpose, and goals of an organization, the forces external to the organization
(including the needs of the target population, competitors and allies, and social, political,
economic, and technological forces), and the internal resources and capabilities under the
organization’s control. In the present age of “health care reform,” an organization defining its
mission as delivery of health care must be cognizant of altered health needs as well as
changing organizational requirements that may be imposed from outside the organization.
Payers, for example, may elect to do business only with providers organized into a health care
alliance or community care network.

In the past, closed-system models were common among the theories proposed to explain
organizational behavior. The classical works of Taylor (1947) and Weber (1964) presented
closed-system views that were based on the assumption that the internal structures and
processes of an organization are its most important features. More recently, the analysis of
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organizations has moved toward an open-systems approach that recognizes the importance of
the interface or optimum fit between an organization and its environment (Starkweather and
Cook, 1983). According to open systems theory, organizations are not self-contained units.
They must relate to elements in their environments to acquire resources for organizational
maintenance and for production of outputs associated with goals. They must also interact with
their environments for disbursement of goods and services once these are produced. Shortell
and Kaluzny (1983,1994) provide a discussion of open- and closed-system concepts and argue
that both organizational constructs are needed to understand and manage health service
organizations.

Once it was realized that an organization’s ability to thrive could be affected by other
organizations in its environment, studies were initiated to test numerous hypotheses related to
organizational success and interorganizational relationships. These studies led to the develop-
ment of the tenets of exchange theory, which is the foundation of marketing. According to Day
(1984), marketing is the primary means by which an organization looks outward and aligns
itself with its environment. It is a tool for selecting customers to be served and competitors to
be challenged and it is a means for managing the exchange of valued resources among
organizations.

Marketing is associated with the voluntary exchange of resources, and this implies that
organizations exercise choice in marketing relationships. Organizations can generally select
the parties and sometimes the values to be involved in transactions, but they must interact with
other organizations if they are truly open systems. They cannot afford to direct all their
energies to issues of internal control. An external orientation is critical to survival because the
interconnections or resource dependencies that exist among organizations require them to
replenish their resources by relinquishing the products or services they generate with the
resources controlled by others (Pfeffer and Salancik, 1978). Health care organizations, which
are designed primarily for the delivery of services rather than goods, nevertheless can benefit
from the practice of good marketing, which is simply the effective management of the
exchange process associated with providing services to selected beneficiaries and obtaining
the resources for continued operations.

Strategic planning is generally considered essential for effective marketing because it
facilitates an organization’s understanding of its present and probable future environments and
empowers the decisions associated with exchange interactions. An organization that suc-
cessfully integrates strategic planning and marketing into its managerial functions will take
advantage of environmental situations that improve relationships with other organizations,
thereby satisfying its resource needs and strengthening its capabilities for achieving goals and
objectives associated with its mission.

The strategic planning process requires the application of epidemiology to ensure that
planning is market based—that is, responsive to the needs, demands, and wants of targeted
populations or the markets to be served. The use of epidemiology within the context of
strategic planning has been limited in the past for two reasons. First, the market areas of health
care organizations have been difficult to define because of problems in identifying the popula-
tions at risk who require specific health services and competing interests among providers. For
example, a physician may staff more than one hospital or multiple hospitals may provide the
same service to the same geographic area or to areas that partially overlap. Second, disease and
health status data have typically been reported only for large geographic areas or for civil units.
With advances in small-area analysis (see Chapter 7) and automated management information
systems that offer improved efficiency and expanded storage capabilities, it is possible to gain
an increased level of confidence when constructing the probable future market of a health care
organization based on epidemiological analysis.
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Organizational theory and the principles related to the behavior of organizations in their
environments provide the conceptual framework for strategic planning. Ideally, when an
organization finds itself in a hostile environment or poorly aligned with opportunities as a
result of changes in technology, unfavorable political circumstances, changing consumer
needs and expectations, or any number of reasons, the organization will adjust its objectives
and strategies accordingly. Unfortunately, this ideal scenario is not the reality for many health
care organizations. Adjustments may be difficult because of inflexible organizational struc-
tures (which fail to alter personnel resources and relationships consistent with changing
requirements), outdated management systems (or systems for information, planning, and
control that are no longer workable under new conditions), or a general paralysis or inability
to respond quickly enough when confronted with an accelerating rate of change. However,
deliberative and conscientious application of the strategic planning process can minimize time
lags between the recognition of changed environmental forces and the initiation of action to
alter the organization’s objectives, strategies, structure, and management systems (Kotler and
Clarke, 1987). Additionally, when an organization realizes a need to identify new markets or
otherwise redefine the population to be served, epidemiology can provide a framework for
compiling and analyzing data for consideration during the strategic planning process.

The Strategic Planning Process

Strategic planning is a systematic process that involves a series designed to define a
situation or problem, develop strategies, and implement solutions. The process may be
represented as six major steps formatted around a circle to suggest that strategic planning is a
cyclical and continuous process (Fig. 5.5). The steps and related tasks of this process are
discussed below.

1. Start: plan the plll‘lﬂi(-’_\

: 2. Review and revise the mission;
ensure favorable conditions. S oy andadont it

6. Carry out the implementation 3. Doa litualionll analysis:
phase: act, evaluate, adjust. g
(Start over) a. Market analysis

- Population demographics
- Epidemiological data
- Marketing research

]

b. Assessment of forces in the

external environment (political

economic, technological, social)
I

5. Generate, evaluate, and
select alternative stategies.

; c. Competitor analysis
4. Apply an approach providing a - Friends/allies and foes
framework for strategy development.
d. Internal organizational audit

- Goals and objectives / Resources, capabilities, distinctions
- Key issues
- Vision of success e. Quality audit

- Clinical outcomes, health status
- Market perceptions/expectations
- Stakeholder relations

Figure 5.5. Strategic planning process for health care organizations.
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Step 1. Plan the Planning and Ensure Favorable Conditions for Effective
Strategic Planning

There are certain conditions that are necessary for an organization to think and act
strategically: a strategic orientation or ability to recognize the influence of the external
environment and to sense significant changes in that environment; a commitment from top-
level management to participate in the process and to implement the resulting recommenda-
tions; allocation of sufficient resources to carry out the process, including time and technical
expertise (such as that required for market research and interpretation of data); consensus on
the plan for planning with agreement on how planning participants will be selected, the
timetable for initiation and completion of various phases of the process, the approaches and
techniques to be employed, and the anticipated benefits or outcomes associated with the effort;
and absence of barriers that could prevent completion of the process or interfere with strategic
action. When the prerequisites for effective strategic planning are missing, the energy of the
organization should be directed at establishing the necessary conditions before initiating the
process.

Step 2. Review the Organization’s Mission Statement and Revise It as Necessary
to Ensure That It Remains Relevant to the Organization’s Future. If No Written
Statement of Mission Exists, Develop and Adopt One

Consideration of the organization’s mission should occur early in the planning process
because it is the mission that captures an organization’s reason for being and defines its domain
(or the territory in which the organization conducts its business). Later in the planning process
(when an organization develops a better appreciation of its situation and unique capabilities), it
may be necessary to refine the original mission statement or even replace it with one that is
judged to be more appropriate for the present as well as the future.

The elements that Bryson (1988) recommends for inclusion in a well-defined mission
statement, adapted for a health care organization, are presented in Table 5.1. Organizations that
deliver health care should delineate the markets or populations that are targeted for service as
well as the specific needs that will be addressed. Markets may be determined by geography or
legal mandate, or other considerations (such as severity of need or purchasing power) may
affect the selection and definition of the organization’s customers.

Table 5.1. Key Elements of a Mission Statement

Identification of the organization

Specification of the population targeted for service (and the basis for selecting this “market,” e.g.,
geography, disease category, other)

The health-related needs or problems the organization intends to address

In general terminology, what the organization will do to respond to specified needs or problems of the
population targeted for service

How the organization will relate to key stakeholders and the values to be promoted in stakeholder
relationships

An indication of the organization’s philosophy and values

Features that distinguish the organization

-

-

aAdapted from Bryson (1988).
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Step 3. Do a Situational Analysis that Encompasses Assessments of Elements
of the Organization’s External and Internal Environments as Well as
an Evaluation of the Impact of the Organization’s Efforts

This step encompasses the core set of analytic activities that distinguish strategic plan-
ning from other types of planning. The five tasks associated with a situational analysis are a
market analysis, an assessment of forces in the external environment, a competitive analysis,
an internal organizational audit, and a quality audit. Demographic and epidemiologic data are
crucial to this step.

Task A: Market Analysis

A market analysis is a planning task initiated for the purpose of defining and characteriz-
ing the market and its health care needs and preferences. The term market usually refers to the
constituency (of individuals, groups, or other organizations) that the focal organization actu-
ally serves or desires to serve through involvement in exchange transactions. A market
analysis is essential for ensuring that health care organizations employ an approach for
planning and delivering services that is market-based, that is, truly responsive to the needs and
wants of current and prospective patients or customers. This market is what may be referred to
in classical epidemiological terms as the population at risk that a provider organization targets
for the delivery of health care services.

To characterize both the current and future market, the analysis should include assess-
ment of the number of individuals constituting the actual or potential market; the numbers by
sex and age associated with its subgroups (or market segments); fertility patterns and the life-
cycle stage of the market; income, employment, and educational levels; racial, ethnic, and
cultural characteristics; and the anticipated changes in the population over time. Data from a
census can be used for determining the numbers of persons in each of these market segments.

Relative to a defined market and within the context of strategic planning, epidemiology
presents a conceptual framework and tools for describing the frequency of health problems in
targeted populations. For organizations designed to serve market segments (such as specific
diagnostic groups), epidemiological methods can be used to provide estimates of the number
of individuals currently affected by certain diseases and to project patterns of disease over time
to facilitate a match between future needs and service availability. Table 5.2 illustrates an
example of how epidemiology can be used to estimate the level of use of a diagnostic
procedure.

In planning services to address health problems using an epidemiological framework,
Baker and Reinke (1988) state the following questions should be answered: What is the
magnitude of the problem? What trends are evident? What populations and population
subgroups are affected by the problem? In order to address these questions, health status data
may be presented for the market population of interest to the service provider. Data may
consist of population data related to health status and its determinants (e.g., the number and
percentage of the population living below the poverty level or depending on public assistance,
the proportion of pregnant women without a source of prenatal care, the percentage of
unmarried mothers, vaccination levels of children); data that help to describe the intensity of a
problem, such as incidence, mortality, and prevalence rates (of disease and of exposure); data
for other rates, such as those related to fertility; and the results of epidemiological studies
pertinent to risk factors (person-related, lifestyle, or environmental). These data may be cross-
tabulated based on selected demographic variables and contrasted with one or more sets of
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Table 5.2. Estimating Inpatient Cardiac Catheterization Volume for Columbia, SC
(Metropolitan Statistical Area)

Age Rate of cardiac catheterization Number expected to be
group  Number of persons®  procedures in short-stay hospitals® hospitalized annually
(a) (b) (c) (d=bxc)

<15 97,641 2.2 per 10,000 21

15-44 244,592 6.9 per 10,000 169

45-64 97,641 81.8 per 10,000 799

65+ 48,333 166.7 per 10,000 806

Total 488,207 36.8 per 10,000 1,795

aSource for total population (1996): US Bureau of the Census (Internet release date: December 1997); source
for population distribution by age: Table B-2, US Bureau of the Census (1998).
bLawrence and Hall (1999).

national, state, or local data. Such comparisons enable an understanding of differences in the
distribution of diseases and determinants and they provide guidance for development of
actions. For a health care organization to address health needs, it is essential to perform a
market analysis utilizing epidemiological data.

The determination of appropriate measures of health status and the selection of formats
for the presentation of data are among the most difficult tasks of a health planner charged with
facilitating strategic planning. Crude death rates are easy to calculate and may suffice for
purposes of a market analysis. However, when differences in needs among population seg-
ments are of concern, then specific rates may be preferred. When the rates of two or more
populations are compared, it is usual to age-adjust rates in order to distinguish differences that
result from better or poorer health from those that can be attributed to differences in the age
composition of the groups (see Chapter 3 on how adjusted rates are computed).

Data on morbidity and disability may be obtained from a variety of sources. In the United
States, the National Center for Health Statistics is the principal governmental agency that
generates vital and health statistics. On an annual basis, the center publishes Health, United
States, a report summarizing the nation’s health status. The National Center also conducts
special surveys (such as the National Health Interview Survey, the National Nursing Home
Survey, and the National Ambulatory Care Survey) that yield data on acute and chronic
conditions and utilization of health services. Almost all reports of the National Center for
Health Statistics are now placed on the worldwide web, thus allowing widespread access.

For more than a decade, the United States has established national objectives for disease
prevention and health promotion under what is now known as the Healthy People Initiative.
Consequently, several reports that track progress in meeting objectives have been issued in
recent years. Additional examples of references and data sources useful for strategic health
planning can be found in Table 5.7 as well as in the appendix, “Websites for Health Care
Managers Thinking Epidemiologically.”

Sources of international health data are becoming more and more numerous, although
reliability of data varies and data elements may not be comparable from country to country.
Population census reports, birth and death registration systems, disease reporting and surveil-
lance programs, and epidemiological studies represent the primary sources for population and
health-related data. The World Health Organization Statistical Information System (WHOSIS)
has a web site with links to health ministries and statistical offices as well as other sources of
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health information. On a yearly basis, the World Health Organization releases (and enables
access on its web site) The World Health Report, which generally discusses important health
topics in chapter format and includes a statistical annex with a comprehensive set of demo-
graphic and health-related data for regions and countries of the world. The United Nations is
another source of relevant data and it has a web site with links to the statistical offices of many
countries. The US Bureau of the Census maintains the Infernational Data Base, a comput-
erized data bank containing demographic and socioeconomic data for 227 countries and areas
of the world. The International Health Data Reference Guide, 1997 (National Center for
Health Statistics, 1998) provides information on the availability of selected national vital,
hospital, health manpower resources, and population-based health survey statistics for 44
nations. The worldwide web can be a valuable resource for those engaging in strategic
planning as can health ministries and private and public agencies having a mission related to
improving health status.

Market analysis facilitates assessment of psychographic variables of the targeted popula-
tion such as values, attitudes, and belief systems that affect need, the perception of need, and
the actual utilization of health services. Marketing also can identify the most favorable
conditions for ensuring that exchanges occur and that mutually beneficial results are realized
by the parties participating in exchange transactions—that the right clients or patients receive
the right services, in a timely manner and in the right places, and that the organizations
delivering the services are offered appropriate values in return.

Although many health care organizations define the market to be served on the basis of
history and tradition (that is, the market remains the same population that was selected for
service from the organization’s very beginning), it is important to realize that an organization
may find its chances of survival improved by a redefinition of its market: by expanding the
traditional delineation, by selecting only specified segments or subsets of the market as
originally defined, by turning to an entirely new market, or by applying these strategies in any
of a number of combinations. A market audit thus may include the assessment of the various
scenarios and consequences of altering the organization’s current market. Will a change
increase or decrease the types and level of resources available to an organization? What new
needs must be addressed if the organization attempts to serve a new market? Which of several
potential markets has the greatest needs, would generate the highest level of demand for a
given service, or return the greatest benefit if selected for a new venture? These and other
questions may require consideration to ensure that an organization and the market it elects to
serve receive mutual benefit from the relationship so that it can be sustained over time.

Task B: Assessment of Forces in the External Environment

An assessment of external trends and forces is necessary to achieve a clear understanding
of the opportunities and threats inherent in the present as well as the future environment of the
organization. The assessment should consider factors that affect patterns of disease and
disability, the health needs of the population or markets to be served, the actual expression of
needs into service demand, and the capabilities of the organization to respond.

Bryson (1988) has used the acronym PEST to refer to the political, economic, social and
technical forces in the external environment. Use of this device may serve as a memory aid, but
the external trends and forces should not simply be considered nuisances (or pests). The
challenge of strategic planning is to think strategically, and thus to design strategies that
interface with these forces and trends so that they represent opportunities, not annoyances or
threats.
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Task C: Competitive Analysis

A competitive analysis assesses an organization’s position in the marketplace relative to
other organizations, some of which may compete for the same customers or valued resources
or otherwise interfere with an organization’s ability to serve its selected markets. Porter (1980,
1985) argues that an organization should analyze key forces that shape its industry and identify
strategic options for gaining competitive advantage through modification of variables under
its control. If an organization performs a competitive analysis and judges itself weak in
comparison to its competition, then it should seek strategies to improve its position. If the
organization is already positioned well, a situational analysis can strengthen awareness of the
elements of the organization’s advantage and increase the probability of sustaining it.

Health systems worldwide are becoming more complex in their structures and more
pluralistic every day. For example, hospitals in the United States began experiencing a decline
in admissions in the early 1980s, but the US health system continued to expand due to an
“explosion” of demand for outpatient care and the growth of long-term care (American
Hospital Association, 1991). Table 5.3 indicates that between 1977 and 1997, the number of
nonfederal short-term hospitals declined by 12.2%. Admissions decreased by 8.0% and
average stay by nearly 20.0%, resulting in a 26.2% decline in patient-days (hospital admis-
sions multiplied by the stay in days). However, outpatient visits more than doubled during the
same period (Health Forum, 1999). Many different types of providers now function in a variety
of settings under numerous organizational arrangements. In response to increasing competi-
tion, many health delivery organizations have become engaged in aggressive pursuit of
competitive strategies to improve market share. In today’s climate, competitive analysis must
do more than identify competitors; it also must find those who could be allies or potential
collaborators. Thus, joint ventures, mergers, and partnerships are among the cooperative
relationships that could represent suitable strategies for ensuring the adequacy of resources for
organizational maintenance and effectiveness. Coddington and Moore (1987) include a discus-
sion of several noncompetitive strategies (e.g., physician bonding, networking, and develop-
ment of multihospital systems) that should be evaluated as options for attaining competitive
advantage.

Complexity and diversity are not characteristics unique to the US system of health care.
The World Health Report 1999 states: “Most countries have no single health system, but
several distinct health financing and provision sub-systems, embracing different types of
traditional or alternative practice, as well as public, private and not-for-profit hospitals and
clinics” (World Health Organization, 1999, p. 31). The same report identifies the primary goals

Table 5.3. Changing Patterns of Health Utilization, United States, 1977-1997¢

Hospitals Beds Admissions Average Qutpatient visits
Year  (nonfederal/short-term)  (in thousands) (in thousands) stay (days) (in thousands)
1977 5,973 974 34,353 7.6 204,238
1980 5,904 992 36,198 7.6 206,752
1985 5,784 1,003 33,501 7.1 222,773
1990 5,420 929 31,203 7.3 302,691
1995 5,220 874 30,966 6.5 415,710
1997 5,082 855 31,595 6.1 450,907

4From Health Forum (1999).
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of most health systems as: “improving health status; reducing health inequalities; enhancing
responsiveness to legitimate expectations; increasing efficiency; protecting individuals, fami-
lies and communities from financial loss; enhancing fairness in the financing and delivery of
health care” (World Health Organization, 1999, p. 31). Thus, an important question relevant
for comparing health systems competing within the same market area or the dominant system
of one country compared to another is: “How well does each health system under study
perform against these goals?”

Task D: Internal Organizational Audit

An internal organizational audit is an assessment of the resources under an organization’s
control (or in the case of a health system, available for application to the system’s mission).
It encompasses current and projected staff resources and capabilities, financial assets and
sources of reimbursement, facilities and equipment, planning and decision-making systems,
and market assets (such as a favorable reputation in the community and good public relations).
The purpose of this type of audit is to develop an understanding of the strengths and weak-
nesses of the organization so that it will balance what is needed and wanted by its markets
against what it can feasibly do to respond to such needs and wants (Kotler and Clarke, 1987).

Since health care is a personnel-intensive field, it can be affected significantly by changes
in the quantity and quality of the human resource pool that is prepared and available to deliver
services. Ratios of major categories of health personnel to a specified population are useful
indicators for assessing availability. Table 5.4 provides an example of such ratios for US
registered nurses to the country’s population. Although the table indicates increasing ratios
over past years, ratios are expected to decline in future years. This is because enrollments in
nursing educational programs have been declining in the past few years; consequently, the
production system will not be able to fully replace members of the current pool as they reach
retirement age. A 1999 publication of the Bureau of Health Professions, United States Health
Workforce Personnel Factbook, presents a compilation of data on students and practitioners in
the health professions, and the web site of this Bureau is a source of other data useful for
planning purposes.

Few countries in the world have as many categories of health personnel as the United
States, but the challenge for all countries is the same: to ensure an adequate supply of appro-
priately prepared personnel to assign to the tasks essential for improving and maintaining
health. An assessment of ratios alone is inadequate for determining the adequacy of human

Table 5.4. Ratio of Registered Nurses
to the US Population, 1970-1996

Year Ratio per 100,000 population

1970 366
1975 449
1980 555
1985 640
1990 710
1995 798
1996 808

aFrom Bureau of Health Professions (1999).
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resources. Personnel requirements change over time and are influenced by such factors as
changing needs and demands, structural changes in the health system, and changing produc-
tivity levels due to use of supportive personnel and technological advances (Baker, 1988).
Therefore, the current and projected supply of any personnel category must be compared to the
requirements for that category based on a model that incorporates multiple factors for
determination of need. This comparison is called “gap analysis,” and it results in the
quantification of deficits or surpluses based on a comparison of the actual or projected supply
against numbers representing current or anticipated requirements.

Table 5.5 represents a macrolevel resource analysis which projects the primary care
practitioner requirements for the United States in year 2005 based on 1995 provider levels. In
1994, the Bureau of Health Professions (BHP) succeeded in organizing a joint workgroup of
representatives from the Council on Graduate Medical Education (COGME) and the National
Advisory Council on Nurse Education and Practice (NACNEP). The workgroup provided
input into development of a computerized model, known as the integrated requirements model
(IRM). The model was used to estimate requirements for physicians, physician assistants,
nurse practitioners, and certified nurse midwives under six scenarios associated with assump-
tions about insurance coverage, managed care penetration, and use of nonphysician providers.
Findings from the six illustrative analyses for 1995 through 2020 were published in the Report
on Primary Care Workforce Projections, Council on Graduate Medical Education and Na-
tional Advisory Council on Nurse Education and Practice, December 1995 (Council on
Graduate Medical Education and National Advisory Council on Nurse Education and Practice,
1996). The simulation model has been made available to promote integrated planning. It
allows a user to forecast requirements under an unlimited number of scenarios by varying
model input and parameters. The web site of the BHP’s National Center for Health Workforce
Information and Analysis (as updated December 1, 1999) states that the site will have an
interactive demonstration of the IRM in 2000 and that an expanded IRM model is being
developed to predict future need for both physician and nonphysician providers in 18 spe-
cialties.

Restructuring and changing roles among personnel are not unique features of the US
health care system, and many countries are currently examining the assumptions related to
educating and training personnel to meet health care needs. For example, many new indepen-
dent states (NIS) of the former Soviet Union are engaged in partnership programs sponsored
by the American International Health Alliance and the US Agency for International Develop-

Table 5.5. Changes in Practitioner Requirements Compared to 1995 Levels
According to the Six Illustrative Projection Scenarios®

High Equal access High
Status  Baseline managed Universal under universal NP/PA/
Provider quo insurance care coverage coverage CNM use
Physicians 10.4% 11.5% 12.1% 20.3% 22.7% —2.2%
Physician assistants 11.4% 15.1% 20.6% 30.7% 33.3% 130.0%
Nurse practitioners 12.3% 15.4% 19.2% 21.2% 23.6% 130.4%
Certified nurse 1.8% —0.3% —1.4% 9.5% 11.7% 99.3%

midwives

aFrom Council on Graduate Medical Education and National Advisory Council on Nurse Education and Practice
(1996).
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ment. Partnerships between health care institutions in the United States and their NIS counter-
parts are designed to improve health care by creating more efficient and accountable delivery
systems and changing the focus of care to better meet primary health needs. Many NIS
countries have physician to population ratios considerably higher than many developed
countries. However, physicians were less adequately educated and trained (based on standards
of Western medicine) and most have been disbursed to specialty areas resulting in limited
resources for basic health care. Nurses were educated at barely a high school level and
generally did nothing more than carry out orders of physicians and perform tasks typically
assigned to dietary, housekeeping, and other supportive staff. Now, as medical schools
lengthen educational programs and institute policy reforms to strengthen primary care, nursing
is responding by preparing case managers and advanced practice nurses to be able to provide a
broader array of primary services. A recent publication of the American International Health
Alliance (1997a) discusses some of these changes and provides examples of nurses assuming
more responsibility in direct patient care, educational leadership, and management. Changes
in the NIS are being shaped for the most part through collaborative planning processes
sponsored by health ministries and involving educational leaders to ensure commitment to
implementation.

Although national and regional manpower trends may have an impact on the capabilities
of a health care organization, the focus of an internal audit should be on resource variables that
are subject to change through alteration of organizational strategies. If an organization is
affected by constrained resources (personnel, financial, or otherwise) or resources that vary in
availability, it may be difficult to provide health services consistent with the needs of its
service population. The “resourceful” organization will recognize and evaluate several alter-
natives for adjusting to a troubling set of circumstances. Alternatives may include identifying
and employing new resources to accomplish essentially the same mission, defining a new
mission that can be accomplished with diminished resources, or determining how resources
can be used more efficiently to achieve an equal effect with fewer resources. Planning for
resource needs within an organization or on a larger scale requires similar attention to finding
solutions that are feasible within current resource limitations or practical through the manipu-
lation of controllable variables.

Task E: Quality Audit

A quality audit is an assessment of how well an organization (or a state or nation) is
meeting expectations. A quality audit should consider the objectives the organization has set
for itself (as reflected in its mission, goals, and objectives) as well as the expectations that
affect consumer judgment about quality. In addition, the audit should assess the ability of the
organization to satisfy the expectations of stakeholders or constituencies that have an interest
in or an influence on the organization (Table 5.6). The various reports issued by the US federal
government as well as some states to assess performance against Healthy People objectives
often have components of a quality audit performed at a macrolevel.

Within the context of strategic planning, quality audits should address the traditional
elements of clinical outcomes (or effects that result from the application of medical science
and technology) and the processes of delivering care. However, it is not enough for a health
care organization to decrease mortality, morbidity, disability, pain, and discomfort in the
population served. It also must determine whether consumers are satisfied with the behavior of
caregivers and the attributes and conditions of service delivery (i.e., timeliness, price, conve-
nience, and the attractiveness of surroundings). Based on findings of a quality audit, the
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Table 5.6. Questions to Address in the Quality Audit Component of the Situational Analysis
(of the Strategic Planning Process)’

» What does quality mean to staff of the organization (at various levels) and to members of its governing
or policymaking board? What does quality mean to those the organization seeks to serve?

* What gaps in service quality do consumers experience in the use of our services?

» Does the organization meet performance standards commonly utilized for measuring services like
ours?

 [s there evidence that the organization is achieving objectives pertinent to improving the health status
of the population (by decreasing morbidity, mortality, disability, pain or discomfort)?

* What does the organization need to achieve desirable clinical outcomes and meet the expectations of
consumers as well as the expectations set by organizations which monitor quality in health care (such
as the Joint Commission on Accreditation of Healthcare Organizations)?

* Does the organization have the capability to provide quality, and if not, what does it lack?

* What specific mechanisms (such as committee structures and approaches for monitoring satisfaction)
should be implemented to ensure that the organization meets quality expectations?

4Adapted from: Baynham (1991),

organization should position itself to promote its positive image or implement modifications to
improve patient-customer satisfaction. In addition, the organization should strive to maintain
productive and beneficial relationships with organizations with the potential for greatest
impact (positive or negative) due to control of certain values, either concrete resources or the
ability to grant or withhold approval or recognition. Third-party payers and licensing and
accrediting organizations are examples of such stakeholders. Since it generally is impossible
to satisfy all stakeholders at once, it is important to concentrate on effective management of
relationships with key stakeholders.

Step 4. Apply an Approach for Defining the Key Issues, Focusing the Attention
of the Organization, and Establishing the Framework for the Next Step of
Strategy Development

Generally, this step involves proposing and achieving consensus on goals and measurable
objectives relating to an organization’s desired future. A goal can be defined as a broad state-
ment indicating general direction toward a desired future state. Objectives are more specific
statements that indicate in measurable terms what is to be accomplished and when. Each
objective should make a contribution toward achievement of a goal, but a single objective need
not lead to full attainment of the goal. The situational analysis that precedes the formulation of
goals should result in the generation of objectives that are meaningful and significant to the
organization, realistic, sufficiently ambitious and yet attainable, consistent with the organiza-
tion’s responsibilities and authority, and compatible with its goals and values. When appropri-
ate objectives are developed, they provide both a framework for designing strategies as well as
one for measuring performance. Epidemiological data are used in the formulation of the goals
and objectives as well as in the formulation of strategies. For example, the epidemiological
catchment area study (discussed in Johnson et al., 1992) concluded that 23% of the population
had depressive symptoms. Depressive symptoms are associated with high population-
attributable risk percentages of emergency department use, medical consultations for emo-
tional problems, and suicide attempts (Johnson et al., 1992). These data may prompt an
organization to insure the inclusion of mental health services in its future plans.
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Step 5. Generate, Evaluate, and Select Alternative Strategies for Achieving
Organizational Goals and Objectives or the Best Alignment of the Organization
with the Opportunities in Its Environment

Characteristic of any true planning process is the systematic generation of potential
strategies, or the means to achieve a defined end. Depending on the planning approach utilized,
the strategies also must be evaluated to assess their potential for achieving objectives,
addressing strategic issues, or moving the organization toward its vision of success.

Bandrowski (1985, 1990) recommends that strategies be developed through the use of a
sequential thought process and “creative planning” techniques. The first step in the thought
process (which is comparable to the situational analysis discussed in step 3) is to gain an
understanding of issues to be addressed, problems to be solved, or the future to be created.
Next, an unconstrained thought process is employed for combining ideas and generating a
sufficiently large number of potential strategies; this is to be done in a nonjudgmental manner
to facilitate creative leaps in the design of new visions and innovations. Nutt (1984) provides a
detailed description of useful creative thinking techniques, including brainstorming and
synectics (or the combining of seemingly unrelated things), nominal groups, and Delphi
surveys. Day (1984) elaborates five other approaches for generating creative strategy options:
challenging present strategies, looking for strategic windows, playing on competitor’s vul-
nerabilities, changing the rules of the competitive game, and enhancing customer value.
Following the development of options, judgmental thinking should be utilized to narrow the
field of potential strategies to those that can achieve the desired results and meet selection
criteria such as technical and financial feasibility, acceptability to key decision makers,
consistency with objectives, adaptability, and cost-effectiveness. The number of strategies to
be selected generally depends on the level of resources available for application during the
implementation phase. When resources are plentiful, multiple strategies may be selected. In
the more usual scenario of scarce resources, a limited number of alternatives can be selected
and some order of priority may be assigned.

Step 6. Cany Out the Implementation Phase of Strategic Planning, Detailing
Operational Action Plans and Budgets, Monitoring Impact, and Making
Midcourse Adjustments as Necessary

This step encompasses translating decisions about strategic directions into plans that
specify the organization’s programs, tactics for attracting customers and promoting the organi-
zation’s products and services, and the application of resources to support implementation
efforts. Generally, action plans contain a purpose or objective for each program (or set of
related services), the steps or series of actions required to implement the program, a timetable,
and identification of the individuals responsible for carrying out the actions. For complex
organizations, strategic action plans may be developed for major programs or groupings of
related services on a departmental basis or by functional areas. Budgets serve as a control and
coordinating mechanism for integrating all aspects of strategy within available resources.
Therefore, if implementation of the strategic plan requires organizational restructuring, mod-
ification of staff assignments, or redistribution of resources from one program or service to
another, then these changes should be reflected in approved budgets.

Effective implementation requires a control system for monitoring organizational perfor-
mance, assessing the impact of overall strategies and specific tactics, and providing feedback
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about adjustments that may be necessary to achieve desired outcomes. If specific and quanti-
fiable objectives were delineated previously, then evaluation of effectiveness will focus on two
questions:

1. Were the recommended tactics or actions carried out?
2. If yes, did they accomplish the stated objectives?

If an organization identified strategic issues or created a vision of success, then performance
would be measured against key indicators of success. Epidemiological data can provide
measures of that success and answer such questions as: “Did the health status of the popula-
tion improve as a result of the strategic initiative?” Performance of a quality audit (discussed
previously as a component of the situational analysis) is another means of determining if the
organization improved its ability to deliver health services in a manner consistent with quality
expectations.

Data Resources and Issues Related to Use in Strategic Planning

Each step of the planning process requires data. However, the analytical phase of the
situational analysis (step 3) is especially dependent on the compilation of relevant and accurate
data and the transmittal of information that will directly aid decision-makers (see Table 5.7 for
examples of useful data resources). For many countries of the world, lack of data is not the
primary challenge for the health planner. Rather, the planner may have to review a consider-
able amount of data and then select that most appropriate for the purpose of a specific planning
task. A common problem for a planner or data user is determining whether data collected for a
larger geographic area (such as a nation) is generalizable to a smaller area. The data user also
must be cautious when attempting to apply findings from a study to a larger population beyond
the study group. With the increasing ease of use of geographic information systems (GIS),
health care managers thinking epidemiologically will be able to understand more fully the
spatial properties of health care delivery systems and their accessibility (Moore and Carpenter,
1999). This technique will aid in bringing precision to the definition of population. In addition
to these issues, a committee operating under the Institute of Medicine noted the following data
issues in its final report: quality of data, limitations of self-reported data, validity and
reliability, periodicity of data, and timeliness of data availability (Committee on Leading
Health Indicators for Healthy People 2010, 1999). If such issues are ignored, there is the
possibility that a planning process will result in erroneous conclusions and inappropriate
strategies.

Tools to Facilitate Strategic Planning

Decisions stemming from strategic planning are appropriately influenced by facts, the
subjective interpretation of factual data as well as the attitudes, preferences, values, and beliefs
that are held by planning participants. Various tools and group techniques have been utilized to
summarize important facts and to build consensus around key issues and preferred strategies.
One tool that has been recommended for strategic planning is a SWOT analysis (or an
assessment of strengths, weaknesses, opportunities, and threats). A SWOT analysis combines
the systematic analysis of an organization’s internal strengths and weaknesses with the
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Table 5.7. Examples of Useful References for Strategic Planning in Health Care

Source

Description

United States

AHA Guide to the Health
Care Field

Area Resource File

Census reports and current
population estimates/
projections

Health, United States

Morbidity and Mortality
Weekly Report

Sample surveys

Statistical Abstract of the
United States

TrendWatch

Vital statistics

International Data
Country studies

International Data Base

WHOSIS

World Health Report

Annual comprehensive directory that provides data on hospitals and
other health-related providers (published by the American
Hospital Association)

Information system provided by the Health Resources and Services
Administration (includes a county-specific database and contains
data on health facilities and professions)

Bureau of the Census (of the US Department of Commerce)
reports on the decennial population and housing survey; sample
surveys (Current Population Surveys) are conducted between
decennial censuses; population estimates and projections are
generated for counties

Annual report of the National Center for Health Statistics on the
health status of the nation

Data obtained by state disease surveillance systems and forwarded
to the Center for Disease Control for weekly publication and
compilation into an annual report

National Health and Nutrition Examination Survey, National Health
Interview Survey, National Home and Hospice Care Survey,
National Hospital Discharge Survey, National Household Survey
of Drug Abuse, National Nursing Home Survey, National
Ambulatory Medical Care Survey, Youth Risk Behavior Survey,
National Survey of Family Growth, Behavioral Risk Surveillance
System (some of these surveys are periodic/some are ongoing)

Annual publication of the Census Bureau with data for the
nation, states, and metropolitan areas plus selected international
data

Health care marketing experts rate the importance and significance
of trends affecting the health care industry in quarterly
newsletters published by the Alliance for Healthcare Strategy
and Marketing

Data on births, deaths, marriages, divorces, and abortions collected
by states and forwarded to the National Center for Health
Statistics, which publishes yearly summary reports as well as
monthly reports; states also may provide data

Library of Congress resource files for about 60 nations that can be
accessed from the worldwide web

A computerized source of demographic and socioeconomic
statistics for countries and areas of the world developed by the
US Census Bureau’s International Programs Center

A world wide web site of the World Health Organization Statistical
Information System provides direct or indirect access to various
statistical databases compiled by WHO and has links to other
health-related web sites

Annual report of the World Health Organization that provides
demographic and health data for most countries of the world;
this report also contains chapters that discuss and analyze
important health topics
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Table 5.7. (Continued)

Source Description
World Population Profile: Report prepared by the International Programs Center within the
1998 Bureau of the Census that provides demographic data and

projections for countries and regions of the world (also includes
discussion of HIV/AIDS in developing countries)
World wide web site of the World wide web site that has links to international statistical

United Nations/Eco- agencies of member countries as well as links to other sites
nomic Commission for providing demographic and health-related data

Europe, Statistical

Division

externally oriented assessment of the opportunities and threats in the environment (Bryson,
1988). The same type of systematic analysis has been recommended (and named by various
acronyms) by others who propose that such an analysis is a prerequisite for an organization to
undertake conscientious action to improve its alignment with new opportunities in the envi-
ronment.

Figures 5.6 and 5.7 provide examples of worksheets that can be utilized for purposes of
obtaining input for a SWOT analysis. They are designed as tools to stimulate discussion
among members of a planning group. Additional examples of tools that can be used during the
strategic planning process can be found in the growing body of literature on this subject
(Barry, 1986; Kotler and Clarke, 1987; Spiegel and Hyman, 1991).

Applicability of the Strategic Planning Process

In the past, the strategic planning process was most often applied within a single
organization. However, the techniques and steps of the process can be utilized across organiza-
tional boundaries to identify and address the health care needs of health systems, communities,
regions, states, or nations. To help promote an accurate picture of the AIDS problem as well as
an appropriate response, the Joint United Nations Programme on HIV/AIDS (UNAIDS) and
the World Health Organization (WHO) issued a publication, AIDS Epidemic Update: Decem-
ber 1998 (UNAIDS/WHO, 1998a). The same organizations published Strategic Planning:
Guide to a Strategic Planning Process for a National Response to HIV/AIDS (UNAIDS/
WHO, 1998b), which promotes use of strategic planning for assessing a country’s manifesta-
tion of AIDS, mobilizing resources, and tailoring strategies for addressing the current reality
of the disease and ultimately preventing it.

The Healthy People 2010 Toolkit: A Field Guide to Health Planning (Public Health
Foundation, 1999) was developed under contract with the Office of Disease Prevention and
Health Promotion [US Department of Health and Human Services (USDHHS)] in order to
provide guidance, technical tools, and resources for developing and promoting state-specific
plans in response to the goals set forth by the USDHHS. The Toolkit, which can be accessed
in its entirety from a web site, also is designed to provide a strategic planning resource for
communities and other entities committed to improving health.

The WHO initiated sponsorship of a Healthy Cities project in 1988 and it has served as a
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Sample Opportunities and Threats Worksheet for a Health Care Organization

Instructions:

1. Utilize this worksheet to identify and describe: (a) the current and future market(s) targeted
for service, (b) key stakeholders and their expectations, (c) current and potential competi-
tors and allies, and (d) important environmental forces and trends.

2. After completing sections a—d, label each entity or force/trend as an opportunity (O) or a
threat (T) or a combination of opportunity/threat (O/T).

A. Current/Future Market(s): Clearly describe the current population (of patients/
customers) that the organization is serving as well as the population it intends to serve in
the future. Specify size, geographic base (if relevant), as well as demographic and
epidemiological factors that are relevant to the health needs of the market(s).

B. Key Stakeholders: List the key stakeholders that influence your organization (such as
accrediting bodies and funding sources); briefly summarize the expectations of these
stakeholders relative to your organization.

C. Competitors and Allies: Identify both current or potential competitors as well as
current or potential allies; briefly indicate the factors that affect the nature of the
relationship with these and rate the probability of a change (positive or negative).

D. Environmental Forces and Trends: List the PESTs—political, economic, social, and
technological—that will affect the market(s) and its health needs as well as the abilitiy of
the organization to respond to needs. Examples: changing fertility patterns and family/
household structures, attitudes toward self versus governmental responsibility for health
care, probability of technological improvements and anticipated treatment break-
throughs, passage of new health insurance provisions to cover indigent care.

Figure 5.6.
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Sample Internal Organization Audit Worksheet to Identify Strengths and
Weaknesses of a Health Care Organization

Instructions:

1. In column A, summarize the status or current level of each resource.
2. Incolumn B, indicate the ideal current level and the level that will be required 3—5 years in

the future.

3. In column C, summarize strengths related to each resource category as well as weaknesses.
Be specific and identify what health outcome cannot be achieved or what quality expecta-
tion cannot be achieved at current or projected future resource levels.

A.

Current status/
level of resource

B.

Desirable current and
future status or level

C,

Strengths and weaknesses
(and associated problems
related to poor health
outcomes and quality
expectations)

Staff:

Financial
resources:

Reimbursement
sources:

Facilities:

Systems for
planning,
information,
and control:

Market assets:

Figure 5.7.
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means of promoting the WHO Health for All Agenda, which includes not only improving
access to health care but also promoting healthy lifestyles and reducing inequalities in health
status. The American International Health Alliance has created Healthy Community Partner-
ships between US academic medical centers and communities in Eastern Europe, promoting
application of a six-phase community change process that can be considered a strategic
planning process. This process is described in an American International Health Alliance
(1997b) publication.

An example of a broad-based, public-private partnership engaged in a strategic develop-
ment effort to redefine the public health system in Illinois is the Turning Point Initiative thatis
funded by a grant from the Robert Wood Johnson Foundation. The steering committee for the
effort, known as Public Health Futures Illinois, represents more than 30 organizations with
representatives from traditional public health agencies (state and local), business, labor, insur-
ance, managed care, the faith community, community-based organizations, universities, and
philanthropic organizations. The committee produced Illinois Plan for Public Health Systems
Change (Public Health Futures Illinois, 1999) following an extensive strategic planning
process. The plan defines a vision, presents a mission statement for the Illinois public health
system, establishes strategic priorities and goals, and details an action plan to guide infrastruc-
ture improvements and implementation of integrated prevention systems.

Those designing a process for strategic planning now can find many examples of its
application. Nevertheless, tailoring a process for a specific purpose and ensuring consistency
with available resources (of time, people, and expertise) remains an important first step.

The Format and Content of the Strategic Plan

By definition, a strategic plan captures the organization’s plans for the future and dis-
cusses how the organization intends to achieve its vision or desired future state. Strategic plans
usually include a mission, broad goals, and specific objectives that are to be accomplished over
a period of time, such as 5 years; for some organizations, these elements constitute the entirety
of the document labeled “strategic plan.” A written plan, as opposed to one expressed ver-
bally, provides a more effective tool for influencing budgeting and resource allocation deci-
sions. It also can be a useful tool for gaining consensus during the strategic planning process
and communicating the logic and the assumptions underlying strategy recommendations to
those who will be responsible for implementation over time.

There is considerable variation in the format and content of strategic plans. They may be
very short or detailed and complex. They may include the situational analysis with all data
collected and analyzed to generate alternatives and recommendations, or this data may be
compiled as an appendix or published as a separate document.

Organizations may publish their strategic plans together with their shorter-term, opera-
tional plans and budgets that are generally prepared on a yearly basis. It is not essential that the
long-range, strategic plan and the operational plan be printed under one cover. However, it is
important that an organization use its strategic plan as the framework for the design of its
tactical or operational plan. The two plans must “hang together” or achieve consistency with
each other. To ensure this, it is sound practice for an organization to review its strategic plan,
assessing the need for changes, prior to preparation of the next operational plan. A sample
outline of a strategic plan may be found in Table 5.8.
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Table 5.8. Sample Outline, Strategic Plan for a Health Care Organization

* Executive summary (brief statement of overall strategy)®

Mission and long-range perspective on where the organization or system should be 3, 5 or more years

in the future?

= Market(s) or population(s) targeted for service (includes demographic and epidemiological descrip-
tors)?

* Products or program of services to be offered with volume projections?

= Goals: what the organization or system hopes to accomplish as a result of the products and services to
be offered?

* Description of the organization’s or system'’s structure with details pertinent to products, services, and
resources (staff, facilities, etc.)?

* Description of governance structure, including function, composition, and membership?

* Staffing plans and identification of developmental needs; the quantity and quality of personnel required
to implement selected strategies®

= Description of facilities and plans for facility expansion, renovation, or closing?

Financial plans with revenue and expenses projected; capital budgets if relevant; for an organization,

cash flow or balance sheet projections; for a larger system, resource needs and sources of support for

the system”

* Implementation steps: what major tasks should be carried out over the next year and beyond®

Identification of obstacles and organizational or system constraints and contingency plans indicating

what the organization or system will do under varying circumstances (recognizing that the future

cannot be predicted precisely)®

= Broad operating policies for the future and an overview of anticipated changes to maintain the
organization’s or system’s viability?

aSections generally included in strategic plans.
bAdditional sections recommended for inclusion in strategic plans, but not essential.

Conclusions

If an organization engages in effective strategic planning—performing an accurate
situational assessment, developing a clear sense of direction, and achieving consensus on
appropriate overall strategies—then it should produce a plan suitable for motivating and
guiding its actions for at least a few years into the future. Because many variables in the health
care field are surrounded by uncertainty and defy precise prediction, strategic plans typically
focus on a planning horizon of 3 to 5 years. It is appropriate for an organization to apply a
mechanism for at least a cursory review, and revision as necessary, of its strategic plan on an
annual or biannual basis.

Because planning is an adapting and ongoing activity, it can accurately be presented as a
circular process—one that is never really finished because the end of one planning process
signals the beginning of the next cycle (Day, 1984). During intervals when planning is not
occurring on a formal or intensive basis, organizations must nevertheless maintain systems for
monitoring compliance with plans, assessing impact, and determining whether the assump-
tions underlying strategies remain valid. Given that change is constant and that change will
affect the delivery of health care around the world, organizations must be prepared to change
as well. Strategic planning must be used to determine what changes are required to promote
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organizational survival and to provide the organization (system, state, or nation) with the
benefits of functioning proactively, not simply reactively.

Case Studies

Case Study No. 1
Strategic Planning for a County Health Department

A County Health Department that serves a population of 358,000 in a collar county of a major
metropolitan area was recently faced with the resignation of the director of the Mental Health and
Alcoholism Division. This division is the Health Department’s largest; five other divisions support tradi-
tional public health functions. Since the Board of Health gained recognition as a community mental
health provider, the division is operated with public funding from the state’s Department of Mental
Health and Developmental Disabilities (DMH-DD), the Department of Alcohol and Substance Abuse,
and a local tax levy.

During the 20-year tenure of the mental health director, change had been incremental and gradual.
But at the time he retired, the Health Department was confronted with numerous changes both from
within the department and external to it. Within a 6-month time frame, both state agencies funding the
Mental Health and Alcoholism Division announced that new conditions on the receipt of funds (such as
the implementation of new quality assurance measures) would become effective at the beginning of the
next fiscal year. These agencies also offered financial incentives for increasing addiction services to the
youth of the county. Medicaid reimbursement for mental health services also was expanded, and DMH-
DD allocated new monies to provide mental health services to the homeless and to develop community
residential programs for the mentally ill. Other providers in the county also expressed interest in applying
for funds, since grant awards for these new initiatives were to be provided on a competitive basis.

The staff of the division varied in their reactions to the prospects of new leadership. Some of the
“old timers” were saddened by the division director’s departure. Others, especially members of the staff
who had been hired in recent years, felt that it was time for a change; they welcomed the beginning of a
new era. They felt that the division had been reactive rather than proactive in the face of changing needs
and growing demands for services.

The executive director, who felt he had the responsibility of attending a range of community meet-
ings and business affairs, sensed increasing discontent in the county with certain areas of health care,
especially the availability of primary health care. He frequently heard suggestions that the Health Depart-
ment should do more. Although the county had been gradually aging, there had been recent support of
economic development. Many light manufacturing and service-oriented businesses were relocating to the
area and young adults were moving to the county to take advantage of new job opportunities. The number
of births occurring in the county was increasing, as well as the demand for prenatal care and maternity
services. One of the hospitals located in the county had almost discontinued its maternity service a few
years ago due to poor occupancy of beds; now it was actively recruiting obstetricians and helping them
establish their practices. So far this effort had limited success. Families with young children were having
difficulty finding pediatricians who would accept new patients. Just before the opening of school in the
fall, the Health Department was inundated with calls from parents who were seeking the location of
clinics that would provide school physicals and immunizations.

The executive director of the Health Department was relatively new to the health department,
having arrived only 6 months prior to the resignation of the Mental Health Director. Members of the
Health Department’s board expressed various opinions to him about the hiring of a new director. Some
suggested that a young, ambitious, entrepreneurial individual with credentials in health care as well as
business administration was needed to direct the Mental Health Division; such an individual could pro-
vide the leadership required for the division to take advantage of the new opportunities in the field. Other
board members expressed concern that the Mental Health and Alcoholism Division had grown too
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big; they did not want the community to think only of mental health services when they thought of the
Health Department. Some board members felt more attention should be given to expanding the resources
for primary care and to monitoring and improving the quality of the environment, especially since the
county was experiencing so much industrial growth all at once.

Q.1. Is this a good time for the Board of Health to initiate strategic planning? Why or why not?

Q.2. Does the scenario, as described, suggest that those involved with the county Health Department
share a sense of a common mission?

Q.3. Assuming that a decision is made to proceed with strategic planning, what types of data should be
reviewed for the purpose of identifying the key issues?

Q4. How could these data be used to make an epidemiological assessment of the needs of the county’s
service population?

Q.5. Who should be involved in the strategic planning process? Why?

Q.6. Does the scenario suggest any pitfalls or problems that could be encountered during the strategic
planning process? Can anything be done to avoid these?

Case Study No. 2
Strategic Planning for In-Patient Rehabilitation Services

In 1998, University Center (UC) Hospital realized that providing patients with comprehensive,
inpatient rehabilitation services had become a money-losing endeavor, although other area hospitals had
found these services to be among those most profitable. UC is part of a major state-supported university
and academic medical center. Its problem seemed to be that it had failed to obtain exemption from the
Medicare prospective payment system (PPS) for its inpatient rehabilitation program. The hospital
therefore received reimbursement for older patients (who tended to utilize more rehabilitation services
than other groups) on the basis of each patient’s diagnosis-related group (DRG) classification. Since
DRGs were designed as a payment mechanism for acute care episodes, these payments were inadequate
to fully reimburse the care of patients who stayed in the hospital beyond the acute phase to undergo
rehabilitative therapy designed to improve physical and psychosocial functioning.

Under certain conditions, a hospital could obtain exemption from the PPS and this would result in
more favorable cost-based reimbursement for Medicare patients served in the rehabilitation unit. One of
the conditions associated with exemption was recognition from the appropriate state agency that the
hospital operated a unit meeting state qualifications for a comprehensive rehabilitation service. The
hospital was located in Illinois, which operated a certificate-of-need (CON) program. The hospital had
never sought recognition of beds for a distinct unit; the service utilized beds licensed as acute care beds.
Thus, the first conditions for exemption did not exist.

The hospital director and other members of the management team, including several associate
directors, the chief of the medical staff, the director of nursing, the chief financial officer, and the dean of
the medical school met to address the question of whether a rehabilitation unit was really needed since
average daily census was only eight patients over the past year. The state mandated that a rehabilitation
unit have at least 12 beds for approval. The first decision made by the hospital director and the
management team was to hire a consulting firm specializing in development of rehabilitation services. No
one on the management team had experience in preparing a CON or addressing the host of legal and
political issues surrounding the process of attaining exemption from PPS. In addition, the management
team was concerned with so many other issues that it felt it was impossible to adequately solve the
rehabilitation problem without additional personnel.



126 Frances J. Jaeger

The consulting firm hired by the hospital was directed to undertake a preliminary feasibility study to
assess the probability of gaining state approval through award of a CON for a rehabilitation unit. The
firm’s consultants also were requested to determine whether the hospital could demonstrate compliance
with other exemption conditions. When the consultants completed this initial study and indicated that the
hospital’s chances of gaining both a CON and exemption were relatively good, the management team
endorsed a more comprehensive feasibility study to assess other factors.

Q.1. Using an epidemiological framework, what elements should be included in a more comprehensive
feasibility study?

Q.2. Did hospital administration abdicate its role in providing leadership to a strategic planning process?

Q.3. Does the scenario describe the best approach for engaging in strategic planning around the issue of

the hospital’s future direction relative to the delivery of rehabilitation services consistent with
epidemiological trends?

Case Study No. 3
Health Care Reform in Uzbekistan

Uzbekistan, one of the New Independent States (NIS) located in Central Asia, has committed itself
to reform of its health care system. The country has a relatively high physician to population ratio; the
WHO estimated the ratio of Uzbek physicians per 100,000 population to be 335 in 1994. Canada’s ratio
was 221 when estimated in 1992 (by WHO) and the United States had a ratio of about 260 per 100,000
population when estimated by the Bureau of Health Professions. However, Uzbek physicians had shorter
periods of medical education and less practical experience prior to entering practice than counterparts in
countries where the practice of medicine is considered more advanced. Further, nurses in Uzbekistan
received barely more than education at a high school level. Thus, hospital nurses did tasks like making
beds, fetching Pharmaceuticals for physicians, and performing other supportive tasks requiring minimum
skills. Likewise, nurses were not well used in polyclinics (outpatient care centers) and there was little
appreciation of a “nursing role” with distinctive patient care responsibilities.

Reform measures in Uzbekistan have been enhanced by participation in a partnership program made
available to many NIS countries by the American International Health Alliance (AIHA). AIHA is an
organization formed by a consortium of major US hospital associations to provide humanitarian aid,
consultation, and assistance in health care reform after the disintegration of the Soviet Union. The
activities of partnership programs have been supported financially with funds provided to AIHA by the
US Agency for International Development.

The largest institute for medical education in Uzbekistan, together with Ministry of Health officials,
have spearheaded nursing reform and a set of objectives have been developed and are currently in various
stages of implementation. Objectives include upgrading formal nursing education (for example, by
developing core nursing curricula), creating clinical nurse educator positions (to promote expansion of
nursing education within clinical settings), and initiating a national nursing association to facilitate
development of the nursing profession, delineate nursing roles, establish standards and promote leader-
ship development (including educating nurses to replace physicians as faculty for nursing programs).

As a result of its partnership with an academic medical center in Chicago (that has a College of
Nursing in addition to five other health professional schools), Uzbek physicians, nurses, educational
leaders, and clinical administrators have been able to visit the United States and participate in intensive
training/education programs hosted by the Chicago partner. AIHA also has sponsored many conferences
that provided Uzbekistan and other NIS countries opportunities to share experiences and learn from each
other. Nursing reform has been a focus of most partnerships sponsored by AIHA, and the interactions
among NIS countries have been determined to be at least of equal value to the opportunity to interact with



Strategic Planning 127

American partners. Uzbekistan’s government still has centralized control over most of its oblasts, with
the federal government maintaining a primary role in development of policy in the areas of health,
education, and economic development. The country is being challenged with a slowly developing
economy and high inflation. The health system is underfinanced and lacks resources for capital improve-
ment and repair. Too many hospital beds exist (even after several years of bed reduction efforts), and the
country is experimenting with a number of approaches for improving the financing and effectiveness of
its health services. Despite the many challenges faced by Uzbekistan, the president of the country and its
minister of health have expressed commitment to nursing reforms as a component of larger health system
and medical education reform. Recently, a chief nursing position was created within Uzbekistan’s
Ministry of Health to ensure that nursing reforms would be sustained and realize optimal results.

Q.1. Could strategic planning have any utility in this scenario?

Q.2. If a strategic planning task force was to be organized under sponsorship of the Ministry of Health,
who should be involved in this task force and why should their involvement be sought?

Q.3. What might be the nature of the PESTs in Uzbekistan that would impact on the task of reforming
nursing?

Case Study No. 4
Strategic Planning for a Perinatal Center

For several decades, Illinois has maintained a state-funded system of perinatal care based on a model
of a regional “network” of maternity and neonatal service providers. The leadership within each of the
state’s ten networks is provided by an officially designated perinatal center consisting of a medical school
and its associated tertiary care hospital. By law and regulation, every hospital licensed to provide
maternity care must be affiliated with a perinatal center, and a letter of agreement must be written
between a center and each hospital in its network. Although the service areas of downstate networks are
geographically distinct, the six centers serving metropolitan Chicago attempt to coordinate care among
hospitals and other service providers that tend to be scattered throughout the metropolitan area.

When networks were initially organized in the late 1970s, public health officials provided guidelines
for the structure of networks and supervised negotiations among representatives of Chicago area
hospitals as they determined the membership of the various networks. At that time, it was determined that
six centers were needed for the area and that the hospitals in a single network should account for
approximately 20,000 deliveries. Primary consideration was given to maintenance of relationships that
existed between medical schools and the community hospitals they utilized as clinical resources for
medical education programs. Attention was also given to ensuring that each network had a fair distribu-
tion of facilities with high-risk, specialized resources.

Over the years, many changes have occurred and the configuration of some of the Chicago area
networks presents problems. For example, there is a wide range (from 3 to 20) in the number of hospitals
affiliated with each center, and two networks have responsibility for deliveries far in excess of the
recommended 20,000. More importantly, the distribution of specialized services and high-risk beds
appears poorly matched to the needs of the populations served by the hospitals in each network. When an
affiliated community-based hospital refers a high-risk maternal patient for delivery or tries to send a sick
neonate to a neonatal care unit, some Chicago-area perinatal centers are unable to identify an available
bed within its own hospital. However, other perinatal centers in the area have very low occupancies, and
the administrations of a few of these hospitals are beginning to question why they continue to offer such
expensive services without an adequate return on investment. Some hospital administrators feel that the
state is unnecessarily restraining the operation of free market principles by applying rules for linking
hospitals and operating networks that are no longer relevant to changing times and environments. In
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addition to poorly distributed resources between networks, there are other reasons why membership in
metropolitan networks no longer reflects the rationality that existed in the past. Some networks have a
much higher percentage of low-income patients (and therefore a relatively sicker population) than other
networks, but the state’s formula for providing perinatal centers with funds to administer their networks
does not adequately take this into account.

Medical school alignments have changed and more and more hospitals are bonding together and
forming multi-institutional systems. Some hospitals have formally changed their perinatal network
affiliations to achieve consistency with the pattern of new relationships, but others have not (and this
sometimes results in weak linkage with a perinatal center and less than ideal relationships). Another
factor confounding the situation is the growing importance of health maintenance organizations (HMOs)
and other forms of managed care. Sometimes the gatekeepers associated with these programs will not
approve the transfer of a high-risk patient to the specified perinatal center, in accordance with established
referral provisions, because the center is not a recognized HMO or managed care provider.

Recently, the administrators of all six metropolitan networks forwarded a request to the Department
of Public Health to provide staff assistance as they study the problems and explore a more rationalized
approach for network configuration. The department agrees that some restructuring of networks may be
necessary, but it refuses to dictate the membership of each network, preferring that local providers
assume responsibility for correcting deficiencies.

Q.1. Discuss how epidemiological data could be used in strategic planning to resolve some of the
problems suggested in this case.

Q.2. What might be recommended in this scenario as a means to explore the advantages and disadvan-
tages of maintaining the status quo versus designing alternative models for the delivery of perinatal
services?

Case Study No. 5
Building a Healthier Community in Slovakia

Banska Bystrica, a town of about 85,000, is located in central Slovakia. Although the town
experienced rapid growth in the 1970s and 1980s, growth slowed during the early 1990s. Then around
1996, the town began to lose inhabitants as a result of emigration from the region. Both birth rates and
death rates have shown declines in recent years. The town expects to have a drop in population after 2000,
and by 2010 the population decrease will be even more significant if residents continue to leave the area.
Current average age of the population is nearly 35, whereas the WHO estimated that the average age of
the world was only 26 in 1998.

In 1997, the mayor’s office of this town prepared a publication entitled The Profile of Health, Banska
Bystrica. This publication stated: “The amount of illnesses and number of deaths caused by modern
environmental influences has grown, while in contrast, the number of deaths caused by other illnesses,
has declined because of the development of health care.” The publication compiled a comprehensive
range of data for the town and compared it with data for a larger region and the Slovak Republic. Health
status data addressed life expectancy and causes of death; for cancer, respiratory disease, and cardio-
vascular disease, deaths as well as morbidity were discussed. Since Banska Bystrica inhabitants had
participated in a study of risk factors, the profile reported on findings and noted that “smoking is one of
the most important and most frequently observed risk factors.” For the entirety of the population 15 and
over, it was found that 22.3% of females and 30.5% of males smoked. However, certain subsets of the
population smoked more frequently. For females, 31.7% of those 25 to 34 years old smoked (compared to
26.2% for the males in this age group). For males 3544 years of age, 40.3% smoked (while only 20.7%
of females in this age group smoked). The other lifestyle indicators found to be significant in the town’s
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population were high blood pressure, high total cholesterol levels, and obesity. Indeed, 75% of the
population was found to have one or more of these risk factors (Mayor’s Office, Banska Bystrica, 1997).

The Profile also addressed levels of air pollution, water pollution in the city canals, drinking water,
waste management, noise, sources of electric and gas power, and town parks. A very short section on
health facilities and personnel was presented. The town’s characteristics related to education, housing,
employment, economic dependency, social and family structure, and municipal social services also were
discussed.

In 1998, Banska Bystrica published the City Health Plan, which was subsequently used when
applying for grants from sponsors such as the European Union and the WHO Healthy Cities program (in
which this town participated). Banska Bystrica maintains a community coalition consisting of representa-
tives of schools and academic institutions, the urban planning office, health providers, the state health
institute, nongovernmental organizations, businesses, city legislative representatives, and the city hall
administration. This coalition has committees that help the town establish objectives for social, health,
and educational programs and monitor impact of efforts.

Q.1. The town is getting ready to update its profile. Are there other areas relevant to the life of the town
that should be addressed?

Q.2. Are there any special health needs suggested by this case?

Case Study No. 6
Strategic Planning for a University-Based Wellness Center

A comprehensive wellness center (CWC) associated with a major state university and academic
medical center experienced great success and rapid growth during its initial years of operation. The CWC
achieved designation as one of only seven health promotion and disease prevention centers recognized
nationally by the Centers for Disease Control. It went from a program with three faculty and two staff
working on four projects funded at less than $200,000 during the first year, to a unit with over 60 people
(approximately 35 full-time equivalents) involved with projects worth over $4.4 million during its
seventh year. The CWC, which was started in less than 700 square feet of office space, now is located on
an entire floor of a large office building. In the next year, CWC will begin utilizing another floor, thus
occupying nearly 23,000 square feet of office, computer, and general research space.

Since its inception, CWC has received nearly $20.0 million to support three training programs and
50 research projects on a wide range of diseases, behaviors, and populations. The CWC has attempted to
maintain a good sense of its mission, described by its leadership as the following: “To provide a
multidisciplinary research focus for the study, analysis and dissemination of information on health
promotion and the prevention of the major causes of morbidity and mortality among the diverse
population groups of the city (in which CWC is located) and the state.”

CWC has determined that its overall direction for the next 5 years will be to consolidate and build on
strengths in ways that support the urban mission of the major university with which it is associated. It also
has determined that its focus should be diverted from continuing expansion (since there is some sense that
CWC will soon be big enough) to assurance of high-quality research and effectiveness of impact. The
CWC has been able to involve faculty from 35 departments in eight colleges across the university
campus. The benefits offered to participating faculty include collegial advice and review during grant
proposal preparation, ongoing interaction with other prevention researchers, the services of its business
office, computer facilities, research offices, and support of graduate students. The CWC’s success and
favorable reputation are responsible for attracting an ever-growing number of faculty who desire
assistance with their research activities. Can the CWC continue to respond to anyone and everyone?
Should it lend support to research on any topic related to the broad category of health promotion and
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disease prevention? How will the new era of “health care reform” affect the CWC’s future? The CWC'’s
leadership has begun asking these questions as they direct their attention to positioning CWC for success
in the years to come.

Q.1. Discuss how strategic planning could be utilized by the CWC to address the questions raised in this
case.

Q.2. Considering the mission of the CWC, how might epidemiological and demographic data be utilized
to assist it in becoming more focused?

Case Study No. 7
Strategic Planning for Professional Health Care Associations

Members of one of the largest state medical societies in the United States have expressed concern
that the various models proposed for health care reform will have a detrimental impact on physicians,
especially those engaged in subspecialties. Even as the debate rages over which reform plan will be
implemented, the increasing popularity of managed care already has eroded the position of subspecial-
ists. Concern over escalating costs has resulted in greater scrutiny of the need for referral to specialists
and increased emphasis is being placed on the role of the primary care provider, who frequently is
charged as gatekeeper to the larger system.

Several years ago, the Council on Graduate Medical Education, an advisory group to Congress,
estimated that the United States would have 115,000 too many medical specialists and 35,000 too few
general practitioners in the year 2000. This prediction resulted in implementation of physician retraining
programs in a few areas of the country. Specialists were being retrained to ensure their competency in the
delivery of primary care. However, the projection of too few physicians is not held by all (Hart et al.,
1997), assuming increasing health care delivery through managed care plans and lean physician staffing
of HMOs.

An ad hoc committee of the state medical society has been charged with assessing existing retraining
programs and determining whether sponsorship of such a program would be an appropriate activity for
the society. If the committee recommends initiation of the retraining program, it also is charged with
developing objectives and implementation procedures.

As the committee begins its work, it is aware that the society’s membership could be split on the
need for and the benefits of a retraining program. A southern California hospital that offered a retraining
program experienced the resignation of many physicians from its medical group because of issues
associated with retraining.

Q.1. What type of epidemiological and demographic data could be used by the committee to assist in
assessing the need and feasibility of a training program?

Q.2. If the committee approaches its charge as undertaking strategic planning for the medical society,
describe a process that may be employed in this situation. Since the medical society is a professional
association, should the strategic planning process it utilizes differ from the process for an organiza-
tion responsible for direct delivery of care?
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Evaluating Health Services,
Programs, and Systems

An Epidemiological Perspective

Dolores G. Clement and Thomas T. H. Wan

Health care service and program evaluation is vitally important to the efforts directed at
reforming and improving the performance of a health system. Evaluation is a means by which
a program, service, or a process is examined and an informed judgment is made concerning the
extent of success in reaching predetermined goals. Evaluation plays major roles in health care:
(1) assuring the delivery of a high quality of health care; (2) serving as a tool for monitoring
care and controlling costs; and (3) promoting accountability for public and private program
expenditures. Evaluation is not merely the application of methods, but involves managerial
and political decision making pertinent to the resource allocation to other functions such as
program planning, design, implementation, and ongoing monitoring. Evaluations are done for
a variety of purposes: to improve the delivery of care, to test an innovation, to determine the
effectiveness of regulatory policy, to assess the appropriateness of continuing or altering an
intervention, or to compare health system effectiveness across nations.

The use of epidemiological principles and methods in evaluation can clarify information
required for health service or program development or to guide decisions relevant to continued
operations. Epidemiology provides a framework for planning, monitoring the health of a
population, identifying changes in risk factors over time, and prioritizing health problems
requiring correction. In addition, epidemiology provides measures, analytic study designs, and
methods for investigating the effectiveness of programs in controlling disease, disability and
other health problems, and for measuring their consequences in populations receiving health
care services.

The purpose of this chapter is to present the conceptual dimensions of program evalua-
tion, promote an understanding of study design, explain issues related to the introduction of
interventions in populations, and describe specific statistical approaches for analyzing the
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impacts of services, programs, and systems. The use of epidemiological techniques is espe-
cially appropriate at this time for population-based planning as larger and more diverse
populations are using health care services. As health care becomes increasingly customized to
meet the needs of specific populations, particularly those vulnerable or at high risk for certain
problems, program evaluation based on epidemiological principles becomes necessary in
order to determine the most effective delivery strategies.

Dimensions of Health System Evaluation

Program evaluation must address several conceptual issues in the design and conduct of
analysis. These are summarized in Table 6.1 and described in this section.

Determine the Population Targeted for Intervention

The most important design consideration is determining the people, organizations, or
communities to whom the intervention should be directed. Over sampling, undersampling, or
exclusion of those who could benefit should be addressed during the design of the intervention
and reexamined during the evaluation phase. Ethical considerations arise if a social program
overlooks portions of the population at risk or benefits those with no need of the services
encompassed by a program. Epidemiological methods can determine a population’s need,
identify those who could benefit most from an intervention, and determine whether care is
being provided at an acceptable level. For example, ongoing evaluation can be performed to
monitor the quality of care provided by individual hospitals to a population covered by a
national health care system. Examples of epidemiological measures that might be used in such
an evaluation should include hospital mortality rates categorized by case mix, iatrogenic
morbidity rates for specific infections, and perinatal infant mortality rates.

Identify Aspects of Health Care To Be Evaluated

In evaluating health care, the major aspects to be considered include the:

¢ Quality of care

¢ Accessibility and availability of resources
* Continuity of care

* Effectiveness of health care

» Efficiency involved in care delivery

* Acceptability of care provided

Table 6.1. Summary of Conceptual Issues Addressed
in Evaluation of Health Services, Programs, and Systems

Determine the population to whom the program applies.

Identify aspect(s) of the health care system to be evaluated.

. Identify and develop evaluation criteria: standards and measures.

. Specify the design and analytic approaches appropriate to the evaluation.
Identify who will conduct the evaluation and how it is to be financed.

. Assess the impact of the evaluation on cost, quality and access to medical care.
. Identify limitations of findings and implications.

Sl
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Epidemiological methods are appropriate for evaluation of each of these aspects, since the
focus of evaluation is the impact of interventions within populations. Descriptive measures
alone or in combination with analytic studies (which are discussed later in this chapter) can be
used to assess each system aspect. Several examples follow.

Quality

In order to evaluate quality, the concept must first be defined. Donabedian (1980) states:

... quality is a property of, and ajudgement upon, some definable unit of care, and that care
is divisible into at least two parts: technical and interpersonal . .. At the very least, the qual-
ity of technical care consists of the application of medical science and technology in a man-
ner that maximizes its benefits to health without correspondingly increasing its risk. (p. 5)

Quality assessment, in epidemiological terms, examines variation in rates and likelihood of
both beneficial and adverse outcomes. An epidemiological approach in assessing the health of
a population, monitoring morbidity and mortality trends, and comparing variation in the prev-
alence and incidence of health problems indicate the quality of health services and programs.

Retchin and Brown (1990) provide an example of the use of analytic epidemiological
methods to evaluate quality in a quasi-experimental study of the delivery of routine and pre-
ventive care. The likelihood of receiving various forms of preventive care are presented as an
odds ratio with a specified confidence interval. This study suggests that routine and preventive
advice are more likely to be offered to Medicare enrollees in staff—group model health
maintenance organizations (HMOs) than in the traditional fee-for-service setting. Wan et al.
(1980) used a variety of patient outcome measures, including mortality rates, to assess the
impact of daycare and homemaker services. Significantly higher mortality was found in the
control group relative to the intervention group who received both categories of service.
Further discussion on the interrelationship between quality, epidemiology, and health care
management can be found in Chapter 7 (this volume).

Accessibility

Donabedian (1980) defines accessibility of care as the ease with which care is initiated
and maintained. Public and private programs often are initiated to alleviate problems of access.
Thus, the evaluation of these programs frequently focuses on changes in accessibility. Univer-
sal access through national programs for provision of services or insurance do not guarantee
universal coverage for all services, which leaves access as an issue when benefits are restric-
tive as in when international programs are being evaluated. Young and Cohen (1991) examined
patient insurance status, a variable that affects access to care, in relation to outcomes of care.
Significantly greater mortality rates were observed among uninsured patients compared to
rates for HMO and traditionally insured fee-for-service patients. Okada and Wan (1980), in
their study of the impact of community health centers and Medicaid on the utilization of health
services, found that health centers in low-income areas contributed to increased access to care
among the disadvantaged. They also documented the extensive Medicaid coverage of study
populations was an indicator of increased access to care.

Accessibility in situations of restrictive benefits packages is an issue that requires further
evaluation. For example, Clement et al. (1994) found that access to specialists for those
enrolled in HMOs was more restrictive than a fee-for-service comparison group. Variation
between plans can be compared, using epidemiological techniques for monitoring prevention
screening and treatment rates among different segments of the population. Onetime or time-
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limited access to the system also must be considered, which leads to assessment of whether
care, once accessed, is continuous.

Continuity

Continuity can be defined as maintaining a relationship between successive episodes of
health care. Evaluation of continuity generally focuses on interruptions in needed care.

Donabedian (1980) suggests that an important feature of continuity is the retention of past
findings and the recording of decisions so that they may be used in the management of current
problems in a manner reflecting constancy in the objectives and the methods of care. Contin-
uous monitoring may be required in an evaluation, because reports at a single point in time
only portray a segment of an ongoing intervention. Assessment of results that can improve or
deteriorate should continue, unless a study is designed to be time-limited. When feasible, a
longitudinal study should be conducted to monitor changes in care and outcomes over time
and to evaluate the continuous effects of an intervention. For example, recidivism is an
indicator of program outcome that is utilized to evaluate behavioral change associated with
substance abuse and smoking cessation programs. The effectiveness of such programs is most
appropriately quantified several months after the intervention has taken place (Bibeau et al.,
1988).

Effectiveness

Effectiveness is the degree to which a health care system succeeds in meeting stated or
accepted goals in the ordinary setting in which the intervention is conducted (Greenlick, 1981).
In assessing effectiveness, two distinct variables should be evaluated: effectiveness of care and
the psychosocial impact of the delivery of care on outcome. The evaluation of technical
effectiveness is concerned with the degree to which a system can influence a favorable patient
physiological or physical outcome (e.g., patient survival rates). The consideration of psycho-
social dimensions is concerned with how the provider—patient relationship affects the out-
comes of care (e.g., patient satisfaction rates). An example of evaluating technical effective-
ness using epidemiological methods was demonstrated in a study done by Lane et al. (1992).
Breast cancer screening rates among the socioeconomically disadvantaged women attending
publicly funded health centers were found to be comparable to (or even higher than) screening
rates for the general population.

Efficiency

Efficiency is the ability to produce a desired result using minimal resources. Cost is often
the resource measure used to evaluate program efficiency, and efficiency evaluations are often
concerned with whether the same end result can be achieved at lower cost. An example would
be comparing the in-hospital mortality rates (outcomes) and length of intensive care unit stay
(efficiency measure) between a group of physicians who are hospitalists (physicians who only
see hospitalized patients) and a group of attendings in single specialty group practices. If the
patients in the hospitalist group have the same in-hospital mortality rate as that of the attending
group, but the former patients have a significantly shorter length of intensive care unit stay,
then using hospitalists would improve efficiency.

Acceptability

Acceptability evaluations consider whether expectations of various persons within the
health system are met. The expectations of planners, participants, providers, and patients
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should be reflected in the goals and outcomes to be achieved by a program. The manner in
which a service is delivered and received determines the level of cooperation, compliance, and
achievement of expected results. Health care might be deemed to be effective or efficient in its
delivery, but if it is provided in an inappropriate setting or without respect and dignity, it may
be unacceptable to intended beneficiaries. Acceptability is particularly critical when new
technology is introduced into a population subgroup that has special challenges (e.g., cultur-
ally, physically).

Acceptability can be determined by using preestablished criteria or by surveying those
involved with the program. A study assessing the acceptability of freestanding birth centers
compared to hospital confinement for labor and delivery utilized the following epidemiologi-
cal data to assess program outcomes: maternal and newborn complication rates and intra-
partum and neonatal mortality rates (Rooks et al., 1989). It was concluded that freestanding
centers represent an acceptable alternative to a hospital for selected women, particularly those
who had a prior delivery. Acceptability can also be measured through process criteria, such as
dropout rates and lost-to-follow-up rates as was used in the European Natural Family Planning
Study Group determination of symptothermal methods of contraception (Anonymous, 1999).

The Evaluation Process

Evaluation is a dynamic process that is bounded by a formal application to specific
problems. There are four interrelated aspects of the evaluation process: planning, implementa-
tion, intervention, and monitoring/feedback. The evaluation process is iterative, continuous,
and repetitive in nature (Fig. 6.1).

Planning

What is to be evaluated and accomplished by a health care system or an organization or
program is determined in a planning stage as described in the previous chapter. Since a
program or intervention is designed as a response to a recognized or perceived problem, the
initial stage of program development should include assessment of the magnitude of the health
problem and establishment of criteria for use during evaluation. Epidemiological data may
provide essential information supportive of need and some of the same data may be applicable
in the evaluation process. For example, Kotchen er al. (1986) cite the high cardiovascular

PLANNING IMPLEMENTATION
+ Population defined + Activities to achieve goals
* Health problem(s) and objectives INTERVENTION
+ Goals set * Process measurements —
* Objectives formulated + Outcome measurements
* Study design selected + Reliability and validity

checks
+
MONITORING and FEEDBACK

Figure 6.1. The evaluation process: A reiterative model.
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disease death rate in the rural Southeast as one reason for initiating a high blood pressure
control program in two counties in southeastern Kentucky. The same rate became one of the
epidemiological measures used to monitor the impact of the program.

The goals of the intervention, specific and measurable objectives, the processes by which
the objectives can be accomplished, budgetary considerations, and the means of monitoring
progress are all established through planning. Sufficient documentation of plans is required for
inclusion of planning phase considerations into the overall evaluation of a program. The study
design to be utilized to assess an intervention should be determined during the planning stage
and included in the plans.

Implementation

Implementation is the process of carrying out the activities planned to achieve goals and
monitor an intervention. It involves not only doing what is needed but also measuring and
documenting all the tasks of an evaluation or process. An ongoing evaluation process is
needed from the beginning to ensure reliability, to safeguard the integrity of the program or
intervention, and to ensure fiscal accountability.

Intervention

A well-planned service or program is established to effect change and interventions are
designed to modify expectations and actions. Evaluations of interventions measure change and
enable modification in direction or the design of alternative, innovative services or programs.
It is important to note that the design of an evaluation should be customized for the specific
intervention used.

Monitoring and Feedback

Effective administration and coordination of tasks associated with evaluation are neces-
sary for monitoring an intervention. Periodic reports may indicate interim trends, and concur-
rent monitoring can ensure accountability and the appropriate allocation of resources. An
evaluation should include a system to relay information or feedback about a program or
process so that planned change is achieved. Rosen and Feigin (1983) have suggested that
feedback can lead to improved performance, and they stress three principles of feedback. First,
the group that is most likely to be influenced by the feedback must participate in selecting what
is to be measured. Second, the feedback must be relevant to that group’s goals. Third, the
feedback should be used in a positive and supportive manner, rather than in a negative or
punitive way. Corrective mechanisms to address deficiencies in a program or process must
also be incorporated into the evaluation process. The changes instituted as a result of feedback
and implementation of corrective measures should then be monitored in this reiterative
process.

Conceptual Framework for Specifying Evaluation Criteria
A component of the process of evaluation includes the determination of goals and

objectives to be accomplished through a program’s intervention. Ideally, a variety of measures
pertinent to the goals and objectives are used in an evaluation. The delineation of clear
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objectives and evaluation criteria during a program's planning phase facilitates evaluation.
Objectives for what will be accomplished, who will be affected, and the expected time frame
should be explicitly stated and quantified. Evaluation criteria must be developed to assess a
program's performance against the standards. Utilizing the classic conceptual framework of
Donabedian (1980), evaluation criteria may be categorized into structural, process, and out-
come measures (SPO) that can be used to determine achievement of program, health service,
or system objectives.

Structural measures represent characteristics of the people performing or receiving an
intervention, the location where service is given, and the resources needed and used, including
the resources required to plan, perform, and monitor the intervention. Structural criteria are
derived from the design and objectives of the intervention. Human, material, and capital
resources expended on a program are all structural variables.

Process measures represent what you do to accomplish the objectives of an intervention.
These measures have several advantages including the relative ease of specifying process
criteria to characterize what occurs in the program and the availability of administrative
documentation and other records containing information about the intervention. Specific
responsibility for tasks associated with the process of care can be determined in evaluations
using process measures; this, in turn allows for specific corrective action to be taken. Process
criteria identify standards for assessing the means employed to achieve the purpose of the
intervention. The disadvantages of process criteria are that they tend to overemphasize
technical care at the expense of the interpersonal process.

An outcome is the change achieved through the intervention. Outcome criteria must
relate to results specifically attributable to the intervention being evaluated. For example, an
outcome criterion for a smoking cessation program could be that 80% of those in the program
will stop smoking for at least 2 years after program completion. The major difficulty in
assessing an outcome is determining how much of an outcome can be considered a direct result
of the intervention. Therefore, it is necessary to monitor other factors that could contribute to
the outcome. In the case of smoking cessation programs, these factors could include illness
or a large increase in cigarette taxes. Caution also must be used when assessing a program
based on a singular outcome. The duration of the intended behavior change is an important
outcome consideration for smoking cessation programs; it would be inadequate to evaluate
these programs only on the outcome achieved at a point in time (such as immediately after the
conclusion of a program intervention).

An alternative framework to SPO has been proposed by Glasgow et al. (1999) and used to
evaluate the public health impact of health promotion. The RE-AIM model assesses five
dimensions of program impact: reach, efficacy, adoption, implementation, and maintenance of
a program. This model reflects who is affected by a program, policy, or service (reach), the
consequences or outcomes (efficacy), how influential the program is (adoption), how effec-
tive a program is (implementation), and whether or not long-term change is sustained
(maintenance). Each of these dimensions can be measured at different levels (e.g., individual,
organizational or community). The relationships across dimensions and levels would need to
be evaluated to determine the population-based impact of a service, program, or health system.

At the international level, the World Health Organization (WHO) (2000) has proposed an
evaluation framework that is more oriented to the systems level. Five dimensions are utilized
for assessing a health system: (1) overall level of health; (2) the distribution of health in the
population; (3) the overall level of responsiveness; (4) the distribution of responsiveness; and
(5) the distribution of financial contribution. The disability-adjusted life expectancy (DALE)
is the measure of health used by the WHO (refer back to Chapter 3, this volume, for computa-
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tion). The distribution of DALEs according to gender, global geographic subregions, and
member nations has been examined. Responsiveness is the manner in which a system pro-
motes utilization, namely respect for persons and client orientation as obtained through
surveys of the country’s population. Financing considers the balance between out-of-pocket
health care expenses relative to prepaid insurance coverage. According to the WHO evaluation
methodology, Japan outranks the United States in terms of the overall efficacy of the health
system; Chile, Colombia, and Cuba rate higher than other Latin American countries; and that
most of the worst-off countries are all in Africa.

Regardless of the conceptual framework, the evaluation determines whether or not the
goals and objectives are met by assessing the level of conformance to evaluation criteria. But
ultimately, the results of the evaluation must address the adequacy of the intervention be it
a change in a national health insuring mechanism or the addition of new services to a hospital
relative to the health status of the intended target population.

Analytical Approaches to Evaluation: An Epidemiological Perspective

Evaluation studies are an essential part of the assessment of health program performance.
Since the success of a program in achieving its goals is influenced by the characteristics of the
population served, an epidemiological perspective is crucial in the evaluation process. Pro-
grams are instituted in defined populations; thus epidemiological methods can be used to
quantify the problem and measure and analyze program outcomes. Since epidemiological
research also focuses on defined populations, the study designs and statistical methods
applicable for conducting program evaluations are often those used in epidemiological re-
search. A description of these designs and statistical methods follows.

Study Designs

Once it has been determined what aspect of the health care delivery system will be
evaluated, the design of the evaluation can be developed. The initial and most crucial
consideration in design selection is the timing for introduction of a program (or intervention)
relative to the evaluation process. If the program has been ongoing when the evaluation is
initiated, an observational study may be selected. If the program is introduced simultaneous
with the evaluation process, an experimental design is more appropriate. The distinction
among the observations designs is determined by how sample was drawn relative to when
exposure and outcome was determined and when (Fig. 6.2).

Observational Studies

The three common observational designs used in evaluation studies are: case series,
descriptive, cross-sectional, case-control, and longitudinal (or prospective). These designs are
termed observational as no manipulation occurs of the independent variable.

The case series compiles information from a set of organizations or persons who have
some predetermined characteristics. The sample is based on convenience, but some referent is
maintained by either time or place. The purpose of the case series is to aid in the initial estimate
of the magnitude of a problem or in framing a question about a relationship. A case series
based on a set of organizations, such as teaching hospitals, would allow the question of, “Is the
readmission rate to teaching hospitals high?” A case series based on patients using this theme
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Figure 6.2. Categories of common epidemiological study designs.

would be to describe all the reasons patients were readmitted to a set of urban teaching
hospitals in one year.

The descriptive study seeks to obtain information about the variability of an outcome,
usually through rate measures relative to selected characteristics in particular by person, place,
and time. Small-area analysis is one example of a descriptive study as its purpose is to assess
the main dimensions of health system performance, namely cost control, access, and quality
(Rohrer, 1993).

A cross-sectional study can be done to estimate population parameters (e.g., means,
proportions, odds ratios, totals) that represent the magnitude of a risk factor, to determine the
extent of a health problem in a population, and/or to test a hypothesis related to the degree of
association between a causative factor and a health outcome in a defined population. The
estimates provided by a cross-sectional study are static, representing the amount of the
exposure, condition, or association at one point in time or period. Seldom is an entire
population studied; rather, a sample or a collection of individual or group members is selected
in order to estimate the desired population parameters. The sample for a cross-sectional study
is selected in a random manner to represent the population from which it came. The reader is
advised to consult Levy and Lemeshow (1999) for a discussion of the various methods for
selecting a random sample. The source of data used in cross-sectional studies most often is
obtained from some form of survey, namely telephone or personal interviews, self-administered
questionnaires, or record reviews. Some studies also may obtain information derived from
clinical examinations and biological measurements.

The cross-sectional study design provides a quick assessment of the strength of the
relationship between a factor (experience in treatment in the above example) and a health
outcome (e.g., mortality) associated with it. However, because the sample is cross-classified
with respect to the attributes present at the time of sample selection, a cross-sectional study has
limited use for determining causality because its design does not enable delineation of the
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timing of the onset of the putative cause relative to its hypothetical outcome. An example of a
cross-sectional analysis is a study by Shea eral. (1999) that examines the relationship between
patient sociodemographic and likelihood of referral to a specialist. A random sample of
Medicare beneficiaries was drawn. Physician specialist referrals (classified as referral: yes or
no) were 149 times more likely among those Medicare beneficiaries who also had Medicaid
(classified as Medicaid: yes or no).

The purpose of a case-control study is to compare the prevalence of exposure factors
between two or more groups. One group possesses the outcome under investigation; the other
group or groups, known as control or comparison groups, do not. Information pertaining to
exposure is obtained after the outcome has occurred. When rapid assessment of the relation-
ship between exposure and outcome is required, for example when an initial assessment of a
new medical technology is required, a case-control study may be conducted. Ideally, such
evaluations should be done with a randomized clinical trial. However, this may not be feasible
or economical during initial assessment.

Controls might be identified from a variety of sources. A sample from the general
population might be drawn from birth registries, tax lists, driver's license lists, commercially
prepared lists (Olson et al., 2000), or through random digit dialing for telephone interviews
(Olson et al., 1992; Funkhouser et al., 2000), depending on the subject of the evaluation.
Bohlke et al. (1999) evaluated resident lists or published population rosters for three case-
control studies of ovarian cancer and found greater than 90% of the cases on the lists. It is
important to test that the source of controls is not biased. Bohlke ez al. (1999) noted that age
was a factor to be considered: cases under 40 years old were less likely than older cases to be
on the lists of residents.

An example of an evaluation using different control groups to assess differences in result
inferences is illustrated in a study by Moritz et al. (1997) utilizing a case-control design. Hip
fracture cases and two different control groups, one from the general population of the
community served by a hospital and another from persons admitted to the same hospital, were
compared in a case-control study of risk factors for hip fracture in women 45 years of age or
older. The study found that community controls were more representative of community-
dwelling older women than the hospital control sample that was somewhat sicker and more
likely to smoke. The study concludes that community controls are more appropriate for hip
fracture studies of the elderly.

How are controls selected for a case-control study? Controls may consist of the total
population or a sample that is alike in every way to the cases, including being selected from the
same population and independently of their exposure status, except that they do not have the
outcome under investigation. If a control sample is selected, it may be a random or a matched
sample. Matching may be pairwise or nonpairwise. In pairwise matching, comparison mem-
bers of a sample are selected when they have exactly the same value or nearly the same within
a given tolerance of a confounding variable. Thus, if a case is a white male, 30 years of age, the
control must be a white male, 30 plus or minus 1-5 years, depending on the desired matching
tolerance for age. One of the most common approaches for nonpairwise matching is frequency
matching. In frequency matching, cases are randomly selected and controls are selected in
proportion equal to that of the cases. Thus, if the cases are 20% white, 40% male, and 10% over
65 years of age, controls must be selected to achieve a comparable distribution. Matching is
recommended when the number of cases is small (<50) and when the available comparison or
control pool is large. Matching must not be done on exposure. If numerous variables are
required in order to control for the confounding variable, multivariable matching should be
considered. The reader is advised to consult Anderson et al. (1980).
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Case—control studies can be done relatively quickly and inexpensively and they can be
performed with a comparatively small sample size. The limitations of case—control studies
arise from the manner in which the study sample was acquired (because of the possibility of
missing incident cases due to high mortality or other types of losses) and from the retrospec-
tive measurement of exposure to the suspect causative factors. The limitations include partici-
pant definition bias, self-selection bias, and lead-time bias.

Relevant questions to ask to assess participant definition bias include (1) Do criteria
accurately distinguish between cases and controls? (2) Were the criteria uniformly applied?
Questions relevant to self-selection bias are (1) Did the cases and controls arise from different
service populations? (2) Are the controls a “healthier”” population? A question related to lead-
time bias is (1) Did the cases come to diagnostic attention sooner?

A major disadvantage of a case—control study is the reliance on the recall of past events or
the abstraction of records that may have incomplete information on exposure to causative
factors. Case—control studies cannot be used to establish cause and effect per se. However,
historical sequencing of suspect causative events relative to the outcome under investigation
can be preliminarily gleaned with careful structuring of interview questions and data abstrac-
tion forms. Sackett (1979) discusses in-depth other potential biases of case-control studies.

The major purposes of a longitudinal study (or prospective study) are to observe and
document the time between exposure to a factor and outcome, as well as the amount of change
in outcome relative to variation in exposure to a factor; or to measure change over time
resulting from cohort, aging, or period effects. The sample for a longitudinal study consists of
individuals who are free of the outcome variable(s) of interest at the time the study begins but
are heterogeneous with respect to exposure (e.g., some have been exposed to a case manager
and some have not). The distinguishing feature of this study design is that information on
exposure is collected before the outcome occurs.

The two types of longitudinal studies are concurrent prospective and historical prospec-
tive. A concurrent prospective study is usually conducted in two stages. The first stage
consists of the recruitment of participants. The sample selected must be stable (i.e., unlikely to
move away or drop out of the study) and representative of the demographic and health status
characteristics of the population from which it was drawn. In the second stage, participants are
carefully evaluated to determine that they do not have the health outcome being examined. The
individuals who are determined to be “outcome-free” are then followed and observed for a
preestablished period of time to determine the occurrence of an outcome relative to exposure
levels. A historical prospective study uses existing records from a cohort of persons thor-
oughly and uniformly characterized from a past time, such as persons receiving a comprehen-
sive medical examination and history upon enrollment in a health insurance plan. Although
exposure data are assumed to be complete, information on outcome events of interest may
have to be compiled.

When the sample of outcome-free individuals is selected for a longitudinal study on the
basis of some common event, such as birth year or period of employment at a company, this
type of longitudinal study is referred to as a cohort study. A sample may be selected to study
period effects or the impact of some event on all groups over time. Changes in health service
utilization rates during economic recessions or in the incidence of back injuries after introduc-
tion of a new process in the workplace are topics that could be examined for period effects
using a longitudinal study design. A sample may also be selected to study aging effects,
whereby the context of the study is concerned with the changes occurring with the passage of
time, regardless of cohort or period of measurement, that are physiological, cognitive, and
functional in nature. This type of study could be important to a large employer attempting to
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project the demand for health care benefits among retirees. It also is important for any country
that is experiencing an aging population and wanting to ensure better quality of life. Leveille et
al. (1999) followed male and female participants who were aged 65 and older prospectively
between 1981 and 1991 to evaluate being disability-free in the year prior to death. They found
that moderate physical activity helps prevent disability in later life.

Longitudinal studies offer both advantages and disadvantages. By following individuals
over time, measurement of the causative factors as well as the outcome can be more precise. In
addition, more than one outcome can be studied if the parameters for defining the outcomes are
established at the onset of the study. The duration of observation of participants depends on the
estimated average time between exposure to the causative factor(s) and the occurrence of the
outcome(s) of interest. Significant potential for selection bias may exist in a longitudinal study
as a result of differential participation by age, gender, education, and health status. Other
disadvantages include the necessity of a long observation period to accurately ascertain the
outcome in the sample, the potential for excessive attrition (>20%) if sample members refuse
continued participation, and loss in follow-up or death before the outcome is observed. As the
trend toward contracted health care continues, longitudinal studies will become increasingly
important due to the need to characterize the experience of population subgroups known to
have high utilization rates such as older adults and cigarette smokers (Wolinsky and Johnson,
1991; Vogt and Schweitzer, 1985).

Observational studies often serve as precursors to experimental studies. When associa-
tions are detected that suggest that a program has impact upon health status and the interven-
tion(s) can be well defined, the next stop is to evaluate a program using an experimental study
design.

Experimental Studies

In experimental studies, an outcome is measured after a program is introduced or an
intervention has been applied. The measurement of the outcome can either be immediately
after the intervention or at some designated time in the future. Interventional studies may be
experimental or quasi-experimental. The elements of experimental studies in human popula-
tions are: (1) volunteerism, (2) randomization, (3) intervention, and (4) control. An experimen-
tal design is the preferred method for evaluating a program.

Volunteerism means that for individuals whose outcomes are observed, informed consent
(usually in writing) must be given regarding the nature of the intervention and the benefits and
risks of participation in the study (see also Chapter 14). Volunteers may be different in terms of
demographic characteristics and health status than nonparticipants.

Control means to have a comparison group as similar as possible to the intervention
group with the exception that no intervention is received. The control group may be a group
only observed, receiving some placebo, or receiving whatever is felt to be standard care. In the
case of evaluating a new health education program, the control group would receive either the
standard education given in the clinic or a brochure by one of the staff persons that contains an
abbreviated set of information on the health education topic being studied. This is done for
ethical reasons.

Randomization means the random assignment of the units of observation to which the
conclusions will be drawn into one of the treatment groups. This can be done by a coin toss,
use of a table of random numbers, or computer generated. Even with random assignment into
study groups, there still is the possibility that there will be an uneven distribution of charac-
teristics in the study groups that could influence the outcome (Murray, 1998). So, for example,
consider the evaluation of the impact of a case manager on hospitalization. If more individuals
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who by chance are disabled and also high utilizers of health care services are randomized to
the no-case-manager group, one might come to a false conclusion about the efficacy of a case
manager.

If an intervention is to be undertaken but randomization or adequate control requirements
cannot be achieved, evaluation of planned interventions in the field of health care can be
carried out by a quasi-experimental design. For example, if assignment to a group is not
random, depending instead on current referral patterns, current enrollment in a health plan
type, or if health service units not the population within them are randomly assigned, then the
study design would be quasi-experimental and less convincing in its conclusions. An example
of a quasi-experimental design is the WHO evaluation of a structured antenatal care program
(Villar et al., 1998). In this program evaluation, antenatal clinics across the countries in the
study were the unit of randomization, not the pregnant women attending the clinics. The study
compares the program activities in four countries: Argentina, Cuba, Saudi Arabia, and
Thailand. The new antenatal program will be compared with traditional prenatal care activ-
ities. Evaluation measures of this program are comprehensive and include outcomes pertain-
ing to mother (e.g., rate of eclampsia) and to the newborn (e.g., rate of very low birth weight),
process (e.g., rate of cesarean section), economics (cost-effectiveness), and patient satis-
faction.

A time series design, which utilizes multiple measurements before the intervention and
multiple measurements after the intervention also is considered a type of quasi-experimental
design because there is manipulation and control (before versus after). This design is sche-
matically represented as:

0,,0,,0, 0, ..0,X0,,,0,,,0,,,..0

Where O, are the measurements taken before and after the introduction of the intervention at
time interval i, n is the observation number at time i, and X represents at what time the
intervention is introduced. This design is most useful when no cyclical or seasonal shifts are
expected in the occurrence of the dependent variables. An evaluation of the introduction of
Washington State Labor and Industries lumbar fusion guidelines for elective lumbar spinal
fusion in injured workers, created in an attempt to curb escalating medical costs for injured
workers, was performed using this method (Fig. 6.3). The time series technique can easily be
performed using available statistical software (PROC FORECAST) (SAS Institute, 2000).

Although a randomized, controlled experiment is an ideal design for program evaluation,
it often is difficult to meet the requirements of such an experiment in social research. Political
and economic circumstances may occur during the course of an evaluation and render it
difficult to determine whether an intervention had the desired effects. For example, legislation
may be passed that substantially changes eligibility to include higher income groups; charac-
teristics of program participants may change and this may affect the outcome, confounding the
impact of the intervention. An ethical concern may be raised if randomization is seen as pre-
senting some deprivation or harm to a set of participants. This could occur if study participants
are randomized into groups provided different health insurance coverage. If one group has a
high copayment, this could be perceived as adversely affecting health by restricting access to
care. Since randomized trials rely on volunteers, the individuals comprising a study group may
be different from the general population.

i+n

Analyzing Intervention Effects

The statistical methods selected to assess program impact depend on both the design and
the level of measurement applied for evaluating outcome. A program intervention or indepen-
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Figure 6.3. Monthly rates of low back operations involving fusion per 100,000 Washington State
population. SOURCE: Elam et al. (1997).

dent variable is commonly represented as a discrete variable (presence or absence of an
intervention). Outcome or dependent variables are commonly concerned with the presence or
absence of a condition in the population served by the program being evaluated. Because the
dependent variables are typically binary, logistic regression, survival analysis, or Cox regres-
sion are commonly used in program evaluation. A description of these methods follows.

Logistic regression is the statistical method used to evaluate an intervention when the
outcome variable is categorical (binary or ordinal) and the independent variables (interven-
tion) are continuous or discrete variables, or both. It is also required that all the units of
measurement have been observed for the same amount of time, otherwise the Cox regression
is used.

Data from Table 6.2 contain the results of a multiple logistic regression of a number of
factors that could influence the likelihood of an HMO failing. The odds ratio (OR) for the
variable pertaining to HMO size (OR = €297 = 19.57) indicates that an HMO with less than
10,000 members is nearly 20 times more likely to fail than one with more than 100,000
members (the referent group). The significance of the OR also can be assessed using the Wald
chi-square statistic:

Wald chi-quare = [b,/SE(b,)]? = (2.97/1.07)? = 7.69

The Wald chi-square indicates that a statistically significant relationship exists between HMO
size and likelihood of failure. However, since the Wald statistic can be very unstable when the
error is high in circumstances where the incidence of the outcomes are low, the Wald statistic
may not reject the null hypothesis of an exposure factor represented as BX; =0. The likelihood
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Table 6.2. Odds Ratio (OR) of HMO Failure
by Various Characteristics Obtained from Multiple Logistic Regression

Characteristic Beta coefficient SE?  Wald statistic OR 95% ClI=
<10,000 members 2.97¢ 1.07 7.69 19.57 2.39, 158.72
10-24,000 members 1.75 1.08 2.61 576 0.69, 48.10
25-99,999 1.34 1.12 1.43 3.82 042, 3444
Profit status —0.08 0.46 0.03 092 037,225
Federal qualification 0.04 0.38 0.01 1.04 049, 2.18
IPA model 0.60 0.38 2.56 1.81 0.86, 2.81
Staff model —-0.66 0.51 1.76 0.52 0.19, 1.41
Network model 0.79 0.62 1.63 2.19  0.65, 7.47
Region 1 —1.43¢4 0.49 8.52 0.24 0.09, 0.62
Region 2 —1.15¢ 0.41 7.79 032 0.14, 0.71
Region 3 —0.86 0.53 2.56 043 0.15, 1.21

4SE, Standard error of the beta coefficient; CI, confidence interval for the odds ratio.

bChi-square significant at the .05 level.

NOTE: The odds ratios are those derived from the simultaneous inclusion of all the characteristics in the
model.

ratio test is recommended in these circumstances to assess the significance of a coefficient
or OR.

Because the OR, a descriptive parameter, is only an estimate, a 95% confidence interval
(CD containing the true OR can be estimated from computing the upper confidence limit
(UCL) and lower confidence limit (LCL). Using the data from Table 6.2, the confidence limits
for the OR = 19.57 as follows:

UCL for In OR = b, + 1.96[SE(b))] = 2.97 + 1.96(1.07) = 5.07
LCL for In OR = b, — 1.96[SE]b))] = 2.97 — 1.96(1.07) = 0.88

These values can be transformed from the natural log scale:

UCL for OR = et 1.96(SE®)] = 2.97+1.96(1.07) = 158 72
LCL for OR = et~ 196[SE(®)] = 297-196(107) = 2 39

This means that the true value for the odds of an HMO failing lies somewhere between 2.39
and 158.72. Since the 95% CI does not contain unity, the OR of an HMO failing is increasing
when the membership panel is less than 10,000 persons, which is a statistically significant
association. The conclusions reached from a two-sided test statistic will be identical to those
from an assessment of the CI. The wider the confidence interval, the less precise is the estimate
of the OR. A small sample size and a limited number of events contribute to the imprecision.

Survival analysis examines the probability of an event (e.g., death, recidivism) in
relationship to the amount of time each member in the sample was observed. For program
evaluation, the period of concern is the time from a group’s exposure to an intervention to the
occurrence of the outcome of interest. This requires that the members of the sample be
routinely monitored to document when an outcome occurs. The most common method for
computing survival estimates is the product-limit method (Kaplan and Meier, 1958). Table 6.3
displays survival estimates (expressed as percentages or probabilities) of patients in a reha-
bilitation program. These estimates were obtained by applying the Kaplan—Meier approach.
The steps necessary to obtain survival estimates are: (1) compute the interval from the
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Table 6.3. Computation of Product-Limit Survival Estimates
of a Hypothetical Cohort of Liver Transplant Patients

Ordered

survival time ~ Number Number  Number  Conditional probability Survival function
in months (z )  atrisk® censored of deaths of survival s(1)

2 15 0 1 1 —Ys=1-.067 %15 = 0.933
3 14 0 1 1 —Ya=1-.071 0.933 x ¥4 = 0.866
6 13 1 1 1—-VYia=1-.077 0.866 x %3 = 0.799
12 11 2 1 I -Yn=1-.091 0.799 x "% = 0.726
18 8 2 0 I — % = 1.000 0.726 x % = 0.726
20 6 0 2 1 =% =1-—.333 0.726 x % = 0.484
22 4 0 0 1 —%=1.00 0.484 x % = 0.484

“Number at risk at time ¢, is the number alive and under observation just before ¢, who have the potential for
experiencing the outcome.

beginning of the observation to the date the subject was last seen or the date of occurrence of
the outcome of interest for each member of the cohort (the survival time); (2) order the survival
times; (3) compute the probability of surviving from the beginning to the end of an interval by
dividing the number experiencing the outcome during the interval by those alive at the
beginning of the interval (the conditional probability); and (4) compute the probability of
surviving beyond this point, §(¢), by multiplying together the conditional probabilities from
each successive time interval. Individuals not experiencing the event by the end of the study
are termed “censored” in their contribution of time to the estimation of the survival experi-
ence. Individuals experiencing the event are “uncensored” observations. The validity of the
survival estimate is enhanced by following the cohort long enough to enable documentation of
all the events of interest (i.e., there is a large proportion of “uncensored observations”). A
graph of these estimates (Fig. 6.4) illustrates that the 1-year survival of the group is 72.6% and
the median survival is 19 months.

If all events could not be observed by the end of a study period, it is desirable to have at
least half the events occur and to have the censored events distributed evenly throughout the
study period. If the survival estimates of two or more groups are to be statistically compared,
the log-rank test or the Mantel-Haenszel chi-square test should be used. The reader should
consult Kahn and Sempos (1989).

Unlike the log-rank or the Mantel-Haenszel test, which divide variables into groups to
test the equality of survival curves, the Cox regression can handle both continuous and
discrete variables (e.g., gender, educational attainment) and time-varying independent vari-
ables, such as those related to duration of a program (Cox, 1972). The formula below states that
a hazard at time ¢, or A(?), is the probability of an outcome m at time ¢, or m(t), given that the
population at risk in a given time, p(), has survived to time ¢, :

h(®) = m(0)/p(1)

In Cox regression, the comparison of two groups with respect to an outcome is expressed as an
exponential set of independent variables (X)), as in a regression equation with coefficients (B,):

h,(Ofh (1) = eBXi
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Figure 6.4. Plot of product-limit survival estimates of hypothetical liver transplant patients. NOTE: The
plot of survival probabilities starts at 1.0 (100% of the sample is alive at the start of observation).

The ratio of the hazards in the above equation represents a relative risk. A major assumption in
Cox regression is that the effect of the relative risk associated with a variable does not change
over time, that is, the hazard functions are proportional over time. This method should be
considered for use only if a small proportion of the observations are censored. Cox regression
analysis and Kaplan—Meier survival analysis can be performed in both SAS and SPSS.

Other Analytic Methods

In reality, many programs are simultaneously operating within a health care system.
Administrators may wish to isolate the significance of the occurrence of multiple outcomes
(e.g., those associated with complications, repeated hospitalization, and mortality) given
multiple, ongoing programs. At times, these outcome variables may be correlated with each
other and considered indicators of a single underlying latent construct (e.g., adverse patient
outcomes). An administrator also may be interested in assessing the effect of an intervention
on more than one outcome variable at a time for the purpose of assessing the relationships
between the outcome variables as well as the relationship between the intervention and the
outcomes. An analytic method called structural equation models (SEM) can be used in
evaluating these relationships, and is described more fully in Chapter 4 (this volume).

When the design calls for the measurement of multiple observations over a duration of
time, such as in the case of a time series design, an analytical model called autoregressive
integrated moving average (ARIMA) may be used (Box and Jenkins, 1976). This method
uses a regression structure to predict future values from past values.

Because studies may not always support the same finding, even when the same design
and analytic methods are used, meta-analysis may be appropriate in terms of attempting to
evaluate an overall effect (DerSimonian and Laird, 1986). In the context of program evalua-
tion, meta-analysis may be used to summarize the estimate of the size of the program’s effect
(commonly measured by an odds ratio or relative risk) on specific program outcomes across
several studies. Chapter 10 presents an application of meta-analysis.

There are two major approaches to analyzing the costs and benefits of health care that are
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not within the scope of epidemiological applications but are often used to supplement
evaluations. These two approaches are cost-benefit and cost-effectiveness analysis (Drum-
mond et al., 1997). Cost-benefit analysis plots the dollars expended for each program against
the monetary value of benefits represented as society’s value of the outcome (e.g., how much is
alife worth?). In cost-effectiveness analysis, costs are calculated and programs are compared
based on their achievement of a specific outcome expressed in terms of years of life saved or
days of illness avoided. For both methods, the direct program costs (personnel, equipment,
etc.) and indirect costs (e.g., caregiver time and time lost from work) are computed, with
indirect costs being the most difficult to quantify. Benefits and costs also should be discounted
as they are factored into the computations because their present values may not be the same as
the future values. See Chapter 13 for further discussion of the interrelationship between
economic analysis, epidemiology, and health care management in the evaluation of health
services and policies.

Prospects of Health Services Evaluation

Who should evaluate health care and how these evaluations should be financed are issues
of increasing importance for those administering a health care system. The answer to the first
question is contingent on what aspects of the health care system are being evaluated. If the
technical quality of care is being assessed, then the medical profession has the knowledge
required to capably evaluate this aspect (Greenlick, 1981). If the broader interrelationships of
access, availability, effectiveness, efficiency, and acceptability are being evaluated, the com-
petencies of arange of medical and nonmedical professions and the public may be necessary to
accomplish the assessment.

The answer to the question of financial responsibility for evaluations depends on who
mandates the implementation of a program. If it is initiated because of a governmental
mandate, then the responsibility for financing the evaluation lies with the government. For
example, programs implemented at a national level for hospitals or nursing homes should be
evaluated using federal funds. Similarly, mandated state and local interventions should be
financed through state/local initiatives. Alternately, if the focus of an evaluation is a program
implemented by a single hospital or nursing home, a chain of one of these, or an individual
group practice, then the responsibility for funding lies with the entity responsible for imple-
mentation of the program, whether the funding comes from internal resources or an external
source such as a private foundation.

Conclusion

Evaluation will continue to play an important role for health care managers in all coun-
tries, particularly in light of population-based planning, for several reasons. First, the organiza-
tion of formal and informal alliances in the health care industry and the competition among
them will prompt managers to continuously evaluate morbidity, mortality, and disability
trends associated with service delivery and treatment of health problems in order to modify or
discard services and treatments that are not efficient, effective, and of high quality. Second, the
number and size of social programs have grown over time with the broadening scope of
government involvement in health and social service issues. The application of epidemiologi-
cal methods is useful for monitoring the health of the population and identifying changes over
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time. Epidemiology is based on the premise that health problems that can be identified often
can be corrected. Last, programs addressing the needs of aging populations will proliferate and
necessitate evaluation to assess changing needs, assure that expectations are met, and promote
achievement of the desired health outcomes. Epidemiological methods can be used effectively
to target identified needs and to assess the implications of programs or interventions for health
care policy.

Case Studies

Case Study No. 1
Evaluation of an Influenza Vaccination Program

Each year the government recommends that vulnerable populations should be protected against new
strains of influenza. There is a voluntary program that encourages the elderly population of the country to
seek prevention by getting an injection to protect against potentially life-threatening influenza. Despite
getting their “flu shot” in the past, some people still got the “flu.” The government mandates that an
evaluation be done to assess the effectiveness of this protective measure. The mandate requires a com-
parison of those who obtained the vaccination and those who did not, for those who got the flu and those
who did not.

Q.1. Propose an evaluation study design to assess the elderly eligible for the program.

Q.2. What would be important factors to control for to determine why some elderly persons got the flu
despite getting the vaccination?

Q.3. What epidemiological methods can be employed to examine the differences between elderly who
received the vaccination and those who did not?

Q4. How can the evaluation results be used to improve participation in the program in future years?

Case Study No. 2
Impact of a Smoking Prevention Program

The youth of the nation continue to begin smoking despite known risks for cancer and other
potentially life-threatening illnesses. You are asked to design a program that will assess the magnitude of
the problem in your community or nation and to develop a smoking prevention campaign that includes an
evaluation of the campaign. Since it is important to prevent children from starting to use tobacco, it is
suggested that schools be used as the organizations through which the intervention could be delivered.

Q.1. What is the initial step in beginning to design this intervention? What epidemiological methods can
be used at this stage?

Q.2. How could the level of awareness of tobacco risk factors among teachers, students, and people in the
community be determined?

Q.3. Design a school-based program for smoking prevention. How would you evaluate the effectiveness
of the school-based program in preventing the new use of tobacco?
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Case Study No. 3
Evaluation of Exposure to Tuberculosis

Approximately 8 million new cases of tuberculosis (TB) occur each year in the world. TB associated
with HIV infection is at least in part responsible for the increasing incidence. The hospital staff is at
higher risk of exposure to airborne pathogens than other occupations. It is recommended that hospital
personnel be screened annually for exposure to TB. You work in an office monitoring the reporting of
communicable diseases and note that a higher incidence of new cases is coming from one hospital in a
region where there are only two hospitals to serve the community. On contacting the hospital with the
higher incidence you discover that the staff had not yet been tested this year. You have been directed to
assess exposure to TB and implement standard guidelines.

Q.1. How would you begin to identify and monitor cases where there may be increased risk of exposure to
TB?

Q.2. What organizational and epidemiological data are needed to begin an assessment of exposure?

Q.3. Design an evaluative study to compare the TB control programs of the two hospitals in the area.

Case Study No. 4
Comparison of Leading Causes of Death by Age Group

Planning is the first step in devising a program evaluation. In this phase, data are carefully selected
that also could be used to prioritize need for selecting a programmatic strategy as well as used for
evaluating program impacts. The data in Table 6.4 rank order the 10 leading causes of death by age group.

Q.1. What type of data are used in the table?
Q.2. Interpret the data from table focusing on comparisons across age groups.

Q.3. Assuming that a large managed care plan represents a microcosm of America, choose one cause of
death and outline a program that a managed care plan could implement that would address lowering
the rate among its members, including how the program would be evaluated.

Case Study No. 5
Organized versus Spontaneous Pap Smear Screening for Cervical Cancer

Nieminen et al. (1999) compared two different strategies for reducing the incidence of invasive
cervical cancer. The organized approach consists of a centralized organization inviting women between
30 and 60 years of age for screening every 5 years by letter. The invitation describes the place, date, and
time for taking the screening test. The spontaneous screening approach consists of women seeking a Pap
smear from a gynecologist. Cases were 179 incident cases of invasive cervical cancer treated at the
Helsinki University Central Hospital (HUCH). Controls were 1507 women sampled from the Finnish
Population Registry who also were residents of the HUCH catchment area. Questionnaires were sent to
cases and controls concerning Pap smear history (before diagnosis date of cancer for cases; before
corresponding date for controls), sociodemographic characteristics, and other health habits. The odds
ratio of the likelihood of cases ever participating in an organized mass screening for cervical cancer was
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Table 6.4. Top 10 Leading Causes of Death in 1998 for Different Age Groups of Americans®

Rank in leading cause of death in

Toddlers Children Adults Elderly

Cause (1-4 years) (5-14 years) (25-44 years) (65+ years)
Congenital anomalies 2 4
Unintentional injuries 1 1 1 7
Heart disease 5 5 3 1
Pneumonia and influenza 6 7 10 5
Homicide and legal intervention 3 3 6
Cerebrovascular disease 9 10 8 3
Benign neoplasms 10
Chronic liver disease and cirrhosis 7
Malignant neoplasms 4 2 2 2
Human immunodeficiency virus 8 e

infection
Chronic obstructive pulmonary 9 10 4

disease
Suicide 6 4
Diabetes 9 6
Nephritis 8
Septicemia 7 10
Alzheimer’s disease 9

aFrom National Center for Health Statistics (2000).

0.36 (95% CI of 0.26-0.56). The odds ratio of the likelihood of cases ever involved in spontaneous Pap
smear activities was 0.82 (95% CI of 0.53-1.26).

Q.1. What can you conclude regarding the effectiveness of organized Pap smear screening?
Q.2. What are some potential confounding variables in this study?

Q.3. Propose an analytic strategy which could be used to evaluate the effectiveness of screening strategy
and provide a rationale for its use.
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Epidemiology and Health Care
Quality Management

Diane R. Weber, Helen Jo Neikirk, and Marcia B. Hargreaves

Introduction

Quality management parallels the goal of epidemiology in that it also seeks to improve health
of populations. Quality management involves analysis of variation and identifying factors
affecting health outcomes in populations. Epidemiological principles provide a foundation for
the measurement of quality and ensure that quality management efforts are reflective of and
relevant to the populations of interest. We examine the methodologies used to measure,
analyze, and improve quality in health care and explore the epidemiological concepts that
facilitate quality management procedures. Health care organizations’ use of various tools and
techniques to assess quality, identify improvement opportunities, and implement change are
presented. Readers are encouraged to review the case studies at the end of the chapter to
further explore the relationship between health care quality management and epidemiology.

Interrelationship between Health Care Quality Management and
Epidemiology

Epidemiological methods are essential components of quality management providing a
conceptual framework and tools for the assessment of adverse (sentinel) events and variation
in processes and outcomes, elimination of unwanted variation, surveillance (monitoring)
strategies, and improvement of average performance levels. Epidemiological techniques help
the quality manager to: (1) describe variation in quality; (2) identify the causes of that
variation; (3) select methods to reduce unwanted variation and improve quality; and (4) assist
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health care organizations and systems in applying these methods to improve performance and
ultimately outcomes of care. The quality concepts and tools originated in industrial settings.
Collectively known as total quality management or continuous quality improvement, these
methods have been applied to the health care setting since the mid to late 1980s (Berwick et al.,
1990; Laffel and Blumenthal, 1989; James, 1990; Neuhauser et al., 1995).

The emergence of the application of epidemiology to health care quality was the identi-
fication of wide variation in the processes and outcomes of care among patients receiving rou-
tine treatment for the same conditions in different geographic areas and care settings (Wenn-
berg and Gittelsohn, 1973; Vayda, 1973). Although some of this variation could be attributed to
patient characteristics and disease severity, differences in provider preferences and practice
patterns that could not be supported by research or corresponding improvements in outcome
were found. This led to an impression that much of medical practice was not based strictly on
science. Because health care delivery is an extremely complex activity involving patients,
providers, and different care settings, some variation in the processes and outcomes is
inevitable. The challenge for providers and all those interested in improving the quality of
health care is to identify those practices that produce the best outcomes. Epidemiology
provides methods and tools to help meet this challenge.

Quality Management Defined

The Institute of Medicine (IOM) defines quality of care as “the degree to which health
services for individuals and populations increase the likelihood of desired health outcomes and
are consistent with current professional knowledge” (Institute of Medicine, 1990, p. 180). The
definition supports the inherent goal of health care to produce beneficial outcomes for patients,
providers, and society. It also emphasizes the need to continuously provide evidenced-based,
contemporary care. Finally, the IOM recommends that the outcomes of individuals as well as
groups of patients be examinied as part of any quality assessment (Institute of Medicine,
1999b).

Quality management involves continuous planning, control, and improvement (Palmer et
al, 1991). Quality planning requires health care organizations to strategically design and
provide services using effective processes. Quality control refers to the assurance that pro-
cesses are functioning within standards and that levels of performance are achieved. To
monitor levels of performance, quality control requires quality assessment and quality mea-
surement. Quality improvement pertains to the actions taken to improve performance. Dona-
bedian and colleagues (Palmer et al., 1991) assert that manage health care quality covers three
dimensions: the structures supporting care, the processes used to deliver care, and the out-
comes or results of the care rendered. All play a critical role in quality. Structures might
include medical equipment, buildings, and staff, which if inadequate or inaccessible might
lead to adverse consequences. Process concerns the procedures involved in delivering care. By
measuring the steps taken to provide patient care, providers can examine variation in practices
and uncover processes that work well. Outcomes describe how care changes the health status
of a patient (Palmer ef al., 1991). Sample outcome measures might include customer satisfac-
tion, health-related quality of life, or clinical endpoints of care (complications, mortality, test
results) (Nelson et al, 1996). Most outcomes are influenced by patient factors outside of
provider control (such as severity of illness), suggesting the need to adjust for these factors
when comparing providers (see “Risk Adjustment,” later in this chapter).

With this structure—process—outcomes framework, various quality theorists introduced
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the concept of “systems-thinking” in the 1980s and revolutionized health care quality man-
agement. Earlier efforts often relied on the “bad apple” theory to correct deficiencies or error
and focused on punishing individuals after an adverse outcome occurred. This later approach
did little to change the process of care. Systems thinking, on the other hand, encourages health
care leaders to understand all the processes and structures comprising the system of care and
to improve these in a proactive, mutually supportive manner (Batalden and Stoltz, 1993). In
1999, the IOM issued a report that urged health care organizations to fix faulty systems leading
to medical mishaps like medication errors, unexpected deaths, or surgeries performed on the
wrong side of the patient. The incidence of serious adverse drug reactions (ADR) alone is
estimated to be 6.7% annually and fatal ADRs 0.32% of hospitalized patients (Lazarou et al.,
1998).

Organizational Approaches to Quality Management

Many health care quality programs were formally established to meet standards set forth
by accreditation, government, and licensing agencies (Roberts et al., 1987). Basic minimal
functions included quality measurement, medical staff quality monitoring, peer review, blood
usage review, medical records review, drug usage evaluation, surgical appropriateness review,
and infection control. Often, attention was focused on compliance to these externally imposed
mandates without any real measurement to determine whether compliance actually enhanced
the quality of care within a given organization.

Quality management programs have evolved in response to strong external pressures
challenging health care organizations’ ability to provide appropriate care at a reasonable cost.
For example, in England there is an increasing emphasis on organizations measuring perfor-
mance (Naylor, 1999). In the United States, there is an increasing demand for accountability
and shared data on health care performance from purchasers, consumer groups, managed care
agencies, accreditation agencies, and legislators.

Ever-escalating health care costs have led to financial downsizing and other cost-cutting
measures. Worldwide, health care quality in the public sector presents unique challenges. The
motivating factors to drive improvement may stem from a need to better conserve resources.
Projects may focus on providing better continuity, reducing length of stay and reducing
unnecessary hospital admissions (Ensor and Thompson, 1999).

Although quality management does not directly produce revenue, it can be a protective
maneuver for organizations in that clinical risks are minimized and cost-control opportunities
become apparent. In addition, customer satisfaction may result, leading to improved competi-
tive positioning, where applicable.

Programmatic Options in Quality Management

Health care organizations across the globe are challenged to improve the quality of care
provided while reducing costs. A much wider variety of quality management programs, func-
tions, and improvement processes are being utilized in health care now than ever before, the
common denominator being the desired end result: seeking to improve one or more of the di-
mensions of quality (accessibility, efficiency, safety, timeliness, appropriateness, or effective-
ness of care). Examples of health care improvement programs and initiatives appear below. It
is important to understand that an organization may have more than one program in place.
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The focus of a quality management program can be reflected in its title. In response to
government and regulatory requirements for quality management, early programs were known
as “quality assurance,” later “quality assessment,” ‘“quality improvement,” “quality man-
agement,” and “performance improvement.” Continuous quality improvement and total
quality management programs became popular in the 1980s, and introduced the new systems
thinking to health care organizations. Health care quality programs added new functions, such
as quality improvement training, use of teams, team facilitation, storyboard creation, and the
routine use of decision management tools and statistical process control techniques.

Over time, some health care organizations dropped the stale “quality” reference and
attempted to more clearly define the area of focus. For example, a clinical process improve-
ment program has a different focus than an operations improvement program. A clinical
resource management program focuses on the costs of providing care in an effort to provide
efficient yet appropriate care. A variety of programmatic quality initiatives pertinent to
hospital obstetrical services are displayed in Table 7.1. Although these programs can promote
favorable improvement of health care outcomes, success is predicated on the existence of
other necessary components of quality improvement such as upper management commitment,
quality as a central priority, and a focus on processes (Joint Commission on Accreditation of
Health Care Organizations, 1992).

ELINNT3

Quality Planning

Consistent with health care quality guru, Joseph Juran, quality improvement in some
organizations is perceived as a way of managing business (Oberle, 1990). When truly cap-
italized upon, quality improvement approaches can guide and support all business operations.
Like any business initiative, planning is the key to success. Yet, it often is an overlooked step in
quality management.

Table 7.1. Examples of Programmatic Quality Initiatives
for Hospital Obstetrical Cares

v Reports to physicians on

* Their own individual cesarean section rates

* The obstetrical department’s overall C-section rates

* Their own individual VBAC? rates

* The obstetrical department’s VBAC rates
Multidisciplinary conferences held on individual obstetrical cases
Other review of obstetrical cases within the department
External review of obstetrical cases

Practice guidelines for

* Nursing monitoring of labor

* VBAC

* Electronic fetal monitoring

* Breech deliveries

« Inducation and augmentation of labor

« Fetal distress

SNNNS

9From Oleske (1997).
bVBAC, vaginal birth after cesarean.
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Quality projects are often undertaken indiscriminately, with little thought to the resources
required or the potential benefit (Clark et al., 1994). Adding fuel to the problem is the failure to
implement a review process by which projects are discontinued. As a result, health care
organizations often find themselves with countless initiatives and measurement activities,
finding themselves ‘“data rich and information poor.”

To effectively manage quality initiatives, organizations must determine strategic priori-
ties for improvement based on the products and services needed by customers (Berwick et al.,
1990). Ultimately, projects should be linked to an organization’s mission, vision and survival
(Clark et al., 1994). Often, such efforts focus on managing performance according to standards
of care, the reduction of risk, and/or the improvement of performance according to a new level
of excellence.

Performance According to Standards, Guidelines, and Other Management
Strategies

To ensure that processes are working as planned and that appropriate levels of perfor-
mance are achieved, various quality control functions are undertaken in health care. This
involves compliance with laws, standards, implementation of guidelines or other determined
thresholds, and other management strategies (utilization management, case management, risk
management, and best practices).

Performance According to Standards

Although laws and regulations do not drive improvement projects, regulatory compliance
is an absolute requirement for operations, and hence are a means of setting standards for health
care organizations. A standard is a statement that defines the performance level, processes, and
structures that must be in place to assure quality of care. Any issue associated with licensure,
accreditation, or other external inspection must be given due attention or a hospital, health
plan, or other health care facility will risk losing significant resources in the effort to reverse a
larger problem. It is advantageous to address regulations in a proactive manner to avoid costly,
time-consuming repercussions that could be related to minor oversights of specific standards
or requirements. Of particular concern are regulations related to medical and other staff (e.g.,
nurse anesthetists) credentialing, licensure, staff competency, safety (staff and patients), the
environment of care, and the environment surrounding the health care facility (e.g., for
biomedical waste disposal). Standards data reporting requirements for each of these are now
an essential part of accreditation criteria or licensure of a hospital or its various program
components and have been developed in response for the need to monitor quality. Reporting
can also be legislated. For example, delayed reporting of cancer incidence data as required by
state law to a state health department may result in severe fines. Other aspects of health care
delivery may be legislated as well. On October 10, 1999, Governor Davis of California signed
AB394 into law the first legislation that will set nurse-patient ratios in all aspects of acute care
hospitals.

There is ample evidence that standards, licensure, and accreditation affect the quality of
care offered through health service units. For example, the National Committee for Quality
Assurance (NCQA) (1999) reported that those health plans with NCQA Accreditation out-
perform those that have not earned NCQA Accreditation.
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Clinical Practice Guidelines

Clinical practice guidelines have been utilized to reduce variation that is undesirable and
unnecessary in clinical practice (Roberts, 1998). The key features of a clinical practice
guideline according to the National Guideline Clearinghouse (NCG) (2000) are that it should:
(1) have a structured abstract about the guideline and its development; (2) be focused on a
specific clinical circumstances; (3) be based on a verifiable, systematic literature search and
review of existing evidence published in peer-reviewed journals; and (4) be current (devel-
oped or revised within 5 years). Clinical practice guidelines (CPG) may be general recommen-
dations, detailed clinical pathways (care maps), algorithms (decision-trees), or protocols.
CPGs have been developed by agencies such as the Agency for Health Care Policy and
Research (AHCPR) and professional societies (e.g., American College for Obstetricians and
Gynecologists; North American Spine Society, American Geriatrics Society to name a few).
They can also be developed by expert consensus within an organization (Gleicher et al., 2000).
The best CPGs are those that are developed through a multidisciplinary team and integrate the
latest pathophysiological rationale, caregiver experience, and patient preferences with valid
and current clinical research evidence (Ellrodt ez al., 1997). To set the pathway in motion at the
right moment, applicable patient groups qualifying for pathway assignment must first be
identified in a timely (often by nursing personnel) and accurate manner.

Each pathway should have clear criteria regarding milestones in the patient’s progress.
Nurses and/or case managers can intervene in a timely manner when processes are not
occurring as outlined in the pathway. They also can help collect data on variances from the
pathway and use this information in case management.

Variance tracking and outcome measurement can help demonstrate the success of the
CPG. Variance tracking refers to the monitoring of how frequently aspects of the CPG were
carried out as described. Not all variations from the CPG are undesirable, however. Each
patient requires a plan of care that is unique to his or her physical and psychosocial needs
(Joint Commission, 1999). Clinical practice guidelines, pathways, and care maps are not meant
to replace clinical experience or judgment; they act only as a guide in the treatment of a
particular disease or procedure. Some variation from the guidelines to meet individual pa-
tients’ needs is expected and even desirable.

Patient outcomes also can be measured as part of the CPG effort. However, since data
collection is a costly endeavor, it is suggested that only significant outcomes be measured.
Measures to be considered might include adverse drug reaction rates, infection rates, mortal-
ity, patient satisfaction, mobility, return to previous activity level, and readmission rate
(Roberts, 1998).

Critical success factors for CPG implementation include physician commitment; a multi-
disciplinary team of caregivers leading the effort, dissemination, and use of data; and comput-
erized information systems support. To reinforce the intent of the CPG or pathway, organiza-
tions should consider developing supplemental tools, such as standing order sets on key areas
of consensus, pathway reminders, and computerized informational system prompts.

Utilization Management

Utilization management is “‘the review of services delivered by a health care provider to
determine whether, according to pre-established standards, the services were medically neces-
sary” (University Hospital Consortium, 1994, p. 6). Utilization management staffs become
familiar with criteria and thresholds set by multiple payer representatives in order to validate
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the need for initial or continued care. Utilization management is performed concurrent with a
patient’s stay, during which the appropriateness and quality of care are monitored. Since long
lengths of hospital stay have been associated with increased nosocomial infection rates,
utilization management aimed at reducing length of stay can benefit the patients as well as a
hospital reimbursed under some form of capitated arrangement.

Case Management

Similar to utilization management, case management involves more in-depth mobiliza-
tion, monitoring, and rationalization of the resources patients use over the course of an illness
(Henderson and Wallack, 1987). Case management programs are either centralized across an
institution or decentralized according to major categories of patients, such as service lines or
clinical conditions. Working with members of the health care team, the patient, family mem-
bers, and payers, case managers facilitate the efficient use of time and resources to coordinate
effective care. Some case managers are employed by inpatient facilities and others by health
care insurers. Satinsky (1995) explains that case management “can cross provider lines and
coordinate care rendered in multiple locations. . .(and). . .can monitor quality and cost across a
continuum of care, helping providers deal with the shifting of financial risk” (p. 2). Organiza-
tions employing both case management and utilization management must avoid duplication of
effort, as there is considerable similarity in functions.

Risk Management

Risk management functions are closely tied to quality performance management in that
they seek to reduce the chance of injury or other adverse event resulting from clinical error.
Clinical errors, such as medication errors, wrong side surgeries, and falls or injuries resulting
from an unsafe situation, deserve constant attention to eradicate such problems. Many of these
errors are measured continuously, and some of the more serious errors are intensively
reviewed to identify root causes. The most serious errors are known as “sentinel events.”

A sentinel event is “an unexpected occurrence involving death or serious physical or
psychological injury, or the risk thereof. Serious injury specifically includes loss of limb or
function” (Joint Commission, 1999, p. PI-6). Lucian L. Leape (1994), authority on medical
mistakes, believes that such errors are evidence of system flaws, not character flaws. Consis-
tent with Leape’s philosophy, the focus of a root cause analysis is not on individuals but rather
on systems and processes. For example, the incident of an amputation of the wrong leg reflects
a deeper message than “it was the surgeon’s fault.” In fact, there are many ways to prevent
wrong side surgeries, many of which involve various processes and systems of care. For
example, it may be the process of patient identification, or the communication among staff
members, or the physical assessment procedures that necessitate a closer look. Because the
health care industry thus far has not been able to successfully reduce errors, new regulatory
demands may emerge. The IOM has suggested increased regulatory oversight in an effort to
reduce medical errors by 50% by the year 2004 (Institute of Medicine, 1999a; also view this
online at http://www.iom.edu).

Best Practices

Health care organizations are finding that some of the best improvement ideas stem
from the best practices of other institutions. The practice of best practices involves the
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Table 7.2. Example of Benchmarking Quality Performance Indicators and Outcomes
for Acute Myocardial Infarction (MI) in Top 100 and Peer Hospitals, by Hospital Type, 1994-1996

Small rural Small urban Nonteaching Teaching
Top Top Top Top
Indicator or outcome 100 Peer 100 Peer 100 Peer 100 Peer
Thrombolytics 393% 646% 63.5% 63.6% 603% 615% 53.7% 554%

adminstered

Ideal candidates receiving 51.7% 51.5% 56.3% 60.5% 67.6% 59.8% 674% 65.5%
beta-blockers

30-day mortality risk 18.1% 198% 203% 188% 18.4% 184% 172% 17.3%
adjusted

Readmission 180 days 66% 12% 10% 68% 66% 64% 54% 64%
after discharge among
survivors for MI

aFrom Chen et al. (1999).

adoption or adaptation of the good features of the best-demonstrated practices of other
organizations. Benchmarking seeks to identify the performance possible rather than perfor-
mance that is within acceptable parameters. Magazine “report cards” of “Top Hospitals,”
“Top Doctors,” and “Top Health Plans” are a form of benchmarking. Table 7.2 displays an
example of the format for these results when benchmarking quality of care given to patients
admitted for treatment of acute myocardial infarction for hospitals of various bed sizes and
geographic area. Besides benchmarking hospitals and health plans, benchmarking home care
practices also is growing (Woomer et al., 1999). Benchmarking is not unique to the US health
care. The National Health Service (NHS) of England benchmarks various performance
indicators by NHS Health Authority and by Hospital Trust according to geographic area, type,
and size of hospital. This information is available in its website: http://www.doh.gov.uk/
nhsperformanceindicators/hlpi2000/arealist_t.html.

Models for Systematic Improvement

To be most effective, quality management and improvement efforts must employ a
systematic process based on the scientific method (Joint Commission, 1998a) (see also Chapter
4). Such processes or improvement models provide an organized framework for improving
quality. Two examples of systematic processes for quality measurement are the plan—do—
check—act model and the clinical value compass. These are described below.

Plan-Do-Check-Act Model

The statistical methods suggested by Shewhart (1939) were transformed into a diagram
depicting how a process or product can be improved. The plan—do—check-act (PDCA) cycle,
also known as the Shewhart cycle or the Deming cycle, was popularized in Japan in the 1950s
by W. Edwards Deming (1986) and is increasingly used by health care organizations. The
improvement steps in the PDCA cycle include:
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* Plan. To plan a change or fix a problem, a process must be studied. Once data are
evaluated, team members must decide upon a plan for improvement.

* Do. In the “do” step, the improvement plan is implemented on a small scale, perhaps a
pilot test.

* Check. In this step, team members must observe or otherwise evaluate the results of
the change.

* Act. If the change was successful, it is implemented to a larger degree so that it may be
maintained. If the change was not successful in improving processes, the change is
abandoned and the cycle repeated.

Once a model for improvement is identified, health care organizations often make
modifications so that it is reflective of the organization’s culture. One organization’s adapta-
tion of the PDCA cycle is depicted in Fig. 7.1.

Clinical Value Compass

The clinical value compass is a quality measurement model designed to help manage and
improve the value of health care services (Nelson et al, 1996). The clinical value compass
aims its directional points at four main measurement areas that will aid health care organiza-
tions in managing and improving care. The compass point measures include:

* North: functional health status, risk status, and well-being
* South: costs (physicians, hospitals, drugs, and social costs

Make the change permanent
or modify the process if
unsuccessful:

. Change policies

. Establish standards

. Educate staff

. Re-evaluate

alternatives

Identify opportunities for
improvement:

* Form teams and meet
« Suggest changes

+ Prioritize changes

* Determine alternatives

Re-evaluate and monitor the Bllc'
results of change:

Time studies

Quality monitoring tools
Satisfaction surveys
Benchmarks

Conduct a pilot of the change:
»  Specific number of
patients
. Defined areas
. Short length of time
. Implement alternatives

Figure 7.1. Plan—do-check-act (PDCA) cycle.
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» East: satisfaction and perceived benefit of services
e West: clinical outcomes (e.g., mortality, morbidity)

To use the compass, health care organizations first must measure the value of care provided
and then analyze the delivery processes contributing to outcomes and costs. Any changes
made to the delivery process then are tested and examined to see whether the changes led to
improved outcomes and lower costs.

Some organizations have found that the completion of a cycle of improvement could take
from 6 months to more than 1 year (Carboneau, 1999). Delays might be related to time
management, team leadership, the need for better education on quality principles, and the need
for an effective improvement methodology. When a quality issue is in need of attention, it is
unreasonable to allow months to pass before improvement is realized. To combat project lag
time, some organizations have adopted rapid improvement cycles. In rapid-cycle improve-
ment models, team activity is closely monitored and kept on track. Implementation of new
ideas occurs more quickly, sometimes under a pilot test (Carboneau, 1999).

Quality Measurement

Quality measurement serves a variety of objectives: providing data to support improve-
ment efforts, monitoring compliance with standards, making comparisons between providers
of care, finding best and substandard performers, monitoring changes over time, and address-
ing the health needs of populations (Donaldson, 1999). Given both these varying goals and the
complex nature of health care processes and outcomes, comprehensive quality assessment
requires the application of graphical approaches (e.g., flow charts), descriptive measures (e.g.,
rates of nosocomial infection), and a variety of study designs and statistical techniques.

To evaluate themselves against their peers, many health care organizations participate in
performance measurement systems or databases that offer comparative quality statistics on a
regional or national level. Some systems are privately owned (available only through subscrip-
tion), whereas others are publicly available. Databases of health care facility characteristics,
process measures, and selected patient outcomes are maintained by companies, professional
organizations, health care associations, peer review organizations, governmental agencies, and
accrediting agencies. Because the type of data and procedures for data collection often vary, it
is often difficult to make comparative analyses across the systems.

To establish consistency for nationwide analyses, the Joint Commission has been work-
ing to arrive at sets of standardized, core measures that will be uniformly applied across health
care organizations (Joint Commission, 1999). Known as the ORY X initiative, it relies on mea-
surement systems to embed the core measures and supply the data to the Joint Commission.
Although nonstandardized measures are currently being collected by thousands of hospitals
for ORYX, collection of standardized core measures will begin in 2002 (Joint Commission,
2000).

In a similar effort, the National Committee for Quality Assurance has established a set of
commonly defined measures for use by practice plans and health maintenance organizations.
Known as the Health Plan Employer Data and Information Set (HEDIS), these measures focus
on clinical issues in the outpatient setting, such as diabetes management, cancer screening, and
immunizations (Bodenheimer, 1999). Common quality measures used in health care manage-
ment include process measures, clinical outcomes, satisfaction, and health status. A brief
description of each appears below.
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Process Measures

Process measures are typically utilization rate measures and are used to assess whether
standards are met, the degree of compliance with practice guidelines, or a level of health
system quality. Examples of process measures include:

 Surgical prophylaxis usage rates

 Cesarean section rates

* Immunization rates in health plans

* Tumor registry follow-up rates

e Mammography rates in health plans

» Completeness of tumor staging

 Rates of appropriate utilization of specific Pharmaceuticals

Clinical Outcomes

A clinical outcome is the health status in relationship to a treatment or other intervention.
Clinical outcomes can be expressed in terms of an individual practitioner, health care organi-
zational unit (e.g., hospital trust in England), or system level (e.g., health authority in
England). Clinical outcome measures include rates of death (inpatient, 30 day), complications,
errors, infections, and other results of treatment (e.g., duration of graft). Clinical outcomes also
aid in determining whether care was rendered according to established standards or practice
guidelines. Clinical outcomes are also used to gauge efficacy. Specific examples of outcome
indicators are rates of:

* Postoperative bleeding

* Mortality 2 days postprocedure involving anesthesia
* Medication error

* Readmission for same diagnosis within 30 days

* Surgical site infection

* Nosocomial infection

* Patient falls

As with any rate measure, the validity of the numerator and the denominator affect the
accuracy of the estimate. For the numerator, validity is enhanced with the use of classification
systems (see Chapter 2). Rate measures of quality are difficult to interpret where classification
is not uniform, and such is the case with readmission rates. Readmission rates have not been
consistently linked to quality. Weissman et al. (1999) propose a classification methodology to
determine if a readmission indicates less than adequate quality of care.

Satisfaction

Patient, physician, and payer satisfaction is becoming increasingly important in competi-
tive health care markets. Patient satisfaction survey instruments are widely used in the United
States to generate data on patients’ perceptions of the care received. Patient surveys of
satisfaction with health care are common for inpatient services and outpatient services (Nelson
and Niederberger, 1990; Holland et al., 1995; Ware et al, 1997), and health plans (Nelson and
Niederberger, 1990; Hynes et al., 1998; http:/www.hcfa.gov/about/acsipage.htm). The content
of the satisfaction survey depends on the customer segment of interest. For example, the
Customer Satisfaction Initiative of the US Health Care Financing Administration includes an



168 Diane R. Weber ef al.

assessment of ease of enrollment, ease of obtaining information, and staff courtesy and
professionalism. Results from satisfaction surveys provide data to guide the development of
ways to continuously improve service.

There are several ways to collect satisfaction data such as phone surveys, mailed surveys,
presenting surveys to patients at the time of discharge, and interviewing patients during
hospitalization (Ross et al., 1995). Research shows that a mailed survey that protects patient
anonymity is the best ongoing method for quantifying the quality of care and identifying
processes that require attention. Many patients fear retribution if they provide negative
comments via phone surveys or face-to-face interviews. Mailing the survey reduces the
possibilities that patients will be influenced by the person administering the survey, will
provide only positive comments, or will be excluded from the survey process because they are
perceived as being difficult (Hall, 1995).

In a typical survey patients are asked to rate their experiences based on a Likert scale of 1
to 5 (5 being the most satisfied). A patient who rates his or her experience as “5” will usually
return to the institution. A rating of “4” means the patient might return, “3” means they might
not return, a “2” the patient will not return, and if the patient rates his or her experience a “1,”
he or she is gone. The notion that only patients with complaints respond to patient satisfaction
surveys is untrue. Generally, only a small percentage of patients will respond with a rating of
poor or very poor. The opportunity lies in focusing on those patients who rank the organization
good.

Response rates to patient surveys vary depending on characteristics of the patient
population served (with lower rates in lower income, less educated groups, non-English
speaking) and organizational types (lower urban and larger hospitals). Improving rates can be
accomplished by sending a follow-up postcard, mentioning the survey at discharge from care,
and conducting a second or third mailing (very costly).

Health Status

Patient-based health status measurement tools (such as the Short Form 36 [SF-36] and the
Health Status Questionnaire) address a variety of concepts including physical functioning,
bodily pain, mental health, vitality, role functioning, and general health (Smith ez al., 1998).
These instruments have been used to compare the quality of life of patients in different stages
of disease progress (Vu and Escalanta, 1999), to examine the impact of personal behaviors
(such as smoking) on health (Woolf et al., 1999), and even to examine the general health of
practitioners (Berardi et al., 1999).

Similar to the collection process used in satisfaction measurement, health status tools
require patient feedback and are often quite detailed. Though these measures are valuable, they
can be expensive to collect and pose barriers to receipt of responses.

Data Sources

Data used to assess quality can be obtained from a variety of sources. The most common
sources of data for quality assessment in health care are patient medical records, electronic
hospital discharge abstract, physician billing systems, and patient surveys. Medical records are
the source of very detailed clinical data including patient and family medical histories,
physical examination findings, radiology and laboratory test results, operative reports, nursing
observations, and physician orders for drugs and other therapies. Electronic discharge abstract
and billing systems provide data elements needed by government and commercial insurers to
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pay the providers of care. These data elements include patient characteristics such as age,
gender, length of stay (LOS); the principal diagnosis or reason for admission or treatment and
secondary diagnoses or comorbidities; the procedures performed; and charges for services.

There is considerable debate among quality assessment professionals concerning which
of these data sources is most appropriate for quality measures. Although the medical record
may be the best source for detailed data on the processes and outcomes of care (e.g., the
medications of beta blockers and thrombolytics for acute myocardial infarction) (Brown et al.,
1997; Widdershoven et al., 1997), extraction of data from medical records can be very resource
intensive. This often limits sample sizes and may compromise the validity of statistical
analyses. In addition, the reliability of medical record data is dependent on the accuracy of the
individual who does the data abstraction. Electronic discharge abstract and billing data have
been extensively used to assess quality of hospital care. For example, through the Healthcare
Cost and Utilization Project quality indicators software was developed to allow quality
indicators, with and without standardization, to be compared within population subgroups and
relative to US rates (Johantgen et al., 1998). While hospital discharge abstract data are easy to
obtain, the elements collected may only emphasize those patient characteristics, diagnoses,
and procedures that are felt to be important for determining equitable payment for services.
The accuracy and completeness of diagnosis and procedure coding also are of concern for
measures that rely on discharge abstract data. An effective quality assessment and improve-
ment program probably will use a combination of data sources and a variety of measures
appropriate to each source.

Sampling

Ideally, a census of all patients should be monitored for quality performance. A census
has the advantage of eliminating any doubts about sampling error. However, it is often cost-
prohibitive to evaluate all patients receiving services or resource-prohibitive through a physi-
cal audit all medical records; computerized records of patient information typically do not
contain a level of detail to perform outcomes assessments (e.g., only 8 diagnosis fields where
13 would be optimal). It is for these reasons that sampling may be an alternative. The sample
must be representative of the people served, and thus selected using some random selection
process (e.g., a computer software package, SAS, Microsoft Excel, Epilnfo Ver. 6.04b). The
size of the sample that should be drawn to check error rates or to estimate patient outcomes or
process measures can be easily calculated using a statistical software package (Epilnfo Ver.
6.04b: Dean et al., 1997, nQuery Advisor: Elashoff, 1995-1999; PASS: Hintze, 2000) or
sample size formulae from one of several recommended statistical texts (Fleiss, 1981; Rosner,
1995; Levy and Lemeshow, 1999). For example, the Joint Commission (1997) recommends a
random sample of 5% or 30 cases during a specific time frame for examining error rates. For
patient-based data collection, response rate also is an important factor in determining sample
size.

Levels of Quality Measurement

The level of measurement used in quality assessment will determine which analytic and
statistical methods are selected for analyses. Rate, ratio, and continuous measures are de-
scribed.

Rate measures are the most common methods for assessing the quality of care in terms
of process and outcome. Rates are used to show the proportion or percentage of a particular
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Table 7.3. Common Rate Measures of Quality of Care for Processes and Outcomes

Process measures
« Percentage of pregnant women with prenatal care in the first trimester
¢ Childhood immunization completion rate, by individual vaccine type and all of recommended
* Mammography rate within 2 years for women aged 50+
« Percent of diabetics receiving insulin or oral hypoglycemic and who had an eye exam in past year
* B-Blocker prescription filled for those after myocardial infarction with no evidence of contraindica-
tion
Outcome measures
« Mortality rates:
1. In-hospital death rates by procedure, clinical service (e.g., neonatal ICU), or diagnosis
* Incidence rates:
1. Nosocomial infection rates
2. Adverse incidence rate (fall rates, medication error rates, etc.)
* Survival rates:
1. Cancer patient survival rate, by anatomic site and stage
2. Patient and graft survival rate, by transplant procedure and type
* Other rates:
1. Percentage of postoperative patients with pain control
2. Patient satisfaction rates with the services provided and the patient care environment

patient group in which a particular event, either adverse or favorable, occurred. When
calculating a rate, the individuals included in the numerator of the expression are a subset of
the patient group represented by the denominator (see Chapter 3). Examples of rate measures
commonly used to assess the quality of care are in Table 7.3. Small area analysis is a method
for comparing utilization rates in populations from different small geographic areas. The
highest rates in these areas are compared to the lowest rates, the degree of difference is
evaluated and an attempt is made to explain the variation. In the early 1980s, rate measures
were used to illustrate the high degree of variability in medical care, particularly at the local
level (Connell et al., 1981; Wennberg and Gittelsohn, 1982; McPherson et al., 1982). Small-
area analysis has identified differences in hospitalization rates and procedure use that have
been attributed to differences in physician practice styles; access to community, ambulatory,
and preventive care; and lack of professional consensus regarding optimal treatment strategies
(Wennberg, 1996).

Ratio measures are similar to rates but the individuals or cases included in the numerator
are not a subset of the denominator, i.e., the numerator and denominator measure different
phenomena. An example of a ratio measure is the number of adverse drug reactions per 1000
inpatient days.

Continuous measures are those values in which each unit of the measurement has
meaning. Continuous measures include days of hospital stay, deciliters of blood glucose, and
number of in-hospital deaths.

Quality Improvement Tools and Techniques

As opportunities to improve are identified, various decision management tools can be
used in combination with statistical tools to lead to improvement and process change. Much
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can be gained from measurement activities and a thorough analysis of the process. However, it
is not until action is taken that future patients will actually benefit from what was learned.
Improvement ideas must be generated, prioritized, clarified, and implemented.

There are various quality improvement tools and techniques designed to help organiza-
tions measure and analyze variation in any process. Use of these tools and techniques is key to
successful planning and helps ensure that performance improvement efforts:

* Unlock creativity

* Encourage participation

* Capture objective data

* Document processes

* Measure performance

¢ Analyze causes and effects (Joint Commission, 1992)

Most tools have been developed for use by teams rather than individuals. Many improve-
ment theorists assert that staff with firsthand knowledge of the processes and systems must be
involved in improvement efforts. This expanded base of experience and knowledge allows the
team to get directly to the root of a problem and to pinpoint improvement opportunities.
Project teams can be time limited and focused on particular issues or on going and empowered
to deal with new issues as they arise.

Brainstorming

Brainstorming is used to “stimulate group creativity and problem solving when faced
with the need to change” (Strongwater and Pelote, 1996, p. 31). Free-flowing brainstorming
sessions require that everyone takes a sequential turn in responding (passing is allowed),
during which time no team member is allowed to criticize or discuss the idea. Team members
are allowed to build on others’ ideas or to offer new ideas during their turn (Scholtes, 1988).
Goldman et al. (1996) utilized brainstorming in a multidisciplinary group to develop a process
for a hospital to implement a strategic plan to combat antimicrobial resistance.

Affinity Diagram

Often, the output of a brainstorming session is a very long list of ideas representing a wide
variety of areas. A useful follow-up exercise is an affinity diagram, which helps to categorize
responses into a logical framework. The ideas from the brainstorming session are individually
listed on small pieces of paper. Then, using a large surface, such as a wall, window, or table, the
team members simultaneously arrange them into logical groups. Team members can disagree
with one another and continue to rearrange the notes silently until consensus is reached. Once
the categorization has ceased, team members are allowed to speak and to label the categories
they have created.

As opportunities for improvement are uncovered, the team decides where to focus its
energy. If numerous opportunities are identified, the team must engage in a prioritization
exercise. This can be accomplished in a variety of ways. One approach is to use a voting
technique, where each team member assigns a set number of points to the idea(s) of highest
priority (Scholtes, 1988). Another approach is to have each team member complete a prioritiz-
ation matrix that includes specific criteria and rating scales.
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Cause-and-Effect Diagram

A cause-and-effect diagram represents pictorially the relationship between an effect and
all of its potential causes. A cause-and-effect diagram is used to identify influencing factors
that may contribute to problems. It originated from Kaoru Ishikawa, head of the Japanese
Union of Scientists and Engineers, who in the 1960s expanded the use of this and other quality
control tools in Japanese manufacturing. For this reason, the cause-and-effect diagram is
sometimes referred to as the Ishikawa diagram, or the fishbone diagram, because of its shape.

Cause-and-effect diagrams clarify the potential causes of a problem and/or the sources of
variation. To construct the diagram, the problem to be examined (e.g., long emergency room
waiting times) is placed in a box on the right side of the page. A long line is then drawn
horizontally from the box to the left side of the page. From this center horizontal line, lines are
drawn diagonally above and below and titled with major categories thought to be contributing
to the development of the problem. Typical health care categories are procedures, environ-
ment, equipment, and people.

For each category, the question “Why?” is asked. For each response, a diagonal line is
added to the main branch of the category to represent a hypothetical explanation. “Why”
continues to be asked in a category until the possibilities become unknown or exhausted. For
example, if an organization is analyzing why there are problems with inaccurate or absent
identification of patients on the admission record, the team may suggest that causes are
primarily related to policies, procedures, people, and equipment/materials (Fig. 7.2). These
major issues would serve as the large “fishbone” labels.

For each major issue, the team then asks, “Why?” For example, a series of “why” ques-
tions on the issue of patient identification might include:

* “Why is there inaccurate patient identification?”
* “Because there is wrong demographic information on the patient plate.” Wrong
demographic information is added as branch of the fishbone.

Lab receiving area does not

PROCEDURES always know where spacimen

came from

Band cut off for chinical
access; not replaced

\ INACCURATE/
NO PATIENT

INFORMATION

Plate not automatically
, requires phone call
to Central Scheduling

EQUIPMENT/|
MATERIALS |

Figure 7.2. Cause-and-effect diagram.
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¢ “Why is there wrong demographic information?”

* “Because the incorrect information is given by the physician’s office to the operating
room,” or “Because the handwritten or verbal information is not clear or complete,” or
“Because the patient must be a John Doe or may give an alias.” All these causes are
added to the fishbone.

The cause-and-effect diagram keeps the team focused on the issue and generates a lot of
active discussion. The participants in this process can gain new knowledge about improving a
process from examining different aspects of a process. Last, the construction of this diagram
presents an opportunity for staff to develop teamwork in problem solving thereby facilitating
for future team problem-solving activities.

Flowchart

Based on performance data analysis and an examination of the root causes of a problem, it
may be helpful to reevaluate how a process works. Many processes involve redundant or
inefficient steps, too many handoffs (leading to failures), and/or may be ordered inap-
propriately. A flowchart is a useful tool for process analysis in that it provides a picture of the
steps involved in a process.

Flowcharts allow teams to examine each step of the process, leading them to identify the
potential sources of variation. The team must decide how detailed the flow diagram should be.
A diagram depicting only the major steps of a process would take less time to complete and
offer opportunity for further review. A helpful step in defining the process for review is setting
start and end points for review. For example, if the team discovered that among the vital few
causes of inpatient readmissions for congestive heart failure patients was “inadequate dis-
charge planning,” a flowchart should be created depicting the current process of discharge
planning. Perhaps discharge planning begins at admission to the facility or even before
admission. Perhaps it ends at discharge from the facility or during the first postdischarge visit
to a clinic. Once the time points are agreed on, the team draws the sequential and simultaneous
steps involved, working backward or forward in time.

There are standardized symbols for flowcharts, but these are not always followed. A
special shape (such as a cloud) should be used for any process steps that are unknown or
unclear. A sample flowchart appears in Fig. 7.3. During the discussion, a facilitator should
keep the team focused, because discussions about detailed process steps often stimulate other
conversations. As the chart is documented, suggestions for improvement will arise, including
reduction of handoffs or unresolved problems, better interdepartmental workflow, and poten-
tial intervention points. The team then has the option of recreating the “ideal process” in a new
flow diagram. The team returns to the improvement model (e.g., PDCA cycle) to evaluate
ideas, check data, and pilot test a solution. Later, follow-up monitoring will ensure that the new
performance level has been achieved.

Statistical Quality Control Tools

Originally developed in industrial settings, quality control tools consist of a set of graphic
and statistical methods for analyzing variation in processes and promoting the achievement of
statistical process control.
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Check Sheet

The simplest of these techniques is the check sheet, which is a simple form for making
sample observations. A check sheet can be used to count discrete events (or observations) such
as postoperative complications or to record observations of continuous variables such as
length of stay for patients with community-acquired pneumonia. These counts or observations
then can be graphically displayed using a more advanced statistical quality control tool as
appropriate.

Histogram

A histogram is a two-dimensional graph with bars representing the frequency of values
on the y axis as a function of values on the x axis. Note that as a compared to a bar chart (or
Pareto chart), the values along the x axis represent interval level measurement. Figure 7.4
represents a histogram of the hospital length of stay in days. The bar representing the peak in a
histogram is the median of the distribution. In this figure, 5 days is the median length of stay.

Pareto Chart

A Pareto chart (bar chart) displays a frequency distribution of categorical data in
descending rank order. Figure 7.5 represents the rate of surgical wound infection by number of
patient risk factors. This chart illustrates that surgical wound infection increases with increas-
ing number of patient risk factors. Pareto charts are a natural follow up to a cause-and-effect
diagram. The Pareto diagram is based on Joseph Juran’s 80-20 rule, meaning that 20% of the
causes contribute to 80% of the problem (Juran, 1988). The diagram, similar to a bar graph,
helps separate the “vital few” causes that account for the majority of the problem. Once
sufficient data exist on the frequency of a number of causes, the relative frequencies are
displayed on a bar chart. The measure of frequency is plotted on the vertical axis and the
causes on the horizontal axis (in descending order). A third right vertical axis can be drawn to
indicate the cumulative percentage of the total number of occurrences (Joint Commission,
1992). The 80-20 rule then can be visualized.
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Figure 7.4. Histogram.
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SWirate 6-

No. of risk factors
Figure 7.5. Pareto chart of surgical wound infection (SWI) rates by number of risk factors. Risk factors
are any of the following: an operation that involved the abdomen, an operation lasting longer than 2
hours, an operation classified as either contaminated or dirty-infected, and a patient having three or more
diagnoses at discharge. From Culver et al. (1991).
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Scatter Diagram

A scatter diagram is a two-dimensional plot of the relationship between two variables.
The values of the observations are plotted as x, y coordinates on a graph with x representing the
independent variable and y the dependent (or response) variable. This diagram illustrates what
happens to one variable when the other variable changes value. Figure 7.6 is a scatter diagram
of the relationship between the ratio of primary care physicians per 100,000 population and
mammography rates among non-HMO Medicare enrollees in selected hospital referral regions
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Figure 7.6. Scatter diagram.
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Figure 7.7. Run chart.

of the United States. This scatter diagram illustrates that with an increasing ratio of primary
care physicians per 100,000 population, there is an increasing mammography rate.

Run Chart and Control Chart

A run chart (Fig. 7.7) is a line graph showing the result of an outcome measure, such as
in-hospital mortality rate for acute myocardial infarction over time. The outcome measure is
displayed on the y axis and the time is shown on the x axis. A control chart (Fig. 7.8) is a run
chart to which horizontal lines are added to represent a measure of central tendency, such as
the mean of the sample means or rates and upper and lower control limits on either side of this
mean, which represent a measure of dispersion such as the standard deviation or standard error.
Upper and lower control limits can be set at one, two or three times the standard deviation or
standard error. The center line of a control chart can represent the historical center point for
that health care unit or some normative value. The control limits are typically calculated based
on an average sample size for the period examined; otherwise, the limits will vary with each
sample across the time periods examined. Computation of limits based on individual time unit
samples is desirable when the process is reexamined before and after some change has been
introduced.

3.0 8 UL=0.39

Proportion

-3.0 S LL=0.20

Figure 7.8. Control chart (P-chart) of cesarean section rate at Freeway Medical Center. UL, Upper
limit; LL, lower limit; S, standard deviation; 1, special cause identified, point exceeds 3S at the upper
limit.



178 Diane R. Weber ef al.

The formulas for constructing the lines of the control chart depend on the level of
measurement (e.g., interval, rate, etc.), the variability of the sample size over time, and the
existence of an objective standard that would replace the mean as the center line. For most
measures of quality in health care, objective or preset numerical standards do not exist.
Formulas for calculating the lines for three common types of control charts follow:

Rate (or Proportion) Measures (P Chart)

_Sa 3
Stcpl.x,—n,-Pi P=E—n,. n=—k—

(P-(1 = P))
Step 2: 05 = —

Step 3: P * 7-0p

Where:
k = number of time periods
n, = total number in the denominator (“population at risk™)
P = rate = events/population at risk x factor of 10 (or calculate as a proportion)
op = standard deviation of the rate
z = standard deviate of the normal distribution to set the level of confidence, usually

99%

Continuous Measures [X Bar S Chart (n = 10) or X Bar R Chart (n < 10)]

Step I: X X s 2, L En
tep = =7 n=—
_ S
Step2: X £ z.——
n
Where:
k = number of time periods
n; = number of events
s; = standard deviation
)_(‘. = standard deviate of the normal distribution to set a level of confidence, usually 99%
Rate Measures (U Chart)
E_in (r—\/ﬁ UCL=E+30’H
- w - — T

Zni \vn LCL =U - 30,
Where:
U = mean ratio value
X, = number of events, e.g., number of adverse drug reations
n, = number of units of measurement, e.g., 1000 patient day increments
o, = standard deviation

u

UCL = upper 99% confidence limit
LCL = lower 99% confidence limit
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Table 7.4. Data for a Control Chart of Cesarean Section Rates at Freeway Medical Center

Month (i)  Number of births Number of births by Proportion of cesarean birth

in month (n,) cesarean in month (e;) per month (r,): r; = e./n;
January 190 56 29
February 180 52 .29
March 210 63 31
April 188 44 23
May 213 60 .28
June 216 52 24
July 224 66 .29
August 202 51 25
September 205 63 31
October 195 59 30
November 216 63 29
December 180 80 44
Total 2419 709 .29

Using the data from Table 7.4, a P control chart (Fig. 7.8) is drawn to examine variability
cesarean section rates across a calendar year using Minitab (1999) software and to identify
whether at any point the “process is out of control.” The graph identifies that the process is
under control relative to the average for the year in December where the cesarean rate exceeds
the 99% confidence limit.

Comparison Charts

Comparison charts provide a method for determining whether performance (or outcomes
achieved) differs significantly from a known standard at any given point in time, and hence
allow performance to be benchmarked. An example might be the readmission rate accepted by
experts as ideal and the overall mean readmission rate of an appropriate comparison group
such as a state rate or rate for similar type of hospitals. Figure 7.9 compares the infant mortality
rate (IMR) for selected states with the highest rates in all regions of the United States. The
“standards” graphed are the current overall US IMR and the 2010 goal for the nation.
Comparison charts also can be made for smaller time periods, for example, quarter of the year.

The comparison chart will display the sample rate or mean, the comparison standard rate
or mean, and upper and lower statistical confidence intervals for the comparison rate or mean.
The confidence intervals are at the 99% confidence level, which is comparable to an alpha
level of .01, two-tailed. The formulae of the 99% confidence interval for continuous and rate
measures are:

Continuous measures

576 ?

* 2. —=

K N

Where p = mean of the comparison standard
o = standard deviation of the comparison standard mean
n = total number of cases in the sample
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Figure 7.9. Comparison chart of infant mortality rate (IMR) by state. From US Department of Health
and Human Services (2000a,b).
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Application of Quality Control Tools

Control of unwanted variation, especially during the processes of health care delivery,
may significantly reduce the likelihood of adverse clinical outcomes. This is because the
unwanted variation may represent individual, organizational, or system performance prob-
lems. For example, high nosocomial infection rates in a pediatric unit only on weekends during
the quarter may signal staffing problems in that patient car area. The most effective means of
controlling unwanted variation is to identify the specific type that exists. Quality control tools,
particularly control charts, help identify and distinguish both special and common causes of
variation in health care delivery.

Common causes of variation are random fluctuations inherent to a process such as
compliance with organizational policies. They are identified by random distributions of points
occurring within the control limits of a control chart. Changes in the process must occur in
order to reduce common causes of variation.
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Special causes of variation are nonrandom events that are not inherent to a process
(Deming, 1986), but rather are related to persons, places, or time. They produce deviations
from the expected beyond the random variation related to common causes and often may be
corrected without redesign of the process. Examples of special causes of variation include
contamination of the sterile field during a surgical procedure, not properly calibrated labora-
tory equipment, and providing the wrong medication dose to a patient. Control charts are used
to detect nonrandom variation in length of stay, mortality, readmissions, and complications for
Medicare patients with pneumonia (Hand et al, 1994). The U chart (Minitab, 1999) aids in
evaluating whether or not a special cause is the source of the unwanted variation. The U chart
plots the “defects” for a given sample across all samples, and hence is a ratio measure.
Samples can be the same size or different sizes, but are assumed to come from a Poisson
distribution with parameter . that is both the mean and the variance. The average number of
“defects” from the data set becomes the centerline, or p can be specified by the user to
represent the process mean. Special cause variation is said to exist if any one of the following
are identified on a flowchart: (1) any single point more than 3 standard deviations from the
center line; (2) 9 points in a row on the same side of the center line; (3) six points in a row all
increasing or decreasing; or (4) 14 points in a row alternating up and down. Special cause is
flagged automatically when using Minitab (1999) software, as occurs in Fig. 7.8 in the month
of December when the cesarean section rate during that month exceeds 3 standard deviations
from the centerline of the average annual rate for that hospital.

Risk Adjustment

The acceptance of quality assessment methods by health care providers and their useful-
ness in promoting quality improvement will be determined largely by confidence in the power
of these methods to reliably measure “real” variations in processes and their relationship to
outcomes. An essential factor in fostering this confidence is the ability to determine acceptable
or expected norms through the process known as “risk adjustment” or “case mix.” Quality
improvement efforts based on comparisons of the performance or outcomes of care, in the
absence of an attempt to account for differences in the severity of illness and other patient
characteristics, are likely to end in failure.

The first large-scale attempts to measure severity of illness were a consequence of
changes in hospital reimbursement (lezzoni, 1989). The prospective payment system adopted
by Medicare in 1983 created clinically interpretable patient classes based on variables com-
monly available in hospital abstract and billing systems (Fetter er al., 1980). The patient
classes, known as diagnosis-related groups (DRGs) were based primarily on the International
Classification of Diseases, Ninth revision, Clinical Modification (ICD-9-CM) diagnostic and
surgical codes, patient age, and discharge status. The DRG classification was widely criticized.
It was believed to account only for major variations in severity of illness, while being
insensitive to more subtle variations that might be delineated only through the use of detailed
clinical data. An alternative to the DRG system is the all patient refined-diagnosis-related
groups (APR-DRG), a population commercial system (3M) for adjusting hospital severity of
illness that has been found to be a strong predictor of death (Romano and Chan, 2000).

Another use for severity of illness assessment is to adjust for the risk of undesirable
outcomes when the underlying state of health of the population subgroups compared is highly
variable. Poor outcomes in a given population or those not predicted after statistical adjust-
ment for severity could indicate poor quality of care (Blumberg, 1986). Risk adjustment has



182 Diane R. Weber et al.

been applied to many different types of adverse outcome including death, surgical complica-
tions, unexpected admissions after outpatient surgery, nosocomial infections, readmissions
shortly after discharge, cesarean section rates, and excessive length of stay (Culver et al., 1991;
Tsuyuki et al., 1994; lezzoni et al., 1994, 1996a; Salemi et al., 1995; Fujita and Sakurai, 1995;
Reiley and Howard, 1995; Normand et al., 1996; Cariou et al., 1997; Leung et al., 1998; Aron et
al., 1998). These uses of severity of illness assessment for risk adjustment generally rely on
patient condition and characteristics on admission to the hospital or at initial contact with a
provider. This establishes risk before therapeutic intervention so that risk is not confounded
with poor quality of care leading to adverse outcomes.

Other risk adjustment methods exist and these are reviewed in Iezzoni et al., (1996b). The
primary distinction among these is related to the source of the data used to define severity
levels. Two major types of systems are identified: those that rely exclusively on discharge
abstract or billing data and those that require primary data collection from medical records.
Examples of severity of illness systems include the Acute Physiology and Chronic Health
Evaluation (APACHE) system (Knaus et al., 1981), the Computerized Severity Index (Horn
and Horn, 1986), disease staging (Gonnella et al., 1984), MedisGroups (Brewster et al., 1985),
and patient management categories (Young, 1984).

There are two final caveats here. One is that the adjustment is only as good as the quality
of the data that are collected. So if large numbers of patient records are missing or incomplete
or improperly coded, even the most sophisticated case mix/risk adjustment system will not be
able to compensate for validity. Also, one must keep in mind that most case mix/risk
adjustment methods focus on clinical factors and do not account for all possible factors that
could affect patient outcomes. Differences in gender and age structure of the population that
seeks care at a particular facility as well as other demographic and economic influences may
explain some of the observed variations. Even the population may have different diagnostic
composition that could affect outcome. For example, Cleves and Golden (1996) point out that
even comparisons of hospital-specific mortality rates for hip arthroplasty adjusted for age and
gender can be flawed if the proportion of arthroplasty’s done for patients with and without hip
fracture at the time of the procedure. For this reason, facilities or health plans should be
aggregated into groups that facilitate “like” with “like” comparisons.

Conclusion

Quality management and quality improvement tools applied with an epidemiological
framework can bring health care service units to a new level of performance. This perfor-
mance, in some markets, plays a large role in establishing viability as a business. Consumer
advocacy groups, business coalitions, accreditors, and regulators frequently evaluate health
care organizations and integrated delivery networks. Because the accountability of health care
providers now stems beyond the immediate health care setting and knowledge of epidemio-
logical principles and their use are now essential to all health care managers. “Report cards”
are commonly available to rank hospitals and doctors, many based on publicly available
patient (e.g., Medicare data). Some use five-star rating systems, which greatly simplifies
presentation for consumers of health care, but unfortunately they can lack risk adjustment or
the descriptions required to understand performance data. It behooves health care organiza-
tions to investigate how they are being evaluated and by whom. To ensure organizationwide
application of quality principles, some organizations have joined industrial companies in
competing for awards for their quality efforts. One such award is the Malcolm Baldrige
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National Health Care Quality Award. The award criteria include visionary leadership, organi-
zational and personal learning, being customer-driven, valuing employees and partners, focus
on the future, management by fact, managing by innovation, public responsibility and citizen-
ship, focus on results and creating value, and a systems perspective (National Institute of
Standards and Technology, 2000). Regardless of the type of health care organization—be it an
office setting, an ambulatory surgery center, mental health center, hospital or long-term care
facility—to be effective, the management of quality must be done in a coordinated, efficient,
systematic approach that is closely aligned with the organization’s strategic priorities. To do
any less would limit the value of quality initiatives.

Case Studies

Case Study No. 1
Managing a Hospital Specific Cesarean Section Rate

A perennial problem faced by hospitals is confronting management of the cesarean rate. At Freeway
Medical Center (FMC), the current total cesarean section rate is 33% over the last 6 months. During the
same time period, the state average is 20.4%. Also, at nearby Gold Coast Medical Center, a private
academic health center, the total cesarean section rate was 15.5% and at a local state university hospital
the cesarean section rate was 15.4%. FMC wishes to reduce its cesarean section rate because it is being
reported to the Joint Commission as a performance measure of quality to be assessed in its next
accreditation review. The Cesarean Section Reduction Team from FMC is charged with tackling this
problem and proposing solutions. The Cesarean Section Reduction Team decided to tackle this problem
using an epidemiological framework.

Q.1. What would be your first steps in solving the problem?
Q.2. How is the cesarean section rate computed?

Q.3. What quality improvement tools could be used?

Q4. What types of biases in the data affect the interpretation?

Q.5. What intervention can be used to affect the hospital cesarean section rate?

Case Study No. 2
Measuring and Improving Patient Satisfaction

Research shows that the mail-back survey is the best ongoing method for quantifying a patient’s
satisfaction with care, in a nonthreatening, confidential manner (Hall, 1995). In a typical survey patients
are asked to rate their experiences based on a Likert scale of 1 to 5 (5 = most satisfied). A patient who rates
his or her experience a “5” will usually return to the institution. A rating of “4” means the patient might
return, a “3” means they might not return, a “2” the patient probably will not return, and if the patient
rates his/her experience a “1,” he or she definitely will not return. You present a quarterly data report to
your hospital system’s quality council. You represent hospital B. The report reflects other hospitals in the
region including your competitors (Table 7.5). The quality council has set as a strategic priority the
improvement of customer service.
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Table 7.5. Hypothetical Patient Satisfaction Data
for Hospitals in a Health System

Very poor  Poor Fair  Very good  Good
19 2(25) 3(50) 4 (75) 5 (100)

Hospital A 1% 2% 8% 32% 57%
60th percentile
score of 85.1

Hospital B 1% 2% 5% 25% 67%
95th percentile
score of 88.1

Hospital C 2% 4% 12% 41% 41%
5th percentile
score of 83.0

Q.1. How would you summarize the findings from Table 7.5?

Q.2. What are some additional ways in which the council could derive additional information form these
data?

Q.3. What quality improvement tools might be helpful in determining how hospital B compares to its
competitor hospitals?

Q4. If the data revealed that patients were unhappy with hospital surroundings (noisy, dark, sterile
décor), what might you do to generate ideas on how to improve the situation?

Q.5. To increase the likelihood of a favorable change in the patient satisfaction scores relative to the
hospital environment, what management strategy should be undertaken?

Case Study No. 3
Investigation of a Medical Error

You have been called in to help investigate a medical error, one that has been highly publicized in the
local news. A patient was scheduled to undergo a left below the knee amputation and the amputation was
done to the right leg in error. The patient is a long-standing insulin-dependent diabetic with severe
peripheral vascular disease. An accreditation agency has requested a copy of the analysis you and your
team have conducted. Wrong-site surgery cases are difficult to defend and they often end in legal
settlement. While the frequency of these types of cases remains low, they do generate a great deal of
publicity and they are thought to be preventable. Although the surgeon is ultimately responsible for the
verification of laterally (or correct side) of the patient for the surgery, settlements are often shared on an
equal basis between both the physician and the hospital (Bosh, 1999).

Q.1. List various representatives you would like to have included on the team who will investigate the
issue.

Q.2. The risk manager indicated that in the Joint Commission’s (1998b) investigation of wrong-site
surgery cases, most root causes related to “communication, preoperative assessment of the patient,
and the procedures used to verify the operative site.” What would you suggest the team do to
uncover root causes?
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Q.3. The team found several factors they believe contributed to the error. For example, the surgical
technicians involved in preparing the site for surgery were not kept involved in the site verification
process, and the surgeon was solely relied on to determine the correct operative site. How should
new procedures be implemented?

Case Study No. 4
Chronic Pain in Older Persons

The medical director and the manager of the geriatric inpatient unit ask for your help in implement-
ing a clinical practice guideline focused on chronic pain in older persons. This is a priority concern in this
unit, since the prevalence of patients who complain of chronic pain caused by arthritis, joint, or back
problems is high. These patients take a wide variety of therapies for their pain. The use of clinical
pathways is encouraged at your facility and is supported by standards set forth by regulators and
accrediting bodies. The Joint Commission on the Accreditation of Health Care Organizations announced
in 1999 a comprehensive set of standards pertaining to pain assessment and management, compliance
with which will be required by 2001. You agree to help and meet with a small team composed of hospital
staff and one patient representative to develop and implement such a practice guideline. Through an
Internet search, you find the National Guideline Clearinghouse (2000: http://www.guideline.gov) website
where you discover there are dozens of existing evidence-based guidelines pertaining to pain manage-
ment. You locate a guideline titled, “The Management of Chronic Pain in Older Persons” developed in
1998 by the American Geriatric Society. The guideline addresses pain assessment, pharmacological
treatments, nonpharmacological strategies, and recommendations for health systems that care for older
persons (American Geriatrics Society, 1999). The geriatric unit team adopts this guideline and creates a
clinical care pathway for all staff to utilize in caring for these patients.

Q.1. What considerations should be given prior to implementing a new idea such as a pathway?

Q.2. What outcomes might be tracked to see whether the pathway is working? How should the data be
collected? What tools should be used to analyze the data?

Q.3. What action(s) should be taken if the clinic staff does not follow the pathway?
Q.4. What are some of the critical success factors to implementation of the pathway?

Q.5. Describe how pathways can assist in case management.

Case Study No. 5
Outcome Measures and Control Charts

The governing board of a rehabilitation facility has asked you to help them develop a report card to
monitor the overall clinical value provided by their organization. One of the board members has heard of
the clinical value compass and asks you to give a description of it. After you do, the board agrees that the
clinical value compass is an ideal format for the report on facility performance. You are asked to bring the
first of such reports to the next meeting. Based on the four points of the compass, you find that the facility
has been collecting data on costs, satisfaction, and a few clinical outcomes. These data are arranged using
histograms, bar charts, and run charts.

Nothing appears out of the ordinary until you examine the clinical outcomes. While examining a
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comparison chart of nine rehabilitation hospitals in the region, the rate of readmissions was significantly
higher this quarter in your rehabilitation facility. Before you bring the report to the board, you decide to
research the observation further using the scientific method described in Chapter 4 (this volume).
Fortunately, the database is rich in detail and contains diagnoses, procedures, and complications for each
patient (patient identification is absent from the database).

Q.1. Would the determination of the risk of readmitted to the facility is considered as a count of the
number of readmissions or a rate-based measure?

Q.2. What quality improvement statistical technique will allow you to examine the data over time and
identify whether the process has been stable?

Q.3. If a control chart showed isolated points outside of the control limits or persistent upward or
downward trends within control limits, what type of variation is being detected? What are some
causes of this type of variation?

Q.4. Why would it be important to risk-adjust a measure of readmission? What variables do you use in
risk adjustment of the readmission rate?
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Control of Transmissible Diseases
in Health Care Settings

Denise M. Oleske and Ronald C. Hershow

Introduction

Infectious diseases are a major cause of mortality and disability worldwide as well as in the
United States. Leading global infectious killers are acute respiratory infections (including
pneumonia and influenza), acquired immunodeficiency syndrome (AIDS), diarrheal diseases,
tuberculosis, malaria, and measles (Fig. 8.1).

In addition to the increasing incidence and mortality, the resurgence of concern about
transmissible diseases has been fueled by myriad factors. The ability of microbes to mutate,
adapt, and survive was underestimated. Viruses evolve through replication errors, rearrange-
ment of gene fragments, and invading new species. Resistant genes are transmitted from one
bacterium to another on plasmids. These mechanisms promote new strains of influenza that
traverse the globe along with tourists and immigrants. Resistance of many infectious diseases
to current antimicrobial drugs is common. Antimicrobial resistant diseases include gonorrhea,
malaria, pneumococcal disease, salmonellosis, shigellosis, tuberculosis, and staphylococcal
infections. Medical practice and social and behavioral factors also have promoted a milieu for
increasing the incidence of infectious diseases. Aggressive medical treatments (chemo-
therapy, bone marrow and organ transplantation, renal dialysis, indwelling medical devices)
have increased the number of individuals living in an immunocompromised status. Increased
use of illicit intravenous drugs has contributed to the spread of AIDS and hepatitis because of
the use of contaminated needles. The behavior of exchanging sex for drugs also has been
associated with an increase in the incidence of transmissible diseases, particularly for many
sexually transmitted diseases, notably syphilis. A myriad of new infectious diseases including
Escherichia coli O157:H7, hantaviruses, hepatitis C virus, human immunodeficiency virus
(HIV), Legionnaire’s disease, Ebola virus, toxic shock syndrome, and Lyme disease have

Denise M. Oleske Departments of Health Systems Management and Preventive Medicine, Rush University,
Chicago, Illinois 60612. Ronald C. Hershow Department of Epidemiology, School of Public Health,
University of Illinois at Chicago, Chicago, Illinois 60612.

Epidemiology and the Delivery ofHealth Care Services: Methods and Applications, Second Edition, edited by Denise
M. Oleske. Kluwer Academic /Plenum Publishers, New York, 2001.

191



192 Denise M. Oleske and Ronald C. Hershow

3.5 4 O Over age five
34 # Under age five

Deaths in millions

ARI AIDS Diarrheal TB Malaria Measles
diseases

Figure 8.1. Leading infectious disease mortality, worldwide. ARI = acute respiratory infection; AIDS =
acquired immunodeficiency syndrome; TB = tuberculosis. From World Health Organization (1999).

emerged in recent years. The incidence of many infectious diseases previously under control
such as tuberculosis, rabies, dengue, and malaria recently has undergone a resurgence. In
addition, the rise coupled with the potential of large foodborne outbreaks and bioterrorism
threats create new challenges to managers of health care services.

The purpose of this chapter is to provide an introduction to the principles and knowledge
of infectious disease epidemiology required for managers of health care services in light of the
new challenges and threats posed by transmissible diseases in the 21st century. Avenues for
action in the prevention and control of these diseases in health care settings are also suggested.

Infectious Disease Concepts

In order to understand the manager’s role in the control of transmissible diseases in health
care settings, a basic knowledge of terms and concepts is essential. To understand how to
control transmissible disease, a health care manager must understand how infectious diseases
arise and are transmitted.

There are five elements involved in the emergence of an infectious disease. It is essential
for managers to know these as they guide the decision-making process. The elements are: (1)
characteristics of the infectious agent, (2) reservoir of the agent, (3) mode of transmission,
(4) portal of entry/exit, and (5) a susceptible host.

An infectious agent is characterized in terms of its biological classification, manifesta-
tion, and incubation period. The major categories of microbiological agents relevant to human
diseases are bacteria, fungi, parasites, and viruses. Most human diseases caused by microbial
factors are due to bacteria or viruses. Biological agents are classified according to the presence
or absence of specific traits. For example, bacteria are classified based on the mechanism of
movement and character of the cell wall. Viruses are classified based on the type of nucleic
acid and the size, shape, substructure, and mode of replication of the viral particle. Table 8.1
illustrates the medically important microorganisms and their commonly associated diseases.
In order to determine whether a biological factor is causative in a disease, it must be isolated
and identified in the host. According to Brook et al. (1998), determination of the presence of
microbial agents includes the following:
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Table 8.1. Selected Medically Important Microorganisms
by Major Category and Associated Disease®

Category Microorganism Disease

Aerobic and facultative bacteria  Staphylococcus aureus Toxic shock syndrome

Anaerobic bacteria Clostridium botilinum Food poisoning (botulism)
Viruses Rhinovirus Common cold

Fungi Trichophyton Ringworm

Parasites Plasmodium falciparum  Malaria

aFrom Brooks et al. (1998).

1. The identification of agent in sections of tissues or stains of specimens mor-
phologically

2. Culture isolation

3. Detection of antigen from the agent by fluorescein-labeled antibody stains or by
immunologic assay

4. DNA-DNA or DNA-RNA hybridization to detect pathogen-specific genes in spec-
imens

5. Antibody or cell-mediated immune responses at clinically important levels

The most important components of accurately identifying an infectious agent are the
specimen, the adequacy of the quantity of material tested, the selection of the appropriate body
area for testing, the method of collection (preferably from a site normal devoid of microorgan-
isms), and the timeliness in the transport of the specimen to the laboratory. These steps are
within the purview of the health manager and are essential processes to monitor in providing
quality care to patients. In addition, the health care manager should have a knowledge of
which diseases need to be reported to local health departments. A list of these is displayed in
Table 8.2.

An agent also can be described in terms of its pathogenicity and virulence. Pathogenicity
is the ability of an organism to alter normal cellular and physiological processes. Virulence is
the ability of an organism to produce overt disease. The incubation period is the time from the
introduction of the agent into the host to the onset of the signs and symptoms of disease. Each
infectious agent has a unique incubation period that may be hours, days, weeks, months, or
even years. For example, microbial agents that cause food poisoning typically have an
incubation period of 24-72 hr; microbial agents that cause respiratory infections typically
have an incubation period of 7-10 days, while hepatitis B and HIV infections have incubation
periods that may be several months to years long (Chin, 2000).

A reservoir is where the agent lives, grows, and multiplies. Reservoirs can be living
(human, animal, plant) or inanimate (soil, water). Human reservoirs can be clinical cases or
carriers. Clinical cases are those persons who manifest signs and symptoms of the disease
(acute cases) or who are infected but who do not manifest signs and symptoms of the disease
(subclinical or inapparent cases). Carriers are those persons who serve as a potential source of
infections and harbor a specific infectious agent, but they themselves are not manifesting any
signs or symptoms of the disease.

The process of producing disease from biological agents begins with the introduction (or
the portal of entry) and multiplication of the biological agent in the host. The mode of
transmission is the next critical link in the chain of infection. Transmission is the mechanism
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Table 8.2. Infectious Diseases Designated as Notifiable at the National Level, United States, 1997

Acquired immunodeficiency syndrome (AIDS)  Measles

Anthrax Meningococcal disease

Botulism Mumps

Brucellosis Pertussis

Chancroid Plague

Chlamydia trachomatis, genital infections Poliomyelitis, paralytic

Cholera Psittacosis

Coccidiomycosis Rabies, animal

Cryptosporidiosis Rabies, human

Diphtheria Rocky Mountain spotted fever
Encephalitis, California serogroup Rubella

Encephalitis, Eastern equine Rubella, congenital syndrome
Encephalitis, St. Louis Salmonellosis

Encephalitis, Western equine Shigellosis

Escherichia coli O157:H7 Streptococcal disease, invasive Group A
Gonorrhea Streptococcus pneumoniae, drug-resistant invasive
Hemophilus influenzae, invasive disease disease

Hansen disease (leprosy) Streptococcal toxic-shock syndrome
Hantavirus pulmonary syndrome Syphilis

Hemolytic uremic syndrome, post-diarrheal Syphilis, congenital

Hepatitis A Tetanus

Hepatitis B Toxic-shock syndrome

Hepatitis C/non-A, non-B Trichinosis

HIV infection, pediatric Tuberculosis

Legionellosis Thyroid fever

Lyme disease Yellow fever

Malaria

by which an infectious agent is spread from a source to a host. There are four modes of
transmission: (1) contact, (2) common vehicle, (2) airborne, and (4) vector borne.

Contact can be direct, indirect, or droplet spread. In direct contact transmission, there is
physical contact, usually person-to-person, between the source and the host (e.g., transmission
of Staphylococcus from hand of infected health care worker to a patient or a needlestick
injury). Indirect refers to the passive transmission of a microorganism from the source to the
host, usually on an inanimate object (e.g., E. coli-contaminated patient serving trays). Droplet
spread transmission refers to those particles usually larger than 5 pm whose route of transmis-
sion is through the air, but only for very short distances as occurs with talking or sneezing. The
common vehicle mode of transmission is a single inanimate vehicle that transmits the
infectious agent to multiple hosts. Food and water are the most frequent common vehicles,
although blood products and intravenous fluids also can be common vehicle sources. Airborne
transmission involves infected particles in either droplet nuclei (less than 5 pm in diameter
that contain the residua of evaporated larger particles) or dust that travel over 1 m in the air
from the source to the host. Coughing and forceful sneezing are ways of transmitting tuber-
culosis from a human source into the air. Vector borne transmission can involve external or
internal transmission of disease with insects. Flies can transmit Salmonella on their append-
ages from contaminated feces to food, representing external transmission. The passing of
Lyme disease from ticks that have fed on infected deer to a human host represents internal
vector-borne transmission. Knowing the manner in which microorganisms are transmitted aids
in developing control measures for interrupting transmission. Some infectious organisms can
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Table 8.3. Common Infectious Diseases, Reservoirs, and Routes of Transmission

Infectious disease Reservoir Route of transmission

Measles Man Respiratory

Hepatitis A Man Fecal-oral

Claymdia Man Sexual intercourse

Hepatitis B Man Percutaneous, permucosal, sexual intercourse,
perinatal

Lyme disaese Wild rodents, deer Vector, ticks

Encephalitis Wild birds, rodents, bats,  Vector, mosquitos

reptiles, amphibians
AIDS Man Sexual contact, percutaneous, permucosal, perinatal

be transmitted by multiple routes, such as salmonellae, which can be transmitted by direct
contact, airborne transmission, a common vehicle, and even by insects. Common infectious
diseases, the reservoir, and route of transmission are displayed in Table 8.3.

The portal of exit is where the organism leaves the host. The portal of entry is where the
organism invades the host. The portals of entry may be the respiratory (mouth and nose),
gastrointestinal, or genitourinary tracts, or through the mucous membranes or skin. Usually,
the portal of entry and the portal of exit are the same. For example, Salmonella-contaminated
feces could produce an infection via ingestion of food contaminated with the feces.

Host susceptibility is not having sufficient resistance to protect against acquiring a
pathogenic agent if exposed to it. Susceptibility depends on genetic factors, general health, and
immunity. General health is influenced by nutrition and the presence of comorbidities. Disease
caused by the biological agents occurs when the normal immune response of the host is
overcome and destruction of cells and tissues occurs, producing physiological alterations in
the host. Immunity is a resistance provided by the production of antibodies from lymphocytes
or from monocytes having a specific action on the microorganism or on its toxin. Immunity
can be characterized as passive (natural or artificial) or active (natural or artificial). Passive
natural immunity is the transplacental transfer of antibodies from mother to fetus. Passive
artificial immunity is the inoculation of specific protective antibodies in globulin preparations.
Passive immunity has a short-term duration of efficacy (less than 6 months). Active immunity
can be natural, as in the case of acquiring an infection (with or without clinical manifestation
of disease), or artificial in which the agent itself in a killed or modified form (via a vaccine) is
injected to stimulate protective antibodies. In fact, a relatively small subset of organisms
causes disease.

Thus, to develop an infectious disease, an individual must be both susceptible and
exposed. An exposure is a factor that, in the case of infectious disease transmission, is harmful
and allows for entry or interaction with the organism to produce harmful effects or clinical
disease. However, just because an individual is both susceptible and exposed does not mean
that clinical (or overt) disease will develop. Circumstances and attributes of the exposure
(frequency, dose, intimacy) and the degree of susceptibility of the host determine whether or
not an infectious disease will emerge.

Managing Disease Outbreaks

In the health care setting, general infectious disease concepts guide the formulation of
policies and procedures regarding the prevention of the emergence of infection in patients and
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health care workers. However, circumstances may arise in which an epidemic may occur. An
epidemic is the occurrence of cases of a condition in excess of what would be expected. An
epidemic may occur for several reasons, including: (1) an increase in the number of susceptible
persons; (2) the emergence of a new organism; (3) changes in the environment; (4) changes in
behavior; (5) new media for the growth of organisms; (6) the migration of infected persons,
animals, birds, or insects into an area; (7) change in the virulence of an organism; and
(8) inadequate immunization levels. Some epidemics develop slowly in nature, such as the
recent epidemics of syphilis and tuberculosis, whose increased incidence had underlying
causes in societal changes, i.e., the increased use of illicit intravenous drugs and noncompli-
ance with treatment plans leading to multidrug resistant strains of tuberculosis. Other epi-
demics occur more suddenly and unexpectedly, such as an outbreak of salmonella, whose root
cause may be the improper handling of food.

Health care settings that treat patients are susceptible to epidemics and must take
precautions to not only prevent their occurrence, but to also respond to an epidemic in a quick
fashion to decrease added risk to patients. Both the patient population and health care
providers may be at risk in a hospital epidemic. An example of a slowly evolving epidemic that
could occur in health care workers would be that of an increase in the incidence of needle-stick
injuries. Although each incident is documented, trends in incidence typically are noted over a
longer time period. An epidemic that is faster would be an outbreak of nosocomial infection in
an intensive care unit, although only certain types (e.g., chicken pox, tuberculosis) would
place health care providers at risk.

The health care organization’s approach to epidemics must be both proactive and reac-
tive. It is important to have the resources available to identify an epidemic and to respond
accordingly. This requires specialized personnel such as an epidemiologist and safety experts.
Additionally, the health care manager should have a firm understanding of how the occurrence
of an epidemic could have an impact on other departments of the organization. It is important
to remember that employees who do not have direct patient contact, such as housekeeping,
laundry, and laboratory staff, are also at risk in an epidemic. An epidemic in a health care
setting also potentially affects (1) liability (possible lawsuits and litigation); and (2) health care
costs (increased total treatment costs for a patient because of additional medical resources
required to treat the patient, and increased length of stay).

Due to the broad impact that an epidemic can have, the fundamental role of the health
care manager is to ensure that an organized strategy for this activity is in place. Elements of
that strategy would include (1) define the case; (2) screen all persons potentially exposed with
laboratory studies to define the magnitude of the outbreak; (3) characterize the epidemic by
persons, place, and time; (4) isolate the source or cohort of infected persons; (5) disinfect
portals of exit; (6) break identified chains of transmission; (7) defend portals of entry;
(8) immunize host; (9) investigate risk factors for developing the infection using an observa-
tional study design (most commonly a case-control study); and (10) establish and maintain
surveillance systems that serve to identify outbreaks and gauge the efficacy of control
measures.

Managerial Responsibilities in Infection Control
In addition to the prevention and control of epidemics, the health care manager also has

general responsibilities in the control of transmissible diseases in health care service delivery
settings. The tasks associated with this role are found in Table 8.4. Managers also have
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Table 8.4. Management Responsibilities Regarding Infection Control

Prevention
1. Classification of work activity and exposure level for all job classes
2. Development of policies and procedures for workplace exposure control
3. Provision of training and education
4. Development of procedures to ensure and monitor compliance
Management of workplace environment
. Needle and sharps disposal
. Handwashing facilities
. Cleaning, disinfecting and sterilizing (equipment, room, laundry, body fluids)
. Provision of protective equipment
. Safe disposal of biohazardous waste
. Maintenance of isolation rooms
ical response to individual exposure
. Baseline assessment and appropriate labortory testing at time of exposure
. Documentation in medical record circumstances of exposure (activities, work practices, protective
equipment, source of exposure)
. Appropriate follow-up assessments and laboratory testing (e.g., HIV antibody tests at 6 weeks, 12
weeks, and 6 months following sharps exposure to HIV+ source patient)
4. Provide treatment and evaluation for symptomatic diseases or source-related infection that de-
velops during follow-up (e.g., PPD skin test conversion)
Management
1. Report to OSHA? and state health department
2. Decision to have patient duties depend on worker’s personal physician and employer’s medical
advisors (NOTE: Persons with impaired immune system are highly susceptible to contagious disease
to which they may be exposed in patient care contact)

M

N2 AW N

1

aOccupational Safety and Health Administration.

responsibilities for coordinating the general effort of the prevention and control of transmis-
sible diseases in health care organizations. The establishment of an infection control program
is essential for any health care service delivery setting. The elements of an infection control
program are outlined in Table 8.5. Two particular concerns to health care managers are
bloodborne disease transmission and the other is airborne disease transmission.

Bloodborne Disease Transmission

Bloodborne pathogens are defined as pathogenic microorganisms that are present in
human blood and can cause disease in humans. These pathogens include but are not limited to
the hepatitis B virus (HBV), hepatitis C virus, and the human immunodeficiency virus (HIV).
Potentially infectious materials are semen, vaginal secretions, amniotic fluid, cerebrospinal
fluid, pericardial fluid, peritoneal fluid, pleural fluid, synovial fluid, saliva in dental proce-
dures, any body fluid that is visibly contaminated with blood, all body fluids in situations
where it is difficult or impossible to differentiate between body fluids, any unfixed tissue or
organ, HIV- or HBV-containing culture medium or other solutions or tissue, cell, or organ
cultures, and blood, organ, or other tissues from experimental animals infected with HIV
or HBV.
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Table 8.5. Elements in an Infection Control Program

1. Establish staffing, organizational position, and authority of infection control

2. Construct an exposure matrix for all employee job classifications

3. Develop, implement, and operate mechanisms for infection surveillance
» Targeted (e.g., high-risk patients, ICUs)

* Active (e.g., encourage reporting of needlestick injuries, culturing for a specific organism, Le-
gionella)

» Passive (e.g., monitor microbiolgical reports of Transplant Unit)

* Periodic (rotating wards)

4. Develop policies and procedures in accordance with regulatory and credentialing bodies for the
management of on-the-job exposures (e.g., isolation policies) and infections requiring work restric-
tions (e.g., chicken pox)

5. Conduct education for all new employees and annually thereafter on latest CDC? recommendations

for infection control

. Provide support for personnel health (e.g., employee wellness programs)

. Conduct preemployment testing and mandatory imunization (rubella)

. Conduct periodic screenings (e.g., for tuberculosis)

. Provide recommended immunization (hepatitis B, influenza)

10. Provide treatment for on-the-job exposures if indicated

11. Establish mechanisms for communicable disease reporting

12. Feedback to staff on organizational progress in infection control

O 0o -1 oOh

aCenters for Disease Control and Prevention.

Epidemiology of Hepatitis B

With respect to HBV infections, 10,258 new cases (incidence rate of 3.8 per 100,000)
were reported in the United States in 1998 (National Center for Health Statistics, 2000). Due to
underreporting, it is estimated that the actual occurrence of HBV is close to 200,000 cases per
year. Worldwide, HBV infection is hyperendemic in sub-Saharan Africa, southern and eastern
Asia, and the Amazon Delta. In these areas, hepatitis B carriage rates are generally greater than
10% (as compared to less than 1% in the US population). Approximately 25% of infected
adults will develop an acute hepatitis syndrome and 6-10% will become HBV carriers.
Carriers are at risk of developing chronic liver disease and of infecting others. Due to the
availability and successful deployment of the hepatitis B vaccine, health care workers account
for less than 2% of recent HBV infections in the United States.

Epidemiology of Human Immunodeficiency Virus Infection

In addition to HBV, HIV represents another virulent agent of concern to health care
providers and managers. HIV is a retrovirus that in the late stages of infection gives rise to a
condition known as AIDS. AIDS is clinically manifest as a progressive destruction of the
immune system and other organ systems, particularly the central nervous system. Since the
reporting of the disease, 687,863 cases have been recorded in the United States representing an
incidence rate in 1999 of 169 per 100,000 persons (National Center for Health Statistics,
2000). In the United States, the highest HIV infection prevalence rate is among men who have
sex with men (19.3%), and this group represents the largest proportion (60%) of men diag-
nosed with AIDS. However, the incidence rate is highest among black non-Hispanic males
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(145.3 per 100,000) and black non-Hispanic females (54.1 per 100,000). Of men with AIDS,
57% were men who have sex with men and 22% were injection drug users (IDU). In women,
43% of AIDS cases were attributed to IDU and 39% were attributed to heterosexual contact
with either an IDU, a bisexual male, a person with hemophilia, a transfusion recipient with
HIV, or an HIV-infected person. The HIV prevalence parallels the prevalence rate of sexually
transmitted disease in a geographic area (Centers for Disease Control, 1998b). Worldwide,
there are 34 countries in which 91% of all AIDS death have occurred; 29 of these are in sub-
Saharan Africa, 3 are in Asia (Cambodia, India, Thailand), and 2 in the Western Hemisphere
(Brazil and Haiti). Particularly hard hit are Botswana, Zimbabwe, and South Africa, where
more than 12% of the adult population is infected (United Nations, 1999).

Globally, the HIV pandemic has evolved in a variety of ways in different countries. In
sub-Saharan Africa, for example, HIV infection is mainly spread heterosexually leading to a
fairly equal incidence of AIDS by gender. Mother-to-child transmission is a common mode of
transmission in this area and HIV prevalence rates exceed 20% in the general populations of
many African countries. A number of opportunistic infections such as Pneumocystitis carinii
and several cancers such as Kaposi’s sarcoma are indicators of underlying AIDS (Chin, 2000).
The mode of transmission for HIV is through the exchange of body fluids such as blood,
semen, and vaginal fluids. These fluids can be exchanged through sexual contact, sharing of
intravenous drug equipment, or other means where the integrity of the portals of entry—the
mucous membrane and circulatory system—are violated. Once infected, the host enters into a
period of several weeks before having an immune conversion to test positive as a carrier of the
virus. The carrier may or may not exhibit signs and symptoms of AIDS because of its long
incubation period.

Bloodborne Disease Control Measures

Because of the increased incidence of bloodborne diseases and the serious consequences
of these diseases, the Centers for Disease Control and Prevention (CDC) established “‘standard
precautions” in 1996. Standard precautions stress two points. First, excluding sweat, all body
fluids, secretions, excretions, mucous membranes, and nonintact skin are presumed to be
potentially infectious so that contact with these portals of exit and body fluids can be avoided.
Second, these precautions mandate engineering controls, specific personal protective equip-
ment (e.g., gloves, gowns, masks, eye protection), and specific work practices. These proce-
dures are aimed at minimizing the exposure of health care workers to blood and body fluids
that may be potentially infectious when performing duties or tasks. The responsibilities of
health care managers regarding precautions specifically for bloodborne disease are outlined in
Table 8.6. The elements of a bloodborne disease control program are outlined below.

Establishment of Policies, Procedures, and Employee Risk Assessment

Management should be aware of the latest CDC and OSHA regulations regarding the
control of bloodborne disease transmission and implement an organizationwide plan that is
reviewed annually. The first step is to classify all employees according to risk of exposure to
bloodborne pathogens. Level I are employees who have the highest risk because they work
with blood or related products, are exposed to sharps, perform invasive tasks, or frequently
come in contact with equipment contaminated with blood or body fluids (e.g., nurse, lab
technician). Level II are employees who are at medium exposure due to limited contact with
patients, blood, or body fluids (e.g., laundry personnel or counseling staff). Level III em-



200 Denise M. Oleske and Ronald C. Hershow

Table 8.6. Elements of an Exposure Control Plan for Bloodborne Pathogens

List types of employees exposed to bloodborne pathogens by job classification

» Describe engineering controls implemented to handle sharp, infected objects

Provide directions outlining safe work practices

* Offer in-service programs to educated and train employees on following the safe work practices on an
annual basis

Describe type of risk exposure (sharp objects, splash or spray of infectious agents, etc.)

Describe and demonstrate the use of personal protective equipment

Ilustrate proper labeling and signage of high-risk areas and objects

Assign responsibility for ensuring compliance with the safety plan and monitoring this compliance
Promote hepatitis B vaccination

ployees have no patient contact and no contact with contaminated items such as sharps (e.g.,
clerks, computer operators). Volunteers also should be assessed and their risk determined by
their departmental manager. Health facilities should use their own data to further refine job risk
categories. Indeed, the identification of risk in different employee subgroups is a compelling
reason to establish systematic monitoring of blood and body fluid exposures.

Employees who are levels I and II should be offered hepatitis B vaccine unless the
employee is immune, has previously received the complete hepatitis vaccination series, has
medical contraindications for receipt of vaccine, or is immune as determined by antibody
testing.

In the event of exposure to potentially infectious materials, the health care organization
should have in place policies that describe in detail the response to be taken. The exposed area
should be thoroughly washed, appropriate treatment obtained, the incident should be reported
to the appropriate manager, and appropriate follow-up of the incident by the safety or other
designated department. Exposure should be evaluated according to the type of exposure (e.g.,
blood, saliva, etc.), nonpenetrating versus penetrating, and the source patient’s HIV or hepa-
titis status, if known. Small cutaneous exposure on intact skin may not require postexposure
prophylaxis (PEP); however, exposure to a large volume of blood, prolonged exposure time, or
large areas of the body surface involved may. Significant exposure requires urgent interven-
tion, preferably within 1 hour postexposure and not more than 24 hours postinjury. For suspect
exposure to HIV or AIDS, current PEP involves the prompt administration of antiretroviral
therapy using two to three drug combinations. The choice of the specific drugs depends on the
level of risk of the exposed employee and the prior antiretroviral exposure of the source
patient. It behooves health care managers to make an assessment of the stock of their post-
exposure drugs and the current PEP protocols by the CDC (see website: www.cdc.gov).

The organization should follow local laws regarding consent for testing individuals and
should include legally valid steps for testing individuals when consent cannot be obtained
(e.g., an unconscious patient). Due to the nature of a possible immune conversion following
exposure, policies should be extremely sensitive to issues of confidentiality and both pretest
and posttest counseling should be available to the exposed individual. This counseling should
be actively offered at any point during the incident. Policies also should ensure that the safety
office or appropriate recording department not only should be notified of the incident, but the
circumstances leading to the incident also should be reported. A review of this information can
be helpful in changing practice, policies, and approaches to education in an attempt to decrease
exposure of bloodborne pathogens to health care workers.
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Engineering Controls

Engineering controls are those devices that isolate or remove the bloodborne hazard from
the workplace. Controls include sharps containers that are leak-proof and puncture resistant,
needless intravenous connections, syringes with safety sheaths (to avoid recapping of nee-
dles), emergency mouth-to-mouth resuscitation mouthpieces, leak-proof and puncture-
resistant medical waster containers, certified biological safety cabinets, and materials for
biohazard spill clean up.

Personal Protective Equipment

Health care workers are primarily protected through the use of barriers (personal protec-
tive equipment) that reduce the risk of exposure of a health care worker’s skin or mucous
membrane (ports of entry) to potentially infective materials. Personal protective equipment
(PPE) includes gloves, gowns, masks, masks with visors, face shields, shoe covers, and
goggles. Additional consideration in the use of PPE are fluid resistance, appropriate size, and
proper disposal of contaminated PPE in biohazard waste container or appropriate laundry bin.
It is the responsibility of health care managers to provide these for any health care workers
who may come in contact with body fluids. Although these barriers provide frontline protec-
tion, the health care provider and manager must realize that they may not protect against
penetrating injuries from needles, sharp instruments, or broken glass. Protective equipment/
barriers should never be used more than once and always should be changed between patients.

Work Practice Controls

Safe work practices consider both the employee personal practices as well as their care of
the environment to control the risk of exposure to bloodborne pathogens. Handwashing is the
single-most important work practice control measure. Hands also should be washed before and
after wearing gloves, prior to and at the completion of any procedure, and between patient
contacts. The next-most important work practice concerns the proper handling of used needles
or other sharp instruments. Used needles must not be recapped or manipulated, but placed only
in a puncture resistance container. All procedures should be performed in a manner as to
minimize splashing, spraying, or aerosolization.

A clean and sanitary environment is essential. Thus, immediately after the completion
of a procedure or the spill of any body fluid or potentially infectious materials, or as soon as
feasible after visible contamination, all contaminated equipment and work surfaces should be
cleaned and decontaminated with an appropriate disinfectant. When cleaning, employees
should wear appropriate PPE. Soiled laundry should be handled as little as possible with a
minimum of agitation and bagged in impervious bags or containers.

Hazard Communication

Communication of hazards to employees is an essential management responsibility.
Approved warning labels must be affixed to all biohazardous waste containers, refrigerators,
and freezers. Biohazardous waste bags are identified by their red color. For hospital inpatients
who present unusually high risk of bloodborne-transmissible disease (e.g., AIDS, hepatitis), a
sign regarding precautionary measures may be posted on the door to the patient’s room (Fig.
8.2). Levels I and II employees must be given initial training on where the occupational
exposure may take place with annual refresher training and retraining if tasks have changed.
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Although the mode of transmission for both HBV and HIV are similar, the potential for
HBV acquisition in the health care workplace is greater than that of HIV due to greater
concentrations of HBV found in blood and other plasma-derived body fluids to which health
care workers are exposed in patient therapies or procedures. However, due to the availability
of a vaccine with 90-95% efficacy, health care workers may now be rendered at extremely low
risk of serious hepatitis B infection. Health care managers should institute measures to ensure
that this vaccination is available to all at-risk HCWs at the beginning of their employment.
This process should include postvaccination testing for antibodies to hepatitis B surface
antigen (anti-HBs) 2-3 months after series completion to assess response to vaccine. Non-
responders should receive a second series followed by retesting for anti-HBs.

Airborne Disease

One of the major serious and common threats to both patient and staff in the health care
setting from airborne disease is from the etiologic agent for tuberculosis (TB), Mycobacterium
tuberculosis. In the United States in 1997, there were 19,851 TB cases, representing an
incidence rate of 7.4 per 100000 population. Six states (California, Florida, Illinois, New
Jersey, New York, and Texas) reported 57% of all TB cases (Centers for Disease Control,
1998a). Worldwide, TB remains one of the most important causes of mortality with the
prevalence of infection exceeding 50% in most developing nations. Since the mid-1980s, the
proportion of foreign-bom persons with TB has continued to increase, while the overall
number of cases in the United States continues to decrease (after a period of increased
incidence in the late 1980s and early 1990s) (Centers for Disease Control, 1998a).

Individuals who are immunosuppressed (e.g., those with HIV) are at increased risk of
developing active TB. The immune response to TB enhances HIV replication. Because of this,
individuals infected with HIV should be medically evaluated for TB. The CDC has published
recommended management strategies for patients with HIV infection and TB that emphasizes
the need for a continuum of health care services to support the success of the treatment
(Centers for Disease Control, 1998b). In addition to increased morbidity due to coinfection,
strains of bacteria are able to mutate and become resistant to drug therapy. Over time, TB has
become resistant to many of the antibiotics that had previously been used mainly as a result of
noncompliance with treatment programs. New strains of multidrug-resistant TB (MDR-TB)
are spreading creating a new challenge for the medical community. The risk of drug-resistant
TB is greater among persons with known HIV infection as compared to others and may be as
high as 11% (Centers for Disease Control, 1998b).

The transmission of TB within the environment must be of priority concern to health care
managers. The most common method of TB transmission is exposure to bacilli in airborne
droplet nuclei produced by infected persons who cough, sing, or sneeze. Infection occurs when
an individual inhales droplet nuclei contaminated with M. tuberculosis. The bacteria then
traverse the portal of entry (mouth or nasal passages) and deposit within the lungs. Usually the
human immune system limits the multiplication and spread of the bacteria within 2—10 weeks.
High-risk occupational situations are being in close contact with persons who have TB or
medical procedures that are cough-inducing (bronchoscopy) or generate aerosols (nebulizers).
In 90% of infected persons, these bacteria remain dormant throughout life and this is known as
latent TB infection. Individuals with latent TB usually have a positive response to the protein
purified derivative (PPD) skin test but are not symptomatic or infectious.

Factors affecting infection with TB are highly variable and depend on the virulence of
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the strain of TB, environmental conditions, and the health of the exposed individual. Outside
the patient’s rooms, infectious droplets may remain airborne and move within a building’s air
currents until inhaled by another worker or patient, settled out of the air, or exhausted from the
building. As a control measure, managers should ensure that the ventilation system is in
compliance with the CDC standards. The use of ultraviolet radiation, disinfection, and high-
efficiency air filtration and electrostatic precipitation are other control measures that augment
but do not obviate the need for maintenance of appropriate ventilation standards.

Airborne Disease Control Measures

Health care managers must always consult current guidelines on the latest measures for
the control of TB. Elements of a TB control program are based on a hierarchy of control
measures that are administrative, engineering, and personal protection. These are summarized
in Table 8.7 and are more fully described below.

Administrative Procedures

Administrative controls are the development and implementation of written policies,
procedures, and protocols to ensure the rapid detection, isolation, and treatment of patients
with infectious TB, as well as implement effective work practices by health care workers in the
facility. It also is the manager’s responsibility to ensure compliance with these measures.

Risk Assessment.  The first step toward implementing a TB exposure control plan is an
initial risk assessment of each hospital area and employee type. The risk assessment should

Table 8.7. Optimum Tubercuosis Control Program for All Health Care Facilities**

Initial and periodic risk assessment
Evaluate HCW PPD skin test conversion data
Determinate TB prevalence among patients
Reassess risk in each PPD testing period
Written TB infection control program
Document all aspects of TB control
Identify individual(s) responsible for TB control program
Explain and emphasize hierarchy of control
Implementation
Assignment of responsibility
Risk assessment and periodic assessment of the program
Early detection of patients with TB
Management of outpatients with possible infectious TB
Isolation for infectious TB patients
Implement effective engineering controls
Provide respiratory protection
Contain/limit cough-inducing procedures
HCW TB education, HCW counseling and screening
Evaluate HCW PPD test conversion and possible nosocomial TB transmission
Coordinate effort with public health education

9TB, tuberculosis; HCV, health care worker; PPD, protein purified derivative.
YFrom Federal Register, Volume 58, No. 195, Tuesday, October 12, 1993.
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receive input from qualified personnel such as an epidemiologist, infectious disease and
pulmonary medicine specialists, engineers, and management. The assessment should include a
review of the number of TB patients seen in the organization as a whole and for specialized
areas such as TB, pulmonary, and HIV units. A review of the drug-susceptibility pattern of TB
patients should be conducted along with an analysis of PPD skin test results of health care
workers across the organization.

Rapid Detection, Isolation, and Management. Rapid detection is probably the most
important step in the control of TB within a health care organization. All medical and nursing
staff should assess each patient admitted to any area of the organization for the signs and
symptoms of TB. TB is suspect when any of the following are present: persistent cough greater
than 2 weeks in duration, bloody sputum, night sweats, weight loss, anorexia, fever, or
undiagnosed pulmonary infection. Suspicion of TB is higher in certain groups where the
prevalence of TB is high (HIV, homeless, contacts of TB cases, injecting drug users, foreign
born, elderly) or in patients at risk for progression from latent infection to active disease
(undergoing immunosuppressive therapy, malignancy, renal failure, >10% below ideal
weight).

In an individual suspected of having active TB, or who is in a high-risk group, or who is
symptomatic for active TB, diagnostic measures should be initiated and airborne precautions
should be instituted immediately (see Fig. 8.3). Implementation of these measures begins with

@ AIRBORNE PRECAUTIONS

(Las Precauciones en el Aire)

Visitors: Report to Nurse Before Entering
(Visitantes: Informarse conia enfermera antes de entrar)

LA HABITACION PRIVADA:

+ Mantenga PUERTA CERRO.

+ La habitacion con corriente de aire
negativo.

PRIVATE ROOM:
+ Keep DOOR CLOSED.
* negative airflow room.

RESPIRATORY PROTECTION:
* AFB+ or rule out AFB use N95

LA PROTECCION RESPIRATORIA:

+ AFB+ o excluye AFB use la mascara de

&= 0

Figure 8.3.

Respirator Mask

* Chickenpox or Measles do not enter room
if you have no history of disease or
immunity - if unavoidable use N95
Respirator Mask

TRANSPORT:
* Place surgical mask on patient.
* Transport only if essential.

DISCHARGE CLEANING:
« Routine cleaning sufficient.
+ Keep room vacant for at least one hour.

respiradora de N °95.

* No entre la habitacion si el paciente tiene
china o sarampion y usted no tiene
ninguna historia de la enfermedad o no
hacido inmunisado. Si es necesario use la
mdscara de respiradora de N °935.

EL TRANSPORTE:

* Coloque mdscara quirirgica en el
paciente.

* Transporte solo si esencial.

* LA DESCARGA LIMPIANDO:

* Limpiar de rutina suficiente.

* Mantenga la habitacién vacia por lo menos
una hora.

Signage for isolation room for airborne disease precautions, English and Spanish.



206 Denise M. Oleske and Ronald C. Hershow

instructing the patient on the reasons for the precautions and the importance of complying
with them. The patient is placed in a private room with negative airflow. The door is to remain
closed at all times, an “airborne precaution” sign is placed on the door by nursing and the
patient’s chart, and all visitors should wear standard surgical masks. Health care workers
entering the room must wear a particulate filter respirator. A mask should be provided to
patients when they are being transported within the health care facility for tests that cannot be
performed inside the TB isolation unit. Outpatient facilities should schedule these patients as
the first or last appointment of the day. Upon arrival in a clinic, persons known or suspected to
have TB should be asked to wear a surgical mask and placed immediately into an examination
room apart from other patients. Ideally, ambulatory-care settings in which patients with TB are
frequently examined or treated should have TB isolation rooms available. After the patient is
discharged or leaves the exam room, airborne precautions remain in effect (including closed
door) until 1 hour after the affected patient is discharged.

Confirmed active TB patients should be started on therapy in accordance with current
CDC guidelines. If available, directly observed therapy (DOT) may be appropriate, partic-
ularly if nonadherence to therapy is likely.

Engineering Controls

Engineering controls are aimed at preventing the spread of disease and reducing the
concentration of infected droplet nuclei through measures directed at local exhaust ventilation,
air flow direction, and air cleaning. Specifically, rooms used for isolation should be under
negative pressure, have air exchange at least six times per hour, have room air exhausted
directly to the outside of the building away from any air intakes, and room air that is
recirculated should be filtered through a high-efficiency particular air (HEPA) filter system.
The design and installation of all ventilation systems in the facility should be supervised by a
professional with expertise in ventilation who also has had experience and knowledge of
health care settings. Areas where cough-inducing procedures such as bronchoscopy or suc-
tioning are performed may have a higher concentration of airborne infected nuclei and may
need more air exchanges on an hourly basis to decrease the concentration of airborne nuclei.
Additionally, health care facilities that serve populations with a higher prevalence of TB also
may need to supplement air-handling systems in general use areas.

Use of Personal Protection

According to the Occupational Safety and Health Administration (OSHA), all employees
who are exposed to a patient classified with suspected or known TB must wear appropriate
respiratory protection. Both disposable and motorized respirators are available. Prior to the
issuance of a N95 particulate filter respirator (PFR95), a medical questionnaire is completed
by the employee to determine whether he or she can be fit-tested for the respirator. A surgical
face mask is not approved by OSHA for employee respiratory protection against exposure to
TB droplet nuclei. Managers must make available safety glasses when procedures or treat-
ments involving TB-infected patients give rise to the potential for splashing.

Monitoring and Surveillance

Monitoring and surveillance for TB using Mantoux skin testing (using PPD) is required
of all employees in a medical setting regardless of their role in the organization. The test must
be part of a preemployment screening, in a two-step procedure, and performed on an annual
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basis thereafter. High-risk employees, such as those employed in intensive care units, respira-
tory therapy, emergency room, and the pulmonary service are tested every 6 months. The
exception to this is employees with a history of a positive PPD test, disease treatment, or who
are currently on preventive TB therapy. These employees must be screened annually for the
presence of signs or symptoms of TB. Policies also should be in place outlining steps to follow
should a PPD “convert” (initial negative PPD reaction, followed by a positive reaction on
follow-up testing) or if an active TB case in a health care worker is identified particularly if
such conversions are clustered in employees from a specific geographic unit of the health care
facility or within a specific employee category. A plan also should be in place to perform
postexposure investigations when patients and staff are exposed to a TB case who is not
isolated appropriately on initial presentation.

Education and Training

As with testing, education also should be on a continuous schedule. At a minimum, all
employees should be required to attend an annual in-service program that describes the risk of
exposure to TB and the individual’s responsibility to reduce their own probability of exposure.
Educational programs may be required sooner than planned if an increase in active TB cases is
noticed or if a lapse in clinical practice has caused the spread of disease. At all times,
educational material such as brochures, pamphlets, and federal, state, and local guidelines
should be available to all employees upon request. Managers have the responsibility of
ensuring that all their employees are current in their training.

Special Considerations in Infectious Disease Control for Specific Health Care
Service Settings

It is the responsibility and a special challenge to the health care manager to provide a safe
work area for the settings of employees as well as a treatment environment that reduces the
likelihood or transmissible disease risk to patients. This priority also must be addressed during
stages of program development, renovation, and reconstructions. Although concerns regard-
ing communicable diseases exist in every health care setting, the types of disease that are of
priority concern vary somewhat according to the setting because of the types of patients seen
and the nature of the care provided. The specific settings addressed in this chapter are:
inpatient, ambulatory care, long-term care, home care, and hospice facilities.

Inpatient Acute Care Facility

In the hospital, nosocomial infections and infectious diseases as comorbidities are of
special concern. A nosocomial infection is an infection that is acquired while in an inpatient
setting that was not incubating or present on admission. The incidence of nosocomial infection
various according to organization characteristics, service area within a hospital, and anatomic
site. The highest nosocomial infection rate is among patients in intensive care units (ICU)
(Centers for Disease Control, 2000). The use of invasive devices (e.g., urinary catheters,
central lines, ventilators) is a major contributor to this risk. Ventilator-associated pneumonias
were the highest device-associated nosocomial infection in all types of ICUs.

Recommendations for the specific infrastructure and activities of infection control for
hospitals have been proposed by the Society for Healthcare Epidemiology of America
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(Scheckler et al., 1998). Essential components of a hospital infection control program include
an organized hospitalwide surveillance of nosocomial infections and other adverse events
(e.g., monitoring antibiotic-resistance patterns), a system of reporting infection rates to
practitioners, policies and procedures based on scientifically valid information found to
positively impact infection control, ensuring the hospital’s compliance with legal and accredi-
tation standards, a trained hospital epidemiologist, and an infection control practitioner (e.g.,
nurse, medical technologist) assisted by surveillance technicians. The hospital control and
surveillance program should collect and monitor data to evaluate conformance with the
guidelines of accrediting bodies such as those of the local and state health departments, Health
Care Financing Administration (if the hospital receives payment for Medicare patients), and
the Joint Commission for the Accreditation of Health Care Settings (JCAHO), and others.

To promote the standardization of hospital surveillance data collection (e.g., uniform case
definitions) and analysis methods, the National Nosocomial Infections Surveillance (NNIS)
system was begun. It is a voluntary, hospital-based reporting system to monitor hospital-
acquired infections. The NNIS is intended to provide national risk-adjusted benchmarks for
hospital-acquired infection rates and device-associated rates. The NNIS has found that pa-
tients in intensive care units (ICU) are at highest risk for nosocomial infection and that rates
vary by device and type of patient care unit. Infection rates for urinary catheters are highest in
medical ICUs. Central line-associated bloodstream infections are highest in pediatric ICUs.
Surgical ICUs have the highest ventilator-associated rates (Centers for Disease Control, 2000).

Infectious diseases as coexisting conditions among hospitalized patients render the
patient at high risk for mortality. Staphylococcal infection is among the most common in
elderly Medicare patients and has increased by 28% between 1991 and 1996 (Baine et al.,
1999). The case-fatality rate, or number of patients diagnosed with the condition dying from it
within the year, varied by discharge setting. Among those who were discharged alive from the
hospital to a skilled nursing facility, 31.5% died (Fig. 8.4).

Ambulatory Care

Ambulatory care clinics should follow infection control measures for the disposal of
infectious waste that are the same as those for an inpatient treatment setting. For airborne
pathogen transmission, health care workers should be aware of the risk of TB among their
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Figure 8.4. Case-fatality rates 90 days after hospitalization for staphylococcal septicemia in patients
discharged alive to common discharge destinations (elderly Medicare, 5% sample, 1991-1996). sOURCE:
Baine et al., 1999.
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patient population and especially aware of coinfection of patients with HIV and TB. Patients
who are infected with HIV should receive a PPD skin test during the first visit to an outpatient
clinic. If the signs and symptoms of active TB occur, steps to diagnose infection should be
undertaken. At the onset of symptoms, measures should be implemented to ensure that the
patient’s mouth and nose are covered while ambulating through the clinic (i.e., the patient
should be asked to wear a surgical mask).

All ambulatory care clinics should be equipped with either an isolation area or an area
ventilated with the appropriate amount of air exchange to reduce the concentration of infected
airborne nuclei for the examination and treatment of patients. Individuals who are known to
have active TB infection should be provided, if possible, with a separate waiting and examina-
tion area or should be kept a minimum distance from other patients who may be immunocom-
promised.

Home Care

There are two special concerns in preventing the spread of both bloodborne and airborne
pathogen in the home care setting. The first is to adequately provide both the visiting health
care provider and the patient with the supplies necessary to handle infectious waste. Con-
tainers for contaminated sharps should be inside the home, and the home care provider should
educate the patient on what constitutes contaminated waste and how to adequately dispose
of it.

In the event of the possible spread of pathogens via airborne transmission, the home care
provider should provide education to the patient. Methods to prevent the spread of disease to
other individuals with whom the patient comes in contact should be described. This should
include instructing the patient to cover the mouth and nose with tissue while coughing.

Long-Term Care/Skilled Nursing Facility

Similar to hospitals, nosocomial infections are a significant source of morbidity and
mortality in long-term care and skilled nursing facilities (LTC/SNF). The characteristics of
long-term care residents, old age, multiple chronic conditions, poor oral intake, and limited
physical functioning make them highly vulnerable to nosocomial infections. Unique features
of long-term care, namely resident and staff mingling in homelike environments promotes the
spread of many transmissible diseases, particularly those with airborne routes of transmission,
the most difficult to control.

Because of these reasons, outbreaks of gastrointestinal and respiratory infections are
common. Outbreaks of respiratory infections often include influenza (primarily type A), TB,
respiratory syncytial virus, and group A streptococcus (Li et al., 1996). Thus, the major goal of
infection control in LTC/SNF is surveillance to aid in early detection of outbreaks and to
identify preventable endemic infections. Since many long-term care facilities have relatively
limited resources, comprehensive methods of surveillance may not be feasible. Because of
crowded living conditions and many of residents who are often in a compromised health
status, a highly transmissible agent, such as influenza, can rapidly affect many residents. An
important control measure then becomes the provision of vaccinations where feasible, such as
against influenza A, for residents and staff, as well. A high vaccination rate can provide herd
immunity. Herd immunity is the protection of an entire population from infection brought
about by the presence of a critical number immune individuals (Fine, 1993). Other control
measures include (1) restricting visitors, (2) delaying new admissions, (3) quartering residents
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with signs and symptoms of influenza, and (4) implementing respiratory isolation measures for
acutely ill patients. The health care manager must keep in mind that these efforts still may not
prevent cases of influenza from occurring because of poor antibody response in the elderly,
improper handling of vaccines during administration, and incompatibility between virus strain
and vaccine.

Since the number of TB cases in the United States is rising in some population subgroups,
the likelihood of having long-term care patients becoming infected with TB is greater now and
will only increase in the future, given the demographics of the population now infected with
TB. Additionally, there are many persons who are over the age of 65 who carry tubercle bacilli
in dormant lesions acquired earlier. These individuals may reactivate their tuberculosis infec-
tions and develop active, infectious tuberculosis as natural resistance wanes and adequate
nutrition and physical activity decline. It is important for managers and providers in long-term
care facilities to be aware of this possibility, since active TB is often incorrectly diagnosed as
being either bronchitis or bronchopneumonia. Such an eventuality could expose a number of
health workers to TB (Stead and Dutt, 1991).

Infection control in long-term care facilities is becoming increasingly complex as the
population ages and the trend away from inpatient hospital care increases the number of
persons treated in this type of facility. Additional challenges that increase the risk of
nosocomial infection in the LTC/SNF environment are group activities, crowding, nursing
staff working on more than one unit in a shift, multiple nursing units in a facility, and shared
staff across nursing units (Li e al, 1996). Infection control strategies commonly and effec-
tively used in acute care hospitals may not be applicable in the homelike ambience of the nurs-
ing home. For example, patient isolation is an impractical strategy to protect against spread of
infection from residents found to be chronically colonized or infected with antibiotic-resistant
microorganisms. Furthermore, isolation may be unnecessary because patients in long-term
care are less likely to have the medical devices in place that provide a portal of entry for
antibiotic resistant microorganisms.

To assist in addressing the infection control challenges in LTC/SNF, the Joint Commis-
sion on Accreditation of Healthcare Organizations published functional standards for infection
control in long-term care facilities (Pritchard, 1999). Among the recommendations are that
health care managers should outline procedures for: (1) administrative support for infection
control, (2) outbreak detection and control system, (3) preventive health program for residents,
(4) preventive health and exposure control program for employees, (5) antibiotic review and
use protocols, (6) disease reporting support, and (7) well-designed policies and procedures
related to reducing the risk of foodbome and environmental infection. Once implemented,
these policies and procedures should be reviewed on a scheduled basis.

Hospice

Hospice programs provide specialized care to persons who are in the final stages of the
disease. Owing to advances in drug therapy contributing to their longevity, AIDS patients are
increasingly prevalent among hospice patients. Due to a compromised immune system,
patients who are HIV positive or who have AIDS are more susceptible to coinfection with TB.
Given that some hospices have inpatient services, precautions for the detection and prevention
of the spread of TB should follow the same steps as those in place at an inpatient hospital
setting. Thus, a comprehensive infection control program also is essential for hospice pro-
viders. If the hospice is not associated with a larger hospital or does not have direct access to
the infection control staff of a larger organization, steps should be taken to ensure well-defined
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policies that detail steps to be taken for infection control which include contractual arrange-
ments with outside infection control expertise.

Behavioral Health Care Settings

Freestanding behavioral health care facilities are becoming increasingly prevalent. A
variety of services are offered through these agencies such as shelters for homeless or battered
women and daycare centers for the elderly. Most of these facilities have policies and proce-
dures in place that relate to the infection control standards required by their respective
accrediting bodies. However, regardless of the mission of the behavioral center, the develop-
ment of policies and procedures according to a level of prevention model is a useful adjunct in
infection control that combined the management of infection control with epidemiological
principles. The steps in developing an infection control program for behavioral health require
an assessment of the services provided by the agency, review of the mission statements, and
staff interviews to determine the activities that put staff or clients at risk for infection
(Salloway and Downie, 1999). For example, in daycare for geriatric patients, primary preven-
tion would emphasize flu immunization of patients and staff, secondary prevention would
include screening for TB, and tertiary prevention focusing on the early identification of active
infectious illnesses among staff and clients.

Conclusion

In addition to the administrative structure necessary to support infection control in a
health care organization, the implementation of a comprehensive infection control plan that
prioritizes the safety of both the workforce and their patients.

One of the primary means to prevent the spread of disease is education. Instruction about
universal precautions and isolation measures should be a dynamic experience. Records
documenting proper training should be maintained for reporting to accrediting agencies and a
system for monitoring compliance with infection control protocols should be in place as a
proactive aid in reducing the probability of unexpected disease exposure in the health care
setting.

With health care shifting away from the inpatient setting and now being delivered in a
variety of areas such as hospice, home care, and increasingly in the outpatient setting, infection
control practices need to be adapted to the unique characteristics of each of these settings.
Since these settings often rely on the compliance of patients for successful treatment, educa-
tion of the patient also is a factor. Specifically, patients with TB need to be properly instructed
about their role in preventing the spread of disease, namely, shielding others from exposure
through the use of barriers when coughing, sneezing, and so on, and a firm understanding of
compliance with drug treatment. Long-term care and skilled nursing facilities face obstacles
when working with the sick and elderly who already may have a compromised system.
Hospice patients are at risk of infectious comorbidities, especially those patients affected
with HIV.

Today, health care managers are faced with the immense challenge of meeting regulatory
agency requirements for infection control and planning strategies for keeping the workforce
and patient population safe while at the same time of decreasing costs of patient care. The
financial and legal impact of an unsafe workforce and patient population cannot be underesti-
mated. Given the rapidly changing environment of not only health care but of the financial,
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political, and legal framework in which it must function, the health care manager needs to be
acutely aware of the importance of a properly designed infection control program to prevent
the spread of transmissible diseases in a health care organization. Regardless of the particular
health care setting, the proactive health care manager will seek to ensure an infrastructure that
is committed to improved surveillance as a means of “early warning” and initiate effective
prevention programs before outbreaks occur.

Case Studies

Case Study No. 1
Decreasing HBV Infection in Health Care Workers

Health care workers are at occupational risk for HBV infection. At highest risk are those with
frequent exposure to body fluids (nursing staff, phlebotomists, laboratory personnel). Despite the
availability of free vaccinations available through employee health services, not all hospital employees
are immunized to HBV. In a survey reported by Mahoney ez al. (1997), the HBV vaccination coverage
rates were observed in the following occupations: phlebotomist or technician, 81%; nurse, 72%; and
nurse aid, 63%. Vaccination coverage was higher for smaller hospitals (<100 beds) than larger ones and
lowest among black employees (65%). In order to improve vaccination coverage, hospitals have tried a
variety of strategies. Displayed in Table 8.8 are various hospital policies associated with increase HBV
coverage.

Table 8.8. Hospital Policies Associated with Increased Hepatitis B Vaccination Coverage:
National Survey of Hospital Employees, 1994 and 1995

No (%) Prevalence 95% confidence
Policy Total  vaccinated ratio interval

Incentive encouragement

Yes 136 114 (81) 1.6 1.4-2.0
No 2033 1441 (69)

Notify supervisor
Yes 966 727 (76) 1.6 1.2-2.1
No 1346 909 (63)

Sanctions imposed for refusing vaccine
Yes 354 259 (78) 1.5 1.0-2.3
No 1887 1329 (66)

Prerequisite vaccination for employment
Yes 273 204 (76) 1.4 1.0-2.1
No 2101 1492 (67)

Send out reminder notices
Yes 2044 1465 (69) 1.2 1.0-1.5
No 304 197 (62)

Tracking system to monitor coverage
Yes 1977 1431 (69) 1.2 0.9-1.6
No 415 272 (63)

aFrom Mahoney et al. (1997).
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Q.1. Which policy is the most effective and why?
Q.2. Which policy is the least effective and why?
Q.3. What are some biases in the data used to evaluate hospital policy?

Q.4. Why could vaccination coverage be lower in larger hospitals?

Case Study No. 2
Outbreak of HBV Infection among Hemodialysis Patients

During a period of three months, 7 cases of acute HBV infection were identified in 131 susceptible
patients at a dialysis center. None of the patients had been vaccinated against hepatitis prior to admission
to the center (Hendricks et al., 1996). Staff in the center was frequently assigned to provide care to all
patients regardless of their HBV status. Common medication and supply carts were moved among
dialysis stations within the center and medications and supplies were shared among susceptible and
infected patients. Heparin, a medication commonly administered to these patients, was administered
using a multiple-dose vial. Partially used vials were routinely returned to a common medication cart. A
cohort study found that the HBV infection was associated with one particular shift (relative risk = 7.0,
confidence interval of 1.5-42.8). During that shift, all the infected patients had been clustered in one area
of the unit and all staff had been shared among all patients. One multidose heparin vial had been shared
among these patients.

Q.1. What is the most likely source of the HBV transmission?
Q.2. What are other ways the HBV virus can be transmitted?

Q.3. How could future outbreaks be avoided at this dialysis center?

Case Study No. 3
Methicillin-Resistant Staphylococcus aureus: A Prevalent Nosocomial Pathogen in US Hospitals

Methicillin-resistant Staphylococcus aureus (MRSA) has become a prevalent nosocomial pathogen
in US hospitals. Both patients and hospital personnel can be a reservoir for this organism. Recently
hospital personnel have become the more common reservoir and may harbor the organism for many
months. The primary mode of transmission of MRSA is by the hands. Thus, hands serve as a mode of
transmission if contaminated by contact with infected patients, body sites of personnel themselves,
devices, or items of environmental surfaces contaminated with body fluids contains MRSA.

Q.1. What is a nosocomial infection?
Q.2. What is a “reservoir” in the context of this case?

Q.3. “Standard precautions” for infection control are recommended for the prevention of MRSA. What
constitutes “standard precautions” in the hospital setting?

Q.4. Outline a policy for preventing MRSA in a Women’s and Children’s Hospital.
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Table 8.9. Incidence of Nosocomial Infections
by Type and Patient Care Unit*

Patient care unit All LRTI? UTI GI No. of patients at risk

PICU 168 89 26 7 710
Neonatal 80 12 4 1 1,146
Hematology 46 8 22 4 561
General 54 7 1 41 5,051
Overall 373 123 43 53 14,675

aFrom Raymond ez al. (2000).
5L RTI, Lower respiratory tract infection; UTI, urinary tract infection; GI, gastro-
intestinal tract infection.

Case Study No. 4

Nosocomial Infections in Pediatric Patients

A major source of morbidity and mortality in the ICU is nosocomial infections. They prolong
hospital stay and increase costs of care. Nosocomial infections are a particular problem because patients
in an ICU (1) are immunocompromised due to the disease process, (2) have altered flora from treatment
with high-dose and multidrug antibiotics, and (3) may have disrupted skin and mucosal membranes
because of invasive procedures and devices. There are five common types of nosocomial infections in
pediatric units: bacteremias, lower respiratory tract infections, urinary tract infections, postsurgical
wound infections, and gastrointestinal infections. A 6-month prospective study of 20 pediatric units in
eight European counties was conducted to determine the epidemiology of nosocomial infections in
hospitalized pediatric patients (Raymond ef al., 2000). Use the data from Table 89 to answer the
questions below.

Q.1. What is the overall incidence of nosocomial infection in this population?

Q.2. What is the relative risk of nosocomial infection in pediatric ICU patients compared to those in
general units?

Q.3. Which type of nosocomial infection has the highest incidence rate?

Q.4. What are some of the biases entering in to these data?
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Genetic Epidemiology
The Basis for a New Health Service Delivery Model

Marcia Phillips and Jack Goldberg

Introduction

Genetics will have an increasingly important role in all aspects of public health, epidemiology,
and health care service delivery. In 2000, more than 2 years ahead of schedule, the interna-
tional collaborative effort known as the Human Genome Project (HGP) completed the map of
the entire genetic makeup of the human species. The most carefully coordinated international
scientific research project in history, the HGP is designed to accelerate the progress of genetics
by determining the structure of the human genome. The mapping of the human genome will
provide an unprecedented opportunity to identify the genetic and nongenetic etiology for a far
greater number of diseases than was possible just a few years ago. There are estimated to be
5000 clearly hereditary diseases such as sickle-cell anemia, cystic fibrosis, and Huntington’s
disease. Information on the sequencing of the human genome will be of particular interest to
health care service planners, who will have a base of information that can be used to assess
community health needs and to implement effective delivery of genetic health care services.
Among the growing components of health services will be improved diagnostic precision,
treatments at the molecular level, improved reliability in predicting the course of a disease, and
the challenge of communicating to patients their risk of genetic diseases while at the same time
maintaining their privacy and preventing genetic discrimination.

This chapter introduces the health care manager to the concepts that are essential in
understanding genetic health. It will illustrate how epidemiological information provides
crucial data on which management decision making is based when formulating and imple-
menting genetic health care services to address legal, social, and ethical issues.

Marcia Phillips Department of Health Systems Management, Rush University, Chicago, Illinois 60612.
Jack Goldberg Epidemiology/Biostatistics Division, School of Public Health, University of Illinois at Chicago,
Chicago, Illinois 60612.

Epidemiology and the Delivery of Health Care Services: Methods and Applications, Second Edition, edited by Denise
M. Oleske. Kluwer Academic / Plenum Publishers, New York, 2001.
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Basic Genetic Concepts

Mendelian Genetics

The fundamental principles of genetics were first described by an Austrian monk, Gregor
Mendel, in 1865. However, his paper was ignored and did not receive attention from the
scientific community until about 1900. Mendel’s description of his experiments in breeding
peas (and some other flowering plants) provided the foundation for our understanding of
genetic inheritance.

Mendel formulated two laws, which explain how most genetic information is transmitted
from an organism to its offspring. The law of independent assortment of alleles relates how
an observable characteristic, or phenotype, is determined. An allele is a particular form of a
gene. For example, the gene for human blood type has three possible alleles: A, B, and O.
However, an organism will have only two alleles of each gene, one from each parent. This
combination of genes is called the genotype. An allele for a characteristic (such as blood type)
can be dominant or recessive. Recessive alleles are masked (not expressed as a phenotype) in
the presence of its dominant allele. When two alleles form a pair, there are four possible
combinations:

dominant (A) + dominant (A)
dominant (A) + recessive (a)
recessive (a) + dominant (A)
recessive (a) + recessive (a)

Mathematically, the probability of the possible combinations can be represented as follows:
AA +2Aa+aa=1or.25+ .50+ 25=1

Unless both alleles are recessive, the phenotype will have the dominant characteristic. Thus,
assuming that each parent has a dominant and recessive allele, there is a 75% chance that the
offspring will have the dominant characteristic.

Mendel's second law, the independent segregation of genes, tells us that any expression
of a phenotype for a characteristic is independent of other phenotypic characteristics of the
organism. In other words, the combination of alleles to produce blood type is independent of
the combination of alleles to produce another characteristic, such as color blindness.

It became clear early in the last century that not all genetic transmission is as simple as
postulated by Mendel. While Mendel's laws held true as an explanation of phenotypes for
common characteristics, and for easily identified rare conditions, the transmission ratios of
many characteristics varied greatly.

Exceptions to Mendel’s Laws

The first major exception to Mendel’s laws was the discovery of sex-linked inheritance. It
was found as early as 1911 that the inheritance of certain traits studied in fruit flies could not be
explained by Mendel’s ratios. Wilson (1911) demonstrated that color blindness was linked to
the sex of the organism, with only males being subject to the condition, except in rare cases. It
was found that some characteristics are associated with the X and Y sex chromosomes and are
only transmitted to one sex. (Much of the knowledge we have about Mendelian genetics
resulted from research about Drosophila melanogaster, a species of fruit flies that has a short
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reproductive cycle and a relatively small genome. These conditions allow for easy study of
mutations and transmission of genetic characteristics.)

The second major exception was the finding that some genetic characteristics were not
independent of each other but seemed to be inherited together. In 1937, Bell and Hadane
showed that color blindness and hemophilia were inherited together too often to be indepen-
dent of each other. They formulated a theory that some genes are “linked” on the same
chromosome and that these genes would be transmitted together in offspring. The study of
genetic linkage—how and which genes are associated with each other—is one of the most
important activities in genetic research.

Most of the diseases initially identified as having a genetic basis were caused by single
genes. As our knowledge of the human genome has increased, it is clear that many more
conditions are genetically related, but are caused by the interaction of numerous genes, often in
conjunction with environmental factors. These multifactorial disorders are referred to as
complex diseases by geneticists. Identifying and determining the genetic basis of complex
disorders is one of the principal challenges of molecular and genetic epidemiology. The ability
to undertake such studies has been made possible by the HGP.

The Human Genome Project

Scope and Progress

The HGP is the largest international scientific collaboration in history. The daunting goal
of the project is to determine the entire DNA sequence of the human genome. The human
genome includes approximately 35,000 protein-coding genes (as compared to the 13,600
genes of Drosophila melanogaster), which comprises about 5-10% of the genetic material
in an individual. These coding materials are called exons. The remaining 90-95% of the DNA
material, most notably introns (noncoding sequences), do not encode proteins and their
functions and importance are not yet understood. The entire genome consists of more than 3
billion nucleotide sequences of DNA. Before the HGP, only a small fraction of genes had been
identified, mostly those causing single-gene disorders, such as Huntington’s disease.

The HGP is coordinated in the United States by the National Human Genome Research
Institute (NHGRI) of the National Institutes of Health, and by the US Department of Energy. In
several other countries, including Britain, France, Italy, Sweden, and Japan, the efforts are
coordinated by similar agencies. Begun in 1990, the project was originally scheduled to take
over 15 years. However, on June 26, 2000, President Clinton and British Prime Minister Tony
Blair announced that the HGP and Celera Genomics Corporation have both completed an
initial sequencing of the human genome.

The HGP has three specific goals: mapping the genome, establishing database systems to
disseminate the information, and developing cooperative efforts to take advantage of the
information to lead to new ways to diagnose, treat, and prevent diseases. The first of these
goals is the heart of the project and has been pursued in a complex, closely coordinated effort.
The first stage, accomplished from 1990 to 1995, consisted of completing a rough draft of a
genetic maps for humans, and sequencing the genome of bacteria, yeast, nematode, and fruit
fly. These organisms were selected because of their relatively simple genomes, which would
help in understanding the more complex human genome.

Other goals during the first stage included improving the technology to identify and map
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genes, creating databases to capture and organize the incredible amounts of data generated
from the project, and exploring the ethical and social issues involved in the resulting informa-
tion. The final stage ending in 2003 will be “proofreading” to correct any errors in the maps.

Genetic Mapping

Two important concepts for understanding the mapping of the genome are the use of
genetic maps and physical maps. Physical maps show the actual location of the genes and/or
markers on each chromosome (Fig. 9.1, right). Physical maps allow researchers to determine
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Figure 9.1. Correlation of the genetic, cytological, and physical maps of chromosome 17 (illustration
by Janna Lundak).
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the location of specific genes that are associated with particular diseases, such as BRCA1 for
breast cancer, located at 17g21.1 on chromosome 17. BRCA1 consists of 81 K base pairs.
Genetic maps (Fig. 9.1, left), on the other hand, show the position of its known genes and/or
markers relative to each other based on recombination frequencies (the rates at which they are
inherited together). Measured in centiMorgans, markers specific to chromosome 17 are shown
in the genetic map in Figure 9.1. The cytological map (Fig. 9.1, center) is observed after
microscopically viewed with various stains to show the specific banding patterns of chromo-
somes. The ultimate goal of the HGP is to produce accurate physical and genetic maps to assist
researchers in identifying the genetic basis of human disease.

Epidemiology and the Human Genome Project

Epidemiology will play a major role in using the information produced by the HGP to
refine etiologic models for disease development. Recognition of this important role resulted in
the initiative known as the Human Genome Epidemiology Network (HuGE Net). This project
has the potential for becoming one of the most important collaborative resources for translat-
ing the findings of the HGP into practical medical and public health advances. Coordinated by
the US government’s Centers for Disease Control (CDC), the purposes of the program are to:
(1) establish information exchanges to promote global collaboration in the development and
dissemination of epidemiologic data on human genetics; (2) establish and maintain Internet-
based knowledge bases about the human genome that will be useful to.epidemiologic re-
searchers; and (3) promote the use of these knowledge bases among health care providers,
researchers, governments, industry, and the public for making decisions about the use of
genetic tests and services for disease prevention and health promotion (Khoury and Dorman,
1998). A website has been created as the home for the network at http://www.cdc.gov/genetics/
hugenet/. The Internet has been a tremendous resource for making genetic information
available to the research community and to the public. Table 9.1 lists a few of the hundreds of
sites dedicated to cataloging and communicating newly discovered information about human
genetics.

International Implications

HuGE Net’s emphasis on international collaboration is indicative of the global implica-
tions of the HGP. The World Health Organization (WHO) has established its own human
genetics program to develop genetic approaches for the prevention and control of common
hereditary diseases and genetic predisposition to more complex disease. A central goal is
promoting international collaboration and information exchange about genetic links to dis-
ease. Just as with HuGE Net, the primary vehicle for information exchange and dissemination
will be the Internet, in this case at http://www.who.org/.

The importance of an international perspective can be illustrated by the genetic epidemi-
ology of hemoglobin disorders. One of the most common genetically related hemoglobin
disorders—sickle cell disorder—is a major health problem in sub-Saharan Africa, where
approximately 70% of sickle cell anemia occurs. However, it is also a major health problem
among African Americans in the United States, as well as large segments of the French-
Canadian population. Thalassemia, another hemoglobin disorder, is a serious public health
concern among different ethnic groups in areas including the Mediterranean, Africa, the
Middle East, India, China, and Southeast Asia. The director of the WHO genetics program has
stated, “it is highly probable that genetic approaches to the prevention of common diseases
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Table 9.1. Representative Genetic Internet Resources

Supporting host

Website

Features

National Human Genome
Res