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XI

Life is governed by a relatively small number of chemical reactions that exploit a
limited variety of simple concepts. However, their combination has led to an
amazing chemical diversity which is still beyond the reach of the organic chemist,
even in the most complex supramolecular systems, despite a huge set of synthetic
methods. Among these basic processes and reactions, cis-trans isomerization
(CTI) is undoubtedly one of the finest ways to tune the physical and chemical
properties of biomolecules and hence to control their biological activities. More-
over, CTI of simple molecules generates molecular diversity in the form of geo-
metric isomers with particular structures and properties.
Surprisingly, chemists were rather slow to study CTI, and it is only fairly

recently that it has been taken into account in attempts to understand biological
processes at the molecular level. The Swiss chemist Alfred Berthoud first investi-
gated the light-driven CTI of alkenes and proposed a radical mechanism that
accounted for the reversibility of the phenomenon, a theory which is still taught
today.
Since the first attempts to understand CTI in simple molecular systems, a huge

amount of work has been done to investigate CTI processes in biology, such as
chromophore isomerization in chromoproteins. The finding that CTI concerns
not only double bonds but also pseudo double bonds and restrained single bonds
has led to extensive study of protein folding, modulation of the activity of peptides
and proteins, and the construction of sophisticated supramolecular structures.
CTI was also found to be implicated in the organization of metal complexes and
supramolecular systems, though the mechanisms are basically different from
those proposed for CTI of organic molecules.
The study of CTI has given rise to a large number of publications, which are the

fruit of active collaborations between scientific teams whose expertise ranges
from in silico quantum molecular mechanics to medicine. For these reasons, CTI
processes concern not only chemists and biochemists, but also physicists and phy-
sicians.
Over the past 20 years there have been considerable changes in the way we con-

sider CTI. In view of the results obtained in chemistry and biochemistry, CTI
appears to be much more than a simple tuning of the properties of the molecule
itself, and important remote effects have been highlighted. It is now obvious that
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the inversion about either a double bond or a restrained single bond generates
extensive changes in molecular size and shape, and in stereoelectronic properties,
all of which function cooperatively. This has considerable consequences for the
behavior of larger molecular systems such as membranes and proteins, and is sus-
pected to be a particular way of storing potential energy usable not only for chem-
ical reactions but also for macroscopic movement.
Light-driven CTI also plays a central role in the transduction of light into a

chemical signal and so is the starting point of light perception in primitive organ-
isms and in the vision of more complex organisms. CTI has also emerged as the
basic concept underpinning holographic information storage of extraordinary ca-
pacity and resolution. However, we should never forget that billions of years
before chemists utilized CTI to tune gel–sol phase transitions, nature used this
simple reaction to modulate membrane permeability to enable adaptive responses
to stress and environmental change.
Beyond protein folding, the discovery of peptidyl prolyl isomerases (PPIases)

and related proteins has opened the way to novel concepts in biology: the notion
of chaperone-assisted receptor binding is an emerging field of research which
sheds light on receptor function and protein–protein interactions. The recent dis-
covery of a secondary amide peptide bond cis-trans isomerase (APIase) heralds
new advances in this field.
Recently, the French Nobel prizewinner Jean-Marie Lehn proposed the use of

CTI as a source of molecular diversity in dynamic combinatorial chemistry. The
prospect of using a dynamic fully reversible process such as CTI for the evolution-
ary selection of ligands is extremely attractive and should lead to fundamental
advances in this field of research.
Althought this book will not tackle the technological uses of CTI nor its applica-

tion in supramolecular chemistry, the impressive advances in the development of
molecular devices that produce a microscopic motion as well as a macroscopic
movement must be cited herein.
Progress in the study of CTI should lead not only to better understanding of

one of the main molecular bases of life, but also to the development of fascinating
tools for studying biomolecules. These main lines of research are not incompati-
ble, since one talks of supramolecular systems able to release bioactive molecules
at the right place through a controlled CTI process. I am confident that work on
CTI will yield important applications beneficial to humankind, and I sincerely
hope that this book, which collates most of the recent data on CTI in biology,
organic and inorganic chemistry, will help scientists to work with this aim in
mind.

Saclay, January 6th 2006 Christophe Dugave
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1
Nomenclature
Christophe Dugave

Molecules in which free rotation around one or more bonds is restricted may exist
as distinct stable rotamers in proportions that depend on the free enthalpy differ-
ence DG� of each rotamer. They can interconvert provided the intrinsic rotational
barrier DG‡ is not too high (Fig. 1.1). In the simplest case, there are two marked
energy minima separated by energy barriers to rotation, which often implies
either the effective breaking of a chemical bond (i.e. C=C photoisomerization in
ethylene derivatives) or a disruption of conjugation (i.e. isomerization of a Y–C=X
system, X and Y being heteroatoms). Therefore, there are only two geometrical
isomers for one given system and theoretically 2n possible isomers for a molecule
that contains n isomerizable systems (e.g. retinal).

Fig. 1.1 Schematic representation of general cis-trans isomer-
ism of a double bond.



Fig. 1.2 General Z/E nomenclature for the description of
geometrical isomers in p-systems.

The first proposed nomenclature suggested that isomers should be called cis
when W and Y are on the same side of the double bond and trans when they are
on the opposite side (Fig. 1.2), provided W „ X and Y „ Z. However, this nomen-
clature was limited to the particular case where W and Y are identical. The more
recent nomenclature of Cahn–Ingold–Prelog, based on the German Zusammen
(Z) and Entgegen (E) notation, was extended to systems where W and Y are differ-
ent substituents (Fig. 1.2). There is no direct relation between the two nomencla-
tures since they depend on the nature of substituents; and so the Z isomer is not
necessarily cis. Moreover, the order of priority is determined by the atomic num-
ber of each atom connected to the C=C double bond [1]. Although the E/Z nomen-
clature may also be applied to compounds B/B¢ and C/C¢, these are considered as
conformational isomers, whereas compounds A/A¢ are configurational isomers.
Z/E isomerism is not limited to true double bonds and may be used when sp2

electrons of a heteroatom are conjugated with a p-system to form a planar pseudo
double bond. In particular, in the case of amides, the cis isomer is called E. Al-
though the general tendency now is to use the E/Z nomenclature in chemistry,
despite their inaccuracy cis and trans are still utilized by biochemists because they
give a more readily understandable description of molecular shape, in particular
for amides in peptides and proteins. When the chains are connected through a
motif containing more than three dihedral angles (i.e. carbamates), the syn–anti

1 Nomenclature2

Fig. 1.3 Usual nomenclature for geometric isomers of esters,
amides, carbamates, and ureas (t: trans, c: cis).



and cis–trans nomenclatures are usually applied since they refer to the relative
position of substituents (Fig. 1.3).
Cis-trans isomerism may also occur with true single bonds. In fact, preferred

conformational minima for x = 180� (anti) and – 60� (gauche) are usually found
in alkanes (Fig. 1.4A). However, in severely crowded compounds, backbone
valence angles are smaller than tetrahedral and therefore the Prelog–Klyne
nomenclature is the standard (Fig. 1.4B) [2]. However, this notation is unhelpful
for energy minima for x of about 90 and 150�, a situation which is common for
SinX2n+2 polysilanes and which has resulted in a proliferation of nonstandard
symbols and notations. Recently, Michl and West have suggested the use of new
labels that account for particular conformations found in polymers, disulfides,
etc. (Fig. 1.4C). They also recommend specifying the positive or negative sense
(right or left) since these conformers are chiral. This notation also accounts for
strongly deformed p-systems with the syn (x » 0�) and anti (x » 180�) configura-
tions [3].

Fig. 1.4 Proposed labels for favored dihedral angles in the
Cahn–Ingold–Prelog (A), Prelog–Klyne (B), and Michl–West
(C) nomenclatures.

Metal complexes display a wide variety of coordination geometries that permit
the existence of several geometric isomers. The situation is rather more compli-
cated thanwith organic molecules since the three-dimensional arrangement of
coordinates around the metal core leads to the multiplication of possible diastereo-
mers. The cis/trans notation is usually employed but this nomenclature is based on a
spatial reference: “cis” means “adjacent” while “trans” means “opposite” (Fig. 1.5)
[4].
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Fig. 1.5 Possible geometric isomerism around a metal core
in a square planar (A) and two octahedral complexes (B, C).

The number of possible diastereomers depends on the variety of ligands and
sometimes requires use of the one-letter code (cis/trans is noted c/t). This nomen-
clature may be applied to square planar complexes and to square planar pyramidal
and octahedral complexes, but not to tetrahedral complexes where a given posi-
tion is equivalent to any other. Moreover, geometric isomerism often implies the
existence of optical isomerism.
The new labels fac and mer were introduced to reflect the relative position of

three identical ligands around the octahedral structure. Thus, placing the three
groups on one face of the octahedron gives rise to the facial isomer, and placing
the three groups around the center gives rise to the meridional isomer (Fig. 1.6).
When there are only two different ligands, the cis/trans and fac/mer nomenclature
may be mixed in order to describe the complex geometry unambiguously [4].

Fig. 1.6 Fac andmer isomers in octahedral metal complexes.

Syn/anti nomenclature is mainly employed for octahedral complexes when geo-
metric isomerism arises from the presence of a fused ring. Therefore, the syn iso-
mer has adjacent fused rings whereas the anti isomer has opposite fused rings [5].
In summary, molecular variety leads to a multiplicity of stereoisomerisms,

which in turn has given rise to several specific nomenclatures. These will be uti-
lized throughout this handbook with the overriding purpose of clarity, rather than
strict accuracy.

4
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2
General Mechanisms of Cis-Trans Isomerization: A Rapid Survey
Christophe Dugave

2.1
Introduction

A database search yields more than 20 000 references that contain “Z–E isomeri-
zation,” “cis-trans isomerization,” or “geometric isomerization” as keywords, and
the general tendency is an increase in the number of papers devoted to the kinetic
aspects of cis-trans isomerization (CTI) in all fields. The main isomerization path-
ways have probably been discovered, though many remain the object of intense
theoretical (see Chapter 7) and experimental research (see Chapters 4–6, 8–10, 13,
and 14). In the present chapter, general CTI mechanisms will be divided into
homolytic and heterolytic cleavage of the p-bond which allows isomerization,
though some molecular motifs such as amides are able to switch from cis to trans
via both processes. An overview of CTI in metal complex (mainly thermal, photo-
chemical, and oxidative isomerizations) will be the purpose of Chapter 14 and will
not be detailed here.

2.2
Homolytic Cis-Trans Isomerization

Since the elucidation of the photoisomerization of alkenes in 1928, numerous
CTI pathways have been proposed. In fact, many unsaturated compounds may
isomerize via different pathways depending on the conditions. For example, poly-
enes may photoisomerize via either the p,p* singlet or triplet excited states and
also via photosensitization by singlet–singlet and triplet–triplet intersystem cross-
ing [1] via a perpendicular radical transition state that accounts for the formation
of the least stable Z isomer [2]. CTI of olefine and polyene systems has been thor-
oughly investigated using a wide variety of models including stilbenes and stil-
bene analogs, retinal derivatives and carotenoids, etc., as well as simple cycloalk-
enes (Fig. 2.1) [3], leading to the parallel emergence of novel theories and power-
ful techniques to probe the behavior of molecular systems in the 10–14 to 10–11 s
range, such as femtosecond laser spectroscopy [4] (see Chapter 4).



Fig. 2.1 Some model compounds used for studying photo-
isomerization processes: Z-1,2-bis-a-naphthylethylene 1,
retinal 2, b-carotene 3, cyclooctene 4.

However, there are many other CTI pathways for the simple polyenes: aborted
heterogeneous hydrogenation, radical reactions initiated by radical generators
including photosensitization by ketones [5] and paramagnetic molecules (e.g. oxy-
gen, atomic bromine and iodine, nitrogen oxide) and heat [6,7]. Recently, a new
mechanism for the iodine/light-catalyzed CTI of stilbene has been proposed and
seems to imply the formation of a complex between iodine and the alkene that
leads to a single radical adduct [8]. A similar process was proposed for the
thiyl radical-mediated CTI of polyenes [9]. A relevant example is retinal, which
may isomerize experimentally through many of these distinct pathways. More-
over, many pathways play an important part in the CTI of polyenes in vivo where
they have a central role in vision, metabolism, and accidental alteration of biomol-
ecules, in particular phospholipids (Fig. 2.2).

Fig. 2.2 Possible mechanisms of cis-trans (Z-E) isomerization
of olefins and related compounds via heterolytic cleavage of
the C=C bond: photoisomerization (path A).

2 General Mechanisms of Cis-Trans Isomerization: A Rapid Survey8



As a general rule, the more the molecule is conjugated, the lower the energy
barrier to isomerization. While nonconjugated alkenes require typically 97–
164 kcal mol–1 to isomerize via the lowest triplet state and the p,p* singlet state,
respectively, the calculated energy barrier to CTI of retinal Schiff bases lies be-
tween 23 and 60.6 kcal mol–1 depending on the C=C bond and the protonation
state of the imine [10]. It is well known that cis-polyacetylene isomerizes to the all-
trans compound upon heating to 150 �C. In the same way, diarylazo compounds
require less energy to isomerize from trans to cis than stilbene derivatives, reflect-
ing the optimal wavelength needed to induce CTI, for example kmax = 319 nm for
azobenzene and kmax = 294 nm for stilbene.
Z-E isomerization via simple geometric inversion (one-bond flip, OBF, Fig.

2.3A) involves the torsional relaxation of the perpendicular excited state via an
adiabatic mechanism which implies a non-volume-conserving process. This is not
compatible with the ultrafast CTI in polyenes, in particular retinyl chromophores,
and two other possible ways of photo-CTI have been proposed over the past
15 years [11].
The hula twist mechanism (HT, Fig. 2.3B), first validated with carotenoids, is

not consistent with the time-scale of photoisomerization of chromoproteins since
CTI of the retinal chromophore, which is inserted deep inside the protein, neces-
sitates a major reorganization of the peptide molecular framework. Therefore, a
new volume-conserving mechanism, called bicyclic pedal (BP, Fig. 2.3C), was pro-
posed. In fact, all these mechanisms are still a topic of discussion since chromo-
protein photo-intermediates highlighted by recent studies do not confirm this
hypothesis. In particular, several photo-products of the retinal Schiff base in the

92.2 Homolytic Cis-Trans Isomerization

Fig. 2.3 Three possible pathways for the photo-CTI of
polyenes: (A) one-bond flip (OBF); (B) hula twist (HT);
(C) bicyclic pedal (BP).
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rhodopsin protein family display a slightly constrained structure which is not tak-
en into account by such theories.
In many cases, the CTI process competes with rearrangements and cyclizations

that occur during the radiationless transition. Z-Stilbene is well known to give
dihydrophenanthrene as a photoproduct along with E-stilbene (Fig. 2.4A). Revers-
ible photocyclization is even the dominant reaction in fulgide [12] and merocya-
nine [13] systems [3] (Fig. 2.4B,C).

Fig. 2.4 Photoisomerization of E-stilbene gives a mixture of
Z-stilbene and dihydrophenantrene (A), whereas mero-
cyanines isomerize directly to the enantiomeric spiropyran
forms (B) and E-fulgides transform into the corresponding
cyclic adduct.

2.3
Heterolytic Cis-Trans Isomerization

Although diazene compounds undergo photoisomerization in a similar way to
alkenes [14,15], they also interconvert from Z to E and E to Z via simple doublet
inversion (Fig. 2.5 path d), as also observed with other nitrogen-containing com-
pounds such as nitroso derivatives. Moreover, the ultrafast isomerization of azo-
sulfides implies a cleavage/recombination mechanism though radical anion cleav-
age seems to operate in the Z isomer exclusively, preventing isomerization from Z
to E [16].
CTI driven by conjugation transfer (including deconjugation and tautomeric

effects) gives rise to a wide range of mechanisms that may explain isomerization
of many molecular motifs such as push–pull olefins, acrylates, imines and enam-
ines, amides, and related compounds. Push–pull olefins, which are substituted by
electron-donating and electron-withdrawing groups simultaneously, can isomer-

10



2.3 Heterolytic Cis-Trans Isomerization

ize spontaneously by simple transfer of conjugation which decreases the double
bond character of C=C (Fig. 2.5 path e). The tautomeric effect in the enol/ketone
and enamine/imine equilibria plays a similar role, since electron delocalization is
disrupted by a change in polarity (Fig. 2.5 path f) [3].

Fig. 2.5 Possible mechanisms for CTI via the heterolytic
disruption of the conjugation of double bonds and pseudo
double bonds (radical cleavage/recombination pathway was
omitted there since it is not a true CTI process).

11
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Several exogenous entities may also facilitate a cis-trans interconversion. Lewis
acids and transition metals may disrupt conjugation by simply “hijacking” the
p-electrons (Fig. 2.3 path g). Transition metal p-bases also operate via an insertion
inside a triangular intermediate (path h) [17]. Brønstedt acids (path i) and nucleo-
philes (path j) can also facilitate CTI via the formation of a tetrahedral intermedi-
ate. Amide and analogous compounds are undoubtedly the most versatile com-
pounds in terms of possible mechanisms of CTI since most of the proposed path-
ways, including radical mechanisms, may account for the experimental results.
This probably reflects the very low energy barrier (typically 5–30 kcal mol–1) to
CTI. In peptides and proteins, amide CTI seems to occurs via a simple disruption
of the double-bond character (path k) putatively through the creation of either
intra- or intermolecular H-bonds [3,18]. The geometric deviation from double-
bond planarity helps to lower the energy barrier to isomerization and also plays
an important role in energy storage, as observed with photointermediates of chro-
moproteins.
Rotation around hindered or retrained single bonds usually implies that the

molecule reaches the energy barrier that restricts interconversion from one con-
former to another. In general terms, steric hindrance is the main limitation and
heating is then sufficient to cross the barrier, although additional interactions
such as H-bonds, stereoelectronic effects and ionic interactions may either ham-
per or facilitate the rotation.

12
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3
Mechanisms ofCis-Trans Isomerization around the
Carbon–CarbonDouble Bonds via the Triplet State
Yasushi Koyama, Yoshinori Kakitani, and Hiroyoshi Nagae

It has been shown that cis-trans isomerization (CTI) around a carbon–carbon dou-
ble bond takes place not in the singlet state but in the triplet state. Schiff base of
retinal is also the case, although protonated Schiff base isomerizes via the singlet
state (see Ref. [1] for a review). The lowest-triplet (T1) state can be generated
through intersystem crossing in retinoids, and through singlet fission of a partic-
ular singlet (1Bu

–) state in carotenoids [2]. Since the quantum yield of triplet gen-
eration is generally lower in carotenoids (~10–3), a triplet sensitizer is necessary to
study CTI via the T1 state.
The excited-state properties of retinoids and carotenoids have been reviewed, to-

gether with chlorophylls, in relation to their biological functions [1]. In the present
review, we will briefly summarize the previous results concerning polyenes (Sec-
tions 3.2.1 and 3.3.1), and add most recent results along these lines (Sections
3.2.2 and 3.2.3, and 3.3.2–3.3.4), focussing on a retinoid (retinal) and two carote-
noids (b-carotene and spheroidene).
In accord with the purpose of this book, to provide detailed and critical reviews

of most recent highlights, we have tried to incorporate as much data as possible
so that they can tell stories by themselves. We hope readers will enjoy reading the
figures and tables as well.

3.1
A Concept of a Triplet-Excited Region

The concept of a “triplet-excited region” emerged during studies on Raman spectra
and isomerization of retinoids and carotenoids in the T1 state (see Ref. [3] for a
summary). The triplet-excited region was defined as a region where large changes
in bond order take place toward its inversion upon the ground (S0) to T1 transi-
tion; that is, a double bond becomes more single bond-like and a single bond
becomes more double bond-like. It has a span of approximately six conjugated
double bonds, it is located in the central part of a conjugated chain, and it triggers
CTI. This is a basic concept in understanding the isomerization properties of poly-



enes with various conjugation lengths. The excited-state properties of polyenes are
strongly dependent on the number of conjugated double bonds, n.
The triplet-excited region could have been predicted theoretically before it was actu-

ally found spectroscopically [3]. It originates from strong correlation of the parallel
spins in the T1 manifold. Figure 3.1 shows the results of Pariser–Parr–Pople calcula-
tions including singly and doubly excited configurational interactions (PPP-SD-CI
calculation) for polyenes having n= 5, 7, 9, and 11 [4]. Polyenes having n= 5–7 and
9–11may correspond to the cases of the typical retinoids and carotenoids, respectively.
The calculations predict the following: large changes in p-bond order should take
place in the central part of the conjugated chain. In the very central part, the inversion
of p-bond order should take place, and the changes in p-bond order decrease in both
peripherals. The triplet-excited region, defined in terms of those changes in p-bond

3 Mechanisms of Cis-Trans Isomerization around the Carbon–CarbonDouble Bonds via the Triplet State16

Fig. 3.1 p-Bond orders in the S0 (open circles) and T1 (filled
circles) states of model polyenes with the number of conju-
gated double bonds, n = 5, 7, 9, and 11 calculated by the PPP-
SD-CI method, the details which are described in Ref. [4].



order, must cover the entire molecule in retinal, but only the central part in carote-
noids. Its span is about six conjugated double bonds.
Since CTI is expected to be triggered by the elongation of the double bonds and

by the steric hindrance of the cis-bend structure, in retinal, which has a short con-
jugated chain, the quantum yield of CTI may be high in the central-cis isomers
where the cis-bend is within the triplet-excited region, but it may be low in periph-
eral-cis isomers where the cis-bend is out of the triplet-excited region. In carote-
noids with a long conjugated chain, the quantum yields in central-cis isomers
must be much higher than those in peripheral-cis isomers.
The picture of triplet-excited region was slightly modified after it was deter-

mined spectroscopically in terms of stretching force constants that include the
contributions of both the r and p bonds (vide infra).

3.2
Triplet-State Isomerization in Retinal

3.2.1
Cis-Trans Isomerization Examined by Electronic Absorption and Raman Spectroscopies
and by High-Performance Liquid Chromatography Analysis

Scheme 3.1 shows the configurations of the all-trans and cis isomers of retinal.
Concerning the position of the cis-bend, the 7-cis and 13-cis isomers can be classi-

173.2 Triplet-State Isomerization in Retinal

Scheme 3.1 The configurations of the all-trans and cis
isomers of retinal used in the investigations described.
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fied into peripheral-cis isomers, and the 9-cis and 11-cis isomers into central-cis iso-
mers. Concerning the structure of the cis-bend, the 7-cis and 11-cis isomers can be
classified into unmethylated cis isomers, while the 9-cis and 13-cis isomers are
methylated cis isomers. Severe steric hindrance on the concave side is expected in
unmethylated cis isomers, which must promote CTI upon triplet excitation.
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Fig. 3.2 Deca-picosecond time-resolved absorption spectra of the all-trans
and cis isomers of retinal. The T1 state was generated by direct excitation of
isomeric retinal with the 355 nm, 20–25 ps pulses [5].



3.2 Triplet-State Isomerization in Retinal

Figure 3.2 shows the deca-picosecond time-resolved absorption spectra of the
all-trans and cis isomers of retinal [5]. Since retinal has a high quantum yield of
intersystem crossing (0.50–0.61) [6], the T1 absorption spectra can be recorded by
355 nm excitation to the 1Bu

+ singlet state. In the all-trans isomer, a monotonical
rise of the Tn ‹ T1 absorption is seen within 100 ps. In the cis isomers, on the
other hand, an intrinsic absorption peak appears immediately after excitation on
the blue side of that of the all-trans isomer and then it decays with concomitant
rise of the Tn ‹ T1 absorption of the all-trans isomer. The spectral changes in the
cis isomers must reflect CTI in the T1 state. The convergence of the transient
absorption to that of the trans-T1 takes place in a similar time-scale among the
7-cis, 9-cis, and 11-cis isomers. In the 13-cis isomer, however, the sharpening of the
Tn ‹ T1 absorption takes place much more slowly.
Figure 3.3 shows that the transient absorptions, originating from the 7-cis, 9-cis,

and 11-cis isomers, completely converge into that from the all-trans isomer at 5 ns
after excitation, but the transient absorption from the 13-cis isomer still keeps its
own contribution on the longer wavelength side. The above results of transient
absorption spectroscopy suggest that the quantum yields of CTI, via the T1 state,
are similar among the 7-cis, 9-cis, and 11-cis isomers, but that of the 13-cis isomer
is much smaller.

Fig. 3.3 Transient absorption spectra of the all-trans and cis
isomers of retinal at 5 ns after excitation. The same condi-
tions of excitation as described in Fig. 3.2 [5].

Figure 3.4 depicts the transient Raman spectra of the all-trans and cis isomers of
retinal recorded at ~20 ns after excitation [7]. Consistent with the above results of
time-resolved absorption spectroscopy, the 7-cis, 9-cis, and 11-cis isomers give rise
to the same T1 Raman spectra as that of the all-trans isomer. However, the differ-
ence Raman spectrum of “13-cis minus all-trans” exhibits another spectral pattern
ascribable to the 13-cis T1.
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Fig. 3.4 Transient Raman spectra of the all-trans and cis iso-
mers of retinal. The T1 state was generated by excitation using
355 nm, 5 ns pulses, and the T1 Raman spectra were recorded
by the use of 532 nm, 5 ns pulses [7].

Figure 3.5 shows the processes of isomerization upon triplet excitation by the
use of a sensitizer, Zn-tetraphenylporphyrin, starting from the all-trans and each
cis isomer of retinal [8]. The all-trans isomer isomerizes very little. Concerning the
cis isomers, on the other hand, 7-cis and 9-cis isomerize with a similar efficiency,
11-cis isomerizes with the highest efficiency, and 13-cis isomerizes with the lowest
efficiency. The quantum yields of isomerization were determined by the use of
the initial decrease of each starting isomer as follows: all-trans, 0.1; 7-cis, 0.8; 9-cis,
0.8; 11-cis, 0.9; and 13-cis, 0.2. The set of values was determined at the concentra-
tion of 1 	 10–4 mol L–1. Those quantum yields in retinal can vary depending on
its concentration due to the presence of a chain reaction, in which the resultant
all-trans T1 functions as an additional sensitizer [8]. The relative quantum yields of
CTI are depicted in Scheme 3.2.
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3.2 Triplet-State Isomerization in Retinal

Fig. 3.5 Triplet-sensitized isomerization of retinal starting
from the all-trans (filled circles), 7-cis (open circles), 9-cis
(open triangles), 11-cis (stars) and 13-cis (open squares) iso-
mers. The sensitizer, Zn-tetraphenylporphyrin, was irradiated
with a 250 W halogen lamp after passing through water and a
Toshiba V-Y52 filters [8].

Scheme 3.2 A schematic presentation of triplet-state isomer-
ization in retinal. The pathways of isomerization are shown by
arrows, whose lengths are proportional to the values of quan-
tum yield [8].
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3.2.2
Triplet-Excited Region in All-trans-Retinal Shown in Terms of Stretching Force Con-
stants Determined by Raman Spectroscopy and Normal Coordinate Analysis [9]

A set of carbon–carbon and carbon–oxygen stretching force constants is a useful
measure of bond orders. Since the normal vibrations of a molecule are deter-
mined by a set of force constants (called “molecular force field”) and the mass of
atoms, isotopic substitution is a powerful technique to increase the number of
observables (vibrational frequencies) keeping the molecular force field
unchanged. Figures 3.6 and 3.7 show, respectively, the S0 and T1 Raman spectra
of variously-deuterated species that played a key role in determining a set of
stretching force constants of all-trans-retinal in each electronic state. (The two sets
of assignments of Raman lines are shown in Ref. [9].)

Fig. 3.6 The S0 Raman spectra of undeuterated and various
deuterio derivatives of all-trans-retinal. Raman spectra were
recorded by the use of CW 488 nm line [9].

The strategy we have taken in the determination of the stretching force con-
stants is as follows: First, we determined a complete set of force constants in the
S0 state, including the stretching, in-plane bending, out-of-plane wagging, and tor-
sional force constants of Urey–Bradley–Shimanouchi (UBS) type, and also, non-
UBS cross-terms, many of which were transferred from those determined by Saito
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and Tasumi [10]. Second, we transferred most of those S0-state force constants,
except for the carbon–carbon stretching force constants in the central part of the
conjugated chain that were expected to change substantially upon triplet excita-
tion. In the initial manual fitting of the C=C, C=O, and C–C stretching force con-
stants, we used three different sets of force constants concerning the bond orders
in the conjugated chain (as initial guess), that is, Set A: force constants reflecting
the results of the PPP-SD-CI calculation including the inversion of bond orders
(Figure 3.1, n= 5–7), Set B: those assuming a 1.5 bond order throughout the con-
jugated chain, and Set C: those determined in the S0 state. Set A was not success-
ful in the fitting at all, while Set B and Set C converged into a new set. Finally, we
determined the force constants by least-square fitting.

Fig. 3.7 The T1 Raman spectra of undeuterated and various
deuterio derivatives of all-trans-retinal. The T1 state was gener-
ated by 355 nm, 5 ns pulses, and the T1 Raman spectra were
recorded by the use of 488 nm, 5 ns pulses [9].

Figure 3.8 shows the carbon–carbon stretching force constants thus determined
for the S0 and T1 states. Changes in those force constants upon triplet excitation
(from open circles to filled circles) can be characterized as follows: Concerning
the conjugated polyene chain, the decrease in the C=C stretching force constant is
in the order, C11=C12 > C9=C10 > C7=C8 > C13=C14, whereas the increase in
the C–C stretching force constant is in the order, C8–C9 > C10–C11 > C12–C13.
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The triplet-excited region can be defined, in terms of the carbon–carbon stretching
force constants, to be a region from C6 or C7 to C13 or C14, although a large
decrease in the stretching force constant is seen in the terminal C=O bond, as
well.

Fig. 3.8 Changes in the stretching force constants upon tri-
plet excitation from the S0 state (open circles) to the T1 state
(filled circles) of all-trans-retinal [9].

3.2.3
Dynamic Triplet-Excited Region in Retinal As Revealed by Deuteration Effects on the
Quantum Yields of Isomerization via the T1 State (Okumura, Koyama, unpublished
results)

The concept of a triplet-excited region that causes changes in bond order in the
conjugated chain and triggers the CTI is now experimentally established in ret-
inal. However, the detailed process of atomic rearrangements in the T1 excited
state, resulting in the isomerization from the ground-state cis to trans configura-
tion around a particular cis double bond, still remains to be determined. The rota-
tional motion around a double bond must accompany sequential changes in the
electronic structure, that is, sp2 fi sp3 fi sp2, during which changes in the direc-
tions of a pair of the olefinic C–H groups are expected to take place. Ohmine and
Morokuma [11,12] theoretically calculated the process of isomerization in but-
adiene, and predicted that the rotation around one of the double bonds should
accompany both the flapping of the C–H bonds attached to it and the rotation
around the neighboring double bond. Stimulated by this prediction, we have
examined the effects of the 7,8-, 11,12-, and 14,15-deuterations on the quantum
yields of triplet-sensitized isomerization of retinal starting from the 7-cis, 9-cis,
11-cis, and 13-cis isomers, although Waddell et al. [13] showed that the 14,15-deu-
teration did not affect the quantum yields of both the 13-cis fi all-trans and all-
transfi 13-cis isomerizations.
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Figure 3.9 shows the effects of double deuteration of the C7=C8 or C11=C12
double bond and that of the C14–C15 single bond on the triplet-state CTI starting
from the set of four cis isomers. The results can be summarized as follows: (1) The
7,8-deuteration (7,8-D2) reduces the quantum yield of isomerization from the 7-cis
to the all-trans isomer that includes rotation around the particular double bond to
which deuterium substitution was made, and also, the quantum yield of isomeri-
zation from the 9-cis to the all-trans isomer around the neighboring double bond
on the right-hand side of the retinal molecule (see Scheme 3.1). (2) The 11,12-deu-
teration (11,12-D2) reduces the quantum yields of isomerization from the 7-cis,
9-cis, and 11-cis isomers to the all-trans isomer that include rotation around the
particular cis-double bond to which deuterium substitution was made, and also,
that around the neighboring double bonds on the left-hand side of the molecule.
(3) The 14,15-deuteration (14,15-D2) slightly reduces the quantum yield of isomer-
ization from the 11-cis isomer. (4) Practically no deuteration effects on the quan-
tum yields of isomerization are seen at all starting from the 13-cis isomer [13].
Table 3.1 lists the quantum yields of isomerization per triplet species generated
for the undeuterated and variously deuterated retinal isomers.

Table 3.1 Quantum yields of isomerization per triplet species
generated in undeuterated and deuterated retinals (Okumura,
Koyama, unpublished results).

D0 retinal 7,8-D2 7,8-D2/D0 11,12-D2 11,12-D2/D0 14,15-D2 14,15-D2/D0

7-cis 0.75 – 0.02 0.65 – 0.02[a] 0.87 0.70 – 0.01 0.93 0.75 – 0.01 1.00

9-cis 0.83 – 0.01 0.70 – 0.03 0.84 0.62 – 0.03 0.75 0.80 – 0.01 0.96

11-cis 0.83 – 0.01 0.80 – 0.03 0.96 0.65 – 0.01 0.78 0.71 – 0.02 0.86

13-cis 0.36 – 0.01 0.38 – 0.02 1.06 0.37 – 0.03 1.03 0.36 – 0.02 1.00

a Large decreases in the quantum yield are underlined.

It has been shown that double deuteration on an unmethylated double bond
reduces the quantum yield of CTI in the triplet state not only around the particu-
lar double bond but also around the neighboring double bonds. The results are in
agreement with the picture of structural changes in butadiene that was theoreti-
cally predicted by Ohmine and Morokuma [11,12]. The effect is the strongest in
the central part of the conjugated chain. This “dynamic triplet-excited region”
seems to be confined within the central double bonds including C7=C8, C9=C10,
and C11=12.
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Fig. 3.9 Effects of deuteration on the decrease of the starting isomer of retinal
as a function of triplet species generated. The linear relations before deuteration
are shown in open symbols and broken lines, whereas those after deuteration
are shown in filled symbols and solid lines (Okumura, Koyama, unpublished results).

3.2.4
Summary and Future Trends

(1) The quantum yield of CTI via the T1 state has been determined to be in the
order, 11-cis (0.9) > 9-cis (0.8) = 7-cis (0.8) > 13-cis (0.2). Time-resolved (transient)
electronic-absorption and Raman spectroscopies exhibited a clear difference be-
tween the 13-cis isomer and the rest of the isomers (7-cis, 9-cis, and 11-cis), reflect-
ing the above values of quantum yield. (2) The triplet-excited region, predicted by
the PPP-SD-CI calculations of the p-bond order, has been spectroscopically evi-
denced in terms of carbon–carbon stretching force constants (Fig. 3.8). The results
support the idea that the quantum yield of CTI is determined by the elongation of
the cis double bond and the steric hindrance of the cis-bend structure to be
released. In the 11-cis and 9-cis isomers, the cis-bend structure is in the central
part of the triplet-excited region, enhancing the quantum yield of isomerization,
whereas in the 7-cis and 13-cis isomers, it is in the peripheral part, suppressing
the quantum of isomerization. However, the steric hindrance is much stronger in
the unmethylated 7-cis isomer than in the methylated 13-cis isomer; this is proba-
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bly the reason why the quantum yield in the former becomes much higher.
(3) The double deuteration on the unmethylated double bonds (C7=C8 and
C11=C12) reduced not only the quantum yield of CTI around the particular dou-
ble bond, but also around the neighboring double bonds. (4) Practically no deu-
teration effects are seen in the 13-cis to all-trans isomerization, most probably due
to the fact that the 13-cis-bend is out of the triplet-excited region.
The deuteration effects have provided us with a unique insight into the atomic

rearrangement during the process of isomerization in the triplet state. The results
suggest the following: (1) The triplet-state isomerization may include the rear-
rangement of all the atoms in the triplet-excited region, which is to be described
in terms of the rotations around the double bonds and the flapping of the C–H
bonds as predicted by Ohmine and Morokuma [11,12]. (2) A pair of substitutions
on an unmethylated double bond from C–H to C–D must substantially increase
the momentum of its flapping motion, and as a result, slows down those atomic
rearrangements. Obviously, those hypotheses need to be examined by further
investigations.

3.3
Triplet-State Isomerization in b-Carotene and Spheroidene

3.3.1
Cis-Trans Isomerization in b-Carotene Studied by Electronic Absorption and Raman
Spectroscopies and by HPLC Analysis

Scheme 3.3 shows the configurations of the all-trans and cis isomers of b-carotene.
The all-trans isomer of this carotenoid has C2h symmetry, and consists of an
extended conjugated chain and a pair of b-ionone rings at both ends. Concerning
the position of the cis-bend, the 7-cis and 9-cis isomers can be classified into pe-
ripheral-cis isomers, whereas the 13-cis and 15-cis isomers are central-cis isomers.
Concerning the structure of the cis-bend, the 7-cis and 15-cis isomers can be classi-
fied as unmethylated cis isomers, whereas the 9-cis and 13-cis isomers are methy-
lated cis isomers. Concerning the unmethylated cis isomers, severe steric hin-
drance is expected in the 7-cis-bend, but no severe steric hindrance is expected in
the 15-cis-bend. Since the triplet-excited region is to be localized only in the central
part of a long conjugated chain, the quantum yield of triplet-state isomerization is
anticipated to be much higher in the central-cis isomers than in the peripheral-cis
isomers. The 15-cis isomer of this carotenoid is bound to the reaction centers of
photosystem I and photosystem II of plants and algae, and plays an important
role in photo-protection [14].
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Scheme 3.3 The configurations of the all-trans and cis isomers
of b-carotene used in the investigations described.

Figure 3.10 shows the transient-absorption spectra of the set of all-trans and cis
isomers recorded at 1.8 ls after excitation of the triplet sensitizer, anthracene [15].
The all-trans, 7-cis, 9-cis, and 13-cis isomers exhibit their unique spectral patterns
in the T1 state, whereas the 15-cis isomer exhibits the same spectral pattern as that
of the all-trans isomer. Figure 3.11 shows the transient-Raman spectra of the same
set of isomers (1.8 ls after excitation), which exhibits a very similar trend in the
T1 state [16]. Although the spectral patterns of the T1 species are similar to one
another, reflecting the triplet-excited region, unique profiles depending on the
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starting isomer are seen in the 1230–1130 cm–1 region. The all-trans isomer exhib-
its a peak at 1197 cm–1; the 7-cis isomer at 1194 cm–1; and the 9-cis isomer at
1180 cm–1. However, the 13-cis isomer exhibits no peaks at all in this region. Most
importantly, the spectral profile originating from the 15-cis isomer is identical to
that from the all-trans isomer. The above results of electronic absorption and
Raman spectroscopies indicate that the 15-cis to all-trans isomerization in the T1

state is too rapid for the 15-cis T1 to be detected, although other isomers have their
own T1 species whose lifetimes are long enough to be detected spectroscopically.

Fig. 3.10 The transient electronic absorption spectra of T1

species generated from the all-trans and cis isomers (1.8 ls
after excitation). The T1 state was generated by excitation of
the sensitizer anthracene, using 355 nm, 5–10 ns pulses [15].
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Fig. 3.11 The transient Raman spectra of T1 species gener-
ated from the all-trans and cis isomers (1.8 ls after excitation).
The T1 state was generated by excitation of the sensitizer
anthracene, using 337 nm pulses, and the T1 Raman spectra
were recorded by the use of 532 nm pulses [16].

The above idea was supported by the high-performance liquid chromatography
(HPLC) analysis of triplet-sensitized isomerization [4]. Figure 3.12 shows the pro-
cesses of triplet-sensitized isomerization starting from the set of cis-trans isomers
of b-carotene. The quantum yields, defined as decrease in the starting isomer per
T1 species generated, were as follows: all-trans, 0.04; 7-cis, 0.12; 9-cis, 0.15; 13-cis,
0.87; and 15-cis, 0.98. Scheme 3.4 is a pictorial presentation of the isomerization
pathways and the value of quantum yields; the length of each arrow is propor-
tional to the quantum yield, and the length of a thicker arrow should be multi-
plied by 10 when compared with a thinner arrow. The 15-cis isomer exhibits
almost complete one-way isomerization to the all-trans isomer with a quantum
yield of almost unity.
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Scheme 3.4 A schematic presentation of the isomerization pathways and
the quantum yields of isomerization via the T1 state in b-carotene. The
lengths of arrows are proportional to values of quantum yield. The lengths
of thicker arrows should be multiplied by 10 to compare with those of
thinner arrows [4].
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Fig. 3.12 Triplet-sensitized isomerization starting
from all-trans (open circles), 7-cis (open triangles),
9-cis (open squares), 13-cis (filled squares), and 15-cis
(filled triangles) isomers. Product isomers whose
amount is larger than 5% of the reduction of the
starting isomer are shown. Anthracene was used as
the sensitizer [4].
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3.3.2
Cis-Trans Isomerization in Spheroidene Studied by Time-Resolved Absorption
Spectroscopy and by HPLC Analysis [17]

The T1-state CTI in spheroidene was found to be much less efficient than that in
b-carotene, which facilitated the examination of triplet-state dynamics by time-
resolved absorption spectroscopy. Scheme 3.5 shows the configurations of the all-
trans and cis isomers of spheroidene. The all-trans isomer consists of an open con-
jugated chain (n = 10) shifted to the left in the entire carbon skeleton, to which a
pair of large peripheral groups are attached at both ends. Concerning the position
of the cis-bend, the 13¢-cis and 9-cis isomers can be classified into peripheral-cis
isomers, whereas the 13-cis and 15-cis isomers are central-cis isomers. Concerning
the structure of the cis bend, 13¢-cis, 9-cis, and 13-cis isomers are methylated cis iso-
mers, and only the 15-cis isomer is an umethylated cis isomer.

Scheme 3.5 The configurations of the all-trans and cis isomers
of spheroidene used for time-resolved absorption spectroscopy.

Figure 3.13 shows the time-resolved absorption spectra of isomeric sphero-
idenes. In the all-trans isomer, concomitant with the decay of a sharp peak on the
shorter wavelength side due to the sensitizer anthracene, the rise and decay of the
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Tn ‹ T1 absorption and the bleaching of the 1Bu
+ ‹ 1Ag

– absorption are clearly
seen, the vibrational progression of the former being slightly shifted to the red in
comparison with the latter. In the set of cis isomers, a difference spectral pattern
of all-trans S0 minus cis S0 (a result of CTI) remains with different compositions
after the complete decay of the Tn ‹ T1 absorption (39 ls). By the use of singular-
value decomposition (SVD) followed by three-component global fitting, we were
able to extract the spectral patterns of each cis T1 and the all-trans T1 species to-
gether with that of (trans–cis) S0, as shown in Fig. 3.14.
Table 3.2 lists the relevant spectral and kinetic parameters determined by the

SVD and global-fitting analyses of time-resolved data matrices. The Tn ‹ T1

absorption maxima of the set of triplet species are very similar to one another
except for that of the 13¢-cis T1, a fact which caused difficulty in the analysis. The
lifetimes of the cis T1 species could be determined only as an average, although
the lifetime of the all-trans T1 could be easily determined. Fortunately, however,
the time constants of CTI in the T1 state could be determined successfully for the
set of cis isomers. The ranking of the rate of triplet-state isomerization parallels
that of the quantum yield of isomerization per triplet species generated, the latter
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Fig. 3.13 Submicrosecond time-resolved absorption spectra of isomeric sphero-
idenes. The sensitizer anthracene was excited at 355 nm to generate the T1 state [17].
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of which was independently determined by HPLC analysis of time-dependent
changes in the isomeric composition. The rate and the quantum yield of triplet-
state isomerization are in the order 15-cis > 13-cis > 9-cis > 13¢-cis, and the most
efficient isomerization of 15-cis T1 fi all-trans T1 was evidenced.

Table 3.2 The Tn ‹ T1 absorption maximum, the time constant
of T1 fi S0 intersystem crossing (ktrans

–1 or kcis
–1), and the time

constant (kiso
–1) and the quantum yield (Uiso) of CTI for each T1

species [17].

T1 species Absorption (nm) ktrans–1 or kcis–1 (ls) kiso–1 (ls) Uiso

all-trans 505 4.76 – –

13¢-cis 510 0.83 0.91 0.48

9-cis 506 0.83 0.83 0.50

13-cis 505 0.83 0.77 0.52

15-cis 505 0.83 0.56 0.60
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Fig. 3.14 The results of SVD followed by a three-component global fitting of the
spectral data matrices, a part of which is shown in Fig. 3.13. The species-associated
difference spectra (the upper panels) and time-dependent changes in population
(the lower panels) are shown [17].



3.3 Triplet-State Isomerization in b-Carotene and Spheroidene

3.3.3
The Triplet-Excited Region of All-trans-Spheroidene in Solution and the Triplet-State
Structure of 15-cis-Spheroidene Bound to the Bacterial Reaction Center Determined
by Raman Spectroscopy and Normal Coordinate Analysis [18]

3.3.3.1 All-trans-Spheroidene in Solution

Figure 3.15 shows the S0 and T1 Raman spectra of a set of deuterio all-trans-spher-
oidene in n-hexane (see Ref. [18] for the assignments of Raman lines). The T1 state
was generated by excitation (at 355 nm) of the sensitizer anthracene, and subse-
quent triplet-energy transfer to spheroidene. The present deuterium substitution
is focused on the olefinic protons in the central part of the conjugated chain.
There are two reasons for this: (1) We are mainly interested in changes in bond
order in the triplet-excited region that is located in the central part of the conjugat-
ed chain. (2) Those normal vibrations taking place in both peripherals are not in
resonance with the Tn ‹ T1 electronic transition that is confined to the triplet-
excited region, and therefore, those vibrations were not resonance-enhanced
enough to be detected.
In the T1 Raman spectra we see Raman lines due to normal modes similar to

those in the S0 Raman spectra (see the spectra of D0), which include the totally
symmetric C=C and C–C stretchings (1500 and 1165 cm–1), the C–H in-plane
bendings (1268 cm–1), the methyl in-plane rockings (1006 cm–1), and the C–H
out-of-plane waggings (944 cm–1). This observation indicates that the conjugated
chain takes a stretched planar all-trans configuration even in the T1 state. For nor-
mal coordinate analysis of the T1 Raman spectra we took the same strategy as in
the case of retinal; most of the force constants in the S0 state were transferred to
the T1 state, and then those carbon–carbon stretching force constants relevant to
the central part of the conjugated chain were determined. In the calculation of
normal vibrations, both peripheral parts beyond the conjugated chain were trun-
cated and regarded as a ball.
Figure 3.16A presents the carbon–carbon stretching force constants in the S0

(open circle) and T1 (filled circle) states of all-trans-spheroidene that were deter-
mined by the normal-coordinate analysis: Decrease in the C=C stretching force
constants are in the order, C13=C14 > C11=C12 > C9=C10 > C15=C15¢, whereas
increase in the C–C stretching force constants are in the order, C12–C13 > C14¢–
C15¢ ‡ C14–C15. It is to be noted that the center of symmetry in those changes of
the carbon–carbon stretching force constants is located not at the center of the
entire skeleton (C15=C15¢ bond) but at the center of the conjugated chain (C12–
C13 bond). The exact span of the triplet-excited region could not be determined
due to the limited number of observed frequencies as mentioned above.
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Fig. 3.15 The S0 and T1 Raman spectra of undeuterated and various deuterio
derivatives of all-trans-spheroidene in n-hexane. The T1 state was generated
by 355 nm excitation of the sensitizer anthracene, and the T1 Raman spectra
were recorded by the use of the 532 nm pulses [18].
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Fig. 3.16 Changes in the stretching force constants upon excitation from
S0 state (open circles) to the T1 state (filled circles), showing the triplet-excited
region for all-trans-spheroidene in solution (a) and for 15-cis-spheroidene bound
to the reaction center (b). In both peripheral parts, some force constants
(double circles) were assumed and could not be determined because of the
limited number of deuterio species and the lack of observed Raman lines [18].
Circles with a horizontal line indicate that those force constants are the same in
both the S0 and T1 states.

3.3.3.2 15-cis-Spheroidene Bound to the Reaction Center
The 15-cis isomer of spheroidene is bound to the reaction center from Rhodobacter
(Rba.) sphaeroides 2.4.1 to give a photo-protective function, which involves the
quenching of the triplet state of special-pair bacteriochlorophylls (3P) to prevent
the sensitized generation of harmful singlet oxygen and subsequent dissipation of
the triplet energy transferred from 3P (see Ref. [14] for a review). As will be
described in the next section, the triplet-state isomerization of 15-cis-spheroidene
bound to the reaction center plays the key role in dissipating the triplet energy.
Figure 3.17 shows the S0 and T1 Raman spectra of undeuterated 15-cis-sphero-

idene bound to the native reaction center from Rba. sphaeroides 2.4.1 (wild type)
and variously deuterated spheroidenes incorporated into the reaction center from
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Rba. sphaeroides R26 (carotenoidless mutant). The reaction center-bound D0

spheroidene exhibits unique spectral features in both the S0 and T1 states: In the
S0 state, it exhibits a key Raman line of the 15-cis configuration (at 1239 cm–1),
which is a coupled mode of the C15–H and C15¢–H in-plane bendings. The
Raman profiles of other normal modes are similar to the case of all-trans-spheroi-
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Fig. 3.17 The S0 and T1 Raman spectra of
undeuterated 15-cis-spheroidene bound to the
reaction center from Rba. sphaeroides 2.4.1
(wild type) and various deuterio derivatives
incorporated into the reaction center from
Rba. sphaeroides R26 (carotenoidless mutant).

The T1 state was generated by excitation of
the bacteriochlorophyll Qx absorption at
600 nm and subsequent triplet-energy trans-
fer to the carotenoid, and the T1 Raman spec-
tra were recorded by the use of 532 nm pulses
[18].
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dene in solution, except for small splittings of the C=C and C–C stretching Raman
lines. The results show that the reaction center-bound spheroidene takes a planar
15-cis configuration in the S0 state. In the T1 state, however, the C=C and C–C
stretching Raman lines (~1520 cm–1 and ~1170 cm–1) widely split into two compo-
nents, the key Raman line of the 15-cis configuration (1239 cm–1) disappears, and
the methyl in-plane rocking (1008 cm–1) and the C–H out-of-plane wagging
(935 cm–1) Raman lines are strongly enhanced in intensity. The results indicate
the presence of large twistings of the conjugated chain in the T1 state. The distorted
structure of spheroidene is probably due to a result of compromise between the
triplet-state isomerization from 15-cis toward all-trans and the barrier due to the
wall of the binding pocket of the apo-complex preventing such isomerization.
After rough adjustment of the carbon–carbon stretching force constants we per-

formed test calculations of normal vibrations to examine the effects of rotations
around each of the C15=C15¢, C11=C12, and C13=C14 bonds on the frequencies
of the relevant normal modes. The rotations varied the coupling of vibrational
modes among the C=C and C–C stretchings, the C–H in-plane bendings and out-
of-plane waggings. Finally, the set of relevant force constants around the central
part was determined by least-square fitting based on the most probable model.
Figure 3.16B shows the carbon–carbon stretching force constants thus deter-

mined. They are similar to, but different from, those determined for all-trans-
spheroidene in solution. The decrease in the C=C stretching force constants is in
the order C13=C14 > C11=C12 > C15=C15¢ > C13¢=C14¢, whereas the increase in
the carbon–carbon stretching force constants is in the order, C12–C13 > C10–C11
> C14–C15. The changes in the set of carbon–carbon stretching force constants in
the reaction center-bound 15-cis-spheroidene, which are larger than those for all-
trans-spheroidene free in solution, may reflect a substantial twisting of the conju-
gated chain. The rotational angles around the cis C15=C15¢, trans C13=C14, and
trans C11=C12 bonds in the reaction center-bound 15-cis-spheroidene in the T1

state were determined to be (+45�, –30�, and +30�), respectively.

3.3.4
Conformational Changes and the Inversion of Spin-Polarization Identified by Low-
Temperature Electron Paramagnetic Resonance Spectroscopy of the Reaction Center-
Bound 15-cis-Spheroidene: A Hypothetical Mechanism of Triplet-Energy Dissipation
[19]

Figure 3.18 shows the time-resolved Electron Paramagnetic Resonance (EPR)
spectra of the reaction center from Rba. sphaeroides 2.4.1 at low temperatures. At
65 K, the initial spectrum (0.0 ls) can be ascribed to 3P. After its decay, two differ-
ent spectral patterns ascribable to the T1 species of spheroidene appear; they are
called 3Car(I) and 3Car(II). At higher temperatures, the contribution of 3P
becomes much smaller, but those triplet species of carotenoid exhibit basically the
same time-resolved spectra.
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Fig. 3.18 Submicrosecond time-resolved EPR spectra of the
reaction center from Rba. sphaeroides 2.4.1, recorded at low
temperatures, after excitation of 15-cis-spheroidene by the use
of 532 nm, ~6 ns pulses [19].

40



3.3 Triplet-State Isomerization in b-Carotene and Spheroidene

In the spectral analyses, first we applied SVD followed by a three-component
global fitting to the data matrices, assuming a sequential transformation of 3P fi
3Car(I) fi 3Car(II); the results at 100 K are shown in Fig. 3.19A. The global fitting
was successful, but we suspected that leakage of the triplet population may take
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Fig. 3.19 The results of the SVD and global-
fitting analysis of time-resolved EPR data
matrix at 100 K. A three-component analysis
(A) incorporated the special-pair bacterio-
chlorophylls in the T1 state (3P) as well as
two (3Car(I) and 3Car(II)) triplet species of

spheroidene, whereas a four-component ana-
lysis (B) incoroporated 3P as well as three
(3Car(I), 3Car(R), and 3Car(II)) triplet species
of spheroidene. The schemes used in the ana-
lyses concerning the triplet species of sphero-
idene are shown in Fig. 3.20 [19].
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place in the process of 3Car(I) fi 3Car(II) transformation, because the intensity of
3Car(II) was reduced to approximately one-third when compared with that of
3Car(I). Second, we tried a four-component global fitting, assuming an intermedi-
ate, 3Car(R), that intervenes in the 3Car(I) fi 3Car(II) transformation and func-
tions as a leak channel. The results are shown in Fig. 3.19B. Then, another spec-
tral pattern to be assigned to 3Car(R) emerged, and the three triplet species of the
carotenoid gave rise to similar intensities. The agreement between the observed
and the simulated time profiles is almost equal between the three-component and
four-component analyses. The results strongly suggest that the above pair of mod-
els are actually different expressions of the same physical phenomenon.
Figure 3.20 shows the schemes and the relevant time constants determined by

the three-component (Fig. 3.20A) and the four-component analyses (Fig. 3.20B).
In the former, the leakage of the triplet population takes place during the transfor-
mation from 3Car(I) to 3Car(II). The most important finding of leakage of triplet
population is implicitly incorporated (see broken downward arrows) and reflected
by the lowered intensity of 3Car(II) (see Fig. 3.19A, the upper panel). In the latter,
the leakage takes place from a representative intermediate, 3Car(R). The dissipa-
tion of triplet energy is explicitly incorporated in terms of this leak channel, caus-
ing a fast decay of triplet population (a doubly downward arrow).

Fig. 3.20 Kinetic schemes used in the three-component (A) and
four-component (B) global-fitting analyses, the results of which
are shown in Fig. 3.19. See text and Ref. [19] for the details.
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Third, we tried to determine the conformations of the conjugated chain in the
three triplet species by the use of the zero-field splitting parameters, |D | and |E |,
that were derived from their spectral patterns depicted in Fig. 3.19B (upper panel)
as species-associated spectra (SAS). The parameters |D | and |E | reflect the struc-
ture of a triplet species as deviation from spherical and spheroidal symmetry,
respectively. We tried to determine the conformations of the conjugated chain in
those triplet species, based on the theoretical calculation of zero-field splitting pa-
rameters. Table 3.3 compares the values of |D | and |E | spectroscopically deter-
mined for 3Car(I), 3Car(R), and 3Car(II) with those simulated for the three differ-
ent conformations around the cis C15=C15¢, trans C13=C14, and trans C11=C12
double bonds. Assuming the conformation of 3Car(I) generated immediately after
excitation to be (0�, 0�, 0�), the conformations of 3Car(R) and 3Car(II) were deter-
mined to be (+20�, –20�, +20�) and (+45�, –40�, +40�), respectively. The fitting of
the |E | values is satisfactory, but the |D | values tend to be higher in both models
for some reason. These conformations are depicted in Fig. 3.21.

Table 3.3 Zero-field splitting parameters observed in 3Car(I),
3Car(R), and 3Car(II) and those simulated in models with the
rotational angles around (C15=C15¢, C13=C14, C11=C12) bonds
as specified for the reaction center-bound 15-cis-spheroidene
[19].

3Car(I) 3Car(R) 3Car(II)

|D | 1[a] 0.90 0.73

|E | 1 0.89 0.50

(0�, 0�, 0�) (+20�, –20�, +20�) (+45�, –40�, +40�)

|D | 1 0.98 0.82

|E | 1 0.89 0.50

a The |D | and |E | values in 3Car(I) are normalized.

Finally, we tried to find the reason why such conformational changes can cause
the dissipation of triplet population (energy) by examining the time-dependent
changes in spin polarization (the difference in the populations on the spin sublev-
els, that is, N0 – N+1 (N–1)). When the triplet energy is transferred from 3P that has
been generated by the radical-pair mechanism [20], the initial population on the
spin sublevels should be N0 = 1 and N+1 = N–1 = 0. Then, N0 must decay to zero,
keeping N+1 = N–1 to be zero. Therefore, the spin polarization of N0 – N+1 (N–1)
can never become negative in principle.
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Fig. 3.21 The chemical structure and the
principal axes of spheroidene (top), and the
conformation of 3Car(I) assumed and those
of 3Car(R) and 3Car(II) determined by com-
parison between the observed and the

calculated zero-field splitting parameters, |D|
and |E| (bottom 3); see Table 3.3 for the com-
parison of the zero-field splitting parameters
[19].
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The spectrum of each triplet species originates from an assembly of molecules
in all the different spherical orientations. We decomposed the spectra of 3Car(I),
3Car(R), and 3Car(II) into the x–x¢, y–y¢, and z–z¢ components, taking a certain
opening angle of a cone around the X, Y, and Z axes, and determined the scaling
factors with the + or – sign to fit the observed spectra in reference to a set of simu-
lated unit spectra along each direction. We used the scaling factors thus deter-
mined as a measure of spin polarization, and determined its time profile by the
use of time-dependent changes in population of each triplet species (the lower
panels of Fig. 3.19B). The results for each component and a sum of them are pre-
sented in Fig. 3.22.

Fig. 3.22 Time-dependent changes in spin polarization, i.e.
N0 – N+1 (N–1), for the x–x¢, y–y¢, and z–z¢ components and a
sum of them [19].

We found something totally unexpected, but it turned out that the observation
was along the line of our hypothetical mechanism of triplet-energy dissipation
that accompanies the conformational changes of the triplet carotenoid. Figure
3.22 shows the time-dependent changes in spin polarization, which can be charac-
terized as follows: (1) The time profile of a sum of the three components shows
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that the inversion of spin polarization does take place contrary to our expectation.
The only mechanism we can think of to explain this observation is spin-orbit cou-
pling. (2) Concerning the three components, the strongest inversion of the spin
polarization takes place along the Z axis, which is approximately in the same
direction as that of the C11=C12, C13=C14, and C15=C15¢ double bonds (see Fig.
3.21), around which the rotational motions take place during the transformation
of 3Car(I)fi 3Car(R)fi 3Car(II). The results strongly suggest that the orbital angu-
lar momentum generated by the conformational changes is the origin of the unex-
pected change in spin polarization (or, in other words, in spin angular momen-
tum). (3) The timing in the inversion of spin polarization along the Z axis (3.8 ls)
approximately agrees with that in the generation of 3Car(R) (3.4 ls as shown in
Fig. 3.20B).
The results of this investigation, including (a) the conformational changes

around the central double bonds, (b) the leak channel of triplet population, and
(c) the inversion of the spin polarization during the conformational changes, have
provided us with evidence for the hypothetical mechanism of triplet-energy dissi-
pation we proposed previously [17,18,21,22]: “The rotational motions around the
central double bonds cause a change in the orbital angular momentum, and
through the spin-orbit coupling, a change in the spin angular momentum which
facilitates the T1 fi S0 intersystem crossing accompanying the triplet-energy dissi-
pation.”

3.3.5
Summary and Future Trends

In b-carotene, the quantum yield of CTI via the T1 state has been determined to
be in the order 15-cis (0.98) > 13-cis (0.87) > 9-cis (0.15) > 7-cis (0.12). The quantum
yield of isomerization starting from the 15-cis isomer was extremely high so that
15-cis T1 could be detected by neither electronic absorption nor Raman spectrosco-
py. The large difference in the quantum yield found between the central-cis and
the peripheral-cis isomers supported the idea of the triplet-excited region that is
localized in the central part of the conjugated chain. In spheroidene, on the other
hand, the quantum yield of triplet-state isomerization was in the order, 15-cis
(0.60) > 13-cis (0.52) > 9-cis (0.50) > 13¢-cis (0.48). The lower quantum yields of CTI
in spheroidene (in contrast to those in b-carotene) may be ascribable to the large
peripheral groups hanging on both sides of the conjugated chain that give rise to
a larger moment of inertia. The lower quantum yields facilitated the determina-
tion of time constants of CTI in the T1 state of this particular carotenoid by elec-
tronic absorption spectroscopy (see Table 3.2); they were determined to be in the
order, 15-cis (0.56 ls) < 13-cis (0.77 ls) < 9-cis (0.83 ls) < 13¢-cis (0.91 ls). Impor-
tantly, the lifetimes of the cis T1 species (0.83 ls) are in the same order as the time
constants of CTI in the T1 state, an observation that strongly supports the idea
that the rotational motions trigger the T1 fi S0 relaxation. Further, the lifetimes of
the cis T1 species are much shorter than the lifetime of the all-trans T1 (4.76 ls), a
big advantage in the dissipation of triplet energy. In both carotenoids, the quan-
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tum yield of isomerization is the highest in the 15-cis isomer; this is most probably
the reason why this particular isomer has been widely selected by the reaction cen-
ters of photosynthetic bacteria and higher plants for photo-protective function
[14].
The triplet-excited region has been spectroscopically identified in terms of car-

bon–carbon stretching force constants in all-trans-spheroidene in solution and in
15-cis-spheroidene bound to the bacterial reaction center (Fig. 3.16). Large changes
in bond order are actually seen in the central part of the conjugated chain in both
cases. The conformation of the reaction center-bound 15-cis-spheroidene in the T1

state was determined to be (+45�, –30�, +30�) around the cis C15=C15¢, trans
C13=C14 and C11=C12 bonds.
A series of conformational changes was identified by EPR spectroscopy in the

reaction center-bound 15-cis-spheroidene in the T1 state, that is, 3Car(I), (0�, 0�, 0�)
fi 3Car(R), (+20�, –20�, +20�) fi 3Car(II), (+45�, –40�, +40�). The conformation of
3Car(II) is similar to that of the T1 species determined by Raman spectroscopy
and normal coordinate analysis mentioned above. The intermediate, 3Car(R), is a
representative decay channel of triplet population. A large inversion of spin polar-
ization, that is, N0 – N+1 (N–1) < 0, was found in the Z direction of the principal
axes. The direction and the timing in the inversion of spin polarization are in
accord with those of rotations around the central double bonds. The results
strongly support the long-standing hypothetical mechanism of triplet-energy dis-
sipation. A theoretical proof of this mechanism is absolutely necessary.

3.4
Spectroscopic and Analytical Techniques for Studying Cis-Trans Isomerization in the
T1 State

3.4.1
Spectroscopic Techniques: Electronic Absorption, Raman, and Magnetic Resonance
Spectroscopies

Transient absorption spectroscopy has been a conventional technique for studying
the configurational (conformational) changes that are reflected in the Tn ‹ T1

optical transition. Picosecond to microsecond time-resolved, pump and probe
measurement has been widely used to examine the triplet-state isomerizations as
far as each cis-T1 and the all-trans-T1 species are selectively observed. Even when
their wavelengths are very similar to one another, the SVD and global-fitting anal-
ysis can successfully identify a set of triplet species appearing in different time-
scales, when a correct kinetic model is built.
Time-resolved (transient) Raman spectroscopy is unique in the sense that it pro-

vides structural information on the excited states. It is straightforward to identify
a structural difference, although it is a tedious procedure to determine the struc-
ture. In order to increase the number of observed normal frequencies, isotope
substitution is absolutely necessary; therefore, support by organic chemist(s) is
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inevitable. Normal coordinate analysis, including the empirical assignment of
Raman lines and the adjustment of a set of force constants to reproduce the ob-
served Raman frequencies and normal modes, needs some experience in this par-
ticular field. However, a combination of Raman spectra of a large number of iso-
tope-substituted species and normal coordinate analysis provides us with reliable
information concerning the bond order and the conformation in the triplet-excited
region.
Time-resolved EPR spectroscopy is particularly useful for selective observation

of triplet species. By the use of the zero-field splitting parameters |D| and |E|
obtained from the spectral pattern of each triplet species, the actual conformation
can be predicted reasonably well, when those parameters are simulated by theoret-
ical calculation. The time-dependent changes in the spin polarization along the x,
y, and z principal axes can provide information concerning the spin-orbit coupling
in each direction.
In order to determine the quantum yields of isomerization via the T1 state, the

quantitative analysis, by HPLC, of time-dependent changes in the compositions of
the starting and the product isomers becomes necessary. When a new isomer is
found, its structure needs to be determined by 1H and 13C NMR spectroscopy
using changes in the 1H and 13C chemical shifts in reference to those of the all-
trans isomer (“isomerization shifts”) and the 1H–1H NOE correlations.

3.4.2
A Useful Analytical Technique: Singular-Value Decomposition Followed by
Global Fitting [23–25]

As exemplified in this chapter, the SVD and global-fitting analysis is a powerful
method to extract, from time-resolved spectra, the major spectral patterns of the
relevant triplet species as “species-associated (difference) spectra (SADS or SAS)”
and their dynamics as “time-dependent changes in population.” In the analysis,
the noise level can be effectively removed as minor components. The analytical
process consists of three steps: First, one collects time-resolved spectra consisting
of a large number of data points along the spectral and time axes, or in other
words, an intensity data matrix D as functions of wavelength and time. Second,
one applies SVD to express it in a form D = SVTT, where D is the m 	 n data
matrix in which the number of rows m is greater than or equal to the number of
column n, S is an m 	 n matrix called the “basis spectra”, V is an n 	 n diagonal
matrix (“a set of Vi values”), and TT is the inverse of an n 	 n orthogonal matrix
called “time profiles.” Finally, a set of time constants is fit by the least-square
method on the basis of a dynamical scheme to obtain SADS (SAS) and the time-
dependent changes in population mentioned above. The most important point of
this analysis is that not only the time profile (change in intensity as a function of
time) but also the spectral profile (change in intensity as a function of wavelength)
of each component are used. The pair of constraints once enabled the determina-
tion of the decay time constant even ~10 fs based on a data set that were collected
by the use of the ~100 fs pump and probe pulses [2].
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The principles of SVD followed by global fitting are briefly described below tak-
ing the case of electronic absorption spectroscopy as an example: The apparent
optical density, D(k,t), of a system at wavelength k and at time t can be given as

Dðk; tÞ ¼
Xp
i¼1

eiðkÞ � e0ðkÞ½ �niðtÞ þ Rðk; tÞ (1)

where e0(k) is the molar extinction coefficient of the ground state, ei(k) is the
molar extinction coefficient of the i-th excited state, and R(k,t) is noise due to
environmental fluctuation. ei(k) is understood to include both effects of absorption
and stimulated emission. Here, the optical pathlength is omitted for simplicity.
From the SVD theorem [23], it follows that

Xp
i¼1

eiðkaÞ � e0ðkaÞ½ �~nniðtbÞ þ ~RRðka; tbÞ ¼
X
i

SaiViTbi (2)

X
a

SaiSaj ¼ dij;
X
b

TbiTbj ¼ dij (3)

where Vi are positive numbers arranged in the decreasing order (V1 > V2 >…).
When si is defined by (S1i, S2i,…)T and ti by (T1i, T2i,…)T, si and ti are regarded as
the eigenvectors of ~DD~DDT and ~DDT ~DD, respectively, the eigenvalues being Vi

2. Equa-
tion (3) shows that the sets of si (i= 1,…, p) and ti (i= 1,…, p) constitute orthogonal
basis sets in the Nk and Nt-dimensional vector space, where Nk and Nt denote the
number of sampling points along the wavelength and the time axes. (Vectors si
and ti are called “basis spectra” and “time profiles.”) In general, the time profile
vector ti originating from signals can be distinguished by autocorrelations or by
power spectra from those originating from random noise. In most cases, the first
p eigenvectors having larger eigenvalues (V1,…, Vp) can be regarded as signals.
Then, we have

Xp
i¼1

eiðkaÞ � e0ðkaÞ½ �~nniðtbÞ ¼
Xp
i¼1

SaiViTbi (4)

Thus, SVD serves to distinguish the signal from the noise components. With the
help of the orthogonal relation of si shown in Eq. (3), Eq. (4) leads to

VjTbj ¼
Xp
i¼1

~nniðtbÞCij (5)

with

Cij ¼
X
a

eiðkaÞ � e0ðkaÞ½ �Saj (6)
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where Cij is generally called “the C matrix.” Equation (5) shows that weighted
time profile Viti (i= 1,…, p) can be represented by a linear combination of popula-
tion ~nni½ ” ð~nniðt1Þ; ~nniðt2Þ; :::ÞT� and the C matrix; this provides us with a method to
determine the decay time constants, ki. The values of k1, k2,… and the compo-
nents in the C matrix (C11, C12,…) can be determined by minimizing a function, f,
defined as follows:

f ðk1; k2; :::;C11;C12; :::Þ ¼
Xp
j¼1

X
b

VjTbj �
Xp
i¼1

~nniðtbÞCij

 !2

(7)

This procedure is called “global fitting.” The origin of tb is also taken with a para-
meter, but for simplicity this parameter is omitted here. Since f is a nonlinear
function of ki values, it can have many false minima. In order to avoid such false
minima and to choose the true minimum, we need to obtain f that is closest to
zero; then Eq. (5) will be satisfied. Substituting Eq. (5) into the right-hand side of
Eq. (4), and equating the coefficients of ~nniðtbÞ of both sides, we obtain

eiðkaÞ � e0ðkaÞ ¼
Xp
j¼1

CijSaj (8)

The difference spectra thus obtained are called “species-associated difference spec-
tra (SADS).”
When the decay time constants are determined by SVD and global fitting, Eq.

(5) can be rewritten as

Vjtj ¼
Xp
i¼1

~nniðk1; :::; kpÞCij (9)

or equivalently as

Xp
j¼1

VjtjC
�1
ji ¼ ~nniðk1; :::; kpÞ (10)

In the latter expression, C–1 is the inverse matrix of C, and the arguments k1, k2,…
of ~nni are added to explicitly show the dependence of ~nni on those time constants.
This equation means that all the vectors ~nniðk1; :::; kpÞ (i = 1,…, p) should be on the
hyperplane spanned by the vectors, t1,…, tp. Thus, the procedure of global fitting
is to find a set of values of k1,…, kp, so that all the ~nni vectors are on the particular
hyperplane. Generally speaking, since each vector component of ~nni is a nonlinear
function of ki, SVD and global fitting will be able to find a set of satisfactory values
of ki only when the assumed model is correct.
The following are the necessary conditions to make the SVD and global fitting

analysis successful: (1) A very high signal-to-noise ratio of the spectral data for
analysis is a prerequisite to apply this method successfully; this determines the
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number of signal components clearly distinguished from the noise components
after the SVD of the time-resolved spectra. (2) A correct kinetic model is absolutely
essential for complete global fitting; in other words, the complete fitting will never
be achieved based on a wrong model. (3) The correct choice of the initial-guess
values (ki and Cij) is another key factor in order to obtain the f value closest to
zero, or in other words, to achieve a complete global fitting. (4) Shorter durations
of the pump and probe pulses, relative to the decay time constant of the shortest-
lived species in question, enhance its spectral contribution in the time-resolved
spectra, and strongly facilitates the SVD and global-fitting analysis. However, it
should be mentioned that a temporally short (spectrally broad) pump pulse can
cause nonspecific excitation.
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4
Retinal Binding Proteins
Hideki Kandori

4.1
Retinal Chromophore in Rhodopsins

4.1.1
Specific Color Regulation of the Retinal Chromophore in Protein

The human eye (Fig. 4.1A) is an excellent light sensor, possessing high photosen-
sitivity, low noise, wide dynamic range, high spatial and time resolution, etc.
Visual excitation is initiated by light absorption through visual pigments present
in our eyes [1–10]. Therefore, the excellent light-sensing ability of our vision is
due to the properties of the light-sensor proteins in the retina. Protonated 11-cis-
retinal Schiff base is a chromophore molecule in visual rhodopsins (Fig. 4.1B).
Protonated retinal Schiff base of the all-trans form is a chromophore of archaeal
rhodopsins that acts as an ion pump or light sensor in some archaea (bacteria)
(Fig. 4.2) [11–17]. Visual and archaeal rhodopsins are retinal biding proteins that
convert light into signals or energy.
In rhodopsins, the retinal (vitamin A aldehyde) molecule forms the Schiff base

linkage with a side-chain of a lysine residue, which is a covalent bond between the
chromophore and protein [2]. The Schiff base is protonated in most rhodopsins,
and the protonation plays a crucial role in color regulation. It should be noted that
the retinal Schiff base absorbs in the UV region (kmax ~360 nm), and the absorp-
tion is not very sensitive to the environment. In contrast, the protonated Schiff
base of retinal exhibits a large variation of absorption that covers the visible region. In
otherwords, the “visible” regionhas been determined by the color tuning of our visual
rhodopsins.Humanshave four photoreceptive proteins: oneworks for twilight vision,
and the other three work for color vision [18]. The former is present in rod cells, and
its photoreceptive protein is called “rhodopsin” (kmax ~500 nm). The latter are present
in cone cells, and are named after the colors they absorb, such as “human blue” (kmax

~425 nm), “human green” (kmax ~530 nm), and “human red” (kmax ~560 nm). Other
animals have additional proteins. For exmaple, chicken has a violet-sensitive protein,
and some insects have UV-sensitive proteins [6]. Although color pigments are not
“rhodopsin,” theword rhodopsin is often used to represent general visual pigments.



Fig. 4.1 (A) Structure of human eye. (B) The chromophore of
visual rhodopsins, protonated Schiff base of 11-cis-retinal.
This figure is modified from Kandori [5].

Wide color tuning in rhodopsins implies that the p–p transition of the retinal
chromophore is highly sensitive to the protein environment. It should be noted,
however, that such wide color tuning is not the case for the protonated Schiff base
of retinal in solution. The chromophore in solution has been used so far as a stan-
dard model system of rhodopsins, and an acid such as HCl is normally added to
stabilize the protonation state of the Schiff base. The absorption spectra of the
protonated Schiff base of retinal in solution are limited (kmax 430–480 nm) under
various counterions and solvents tested. This indicates that wide color tuning only
occurs in proteins. So what is the molecular mechanism of color tuning in pro-
teins? A working hypothesis on color tuning mechanism is as follows: “In rhodop-
sins, the protonation of the chromophore is stabilized by the presence of a nega-
tively charged counterion. The mechanism of color tuning is primarily a result of
the distance between the ion pair (i.e. the longer the distance, the longer the wave-
length). The protein moiety regulates the distance through a specific chromo-
phore–protein interaction, and hence specific colors are given.” [5].
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Fig. 4.2 (A) Archaeal rhodopsins. (B) The chromophore of archaeal
rhodopsins, protonated Schiff base of all-trans-retinal.

Color originates from the energy gap of the p–p transition between electroni-
cally excited and ground states. The positive charge originally located at the Schiff
base is more delocalized in the excited state, and more or less charge delocaliza-
tion results in a smaller or larger energy gap, respectively. Accordingly, the pres-
ence of a counterion that localizes a positive charge gives a large energy gap (i.e.
spectral blue shift). This was first tested experimentally by measuring the absorp-
tion spectra of the chromophore in various counterions and solvents, leading to
the conclusion that the proximity of the anion regulates the kmax of the chromo-
phore [19]. Thus, as an intrinsic property of the chromophore, the absorption
spectrum is now known to be determined by the distance between the ion pair
(Figs 4.1B and 4.2B).
Figures 4.1B and 4.2B show that the isomeric compositions between visual and

archaeal rhodopsins differ not only for the C11=C12 double bond, but also for the
C6–C7 single bond. In visual rhodopsins, the C6–C7 bond is in a cis form, and the

554.1 Retinal Chromophore in Rhodopsins
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polyene and b-ionone ring is not planer because of steric hindrance between the
C5-methyl group and the C8-hydrogen [9]. Consequently, the conjugation of
p-electrons is not extended to the b-ionone ring. In contrast, the C6–C7 bond is in
a trans form for archaeal rhodopsins, and the polyene and b-ionone ring is planer.
Extended conjugation of p-electrons presumably contributes to the red-shifted
absorption spectra in archaeal rhodopsins. In fact, bacteriorhodopsin, halorhodop-
sin, and sensoryrhodopsin have a kmax at 570–590 nm.

4.1.2
Unique Photochemistry of the Retinal Chromophore in Protein

The photochemistry of the rhodopsin chromophore is also unique in proteins. For
instance, the quantum yield of the photoreaction of rhodopsin is known to be
high, which forms the molecular basis of the high sensitivity of human vision [2].
The quantum yield is essentially independent of temperature and excitation wave-
length. Its fluorescence quantum yield was found to be very low (f ~10–5), and an
ultrafast reaction was inferred through barrierless excited-state potential surfaces
[2,10,12]. Product formation also takes place for rhodopsins at low temperatures
such as liquid nitrogen (77 K) or helium (4 K) temperatures, where molecular
motions are frozen [3,13]. In the early stage of investigation, these observations
questioned cis-trans isomerization (CTI) as the primary event in vision, because
isomerization needs certain molecular motion of the chromophore. In fact, the
first ultrafast spectroscopy of bovine rhodopsin led to a conclusion that favors a
reaction mechanism other than isomerization as the primary reaction of rhodop-
sin. The history will be reviewed in the following sections, where ultrafast spec-
troscopy revealed that cis-trans photoisomerization is indeed a primary event in
rhodopsins.
Figure 4.3 shows photochemical reactions in visual (Fig. 4.3A) and archaeal

(Fig. 4.3B) rhodopsins. In visual rhodopsins, the 11-cis-retinal is isomerized into
the all-trans form. The selectivity is 100%, and the quantum yield is 0.67 for
bovine rhodopsin [20]. In archaeal rhodopsins, the all-trans-retinal is isomerized
into the 13-cis form. The selectivity is 100%, and the quantum yield is 0.64 for
bacteriorhodopsin [21]. Squid and octopus possess a photoisomerase called retino-
chrome, which supplies the 11-cis-retinal for their rhodopsins through the specific
photoreaction. Retinochrome possesses all-trans-retinal as the chromophore, and
the all-trans-retinal is isomerized into the 11-cis form with a selectivity of 100%
[22]. Thus, the photoproduct is different between archaeal rhodopsins and retino-
chrome, the all-trans form being converted into the 13-cis and 11-cis forms, respec-
tively. This fact implies that protein environment determines the reaction path-
ways of photoisomerization in their excited states.
Previous HPLC analysis revealed that the protonated Schiff base of 11-cis-retinal

in solution is isomerized into the all-trans form almost predominantly, indicating
that the reaction pathway in visual rhodopsins is the nature of the chromophore
itself [23]. On the other hand, the quantum yield was found to be 0.15 in metha-
nol solution [23]. Therefore, the isomerization reaction is 4–5 times more efficient
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in protein than in solution. Ultrafast spectroscopy directly captured the excited
state dynamics of the rhodopsin chromophore, and the kinetic difference between
protein and solution discovered will be presented in Section 4.2.

Fig. 4.3 Photochemical reactions in (A) visual and (B)
archaeal rhodopsins. Cis-trans photoisomerization is a
common reaction.

HPLC analysis also revealed that the protonated Schiff base of all-trans-retinal
in solution is isomerized predominantly into the 11-cis form (82% 11-cis, 12%
9-cis, and 6% 13-cis in methanol) [23]. The 11-cis form as a photoproduct is the
nature of retinochrome, not those of archaeal rhodopsins. This suggests that the
protein environment of retinochrome serves as the intrinsic property of the photo-
isomerization of the retinal chromophore. In contrast, it seems that the protein
environment of archaeal rhodopsins forces the reaction pathway of the isomeriza-
tion to change into the 13-cis form. In this regard, it is interesting that the quan-
tum yield of bacteriorhodopsin (0.64) is 4–5 times higher than that in solution
(~0.15) [21,23]. The altered excited state reaction pathways in archaeal rhodopsins
never reduce the efficiency. Rather, archaeal rhodopsins discover the reaction
pathway from the all-trans to 13-cis form efficiently. Consequently, the system of
efficient isomerization reaction is achieved as well as in visual rhodopsins. Struc-
tural and spectroscopic studies on archaeal rhodopsins are also reviewed in Sec-
tion 4.3.

4.2
Photoisomerization in Visual Rhodopsins

4.2.1
Structure and Function of Visual Rhodopsins

The role of visual rhodopsins is to activate transducin, a heterotrimeric G protein,
in the signal transduction cascade of vision [6,7,24]. Rhodopsin, a member of the

57



4 Retinal Binding Proteins

G protein-coupled receptor (GPCR) family, is composed of seven transmembrane
helices. The 11-cis-retinal forms the Schiff base linkage with a lysine residue of
the seventh helix (Lys296 in the case of bovine rhodopsin), and the Schiff base is
protonated, which is stabilized by a negatively charged carboxylate (Glu113 in the
case of bovine rhodopsin) [25,26]. The b-ionone ring of the retinal is coupled with
hydrophobic region of opsin through hydrophobic interactions. Thus, the retinal
chromophore is fixed in the retinal binding pocket of rhodopsin by three kinds of
chemical bonds: covalent bond, hydrogen bond, and hydrophobic interaction.
Although the structure of the protein environment had been unknown for a

long time, Okada et al. crystallized bovine rhodopsin, and its three-dimensional
structure was determined with atomic resolution [27,28]. It was the first (and even
now only) crystal structure of a GPCR. Figure 4.4 shows the retinal molecule and
surrounding amino acids according to the crystallographic structure of bovine
rhodopsin [28]. All 18 amino acid residues and a water molecule within 4.0 

from the retinal are shown, including Lys296 that forms the Schiff base with 11-
cis-retinal. Bulky side-chains, Ile189, Tyr191, and Trp265, sandwich the retinal ver-
tically, while Thr118 and Tyr268 are located at both sides of the polyene chain
(Fig. 4.4).

Fig. 4.4 Crystallographic structure of the retinal binding
pocket of bovine rhodopsin (PDB: 1L9H) [28]. In total,
18 amino acids and a water are shown that have atoms within
4.0 � from the retinal chromophore.

Previous site-directed mutagenesis revealed glutamate at position 113 (E113) to
be the counterion in bovine rhodopsin (Fig. 4.4), which was determined by the

58



4.2 Photoisomerization in Visual Rhodopsins

fact that the substitution of Glu113 dramatically decreases the pKa of the Schiff
base [25,26]. Since the glutamate at this position is completely conserved among
vertebrate photoreceptive pigments, the electrostatic interaction between the
Schiff base (NH+) and the glutamate (COO–) is likely to be the common feature. It
has been also suggested that water molecules may stabilize the ion-pair state at
hydrophobic environment. One possible model is that a water molecule bridges
the Schiff base and E113. Solid-state NMR studies reported the distance between
the Schiff base nitrogen and an oxygen of E113 to be >4 
 [29,30], which favors
the presence of a bridged water molecule. Nevertheless, the crystal structure of
bovine rhodopsin reported the absence of the bridged water molecule, though a
water molecule is present near the Schiff base (Fig. 4.4) [27,28]. The distance is
3.1 
 between the Schiff base nitrogen and the corresponding oxygen of E113
in the crystal structure. Our Fourier transform infrared (FTIR) spectroscopic
study also suggested the absence of the bridged water molecule between the Schiff
base and the oxygen of E113 by measuring stretching vibrations of water directly
[31].

4.2.2
Primary Process in Vision Studied by Ultrafast Spectroscopy

Absorption of a photon by the chromophore induces primary photoreaction, fol-
lowed by conformational changes of protein, and eventually activates transducin.
This is called the “bleaching process” because rhodopsin loses its color. To investi-
gate the primary photoreaction processes in rhodopsin, two spectroscopic ap-
proaches have been applied; low-temperature and time-resolved spectroscopies
[3,10]. They can detect primary photointermediate states by reducing the thermal
reaction rate at low temperature (low-temperate spectroscopy) or directly probing
dynamic processes at physiological temperature (time-resolved spectroscopy). His-
torically, the former technique was in advance of the latter because generation of
ultrashort pulses was necessary to detect primary intermediates of rhodopsin at
physiological temperature, and picosecond pulses only emerged in the 1970s
[3,10]. After the discovery of the chromophore (vitamin A) by George Wald in the
1930s, Yoshizawa and Kito first found a red-shifted photoproduct of bovine rho-
dopsin at low temperature (–186 �C), which reverted to rhodopsin by illumination
[32]. On warming above –140 �C, this photoproduct (now called bathorhodopsin
[3]) is converted to lumirhodopsin and finally decomposed to all-trans-retinal and
opsin through several intermediates. Based on low-temperature spectrophoto-
metric experiments, Yoshizawa and Wald proposed in 1963 that bathorhodopsin
has a “highly constrained and distorted” all-trans-retinal as its chromophore and is
on a higher potential energy level than rhodopsin and subsequent intermediates
[33]. According to their prediction, the process of rhodopsin to bathorhodopsin
should be a CTI of the chromophore.
The first challenge to the isomerization model was made in 1972 by picosecond

laser photolysis [34]. The first picosecond laser photolysis observed formation of
bathorhodopsin within 6 ps after excitation of bovine rhodopsin at room tempera-
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ture, and interpreted that its formation would be too fast to be attributed to such a
conformational change as the CTI of the retinal chromophore [34]. On the basis
of both isotope effect and non-Arrhenius temperature dependence of the forma-
tion time of bathorhodopsin, the same group proposed a model that the formation
of bathorhodopsin is accompanied by proton translocation [35]. Which reaction
takes place in visual rhodopsins – isomerization or proton translocation? The
isomerization model was favored by various low-temperature spectroscopic results
[3], such as considerable angle change (26�) of the transition dipole moment be-
tween rhodopsin and bathorhodopsin [36], and no formation of bathorhodopsin
for an 11-cis-locked rhodopsin analog [37]. Low-temperature resonance Raman
spectroscopy revealed that a chromophore isomerization occurs in the rhodopsin–
bathorhodopsin transformation [38]. To obtain more direct information on the
reaction mechanism at physiological temperature, we studied primary processes
of the rhodopsin analogs possessing 11-cis-locked ring retinals such as 5-, 7-, and
8-membered analogs.
In the case of 5-membered rhodopsin, only a long-lived excited state (s = 85 ps)

was formed without any ground-state photoproduct (Fig. 4.5D), giving direct evi-
dence that the CTI is the primary event in vision [39]. Excitation of 7-membered
rhodopsin, on the other hand, yielded a ground-state photoproduct with a spec-
trum similar to photorhodopsin (Fig. 4.5C). These different results were inter-
preted in terms of the rotational flexibility along the C11–C12 double bond [39].
This hypothesis was further supported by the results with an 8-membered rhodop-
sin that possesses a more flexible ring. Upon excitation of 8-membered rhodopsin
with a 21 ps pulse, two photoproducts – photorhodopsin-like and bathorhodopsin-
like products – were observed (Fig. 4.5B) [40]. Photorhodopsin is a precursor of
bathorhodopsin found by picosecond transient absorption spectroscopy [41].
Thus, the picosecond absorption studies directly elucidated the correlation be-
tween the primary processes of rhodopsin and the flexibility of the C11–C12 dou-
ble bond of the chromophore, and we eventually concluded that the respective
potential surfaces were as shown in Fig. 4.5 [10,40].
The structure of the intermediate states in Rh7 and Rh8 has been studied

recently by theoretical investigation [42]. Regarding the proton translocation
model, it should be noted that the excitation photon density was extremely high in
the low-temperature picosecond experiments [10,35]. Therefore, the non-Arrhe-
nius dependence of the formation rate of bathorhodopsin on temperature and the
deuterium isotope effect may be results which could be detected only under
intense excitation conditions. In fact, a deuterium isotope effect was not observed
in the process from photorhodopsin to bathorhodopsin under weak excitation con-
ditions [43].
Direct observation of the CTI process in real time has been performed by use of

femtosecond pulses. In 1991, two groups first reported femtosecond transient
absorption spectroscopy of bovine rhodopsin [44,45], but their conclusions were
remarkably divergent. One group excited bovine rhodopsin with a 35 fs pulse and
probed with a 10 fs pulse, and concluded that product formation completed within
200 fs [44]. In contrast, the other group measured transient absorption of bovine
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rhodopsin with 300 fs resolution, and concluded that the primary isomerized
photointermediate appears in 3 ps [45]. In the following year, a different group
applied femtosecond transient absorption spectroscopy to octopus rhodopsin, and
reported that there are two time constants for the formation of the primary photo-
intermediates, 400 fs and 2 ps [46].
Thus, the first trials provided rather confusing results on the primary processes

of rhodopsin photoisomerization. The first group then reported several femtosec-
ond pump probe studies, one after another, which involved the measurement of
bovine rhodopsin with a wide spectral window [47] and the measurements of 9-cis
rhodopsin [48] and 13-demethyl rhodopsin [49]. In addition, they observed oscilla-
tory features with a period of 550 fs (60 cm–1) on the kinetics at probe wavelengths
within the photoproduct absorption band of rhodopsin, whose phase and ampli-
tude demonstrate that they are the result of nonstationary vibrational motion in
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Fig. 4.5 Schematic drawing of ground- and excited-state potential surfaces
along the 11-ene torsional coordinates of the chromophore of rhodopsin (A),
8-membered rhodopsin (B), 7-membered rhodopsin (C) and 5-membered
rhodopsin (D). This figure is modified from Mizukami et al. [40].
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the ground state of photorhodopsin [50]. The observation of coherent vibrational
motion in photorhodopsin supports the idea that the primary step in vision is a
vibrationally coherent process and that the high quantum yield of the CTI in rho-
dopsin is a consequence of the extreme speed of the excited-state torsional motion
[8].
All these studies with femtosecond pulses on the primary photochemical pro-

cesses of rhodopsin were done by means of transient absorption (pump probe)
spectroscopy [10]. However, absorption spectroscopy may not be the best way to
probe the excited-state dynamics of rhodopsin, because other spectral features,
such as ground-state depletion and product absorption, are possibly superimposed
on the excited-state spectral features (absorption and stimulated emission) in the
obtained data. Each spectral feature may even vary in the femtosecond time
domain, which provides further difficulty in analyzing the data. In contrast, fluo-
rescence spectroscopy focuses only on the excited-state processes, so that the
excited-state dynamics can be observed more directly.
Thus, we attempted to apply another experimental approach, femtosecond fluo-

rescence up-conversion spectroscopy, to detect the excited-state dynamics of
bovine rhodopsin in real time [51,52]. In addition, we also measured the protonat-
ed Schiff bases of 11-cis-retinal and 11-cis-locked 5-membered ring retinal in
methanol solution, which provided experimental evidence about how protein con-
tributes to efficient isomerization [53].
Figure 4.6A shows typical fluorescence decays of bovine rhodopsin at 580 and

680 nm. Although it was known that the fluorescence quantum yield of rhodopsin
is very low, accurate fluorescence detection with femtosecond time resolution
enabled us to capture the excited state directly. The linear relationship between
the excitation laser power and the fluorescence intensity indicates that the ob-
served fluorescence decay indeed originated from the excited state of rhodopsin
[51]. The kinetics were nonexponential throughout the observed wavelengths be-
tween 530 and 780 nm, and fitted by the fast 100–300 fs and slow 1.0–2.5 ps com-
ponents [52]. While the origin of these decay components was not fully under-
stood, the average amplitude of the femtosecond components over six wave-
lengths was about 70%, which is very close to the quantum yield of photoisomeri-
zation of rhodopsin (0.67). We thus concluded that the slow components (~30%)
originate from the nonreactive excited state of rhodopsin, while the fast compo-
nents (~70%) come from the coherent isomerization observed in the femtosecond
transient absorption spectroscopy [52].
Figure 4.6B shows typical fluorescence decays of the rhodopsin chromophore,

protonated Schiff base of 11-cis-retinal, in methanol solution at 605 and 695 nm.
The kinetic features are very similar to those of rhodopsin in terms of ultrafast
and nonexponential components (Fig. 4.6A), but the kinetics are considerably
slower. The fluorescence lifetimes for five wavelengths obtained in the study [53]
were classified by two features: the fast femtosecond (90–600 fs) and the slow
picosecond (2–3 ps) components. The populations of fast and slow components
were 25 and 75%, respectively. Figure 4.6C shows typical fluorescence decays of
protonated Schiff base of 11-cis-locked 5-membered retinal in methanol solution
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at 605 and 695 nm. Again, the kinetic features are similar to those shown in Figs
4.6A and B, whereas the lifetimes were about 5 times longer than in Fig. 4.6B.
The estimated population was about 25 and 75% for the fast and slow compo-
nents, respectively, being identical to those in the protonated Schiff base of 11-cis
retinal. We therefore interpreted both components of PSB11 to become ~5 times
longer by locking the 11-cis form, suggesting that both fast and slow components
are due to the rotational relaxation around the C11–C12 double bond.
Identification of the fast and slow components was apparently different in

bovine rhodopsin (Fig. 4.6A) and the protonated Schiff base of 11-cis-retinal in so-
lution (Fig. 4.6B). In the case of rhodopsin, we interpreted the results as showing
that only the femtosecond component is coupled to isomerization. In contrast,
both femtosecond and picosecond components are coupled to the relaxation pro-
cesses of the C11–C12 double bond. It is noted, however, that the excited state of
the protonated Schiff base of 11-cis-locked 5-membered retinal possesses a very
short lifetime (<15 ps), though the 11-cis form being locked. This suggests that
torsional relaxation of the polyene chain plays a significant role in the decay of the
excited state, and torsional modes are highly coupled with each other. In solution,
locking of the 11-cis form with a 5-membered ring probably changes such cou-
pling dramatically, because other torsional modes are used for the decay of the
excited state (Fig. 4.6C). In this context, it is interesting to compare the processes
between solution and protein. In methanol, the fluorescence lifetime of the
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Fig. 4.6 The fluorescence decay kinetics of
bovine rhodopsin (A), protonated Schiff base
of 11-cis-retinal (PSB11) in methanol (B), and
protonated Schiff base of 5-membered locked
11-cis retinal (5m-PSB11) in methanol (C).
The data in (A) are from Kandori et al. [52],
while those in (B) and (C) are from Kandori

et al. [53]. Fitting parameters are as follows:
(A) 0.14 (80%) and 1.5 (14%) ps at 580 nm
and 0.33 (60%) and 2.0 (31%) ps at 680 nm,
(B) 0.5 (59%) and 2.0 (39%) ps at 605 nm
and 3.1 ps at 695 nm, (C) 2.0 (51%) and 12.6
(47%) ps at 605 nm and 15.8 ps at 695 nm.
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5-membered PSB11 is 5 times longer than that of PSB11 [53], whereas in protein,
the fluorescence lifetime of a rhodopsin analog possessing 5-membered retinal
(85 ps) is 2 orders of magnitude longer than that of the native rhodopsin
[39,51,52]. These observations suggest that the protein moiety enhances the isom-
erization rates of the chromophore.

4.2.3
Structural Changes of the Chromophore and Protein upon Retinal Photoisomerization

It is well known that rhodopsin is an excellent molecular switch for converting a
light signal to an electric response in the photoreceptor cell. As mentioned in the
preceding chapter, the highly efficient photoisomerization of rhodopsin (quantum
yield 0.67) is assured by the extremely fast CTI of the chromophore that is facili-
tated by the protein environment [10]. How is such a reaction achieved in protein?
What is the role of protein environment? To understand the role of protein, we
need to understand how retinal and protein change their shapes during isomeri-
zation. One intriguing question is which side of the C11=C12 bond rotates. Figure
4.3A shows that the Schiff base side rotates, while there is no change on the side
of the b-ionone ring. This makes sense because b-ionone ring is bulky, being
hardly moved. However, the molecular motion of the Schiff base in Fig. 4.3A is
also significant, and entire rotation must be not the case for bathorhodopsin that
is formed in an ultrafast time scale.
Vibrational spectroscopy provided important information about the hydrogen-

bonding strength of the Schiff base from C=N stretching vibration [54–56]. The
C=N stretch in H2O is considerably upshifted from the intrinsic stretching mode
by coupling with the N–H in-plane bending vibration. The intrinsic C=N stretch
can be measured in D2O, where the coupling of the N–H bending vibration is
removed. Since the frequency of the N–H in-plane bending increases if the hydro-
gen bond of the Schiff base is strengthened, the difference in frequency of the
C=N stretch in H2O and D2O has been regarded as the marker of hydrogen-bond-
ing strength of the Schiff base. A large difference corresponds to a strong hydro-
gen bond [54–56]. The differences in the C=NH and C=ND frequencies were
reported to be identical (32 cm–1) between bovine rhodopsin and bathorhodopsin,
implying that there was no change of the Schiff base hydrogen bond upon retinal
isomerization [57]. Therefore, the chromophore structure of the photoproduct in
Fig. 4.3A is not true for bathorhodopsin. It is likely that the Schiff base is not
moved between rhodopsin and bathorhodopsin.
It should be noted that the hydrogen-bonding strength is not the only determi-

nant of N–H in-plane bending frequency, and the frequency upshift of the C=N
stretch by coupling with the N–H bending is complex, so that the frequency differ-
ence of the C=N stretch in H2O and D2O is not necessarily a direct marker of
hydrogen-bonding strength of the Schiff base. In this regard, the N–H stretch is a
more direct probe of hydrogen-bonding strength of the Schiff base, where the
strong hydrogen bond causes lowered frequency. Nevertheless, analysis by C=N
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stretches has successfully explained the Schiff base hydrogen bond so far. It is
also supported by the results for N–D stretches in D2O for bovine rhodopsin [31].
Photoisomerization of rhodopsin does not alter the Schiff base environment.

Motion of the b-ionone ring side is also unlikely. How does the retinal chromo-
phore change its shape? Low-temperature photocalorimetric studies have revealed
that about 60% of light energy (~35 kcal mol–1) is stored in the structure of bath-
orhodopsin [58]. This fact suggests that the chromophore structure of bathorho-
dopsin is significantly distorted in a high-energy state. Such structural deforma-
tion of the polyene chain has been studied by the analysis of hydrogen-out-of-
plane (HOOP) vibrational modes at 1000–800 cm–1 [59,60]. It is known that con-
formational distortion leads to the enhancement of specific HOOP modes in both
resonance Raman and infrared spectroscopy. Figure 4.7A shows the bathorhodop-
sin minus rhodopsin Fourier transform infrared (FTIR) spectra at 77 K, in which
the stronger HOOP bands in bathorhodopsin (positive signal) is a marker of
chromophore distortion. Previous resonance Raman study assigned the bands at
967 (–), 921 (+), 875 (+), and 850 (+) cm–1 as in-phase C11–C12, C11, C10, and
C14 HOOP modes, respectively [59]. Among the observed HOOP modes, only the
850 cm–1 band due to C14 HOOP is H–D exchangeable. This is in clear contrast
to the case in bacteriorhodopsin (Fig. 4.7B), as discussed in Section 4.3. The
strong band at 921 cm–1 due to C11 HOOP is a clear monitor of the structural
deformation at this moiety of bathorhodopsin. The positive band at 858 cm–1 in
D2O originates from the N–D HOOP mode, suggesting that the Schiff base is
somewhat perturbed. In fact, N–D stretch in D2O is also perturbed between rho-
dopsin and bathorhodopsin, though no frequency changes were observed [31].

Fig. 4.7 Bathorhodopsin minus bovine rhodopsin (A)
and K minus bacteriorhodopsin (B) difference infrared
spectra measured at 77 K. Solid and dotted lines represent
the measurements in H2O and D2O, respectively.

65



4 Retinal Binding Proteins

It is thus likely that light energy storage in bathorhodopsin (~35 kcal mol–1)
predominantly originates from the distorted chromophore structure. This is of
course achieved because of the protein environment. Although protein structural
changes are very limited in bathorhodopsin as discussed above, some energy stor-
age is also caused by the structural constraint of protein. In fact, low-temperature
FTIR spectroscopy observed such protein changes by monitoring peptide back-
bone vibrations (amide-I, -II, and -A), several side-chains, and internal water mol-
ecules [31,61,62].

4.3
Photoisomerization in Archaeal Rhodopsins

4.3.1
Structure and Function of Archaeal Rhodopsin

Halobacteria contain four rhodopsins: bacteriorhodopsin, halorhodopsin, sensor-
yrhodopsin, and phoborhodopsin (Fig. 4.2A) [11–17]. Bacteriorhodopsin and
halorhodopsin are light-driven ion pumps, which act as an outward proton pump
and an inward Cl– pump, respectively. Sensoryrhodopsin and phoborhodopsin are
photoreceptors that act to produce attractant and repellent responses in photo-
taxis, respectively. These four archaeal rhodopsins have similar structures: seven
helices constitute the transmembrane portion of the protein, and a retinal chro-
mophore is bound to a lysine residue of the seventh helix via a protonated Schiff
base linkage (Fig. 4.1). A negatively charged counterion is present to stabilize the
positive charge inside the protein; the counterion is an aspartate except for in
halorhodopsin, which possesses a chloride ion. In sensoryrhodopsin, interaction
with a transmembrane transducer protein raises the pKa of the aspartate, so that
the aspartate is protonated at neutral pH.
X-ray crystallographic structures of three of the four archaeal rhodopsins – bac-

teriorhodopsin [63,64], halorhodopsin [65], and phoborhodopsin from Natronobac-
terium pharaonis [66,67] – have been determined. Figure 4.8 shows the structure
of the retinal chromophore and the Schiff base region. In the case of bacteriorho-
dopsin, the Schiff base region has a quadrupolar structure with positive charges
located at the protonated Schiff base and Arg82, and counterbalancing negative
charges located at Asp85 and Asp212 (Fig. 4.8). One of the aspartates is replaced
by threonine, and chloride ion is bound to the region of the chloride pump halo-
rhodopsin [65]. While N. pharaonis phoborhodopsin is a light-sensor protein, the
Schiff base region is similar to that of bacteriorhodopsin. In these archaeal rho-
dopsins, the quadrupole inside the protein is stabilized by three water molecules
(water401, 402, and 406 for bacteriorhodopsin and N. pharaonis phoborhodopsin).
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Fig. 4.8 Crystallographic structure of the Schiff base region of bacteriorhodopsin
(A, PDB: 1C3W) [64], halorhodopsin of Halobacterium salinarum (B, PDB: 1E12)
[65], and phoborhodopsin of Natronobacterium pharaonis (C, PDB: 1JGJ) [66].
Green spheres represent oxygen atoms of water. Dotted lines are putative hydrogen
bonds, whose distances are shown in angstroms.

It should be noted that unlike visual rhodopsins, bridged water molecules are
present for archaeal rhodopsins. In the case of bacteriorhodopsin, water402 is a
hydrogen-bonding acceptor for the protonated Schiff base, while the same water
(water402) is a hydrogen-bonding donor for Asp85. A notable structural feature is
that Asp85 and Asp212 are located at similar distances from the retinal Schiff
base (Fig. 4.8A), whereas the Schiff base proton is transferred only to Asp85 in
microseconds. This suggests that the water molecules in the Schiff base region
play important roles in the proton transfer reaction.
Figure 4.9 illustrates another structural feature of bacteriorhodopsin. The linear

polyene chain of the all-trans-retinal is sandwiched vertically by two tryptophans,
Trp86 and Trp182, while the phenol ring of Tyr185 is located parallel to the poly-
ene chain of the retinal chromophore. Thr89 is located at the other side (not
shown). The presence of three bulky groups, Trp86, Trp182, and Tyr185, presum-
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Fig. 4.9 Crystallographic structure of bacteriorhodopsin
(A, PDB: 1C3W) [64]. Trp86, Trp182, and Tyr185 are shown in
space-filling model together with the retinal chromophore in
stick (A) or space-filling (B) drawing.
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ably determines the isomerization pathway from all-trans to 13-cis form. As
described above, the 11-cis form is the main photoproduct of the protonated Schiff
base of all-trans-retinal in solution. Therefore, the reaction pathway is altered in
the protein environment of bacteriorhodopsin, whereas the quantum yield of
isomerization is 4–5 times higher in bacteriorhodopsin (0.64) than that in solution
(~0.15) [21,23].

4.3.2
Primary Process in Bacterial Photosynthesis and Light Sensor Studied by Ultrafast
Spectroscopy

Unlike visual rhodopsins that bleach upon illumination, archaeal rhodopsins ex-
hibit photocycle. This is highly advantageous in ultrafast spectroscopic studies
and these techniques have been extensively applied in addition to low-temperature
spectroscopy [2,12,13]. In particular, bacteriorhodopsin has been regarded histori-
cally as the model system to test new spectroscopic methods. As in visual rhodop-
sins, the light absorption of archaeal rhodopsins causes formation of red-shifted
primary intermediates [68]. The primary K intermediate can be stabilized at 77 K.
Time-resolved visible spectroscopy of bacteriorhodopsin reveals the presence of
the precursor, called the J intermediate [12,13]. The J intermediate is more red-
shifted (kmax ~625 nm) than the K intermediate (kmax ~590 nm). The excited state
of bacteriorhodopsin possesses blue-shifted absorption, which decays nonexpo-
nentially. The two components of the stimulated emission decay at about 200 and
500 fs [69]. The J intermediate is formed in <500 fs, and converted to the K inter-
mediate within 3 ps [12,69].
So when does isomerization take place from the all-trans to 13-cis form? To

answer this question, as for visual rhodopsin, all-trans-locked 5-membered retinal
was incorporated into bacteriorhodopsin [70–72]. In experiments with a picosec-
ond time resolution, an intermediate was found with properties similar to those
of the J intermediate [70]. Together with the ultrafast pump probe [71] and coher-
ent anti-Stokes Raman [72] spectroscopic results, it was concluded that isomeriza-
tion around C13=C14 is not a prerequisite for producing the J intermediate. More
importantly, since the J intermediate is a ground-state species, isomerization does
not take place in the excited state of bacteriorhodopsin according to their interpre-
tation [70–72]. However, other experimental data favor a common mechanism be-
tween visual and archaeal rhodopsins; namely, isomerization taking place in the
excited state. Femtosecond visible-pump and infrared-probe spectroscopy showed
the 13-cis characteristic vibrational band at 1190 cm–1 appearing with a time con-
stant of ~0.5 ps, indicating that the all-trans to 13-cis isomerization takes place in
femtoseconds [73]. This time scale is coincident with formation of the J intermedi-
ate. Fourier transform of the transient absorption data with <5 fs resolution also
showed the appearance of the 13-cis form in <1 ps, supporting the suggestion that
the all-trans to 13-cis isomerization takes place in femtoseconds [74]. Previous
anti-Stokes resonance Raman spectroscopy proposed that the J intermediate is a
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vibrational hot state of the K intermediate [75]. Thus, many experimental results
are consistent with the isomerization model in the excited state.
Comparative investigation of mutant proteins of bacteriorhodopsin, other

archaeal rhodopsins, and the protonated Schiff base of all-trans-retinal in solution
is useful for better understanding of the primary photoisomerization mechanism.
Ultrafast spectroscopy of various bacteriorhodopsin mutants revealed that only
the replacements of the charged residues reduced the photoisomerization rate,
leading to less efficient photoisomerization [76]. This observation explains an
important role of the electrostatic interaction of the counterion complex in the pri-
mary photoisomerization mechanism (Fig. 4.8A). The excited state is more long
lived in the chloride pump halorhodopsin [77–79] and light-sensor N. pharaonis
phoborhodopsin [80], and hence less efficient for photoisomerization. These
observations suggest that bacteriorhodopsin possesses the optimized structure for
the primary photoisomerization mechanism, though the structures in Fig. 4.8
look essentially similar.
As for visual rhodopsins, spectroscopic studies of the protonated Schiff base of

all-trans-retinal in solution are important for understanding the isomerization
mechanism. We first reported the excited state dynamics of the protonated Schiff
base of all-trans-retinal in methanol solution [81], and found that the kinetics is
very similar to that of the 11-cis form (Fig. 4.6B). The only difference was that the
lifetimes are 1.2–1.4 times longer in the all-trans form than in the 11-cis form
[53,81]. Slightly faster decay of the 11-cis form may be reflected by their molecular
structures, namely the initial steric hindrance between C10-H and C13-CH3 in the
11-cis form (Fig. 4.3) that accelerates the fluorescence decay. Interestingly, it was
found that the all-trans-locked 5-membered system, which prohibits both
C11=C12 and C13=C14 isomerizations, exhibits similar kinetics to those of the
all-trans form in solution [82]. These results are entirely different from those of
the 11-cis-locked 5-membered system, in which the excited-state lifetime is 5-times
longer (Fig. 4.6B,C) [53]. This suggests more complex excited-state dynamics for
the all-trans form. Observation of the J-like state in protein [70–72] might be corre-
lated with such properties of the protonated Schiff base of the all-trans form.

4.3.3
Structural Changes of the Chromophore and Protein upon Retinal Photoisomerization

The light energy storage in archaeal rhodopsin is lower than that in bovine rho-
dopsin. Low-temperature photocalorimetric studies reported the energy stored in
the primary intermediates to be ~35 kcal mol–1 and ~16 kcal mol–1 for bovine rho-
dopsin [58] and bacteriorhodopsin [83], respectively. This indicates that only 30%
of light energy is stored in the structure of the primary K intermediate, which is
about half that in visual rhodopsins. In other words, about 70% of light energy is
dissipated in the formation of the K intermediate. Nevertheless, such energy loss
may not be serious from the functional point of view, because bacteriorhodopsin
pumps a single proton by use of one photon, and the free energy gain by pumping
a proton is about 6 kcal mol–1 [2]. Interestingly, quantum yields of photoisomeriza-
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tion are not so different between bovine rhodopsin (0.67) and bacteriorhodopsin
(0.64). Therefore, such difference in energy storage must be correlated with the
structures of the primary intermediates.
In the case of archaeal rhodopsins, X-ray crystallographic structures of the

primary K intermediates has been reported for bacteriorhodopsin [84–86] and
N. pharaonis phoborhodopsin [87]. As expected, protein structures are little
changed before and after isomerization. One group concluded that the energy
storage in the K state of bacteriorhodopsin is almost completely explained by the
distortion at position C13 [85]. However, it would be difficult to determine the
bond angle accurately under the current resolution (>2.0 
). In fact, three
reported structures of the K intermediate of bacteriorhodopsin are considerably
different among groups [84–86].
As described in the section on visual rhodopsin, vibrational spectroscopy, such

as resonance Raman and infrared, is a powerful technique for monitoring detailed
structural changes. In particular, HOOP modes are good probe of chromophore
distortion. Figure 4.7B shows the K minus bacteriorhodopsin difference FTIR
spectra, in which only positive bands appear in H2O. A negative band at 977 cm–1

in D2O originates from the N–D in-plane bending vibration. The most intense
peak at 957 cm–1 exhibits isotope shift in D2O, which was assigned as the C15
HOOP that also contains the N–H wagging mode [88]. It is interesting to note
that the band at 921 cm–1 in bovine rhodopsin is not sensitive to H–D exchange,
while the band at 957 cm–1 in bacteriorhodopsin downshifts in D2O. Such com-
parison clearly illustrates which part in retinal is changing upon isomerization. In
bacteriorhodopsin, chromophore distortion is localized at the Schiff base moiety.
Bulky side-chains shown in Fig. 4.9 may lead to localization of the reaction near
the Schiff base region accompanying the isomerization from the all-trans to 13-cis
form.
So, is the hydrogen bond of the Schiff base changed upon photoisomerization

of bacteriorhodopsin? While such analysis has been performed through the C=N
stretch, we have also succeeded in measuring a more direct probe: the N–H (N–D
in D2O) stretch. In normal infrared spectroscopy of rhodopsins, measured fre-
quencies are limited at <1800 cm–1. It was difficult to obtain accurate spectra at
the higher frequencies even for light-induced spectral changes. By optimizing the
measuring conditions, we were able to obtain the difference spectra in the entire
mid-infrared region [89]. In addition, by hydrating the sample with D2O, H–D
exchangeable X–H stretches (X=N or O) are downshifted into the 2700–2000 cm–1

region (Fig. 4.10A). By use of [f-15N]lysine-labeled samples, we assigned the N–D
stretches of bacteriorhodopsin and the K intermediate to about 2150 and
2490 cm–1, respectively [90]. Significant upshift of the N–D stretch and parallel
dipolar orientation to the membrane indicates that the hydrogen bond of the
Schiff base is broken upon retinal isomerization. Similar observation was gained
for N. pharaonis phoborhodopsin [91], whereas more complex frequency change
was observed for halorhodopsin [92]. Thus, in the case of archaeal rhodopsins, ret-
inal isomerization accompanies rotational motions of the Schiff base side, so that
the hydrogen bond is significantly altered, unlike visual rhodopsins.
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Figure 4.8 shows that the hydrogen-bonding acceptor of the Schiff base is a
water molecule, which bridges the ion pair. Motion of the Schiff base probably
enforces rearrangement of the water-containing hydrogen-bonding network in the
Schiff base region. This was indeed probed by FTIR spectroscopy [93–96]. Figure
4.10A shows assignment of water O–D stretches in the K minus bacteriorhodop-
sin spectra by use of isotope water, in which six water bands in bacteriorhodopsin
(negative side) were observed. By use of systematic mutations, we were able to
conclude that these vibrations originate from three water molecules in the Schiff
base region (Fig. 4.10B) [95]. Among them, it is particularly noted that the band at
2171 cm–1 is unusually low as water O–D stretch [94,95]. Water402 is located at a
similar distance from two aspartates, Asp85 and 212, whereas the hydrogen-bond-
ing interaction is much stronger with Asp85. An FTIR study of subsequent inter-
mediates showed that such strong hydrogen-bonding interaction and transient
changes are essential for the proton transfer reaction in bacteriorhodopsin [97,98].
It is noteworthy that strongly hydrogen-bonded water molecules in bacteriorho-
dopsin are generally weakenend upon retinal isomerization, as is demonstrated
by the frequency upshift (Fig. 4.10A). This observation strongly suggests that
hydrogen-bonding interaction is highly destabilized in the K state, which possibly
contributes to the high energy state. In fact, quantum chemical/molecular
mechanics calculation of the K intermediate concluded that 11 kcal mol–1 in the
stored energy of 16 kcal mol–1 originates from such hydrogen-bonding interaction
[99,100]. Thus, in the case of archaeal rhodopsins, both chromophore distortion
and hydrogen-bonding alteration contribute to the energy storage. The higher loss
of energy in the primary reaction of bacteriorhodopsin than in bovine rhodopsin
may be related to the different mechanisms of light energy storage.

71

Fig. 4.10 (A) The K minus bacteriorhodopsin
difference infrared spectra measured at 77 K
in the 2750–1930 cm–1 region. The spectra are
compared between hydration with D2O (red
lines) and D2

18O (blue lines). The gray curve
in the 2700–2000 cm–1 region represents O–D
stretching vibrations of D2O. Green-labeled
frequencies correspond to those identified as

O–D stretching vibrations of water. This fig-
ure is modified from Kandori [98]. (A) Sche-
matic drawing of the deuterated pentagonal
cluster structure in the Schiff base. The num-
bers are the O–D stretching frequencies of
water molecules in cm–1 assigned in the FTIR
study. This figure is reproduced from Shibata
and Kandori [95].
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4.4
Summary and Prospects

This chapter has gathered together the current understanding of retinal photoi-
somerization in visual and archaeal rhodopsins mainly from the experimental
point of view. Extensive studies by means of ultrafast spectroscopy of visual and
archaeal rhodopsins have provided an answer to the question, “What is the pri-
mary reaction in vision?” We now know that it is isomerization: from 11-cis to all-
trans form in visual rhodopsins and from all-trans to 13-cis form in archaeal rho-
dopsin. Femtosecond spectroscopy of visual and archaeal rhodopsins eventually
captured their excited states and, as a consequence, we now know that this unique
photochemistry takes place in our eyes and in archaea. Such unique reactions are
facilitated in the protein environment, and recent structural determinations have
further improved our understanding on the basis of structure. In parallel, vibra-
tional analysis of primary intermediates, such as resonance Raman and infrared
spectroscopies, have provided insight into the isomerization mechanism.
In solution, photochemical properties are similar between the protonated Schiff

bases of 11-cis- and all-trans-retinal. Nevertheless, we have learned that there are
considerable differences in the photochemistries of 11-cis (visual) and all-trans
(archaeal) forms in protein (rhodopsin). In visual rhodopsins, conformational dis-
tortion takes place at the center of the chromophore, whereas no changes occur at
the Schiff base. Such changes may lead to the coherent product formation in fem-
toseconds. In contrast, structural changes take place only at the Schiff base region
of archaeal rhodopsins, which accompanies changes in the hydrogen-bonding net-
work. Hydrogen-bonding alteration also plays an important role in the function of
ion pumps.
Due to constraints of space, I could not introduce many important theoretical

studies here. Various important models have been proposed on the primary isom-
erization mechanism in rhodopsins, including the bicycle pedal model [101], sud-
den polarization [102], and the hula-twist model [103]. The finding of a conical
intersection between the excited and ground states is also an important contribu-
tion [104]. Since the atomic structures of visual and archaeal rhodopsins are now
available, theoretical investigations will become more important in the future.
The combination of three methods – diffraction, spectroscopy, and theory – will
lead to a real understanding of the isomerization mechanism in rhodopsins.

Acknowledgments

The author thanks many collaborators in the references.

72



References 73

References

1 G. Wald, Science 1968, 162, 230–239.
2 R. R. Birge, Biochim. Biophys. Acta 1990,
1016, 293–327.

3 T. Yoshizawa, H. Kandori, in Progress in
Retinal Research, N. Osborne, G. Chader,
Ed. Pergamon Press, Oxford, 1992, 33–
55,.

4 H. G. Khorana, J. Biol. Chem. 1992, 267,
1–4.

5 H. Kandori, Chem. Industr. (Lond.)
1995, 18, 735–739.

6 Y. Shichida, H. Imai, Cell. Mol. Life Sci.
1998, 54, 1299–1315.

7 T. P. Sakmar, Prog. Nucleic Acid Res. Mol.
Biol. 1998, 59, 1–33.

8 R. A. Mathies, J. Lugtenburg, inHand-
book of Biological Physics, D. G. Stavenga,
W. J. de Grip, E. N. Pugh, Ed. Elsevier,
Amsterdam, 2000, Vol. 3, 1197–1209,.

9 T. Okada, O. P. Ernst, K. Palczewski,
K. P. Hofmann, Trends Biochem. Sci.
2001, 26, 318–324.

10 H. Kandori, Y. Shichida, T. Yoshizawa,
Biochemistry (Moscow) 2000, 66, 1197–
1209.

11 W. Stoeckenius, Acc. Chem. Res. 1980,
13, 337–344.

12 R. A. Mathies, S. W. Lin, J. B. Amea,
W. T. Pollard, Annu. Rev. Biophys. Bio-
phys. Chem. 1991, 20, 491–518.

13 T. G. Ebrey, in Thermodynamics of Mem-
branes, Receptors and Channels,
M. Jackson, Ed. CRC Press, New York,
1993, 353–387.

14 J. L. Spudich, J. K. Lanyi, Curr. Opin.
Cell. Biol. 1996, 8, 452–457.

15 U. Haupts, J. Tittor, D. Oesterhelt,
Annu. Rev. Biophys. Biomol. Struct. 1999,
28, 367–399.

16 J. K. Lanyi, J. Phys. Chem. B 2000, 104,
11441–11448.

17 J. L. Spudich, C.-S. Yang, K.-H. Jung,
E. N. Spudich, Annu. Rev. Cell Dev. Biol.
2000, 16, 365–392.

18 J. Nathans, D. Thomas, D. S. Hogness,
Science 1986, 232, 193–202.

19 P. E. Blatz, J. H. Mohler, H. V. Navangul,
Biochemistry 1972, 11, 848–855.

20 H. J. A. Dartnall, Vision Res. 1967, 8,
339–358.

21 J. Tittor, D. Oesterhelt, FEBS Lett. 1990,
263, 269–273.

22 Y. Furutani, A. Terakita, Y. Shichida,
H. Kandori, Biochemistry 2005, 44,
7988–7997.

23 Y. Koyama, K. Kubo, M. Komori, H.;
Yasuda, Y. Mukai, Photochem. Photobiol.
1991, 54, 433–443.

24 K.-P.; Hofmann, E. J. M. Helmreich,
Biochim. Biophys. Acta 1996, 1286, 285–
322.

25 E. A. Zhukovsky, D. D. Oprian, Science
1989, 246, 928–930.

26 T. P. Sakmar, R. R. Franke,
H. G. Khorana, Proc. Natl Acad. Sci.
USA 1989, 86, 8309–8313.

27 K. Palczewski, T. Kumasaka, T. Hori,
C. A. Behnke, H. Motoshima, B. A. Fox,
I. Le Trong, D. C. Teller, T. Okada,
R. E. Stenkamp, M. Yamamoto,
M. Miyano, Science 2000, 289, 739–745.

28 T. Okada, Y. Fujiyoshi, M. Silow,
J. Navarro, E. M. Landau, Y. Shichida,
Proc. Natl Acad. Sci. USA 2002, 99,
5982–5987.

29 M. Eilers, P. J. Reeves, W. Ying,
H. G. Khorana, S. O. Smith, Proc. Natl
Acad. Sci. USA 1999, 96, 487–492.

30 A. F. L. Creemers, C. H. W. Klaassen,
P. H. M. Bovee-Geurts, R. Kelle,
R. Kragl, J.; Raap, W. J. De Grip,
J. Lugtenburg, H. J. M. de Groot, Bio-
chemistry 1999, 38, 7195–7199.

31 Y. Furutani, Y. Shichida, H. Kandori,
Biochemistry 2003, 42, 9619–9625.

32 T. Yoshizawa, Y. Kito, Nature 1958, 182,
1604–1605.

33 T. Yoshizawa, G. Wald, Nature 1963,
197, 1279–1286.

34 G. E. Busch, M. L. Applebury,
A. A. Lamola, P. M. Rentzepis, Proc.
Natl Acad. Sci. USA 1972, 69, 2802–
2806.

35 K. Peters, M. L. Applebury,
P. M. Rentzepis, Proc. Natl Acad. Sci.
USA 1977, 74, 3119–3123.

36 S. Kawamura, F. Tokunaga,
T. Yoshizawa, A. Sarai, T. Kakitani,
Vision Res. 1979, 19, 879–884.



4 Retinal Binding Proteins74

37 Y. Fukada, Y. Shichida, T. Yoshizawa,
M. Ito, A. Kodama, K. Tsukida, Biochem-
istry 1984, 23, 5826–5832.

38 R. Callender,Methods Enzymol. 1982,
88, 625–633.

39 H. Kandori, S. Matuoka, Y. Shichida,
T. Yoshizawa, M. Ito, K. Tsukida,
V. Balogh-Nair, K. Nakanishi, Biochemis-
try 1989, 28, 6460–6467.

40 T. Mizukami, H. Kandori, Y. Shichida,
A.-H. Chen, F. Derguini, C. G. Caldwell,
C. Bigge, K. Nakanishi, T. Yoshizawa,
Proc. Natl Acad. Sci. USA 1993, 90,
4072–4076.

41 Y. Shichida, S. Matuoka, T. Yoshizawa,
Photobiochem. Photobiophys. 1984, 7,
221–228.

42 L. De Vico, M. Garavelli, F. Bernardi,
M. Olivucci, J. Am. Chem. Soc. 2005,
127, 2433–2442.

43 H. Kandori, S. Matuoka, Y. Shichida,
T. Yoshizawa, Photochem. Photobiol.
1989, 49, 181–184.

44 R. W. Schoenlein, L. A. Peteanu,
R. A. Mathies, C. V. Shank, Science
1991, 254, 412–415.

45 M. Yan, D. Manor, G. Weng, H. Chao,
L. Rothberg, T. M. Jedju, R.R. Alfano,
C. H. Callender, Proc. Natl Acad. Sci.
USA 1991, 88, 9809–9812.

46 M. Taiji, K. Bryl, M. Nakagawa,
M. Tsuda, T. Kobayashi, Photochem.
Photobiol. 1992, 56, 1003–1011.

47 L. A. Peteanu, R. W. Schoenlein,
Q. Wang, R. A. Mathies, C. V. Shank,
Proc. Natl Acad. Sci. USA 1990, 90,
11762–11766.

48 R. W. Schoenlein, L. A. Peteanu,
Q. Wang, R. A. Mathies, C. V. Shank,
J. Phys. Chem. 1993, 97, 12087–12092.

49 Q. Wang, G. G. Kochendoerfer,
R. W. Schoenlein, P. J. E. Verdegem,
J. Lugtenburg, R. A. Mathies,
C. V. Shank, J. Phys. Chem. 1996, 100,
17388–17394.

50 Q. Wang, R. W. Schoenlein,
L. A. Peteanu, R. A. Mathies,
C. V. Shank, Science 1994, 266, 422–424.

51 H. Chosrowjan, N. Mataga, Y. Shibata,
S. Tachibanaki, H. Kandori, Y. Shichida,
T. Okada, T. Kouyama, J. Am. Chem.
Soc. 1998, 120, 9706–9707.

52 H. Kandori, Y. Furutani, S. Nishimura,
Y. Shichida, H. Chosrowjan, Y. Shibata,

N. Mataga, Chem. Phys. Lett. 2001, 334,
271–276.

53 H. Kandori, Y. Katsuta, M. Ito,
H. Sasabe, J. Am. Chem. Soc. 1995, 117,
2669–2670.

54 B. Aton, A. G. Doukas, R. H. Callender,
U. Dinur, B. Honig, Biophys. J. 1980, 29,
79–94.

55 H. S. Rodman-Gilson, B. Honig,
A. Croteau, G. Zarrilli, K. Nakanishi,
Biophys. J. 1988, 53, 261–269.

56 T. Baasov, N. Friedman, M. Sheves, Bio-
chemistry 1987, 26, 3210–3217.

57 G. Eyring, R. A. Mathies, Proc. Natl
Acad. Sci. USA 1979, 76, 33–37.

58 A. Cooper, Nature 1979, 282, 531–533.
59 G. Eyring, B. Curry, A. Broek,

J. Lugtenburg, R. A. Mathies, Biochemis-
try 1982, 21, 384–393.

60 I. Palings, E. M. M. van den Berg,
J. Lugtenburg, R. A. Mathies, Biochemis-
try 1989, 28, 1498–1507.

61 H. Kandori, A. Maeda, Biochemistry
1995, 34, 14220–14229.

62 T. Nagata, T. Oura, A. Terakita,
H. Kandori, Y. Shichida, J. Phys. Chem.
A 2002, 106, 1969–1975.

63 H. Belrhali, P. Nollert, A. Royant,
C. Menzel, J. P. Rosenbusch,
E. M. Landau, E. Pebay-Peyroula, Struct.
Fold. Des. 1999, 7, 909–917.

64 H. Luecke, B. Schobert, H.-T. Richter,
J. P. Cartailler, J. K. Lanyi, J. Mol. Biol.
1999, 291, 899–911.

65 M. Kolbe, H. Besir, L-O. Essen,
D. Oesterhelt, Science 2000, 288, 1390–
1396.

66 H. Luecke, B. Schobert, J. K. Lanyi,
E. N. Spudich, J. L. Spudich, Science
2001, 293, 1499–1503.

67 Royant, A.; Nollert, P.; Edman, K.;
Neutze, R.; Landau, E. M.; Pebay-
Peyroula, E.; Navarro, J. (2001) Proc.
Natl Acad. Sci. USA 98, 10131–10136.

68 R. A. Mathies, C. H. Brito Cruz,
W. T. Pollard, C. V. Shank, Science 1988,
240, 777–779.

69 J. Dobler, W. Zinth, W. Kaiser, Chem
Phys. Lett. 1988, 144, 215–220.

70 J. K. Delaney, T. L. Brack,
G. H. Atkinson, M. Ottolenghi,
G. Steinberg, M. Sheves, Proc. Natl
Acad. Sci. USA 1995, 92, 2101–2105.



References 75

71 Q. Zhong, S. Ruhman, M. Ottolenghi,
M. Sheves, N. Friedman, J. Am. Chem.
Soc. 1996, 118, 12828–12829.

72 G. H. Atkinson, L. Ujj, Y. Zhou, J. Phys.
Chem. A 2000, 104, 4130–4139.

73 J. Herbst, K. Heyne, R. Diller, Science
2002, 297, 822–825.

74 T. Kobayashi, T. Saito, H. Ohtani, Nature
2001, 414, 531–534.

75 S. J. Doig, P. J. Reid, R. A. Mathies,
J. Phys. Chem. 1991, 95, 6372–6379.

76 L. Song, M. A. El-Sayed, J. K. Lanyi,
Science 1993, 261, 891–894.

77 H. Kandori, K. Yoshihara, H. Tomioka,
H. Sasabe, J. Phys. Chem. 1992, 96,
6066–6071.

78 H. Kandori, K. Yoshihara, H. Tomioka,
H. Sasabe, Y. Shichida, Chem. Phys. Lett.
1993, 211, 385–391.

79 T. Arlt, S. Schmidt, W. Zinth, U. Haupts,
D. Oesterhelt, Chem. Phys. Lett. 1995,
241, 559–565.

80 H. Kandori, H Tomioka, H. Sasabe,
J. Phys. Chem. A 2002, 106, 2091–2095.

81 H. Kandori, H. Sasabe, Chem. Phys. Lett.
1993, 216, 126–172.

82 B. Hou, N. Friedman, S. Ruhman,
M. Sheves, M. Ottolenghi, J. Phys.
Chem. B 2001, 105, 7042–7048.

83 R. R. Birge, T. M. Cooper, Biophys. J.
1983, 42, 61–69.

84 K. Edman, P. Nollert, A. Royant,
H. Belrhali, E. Pebey-Peyroula, J. Hajdu,
R. Neutze, E. M. Landau, Nature 1999,
401, 822–826.

85 B. Schobert, J. Cupp-Vickery, V. Hornak,
S. O. Smith, J. K. Lanyi, J. Mol. Biol.
2002, 321, 715–726.

86 Y. Matsui, K. Sakai, M. Murakami,
Y. Shiro, S. Adachi, H. Okumura,
T. Kouyama, J. Mol. Biol. 2002, 324,
469–481.

87 K. Edman, A. Royant, P. Nollert,
C. A. Maxwell, E. Pebey-Peyroula,

J. Navarro, R. Neutze, E. M. Landau,
Structure 2002, 10, 473–482.

88 A. Maeda, Israel J. Chem. 1995, 35, 387–
400.

89 H. Kandori, N. Kinoshita, Y. Shichida,
A. Maeda, J. Phys. Chem. B 1998, 102,
7899–7905.

90 H. Kandori, M. Belenky, J. Herzfeld,
Biochemistry 2002, 41, 6026–6031.

91 K. Shimono, Y. Furutani, N. Kamo,
H. Kandori, Biochemistry 2003, 42,
7801–7806.

92 M. Shibata, N. Muneda, T. Sasaki,
K. Shimono, N. Kamo, M. Demura,
H. Kandori, Biochemistry 2005, 44,
12279–12286.

93 H. Kandori, Y. Shichida, J. Am. Chem.
Soc. 2000, 122, 11745–11746.

94 M. Shibata, T. Tanimoto, H. Kandori,
J. Am. Chem. Soc. 2003, 125, 13312–
13313.

95 M. Shibata, H. Kandori, Biochemistry
2005, 44, 7406–7413.

96 H. Kandori, Biochim. Biophys. Acta
2000, 1460, 177–191.

97 T. Tanimoto, Y. Furutani, H. Kandori,
Biochemistry 2003, 42, 2300–2306.

98 H. Kandori, Biochim. Biophys. Acta
2004, 1658, 72–79.

99 S. Hayashi, E. Tajkhorshid, K. Schulten,
Biophys. J. 2002, 83, 1281–1297.

100 S. Hayashi, E. Tajkhorshid, H. Kandori,
K. Schulten, J. Am. Chem. Soc. 2004,
126, 10516–10517.

101 A. Warshel, Nature 1976, 260, 679–683.
102 L. Salem, P. Bruckmann, Nature 1975,

258, 526–528.
103 R. S. H. Liu, A. E. Asato, Proc. Natl

Acad. Sci. USA 1985, 82, 259–263.
104 M. Garavelli, P. Celani, F. Bernardi,

M. A. Robb, M. Olivucci, J. Am. Chem.
Soc. 1997, 119, 6891–6901.





77

5
Non-Retinal Chromophoric Proteins
Marc Zimmer

5.1
Introduction

Although they are not related, photoactive yellow protein (PYP), green fluorescent
protein (GFP), and phytochromes are all discussed in this chapter that deals with
the cis-trans isomerization (CTI) of non-retinal binding proteins. All three systems
contain a chromophore that is attached to the protein and that undergoes CTI. In
this chapter we attempt to provide the reader with a brief introduction to PYP,
GFP, and phytochromes, and present a summary of the current understanding of
the CTIs that are central to the photochemistry observed in these systems.

5.2
Photoactive Yellow Protein

Photoactive yellow protein (PYP) was discovered 20 year ago in Halorhodospira
halophila, then known as Ectothiorhodospira halophila [1,2]. In several halophilic
purple bacteria it has a vital role in the avoidance response to blue light (photo-
taxis). It has been thoroughly studied as a model photoreceptor system and as the
structural prototype for the PAS class of signal transduction proteins. PYP has
125 amino acid residues in an a/b-fold with six antiparallel b-sheets and several
helices (see Fig. 5.1). The covalently bound p-coumaric acid chromophore is
linked to the only cysteine in the protein (Cys69) (see Fig. 5.1). Hellingwerf has
published an excellent review of the photophysical behavior of PYP [1].
Figure 5.1 shows a model of the PYP photocycle with all its distinguishable

steps (with transient UV/Vis spectroscopy). In its resting dark state, pG (also
referred to as P or PYP), the PYP chromophore is in an anionic trans conforma-
tion. The charge on the chromophore is stabilized by hydrogen bonding interac-
tions with Tyr42, Glu46, and Thr50. Blue light induces a trans to cis isomerization
of the C7–C8 bond, which is completed within a few picoseconds. Time-depen-
dent density functional theory has been used to suggest that the first thermally
stable photocycle intermediate, the cis Io state, is formed from the resting pG state



by crossing of the transition state barrier, and relaxation from the excited state to
the ground state by internal conversion [3]. This intermediate has a red-shifted
absorption spectrum and still retains its hydrogen bonds with Tyr42 and Glu46.
The C1–C7–C8–C9 dihedral angle (see Fig. 5.1 for numbering) of the Io intermedi-
ate has been calculated to be –80� [3], which corresponds with that observed in the
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Fig. 5.1 Detailed model of all distinguishable
steps (with transient UV/Vis spectroscopy) in
the photocycle of PYP [1]. The relevant
changes in the configuration of the chromo-
phore and in the surrounding functional
groups, at the various steps, are indicated in
the structural diagrams. The inner part of the
figure shows the structure of PYP, color-

coded according to the extent of structural
change in pB, as measured with NMR [10].
Atom numbering of the carbon atoms of the
chromophore is given in the inset corre-
sponding to pG. From Hellingwerf, K. J.,
Hendriks, J., Gensch, T. J. Phys. Chem. A 2003,
107, 1082–1094. Copyright (2003) American
Chemical Society, USA.



crystal structure of a cryogenically trapped early intermediate of the photocycle [4].
It has been suggested that the light energy that drives the photocycle is stored in
this highly strained cis conformation [3,5]. Within nanoseconds several relaxation
processes of the strained chromophore and the hydrogen bonding network lead to
the relaxed, pR, intermediate (also known as I1 or PYPL). Vibrational spectroscopy
has been used to show that the hydrogen bond between Glu46 and the anionic
chromophore is the same in the dark trans pG state as it is in the cis pR state [6].
Protonation of the cis p-coumaric acid chromophore in the pR state through intra-
molecular proton transfer leads to conformational changes in the protein. The
proton transfer to the blue-shifted intermediate, pB (also referred to as I2 or
PYPM) occurs from either Glu46 or the solvent. In the solid state these structural
changes are fairly minor [4,7–9], but in solution there are major differences [10].
It has been proposed that the structural changes associated with the protonation

of the chromophoric phenol are responsible for the signal transduction by the pB
state. The pBfipR conversion is photoreversible and its kinetics have been exam-
ined [11]. Calculations [12] have shown that proton transfer is much more likely in
the cis pR state than in the initial dark trans pG state. The PYP photocycle is com-
pleted by the pB state relaxing back to the pG dark state. This deprotonation and
reisomerization is pH-dependent (s = 140 ms). It has been shown that isomeriza-
tion of the deprotonated chromophore is faster than for the protonated form,
therefore it has been suggested that protonation precedes isomerization.
Since PYP is one of the most well-characterized photosensors it has attracted a

lot of attention from computational chemists. Robb et al. have used a QM/MM
molecular dynamics strategy to examine the complete photocycle of PYP [12]. By
comparing the behavior of the chromophore in vacuo with that of the chromo-
phore within the protein they were able to determine the “chemical role” of the
protein cavity. They found that CTI of the chromophore does not occur in vacuo,
however in the protein the isomerization is facilitated by electrostatic stabilization
of the chromophore’s excited state with the guanidium group of Arg52 that lies
just above the negatively charged phenolate of the chromophore.
A similar study by Yamada et al. [13] concluded that the protein prevents the

chromophore from adopting a completely planar structure. Based on their calcula-
tions they proposed that the efficiency of photoisomerization in PYP is due to the
asymmetric protein–chromophore interaction that can serve as the initial acceler-
ant for the light-induced photocycle. They also found that the C4–C7–C8–C9 dihe-
dral always twists counterclockwise.
PYP is a perfect example of how a CTI of a small prostetic group can lead to

large conformational changes within a protein.

5.3
Green Fluorescent Protein and Other GFP-like Proteins

Green fluorescent protein (GFP), its mutants and homologs are widely used as
biological markers [14–17]. They are particularly useful due to their stability, and
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the fact that the chromophore is formed in an autocatalytic cyclization that does
not require a cofactor. This means that unlike most other bioluminescent report-
ers GFP fluoresces in the absence of any other proteins, substrates, or cofactors.
Furthermore, it appears that fusion of GFP to a protein does not alter the function
or location of the protein. This has enabled researchers to use GFP as a tracer in
living systems and it has led to GFP’s widespread use in many areas of modern
science, such as cell dynamics and development studies.
GFP from the jellyfish Aequorea victoria has 238 residues, which form 11

b-sheets arranged in a barrel shape (Fig. 5.2). The barrel is a nearly perfect cylin-
der with a height of 42 
 and a radius of 12 
. The chromophore is located in the
middle of the so-called b-barrel and deletion mapping experiments have shown
that nearly the entire structure (residues 2–232) is required for chromophore for-
mation and/or fluorescence [18].

Fig. 5.2 Crystal structure of green fluorescent protein [70]
with the chromophore shown as light CPK spheres. Thr62
and Phe165 are largely responsible for restricting the cis-trans
isomerization of the chromophore.

The autocatalytic chromophore formation in GFP (Scheme 5.1) is comprised of
three steps: formation of the 5-membered imidazole ring by nucleophilic attack of
the Gly67 amide nitrogen on the Ser65 carbonyl carbon, dehydration of the Ser65
carbonyl oxygen, and oxidation of the Ca–Cb bond to form the conjugated chromo-
phore [19–23]. The initial precyclized GFP is referred to as immature GFP and is
nonfluorescent. Two different mechanisms have been proposed for the chromo-
phore maturation: a cyclization–oxidation–dehydration mechanism [24] and a con-
jugation trapping mechanism [25].
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Scheme 5.1 Chromophore formation in green fluorescent protein.

Wild-type GFP has a major absorption at 398 nm [26] and a minor absorption at
475 nm with a shoulder on the red edge [27,28]. Excitation at 398 nm results in an
emission maximum at 508 nm, while irradiation at 475 nm produces an emission
with a maximum at 503 nm [20]. It is generally accepted that the two absorptions
are due to GFP existing in two different substates, one in which the chromophore
is in the neutral phenolic form (A state) and the other in which it is in the anionic
phenolate form (B state). Based on the observation that the Y66H mutant only
absorbs at 384 nm [20], changes in the absorption and fluorescence spectra that
accompany other mutations, and the crystal structure of the Y66H mutant [29], a
mechanism shown in Fig. 5.3 was proposed for the photoisomerization of wild-
type GFP [20,29,30]. The neutral form of the chromophore can convert to the an-
ionic species (B) by going through an intermediate state (I). In going from the
neutral chromophore (species A) to the charged chromophore (B) the Tyr66 phe-
nolic proton is shuttled through an extensive hydrogen bonding network to the
carboxylate oxygen of Glu222. It has been proposed that the B state can also be
irreversibly formed by decarboxylation of Glu222 [31,32].
The change from forms A to I is solely a protonation change, while the change

from I to B is a conformational change with most changes occurring at Thr203.
The A and B states are populated in a 3:1 ratio at equilibrium. Spectral hole-burn-
ing experiments have shown that the ground state of form I is higher in energy
than both the ground states of A and B, and that it is separated from them by en-
ergy barriers of several hundred wavenumbers [28]. Ultrafast multipulse control
spectroscopy has been used to show that there are in fact two distinct anionic
groundstate intermediates, I1 and I2 [33].
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In the excited state the barrier between A* and I* is low whereas that between
I* and B* is at least 2000 cm–1. Upon excitation of the A state an excited-state pro-
ton transfer occurs in which the proton is transferred from the chromophore to
Glu222 in a time-scale of the order of picoseconds. Following radiative relaxation
from the excited-state intermediate (I*) the systems returns to the ground state A
through the ground state intermediates I1 and I2. Excitation of the anionic B state
results in direct emission from the excited state (B*) at 482 nm. This description
of the photophysical behavior of GFP is shown in the inset of Fig. 5.3, and has
been partially validated by the interpretation of the absorption and Stark spectra
of the wild type, the S65T and Y66H/Y145F GFP mutants [34]. The electronic
spectra show that the excitation of species A only involves a small charge displace-
ment, while excitation of species B involves a significant change from the ground
state. Since the intermediate state (I) is structurally similar to both the ground
and excited state of species A and electronically similar to the ground and excited
state of species B, the protein has to undergo structural changes in going from
state A to state B. Additional evidence comes from Raman studies [35] and the X-
ray structure of S65T at low pH, which shows that there is no hydrogen bonding
interaction between the side-chain of Thr203 and the phenolic oxygen of the chro-
mophore at low pH, while the side chain v1 dihedral of Thr203 rotates by 100� to
form a hydrogen bond in the high pH structure [36].
The photophysical behavior of GFP described above and summarized in the

inset in Fig. 5.3 is further complicated by transitions between bright and dark
fluorescent states. At the single molecule level these transitions are responsible
for the reversible fast blinking and photobleaching that has been observed in sin-
gle protein experiments [37–39]. The most commonly accepted models used to
explain these observations are based on nonradiative relaxation pathways between
the excited and ground state that involve torsional changes of the j and s dihe-
drals of the chromophore shown in Fig. 5.4.
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3 Fig. 5.3 Proposed mechanism for the photo-
isomerization of wild-type green fluorescent
protein. The neutral form of the chromophore
(A) can convert to the anionic species (B) by
going through the intermediate state (I). In
going from the neutral species (A) to the
charged species (B) the Tyr66 phenolic proton
is shuttled through an extensive hydrogen
bonding network to the carboxylate oxygen of
Glu222. The change from forms A to I is
solely a protonation change, while the change
from I to B is a conformational change with
most changes occurring at Thr203. The inset
shows the fluorescence mechanism [15].
Upon excitation of the A state an excited-state
proton transfer (ESPT) occurs in which the
proton is transferred from the chromophore

to Glu222 in a time-scale of the order of pico-
seconds. Following radiative relaxation from
the excited state intermediate (I*) the system
returns to the ground state A through the
ground state intermediates I1 and I2 [33].
Excitation of the anionic B state results in
direct emission from the excited state (B*) at
482 nm. Recently a nonfluorescent dark state,
state C, has been observed that is distinct
from states A and B and absorbs at higher
energies [52]. The C state, perhaps the neutral
trans form of the chromophore, may be popu-
lated by nonradiative decay from A* and it
maybe depopulated by excitation to the
excited C* state with trans-cis isomerization to
repopulate state A.
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Fig. 5.4 The s (N1–C1–C2–C3) and j (C1–C2–C3–C4) dihedral angles of the green
fluorescent protein chromophore. In the protein R1 is Gly67 and R2 is Ser65, and in
HBDI, an often used model compound, R1 = R2 = CH3. In s one-bond flips (s-OBF)
the dihedral rotation occurs around the s torsional angle, in a j-OBF it is around the
j dihedral angle, in a hula twist (HT) the j and s dihedral angles concertedly rotate.

A model for the light/dark behavior of GFP has been proposed [40]. It is based
on quantum mechanical calculations of the energy barriers for the j and s one-
bond flips (OBF) and the j/s hula twists (HTs) that were calculated in the ground
and first singlet excited states for a small nonpeptide model compound. Figure
5.5 shows the calculated energy profiles.
While the planar geometries are the ground state minima this is not necessarily

so for the excited state, in fact in some cases the excited state has an energy mini-
mum with a perpendicularly twisted chromophore. According to the calculations
the ground and excited states for the s-OBF and HT in the neutral form (A) and
the j-OBF in the zwitterionic form come very close to each other. It has been pro-
posed that this can lead to fluorescence quenching nonadiabatic crossing (NAC).
Figure 5.6 shows a model for the photophysical behavior of GFP [41]. According

to the model the excited A state of the chromophore can undergo an excited-state
proton transfer (ESPT) to form the excited intermediate form, I* (pathway A2),
which emits radiation at 505 nm (pathway I1), or the excited A state can undergo
fluorescence quenching NAC by means of a s-OBF or a HT (pathway A3). Excita-
tion of the anionic B state leads to excited B* which fluoresces (B1). The model
also contains a zwitterionic form that has not gained much acceptance in the lit-
erature.
Model compounds of the chromophore do not fluoresce in solution. This is pre-

sumably due to the lack of constraints imposed by the protein environment. The
excited state of the model compounds can freely rotate around their j and s di-
hedral angles, which allows NAC to occur, resulting in fluorescence quenching.
Fluorescence can, however, be obtained by lowering the temperature to 77K, this
presumably freezes the solution and imposes steric barriers to rotation. Similar
behavior is observed when the protein is denatured – the fluorescence yield
decreases by at least three orders of magnitude [42]. Furthermore, chromophore
model compounds that are non- or minorly substituted emit minimal fluores-
cence, while sterically bulky substituents modify the equilibrium between radia-
tive and nonradiative deexcitation pathways, making the sterically hindered com-
pounds more fluorescent [43].

84



5.3 Green Fluorescent Protein and Other GFP-like Proteins

The radiationless decay has been investigated by ultrafast polarization spectros-
copy [44] and time-resolved fluorescence [45,46]. The results confirm that
the radiationless decay occurs by an ultrafast internal conversion, due to intramo-
lecular motion about the bridging bond of the chromophore in the excited state,
that the isomerization is nearly barrierless, and that there is only a very weak
dependence on medium viscosity, thereby implying that the isomerization occurs
by a volume-conserving motion such as a hula twist [47].
A volume analysis of the s and j 90� OBFs and HTs in a GFP chromophore

model compound, revealed that the s-OBF displaces a larger volume than both the
HT and the j-OBF. However, the HT and j-OBF processes displace the same vol-
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Fig. 5.5 Models of the green fluorescent pro-
tein chromophore in the neutral, anionic, and
zwitterionic forms used in the quantum che-
mical calculations, shown in those resonance
structures that best represent the calculated
bond orders. Rotation by 180� around j
leaves the structure unchanged. The config-
urations displayed represent s = 0� and are
referred to as cis configurations. The upper
panels show energy profiles for rotation
around the dihedral angles s and j and for

the hula twist (HT) motion in the ground and
first singlet excited states. Calculated values
are marked by dots, and the Gaussian profiles
are shown as visual aid. Note that, for these
calculations the dihedral angles were fixed
while relaxing all other degrees of freedom.
From W. Weber, V. Helms, J.A. McCammon,
P.W. Langhoff, Proc. Natl Acad. Sci. USA 1999,
96, 6177–6182. Copyright (2000) National
Academy of Sciences, USA.
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ume, and therefore the volume-conserving property of the HT is not a sufficient
reason for the excited chromophore to undergo a HT [48].
Interestingly ab initio calculations on a chromophore model compound have

shown that a correlated torsion about a double bond and its adjacent single bond
exists in both the gas and solution phases, implying that a HTmay occur even in
the absence of volume-conserving requirements [49].
According to molecular mechanics calculations the protein matrix of wild-type

GFP forms a cavity around the chromophore that is complementary to an excited
state conformation in which the phenol and imidazolidinone rings are perpendic-
ular to each other – a conformation that was obtained by a concerted s and j 45�
HT [48]. Therefore even though an HTmotion in wild-type GFP may not be more
volume conserving than the j-OBF, it still occurs as it is intrinsically favoured
[49] and is complementary with the protein matrix surrounding the chromophore.
Similar behavior has been proposed for PYP [13].
Ramachandran-type plots in which the s and j dihedrals of the chromphore

within the GFP protein matrix were systematically varied [50] showed that there
are two minima for all protonation states, one at s = 60 – 30� and j = 120 – 30�,
and the other at s = 60 – 30� and j = –60 – 30�, and that the protein environment
of GFP allows the chromophore some rotational freedom, especially by a HT or in
the j dihedral angle (Fig. 5.7). There is a significant energy barrier for s = 180–
270�, therefore a cis-trans photoisomerization cannot occur by a 180� rotation of
the j dihedral angle. The protein exerts some strain on the chromophore when it
is planar, and the only reason planar chromophores are found in GFP is due to
their delocalized p-electrons. These results have been confirmed by molecular
dynamics simulations of the chromophore with freely rotating s and j dihedral
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Fig. 5.6 Model for the photophysical behavior
of green fluorescent protein [40]. Excited
states are labeled by asterisks. Barriers may
exist for processes of types 2 and 3. Excitation
arrows have been omitted for simplicity. The
relative free energies of the ground state forms

A (neutral), B (anionic), I (intermediate) and
Z (zwitterionic) depend on the protein envir-
onment. From W. Weber, V. Helms, J.A.
McCammon, P.W. Langhoff, Proc. Natl Acad.
Sci. USA 1999, 96, 6177–6182. Copyright
(2000) National Academy of Sciences, USA.
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angles [50]. We have recently shown that wild-type GFP is not an anomaly, most
of the GFP and GFP-like proteins in the protein databank have a protein matrix
that is not complementary with a planar chromophore [51]. When the p-conjuga-
tion across the ethylenic bridge of the chromophore is removed, the protein
matrix will significantly twist the freely rotating chromophore from the planar
structures found in the crystal structure. These calculations [51] were done by
minimizing, with freely rotating s and j dihedral angles, the crystal structure of
38 GFP analogs and mutants found in the protein databank.

Fig. 5.7 Ramachandran plot of the s vs. j dihedral angles of the chromophore in
GFP with a protonation state of –Oy,N,Glu–. See Fig. 5.4 for the definition of the
dihedral angles. Energy contours increase in energy from purple through blue and
yellow to red, each contour line corresponds to an energy difference of 28 kJ/mol.
The two lowest energy minima are at s = 27� and j = –27�, and s = 31� and j = 150�.
The white two-headed arrows show the low-energy hula-twist pathway from the planar
chromophore to the perpendicularly twisted chromophore.

According to the calculations for a chromophore model in state A, summarized
in Fig. 5.6, NAC can occur when the two rings making up the chromophore are
twisted perpendicularly to each other. In Figs 5.3 and 5.6 we saw that the excited
state A* could undergo ESPT to the I* state or that the phenol and imidazolinone
rings of the chromophore can twist relative to one another before undergoing
NAC and relaxing back to the A state. However it also possible that the two rings’
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systems could continue their rotation passed the perpendicular form which
undergoes NAC, and form the trans isomer. Recently a nonfluorescent dark state,
state C, has been observed that is distinct from states A and B and absorbs at high-
er energies [52]. Based on spectroscopic and computational studies of a yellow
mutant of GFP it has been suggested that the dark C state is a neutral form of the
chromophore that is less hydrogen-bonded than the neutral A state – perhaps the
neutral trans form of the chromophore. The C state maybe populated by nonradia-
tive decay from A* (switching off fluorescence) or it maybe depopulated by excita-
tion to the excited C* state with trans-cis isomerization to repopulate state A (see
inset in Fig. 5.3) [52]. It has been suggested that this on/off switching of GFP can
be used as optical memory elements [15]. To the best of my knowledge, the only
examination of the protein barrier to cis-trans isomerization are the Ramachan-
dran type plots mentioned above which showed that there was a sizable barrier to
a 180� rotation in the s dihedral angle of wild-type GFP. However, it is quite possi-
ble that the barrier to rotation is much smaller in the yellow GFP variants than in
wild-type GFP [40].
More than 50 crystal structures of GFP, GFP mutants, and GFP analogs have

been deposited in the protein databank [53], and of these two have their chromo-
phore’s oriented in a trans configuration. They are the intensely colored blue non-
fluorescent pocilloporin pigment [54], which has a distinctly nonplanar trans con-
figuration with most of the deviation from planarity occurring due to j rotation,
and a GFP-like protein from the sea anemone, Entacmaea quadricolor (eqFP611)
[55].
Lukyanov et al. [56] have also proposed that CTI can occur in some GFP-like

proteins, where it leads to a dark nonfluorescent state. They based their CTI
model on some GFP-like proteins they have isolated. The majority of GFP-like
proteins, such as DsRed, are fluorescent and have been isolated from corals. How-
ever, there are some nonfluorescent proteins that are in the so-called “chromo”
state (“The chromo state indicates that the protein has a high extinction coeffi-
cient but a low quantum yield, whereas in the fluorescent state the protein is char-
acterized by a high quantum yield.”) [56]. Most interesting of these is asCP, a
unique nonfluorescent GFP-like protein discovered in the sea anemone Anemonia
sulcata [57]. Initially nonfluorescent, asCP can be made to fluoresce (kindled) by
intense green light irradiation. After kindling the protein relaxes back to its non-
fluorescent state, or it can be quenched instantly by short blue light irradiation.
Using site-directed mutagenesis Lukyanov et al. were able to create asCP

mutants that were always fluorescent, and some that were nonfluorescent and
could not be kindled. On the basis of their findings they proposed that GFP-like
molecules with the chromophore in the cis conformation were fluorescent, while
those with a trans conformation were nonfluorescent. In asCP the initial state has
a trans chromophore – it is nonfluorescent. However, upon kindling the chromo-
phore adopts the cis conformation and becomes fluorescent. Table 5.1 sum-
marizes this hypothesis.
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Table 5.1 Possible chromophore conformations in GFP-like
proteins and their photophysical consequences.

Proteins cis-Chromophore trans-Chromophore

GFP Initial state, fluorescent Dark state, nonfluorescent

Known fluorescent coral proteins Initial state, fluorescent

Known chromophoric coral proteins Initial state, chromo,
nonfluorescent

asCP Kindled state, fluorescent Initial state, chromo,
nonfluorescent

The crystal structure of the dark state of asCp has recently been released [58],
and as predicted it is in the trans conformation. However the chromophore has
only one covalent link to the protein. Fragmentation of the protein has occurred –
this has been shown to be an intrinsic step in the maturation of the asCP chromo-
phore. The cleavage of the Cys62–chromophore bond (asCP numbering) may pro-
vide the chromophore freedom of movement not observed in GFP and other GFP-
like proteins – by lowering the activation barriers for cis/trans conformational tran-
sitions it may be responsible for asCP kindling abilities.

5.4
Phytochromes

Light perception in plants is governed by a series of photoreceptors that can be
classified into three groups – the phytochromes, cryptochromes, and phototro-
pins. Originally phytochromes were defined as the receptors that were responsible
for the red and far-red reversible, plant responses [59]. However they have also
been found in bacteria (even in nonphotosynthetic bacteria). They are typically
homodimers consisting of two polypeptides with a molecular weight of ~125 kDa,
each containing a linear tetrapyrrole (bilin) chromophore that is covalently linked
to a conserved cysteine by a thioether bond. Attachment of the bilin prosthetic
group is autocatalytic. Phytochromes typically form covalent adducts with phyto-
chromobilin (PUB) but can also bind other phycobilin analogs (see Fig. 5.8). The
bilins adopt cyclic porphyrin-like conformations in aqueous solution. Upon asso-
ciation with proteins they form more extended conformations that alter the path-
ways for light deexcitation [60]. The open chain bilin has 64 isomers that differ in
their methine bridge configurations (Z/E) and conformations (syn(s)/anti(a)).
Phytochromes undergo a cis/trans photoisomerization of the bilin, which leads to
substantial changes in the conformation that presumably results in the photo-
signaling response that regulates plant growth and development [61].
One of the distinguishing characteristics of phytochromes is a reversible photo-

isomerization between a red light-absorbing form known as Pr (kmax = 666 nm),
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and the far red-absorbing form termed the Pfr form (kmax = 730 nm) [62]. Depend-
ing on the species, either Pr or Pfr can be the active form. Photoreversible reac-
tions such as this one play a key role in signal transduction; besides being found
in phytochromes they also have an important function in sensory rhodopsin I and
photoactive yellow protein [11]. The conformational differences between Pr and
Pfr have been observed using several techniques, including limited proteolysis,
cysteine labeling, circular dichroism, and chromatography [63]. Gartner and Bra-
slavsky have recently written a review of the molecular basis of bilin photochemis-
try and the role of the phytochrome protein [64].
Although there is no crystal structure of phytochromes, they have been the

focus of numerous spectroscopic studies [65,66]. Several intermediates have been
trapped by time-resolved experiments in both the Pr:Pfr and the Pfr:Pr interconver-
sions. The Pr:Pfr steady-state ratio is determined by the incident light. It is com-
monly accepted that the bilin adopts a ZZZ/asa configuration/conformation in Pr

that converts to ZZE/ass in Pfr. Conformational changes of the protein backbone
are required to maintain the high-energy Pfr state. The first step(s) in the photo-
conversion is a rapid isomerization (picoseconds) around the C15=C16 double
bond (see Fig. 5.8). This is followed by a series of slower conformational changes
(micro- and milliseconds) that occur in the dark phase. In oat phytochrome
(PhyA) three intermediates have been found in the PrgPfr conversion (lumi-R,
meta-Ra, and meta-Rc) and two were found in the reverse reaction (lumi-F and
meta-F) [67,68].
Recently a combination of resonance Raman spectroscopy and density func-

tional calculations has been used to examine the conformations of the phytochro-
mobilin structure of phytochrome phyA (oat) [69]. They conclude that the chromo-
phore is in the ZZZasa configuration, and that the reaction cycle is initiated by a
ZZZasa (Pr) fi ZZEasa (Lumi-R) photoisomerization followed by thermal relaxa-
tion steps that include at least a partial a to s single bond rotation at the methane
bridge A–B. This may explain the change in hydrogen bonding of the C=O group
of ring A that occurs with the formation of the Pfr precursor meta-Rc [65].
If phytochromobilin (PUB) is replaced with phycocyanobilin (PCB) the photo-

chemistry remains the same as described above. However if the D ring of the
chromophore is modified then differences in the time-course of the photoreaction
are observed [68].
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Fig. 5.8 Phytochrome autocatalytically forms adducts with
phytochromobilin (PUB) as well phycobilin analogs, such as
phytocyanobilin (PCB). The bilins are covalently attached by means
of a thioester bond through the site, indicated with the arrow,
and photoisomerize around the C15=C16 double bond.
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6
Fatty Acids and Phospholipids
Chryssostomos Chatgilialoglu and Carla Ferreri

6.1
Introduction

Lipids are a group of molecules with a wide structural diversity, classified together
for their insolubility in water [1]. The primary building blocks of most cell mem-
branes are glycerol-phosphate-containing lipids, generally referred to as phospho-
lipids. The general structure of an l-a-phosphatidylcholine is shown in Scheme
6.1, with two hydrophobic fatty acid chains in the positions sn-1 and sn-2 of l-gly-
cerol and the phosphorous-containing polar headgroup in sn-3 position.

Scheme 6.1 Structure of l-a-phosphatidylcholine (PC). R1 and R2 are fatty acid residues.

The hydrophobic part consists of fatty acid residues that are carboxylic acids
with a long hydrocarbon chain (up to 26 carbon atoms), saturated or unsaturated
with up to six double bonds. Some of the most common mono- and polyunsatu-
rated fatty acid (MUFA and PUFA) structures are shown in Scheme 6.2, with their
common names and the abbreviations describing the position and geometry of
the double bonds (e.g. 9-cis), as well as the notation of the carbon chain length
and total number of unsaturations (e.g. C18:1). Naturally occurring MUFA and
PUFA residues of glycerol-based phospholipids in eukaryotes generally have the
cis double bond geometry, and PUFA double bonds have the characteristic methyl-
ene-interrupted motif. Being the cis geometry connected with biological activities



then, during MUFA and PUFA biosynthesis this feature is strictly controlled by
the regiospecific and stereoselective enzymatic activity of desaturases [2].

Scheme 6.2 Common names and numerical abbreviations
of some natural fatty acids and examples of geometrical
isomers.

Research on cis-trans isomerization (CTI) of lipid double bonds focused both on
the conversion that occurs in some bacteria enzymatically and on trans isomers
that are present in mammalian cells after a dietary supplementation of chemically
modified fats [3,4]. It is known that cis/trans isomeric mixtures of fats result from
vegetable and fish oils manipulated through partial hydrogenation or deodoriza-
tion processes that are frequently utilized in the food industry. Nutritional and
epidemiological studies revealed some harmful effects of these unnatural lipids
for human health. However, it must be pointed out that in the chemical manipu-
lation of oils the structures of trans fatty acid residues consist of geometrical and
positional isomers with unshifted and shifted double bonds compared with the
natural cis compounds. With the name “trans lipids” we indicate these unnatural
geometrical and positional isomers. It has to be mentioned for clarity that there
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are a few natural lipids that exist only in the trans configuration, such as conjugat-
ed linoleic acid isomers, sphingolipids, and isoprene lipids.
A number of studies have confirmed that the broad spectrum of lipid mixtures

plays an important role in the adaptability and flexibility of the cell membrane to
environment necessities. The cell membrane is also a supporting matrix for pro-
teins involved in many cellular processes, and therefore its physical and chemical
properties can directly or indirectly affect cell metabolism. The isomerization of
the cis double bond present in MUFA and PUFA residues of membrane phopsho-
lipids to the corresponding more thermodynamically stable trans isomer is one of
the lipid structural changes that has recently attracted the interest of diverse
research areas. Geometric isomerism has become a topic of research involving
several disciplines, such as microbiology, chemistry, biochemistry, pharmacology,
nutrition, and medicine [3–5]. Recent work showing that the geometrical cis to
trans lipid conversion can occur by a free radical process in a biological environ-
ment has certainly contributed to the interdisciplinary context of this subject [6,7].
The results of these fields aim at a global understanding of the occurrence of the
cis-trans lipid conversion and its role in cell network signaling and membrane
functioning.

6.2
Enzyme-Catalyzed Cis-Trans Isomerization of Unsaturated Fatty Acid Residues
in Bacteria

In living cells, membrane properties such as permeability and “fluidity” have to be
flexible to the various conditions; therefore there are different mechanisms to
effect the necessary modification. Focusing on phospholipids, these mechanisms
include changing the saturated/unsaturated ratio, changing the chain length or
branching of the fatty acid residues, and the phospholipid polar headgroup. There
is a strict correlation between the physical properties of biological membranes,
going from a highly ordered to a fluid liquid crystalline phase, and the composi-
tion of lipids and fatty acid residues, hence the corresponding physical properties
[8]. Saturated, cis and trans unsaturated phospholipids display very different values
of phase transition temperatures (Tm) (the temperature at which the change be-
tween gel and liquid crystal phases occurs). For example, in the case of phosphati-
dylcholines (Scheme 6.1), where the R1 fatty acid substituent is fixed as C16:0,
and the R2 varies through the series C18:0, 9-trans–C18:1 and 9-cis–C18:1, Tm val-
ues are 41.5 �C, 35 �C and, –3 �C, respectively [9].
It is worth underlining at this point that the molecular shapes of saturated and

cis unsaturated lipids are quite different, since the cis geometry confers a kink in
the lipid hydrocarbon chain, with an angle of about 30� in the acyl chain. In con-
trast, the molecular shape of the saturated fatty acyl chain is straight, and it is
interesting to note that CTI corresponds to a “cancellation” of the bending,
because trans isomers, like saturated compounds, are also straight (Fig. 6.1).
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Fig. 6.1 This models shows the different molecular shape
and the total volume occupied by the cis isomer (left) and
trans isomer (right) of C18:1.

From the point of view of the bilayer self-organization, under physiological con-
ditions the packing order of the lipids and the rigidity of the lipid assembly fol-
lows the order: saturated > trans unsaturated > cis unsaturated. The gross mem-
brane property of “fluidity,” as well as permeability, follows the inverted order, so
that at a physiological temperature, the cis unsaturated residue ensures the most
“fluid” state to the lipid assembly. When a stress is applied to cells, the first sign is
an injury to specific membranes. Therefore, the greatest adaptive response occurs
in membranes in order to keep the fluidity at a constant value, despite the
changed environmental conditions. This adaptation, known as “homeoviscous
adaptation” [10], is effected through the variation in the fatty acid composition of
membrane lipids. In particular, the regulation of the degree of phospholipid satu-
ration is well known in animals and plants, where the higher fluidity is obtained
by the increase the double bond content [11–14]. Therefore, at low temperatures,
adaptation is afforded by enrichment of polyunsaturated lipids, whereas at high
temperatures the saturated fatty acid residues play the most important role for
keeping the right properties of the lipid assembly.
It was in the early 1990s that the cis and trans geometries of unsaturated lipids

were first discovered to be significantly involved in adaptation responses [4]. The
first reports concerned the response of the psychrophilic bacterium Vibrio sp.
strain ABE-1 [15] and of Pseudomonas putida P8 [16] to an increase in temperature
or the presence of toxic phenol concentrations, respectively. The researchers
detected in membranes trans lipids that were not dependent on growth, so that
they did not derive from a de novo synthesis. In fact, they were also present in
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nongrowing cells, when lipid biosynthesis is absent and the total saturated and
unsaturated fatty acid content cannot vary. Extending the analyses to other bac-
teria, it was shown that in obligate aerobic and anaerobic bacteria, biosynthesis
provides oleic or palmitoleic acid, respectively, but formation of trans double
bonds was not related to biosynthetic routes. The trans formation had an enzyme-
like behavior, which increases proportionally to the chemical or environmental
stress applied to the bacterial cultures. Only geometrical isomers (in particular
9-trans–C16:1) are found in anaerobic bacteria Pseudomonas sp. strain E-3, Pseudo-
monas putida, and Vibrio sp. strain ABE-1, as could be determined by gas chroma-
tographic analyses. It is worth noting that microbiologists can determine the
structure of the trans isomers present in bacterial lipids and the double bond posi-
tion along the hydrocarbon chain by preparing by dimethyl disulfide addition the
corresponding methylthio-derivatives, which have typical GC/MS spectra [17].
It was also observed that by adding a monounsaturated fatty acid, such as 9-cis–

C18:1 that is not present in P. putida P8, it could be incorporated in the mem-
brane, and under addition of toxic compounds, it was also converted to the corre-
sponding trans isomer [18]. The total amount of monounsaturated fatty acid
remained constant, but the cis/trans ratio changed according to the stress condi-
tions. This was the proof of a biological path carried out by a specific enzyme,
which worked without changing the position of the double bond but only its ge-
ometry. In addition, the system does not require ATP or any other cofactor such
as NADP(H), glutathione, or oxygen [15,16,19]. The independence from energy
providers could be explained by the higher thermodynamic stability of trans iso-
mers.
The existence of a cis-trans isomerase was first hypothesized and then proved by

cloning the cti gene from Pseudomonas strains, followed by purification and char-
acterization of the enzyme. Based on the cis-trans isomerase activity test in differ-
ent cell compartments, the cytoplasmic membrane was considered as the location
of the enzyme, where phospholipids are also present. However, the enzyme was
also purified from the periplasmic fraction and this fact was then explained
because the isomerase has an N-terminal hydrophobic signal sequence (ca.
20 amino acids), which is cleaved off after targeting the enzyme to the periplasmic
space [20]. The cis-trans isomerases are proteins of about 80 kDa molecular weight,
whose sequences have been deduced from sequencing the corresponding gene
[21]. Comparison of several cis-trans isomerase protein sequences has identified
them as heme-containing proteins of the cytochrome c-type [20,22–24].
The optimal pH of isomerases is 7–8. The cis-trans isomerase in the solvent-tol-

erant bacterium Pseudomonas putida S12 mainly works for the transformation of
palmitoleic acid (9-cis–C16:1) to its geometrical isomer 9-trans–C16:1. For exam-
ple, in case of the addition of 3-nitrotoluene, it gives a final cis/trans ratio of 32:68
[25]. The cis-trans isomerase isolated from Pseudomonas sp. strain E-3 is flexible
enough to convert the double bonds at positions 9, 10, or 11, but not those at posi-
tions 6 or 7, of cis-monounsaturated fatty acids having a chain length of 14, 15, 16,
or 17 carbon atoms. CTI is 400- to 450-fold more efficient than the reverse reac-
tion [22], and occurs on fatty acids in the free form. However, in the presence of
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membrane fraction, 9-cis–C16:1 residues esterified to phosphatidylethanolamine
are isomerized, but not those esterified to phosphatidylcholine. This leads to the
conclusion that in the Pseudomonas strain, where the levels of free fatty acids are
low, it is more likely that this enzyme works directly with phospholipids and, con-
sequently, the selectivity could stem from the recognition of the polar head.
No enzyme inhibition has been detected under anoxic conditions as well as in

the presence of chelating agents, but the activity was strongly inhibited by
1 mmol L–1 cathecolic antioxidants, such as a-tocopherol and nordihydroguaretic
acid. It is worth recalling that these compounds are also known as inhibitors of
lipoxygenase (LOX) activity [22]. Several other stress elicitors have been tested,
and it has been found that osmotic stress (caused by NaCl and sucrose), heavy
metals, heat shock, and membrane-active antibiotics are all able to activate the cis-
trans conversion [23,24].
Why do bacteria choose the cis-trans conversion as an adaptive response? Two

main factors can be considered: (1) In the presence of high temperature, salt
stress, or toxic compounds, the membrane fluidity and permeability have to
decrease. This can be achieved by increasing the saturated/unsaturated ratio,
which needs the activation of fatty acid biosynthesis, but this is only possible in
conditions of growth. On the other hand, having a mechanism independent from
the biosynthesis and directly effective on the cis compound allows a rapid modifi-
cation of membranes to occur. In this way, the organism can rapidly cope with
emerging environmental stress. After this response acting on a time-scale of min-
utes, other mid- and long-term mechanisms come into play, finally leading to a
complete adaptation. (2) Despite the similarity of the straight molecular shape in
saturated and trans lipids, the modifications induced in membrane properties are
not completely the same. Lipid packing in the trans isomers has a more ordered
state than in the cis isomers, and this has a substantial effect on the rigidity of the
membrane, as in the case of saturated lipids. However, the change from cis to
trans unsaturated double bonds does not have the same decreasing effect on
membrane fluidity, compared with the change from cis to saturated fatty acids
[26]. As will be described later (Section 6.3.3), model studies using liposome vesi-
cles have been performed to elucidate the different contributions given by saturat-
ed, cis and trans fatty acid structures. Among them, it is worth noting the recent
hypothesis of a basic contribution to the dimensions of the cell compartment
delimited by membranes of different fatty acid composition [27]. This leads to an
interpretation of the cis and trans geometries following an evolutionary point of
view, which means that the trans geometry is compatible with the prokaryotic
organisms, whereas only saturated and cis, and not trans, fatty acids have the opti-
mal balance for the dimension and functions of eukaryotic cells.
Up to now, enzymatic isomerization has been evidenced mainly in Pseudomonas

and Vibrio species. The fact that such an adaptation system was found in these
organisms explains their wide occurrence in all niches of a great number of eco-
systems, comprising soil, human skin, and water, also in comparison with other
Gram-negative bacteria or species lacking such adaptation.
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The molecular mechanism of enzymatic isomerization is far from being fully
understood. In a study of Pseudomonas sp. strain E-3 the similarity between cis-
trans isomerase and LOX was hypothesized on the basis of the common inhibition
given by antioxidants. However, chelating agents, which do not affect isomeriza-
tion, also inhibit LOX. A second mechanistic hypothesis was then formulated,
consisting of the hydration–dehydration mechanism, similar to the formation of
3-trans-enoyl-CoA from the corresponding cis isomer [28]. Another recent mecha-
nism was proposed based on analysis of carbon isotope fractionation of CTI [25].
Scheme 6.3 shows the proposed mechanism of CTI based on the enzyme–sub-
strate complex as an intermediate, which allows the rotation of the carbon–carbon
double bond to occur.
Since the involvement of the heme-binding motif was provided by site-directed

mutagenesis experiments on the cti gene of Pseudomonas putida P8, which causes
the loss of isomerization activity [29], the observed strong isotope fractionation
provided evidence that isomerization includes a binding of the substrate to the
active center of heme-containing protein of the cytochrome c-type. Future research
on the structure of cis-trans isomerase should allow the mechanism to be properly
defined.

–

Scheme 6.3 Proposed mechanism for the enzymatic cis-trans
isomerization of monounsaturated fatty acid by cti.

6.3
Radical-Catalyzed Cis-Trans Isomerization of Unsaturated Lipids and its Effect on
Biological Membranes

6.3.1
Geometric Isomerization of Unsaturated Fatty Acids in Solution

Reactive species such as RS., RSO2
., NO2

., or R3Sn. radicals and Br. or I. atoms
have been known for a long-time to induce CTI of double bonds by addition–elim-
ination steps [30]. Scheme 6.4 shows a reaction mechanism that consists of a re-
versible addition of reactive species X. to the double bond to form the radical
adduct 1. The reconstitution of the double bond is obtained by b-elimination of X.

and the result is in favor of trans geometry, the most thermodynamically favorable
disposition. Indeed, the energy difference between the two geometrical isomers of
prototype 2-butene is 1.0 kcal mol–1. It is worth noting that (1) the radical X. acts
as a catalyst for CTI, and (2) positional isomers cannot be formed as reaction prod-
ucts because the mechanism does not allow a double bond shift.
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• • •

Scheme 6.4 Reaction mechanism for the cis-trans isomeriza-
tion catalyzed by free radicals or atoms.

The efficiency of the isomerization process strongly depends on the characteris-
tic of the attacking radicals. The most relevant species from a biological point of
view are the thiyl radical (RS.) and nitrogen dioxide (NO2

.), since both radicals
have been connected to cellular processes. The CTI by RS. is an efficient process
and detailed kinetic data are available for the reaction of methyl oleate with
HOCH2CH2S. radical (cf. Scheme 6.4) [31–33]. On the other hand, the available
kinetic data for CTI by NO2

. suggest that it cannot be very efficient as an isomer-
izing species, and in a biological environment this reaction should not play a role
[6]. Moreover, thiols are known to be the dominant “sink” for NO2

. in cell/tissues
with generation of thiyl radical [34]. Therefore, in the biological environment
thiyl radicals are likely to be the most relevant isomerizing species.
CTI reactions of methyl linoleate [35], c-linolenate [35], and arachidonate [36]

catalyzed by thiyl radicals have been studied in some detail. Each isolated double
bond in PUFA behaves independently as discussed above. Indeed, the time pro-
files of methyl linoleate disappearance and formation of mono-trans and di-trans
isomers in these experiments indicated that the CTI occurs stepwise (Scheme
6.5). The number of possible geometrical isomers increases according to 2n, where
n is the number of double bonds, and the complete analysis may be difficult and
incomplete for high unsaturation as in the case of methyl arachidonate.

•

••

•

Scheme 6.5 Cis-trans isomerization of polyunsaturated fatty
acid residues catalyzed by thiyl radicals.

The CTI of unsaturated fatty acid residues of a variety of l-a-phosphatidyl-
cholines catalyzed by thiyl radicals were studied in alcoholic solutions. POPC (pal-
mitoyl oleoyl PC), DOPC (dioleoyl PC), and SAPC (stearoyl arachidonoyl PC), to-
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gether with soybean and egg yolk lecithins, which are a mixture of phosphatidyl-
cholines with different fatty acid chains, were used [31,35,37,38]. After transester-
ification of the phospholipids, the fatty acid methyl esters composition was deter-
mined by gas chromatographic analysis. The results are similar to the analogous
isomerization of fatty acid methyl esters (i.e. all cis double bonds isomerize with
the same efficiency independently of their location, affording only geometrical iso-
mers), and the step-by-step mechanism shown in Scheme 6.5 operates for PUFA
residues. Figure 6.2 illustrates the experiment with egg lecithin, where the time-
courses of disappearance of oleate (s), linoleate (d), and arachidonate (~) residues
are normalized to 100% for a better comparison. In the initial stage of the reaction,
the arachidonate residue (having four double bonds) isomerizes twice as fast as the
linoleate residue (having two double bonds) and 4 times faster than the oleate residue
(having one double bond). It is also worth underlining that the two mono-trans iso-
mers of linoleate residues are formed in the same amounts (see inset Fig. 6.2) as
occurs with the four mono-trans isomers of arachidonate residues.
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Fig. 6.2 Time profiles of disappearance of cis fatty acid residues
obtained by photolysis of egg yolk lecithin in isopropanol. Conditions:
15 mmol L–1 of fatty acid contents with 7 mmol L–1 HOCH2CH2SH at
22 �C. Inset: Time-courses of the formation of two mono-trans isomers
9-cis,12-trans–C18:2 and 9-trans,12-cis–C18:2.

6.3.2
Isomerization of Phosphatidylcholine in Large Unilamellar Vesicles

Liposomes such as large unilamellar vesicles obtained by extrusion technique
(LUVET) are generally accepted as close models of cell membranes. Figure 6.3
represents a sketch of a vesicle, where it can be seen that the system consists of
two distinct compartments – the aqueous and lipid phases. The phospholipid
polar heads face the aqueous internal and external phases, whereas the fatty acid
chains form the hydrophobic bilayer of the model membrane.
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Fig. 6.3 Schematic representation of Large Unilamellar Vesi-
cles made by Extrusion Technique (LUVET) and two potential
phosphatidylcholines. Thiyl radicals (RS.) are initially gener-
ated in the aqueous compartment and may enter the lipid
bilayer.

The CTI of unsaturated fatty acid residues in LUVET catalyzed by thiyl radicals
was also studied in some detail [31,35,37]. Trends of the reactivity indicated the
overall picture of geometric isomerization in model membranes by the action of
diffusible thiyl radicals. In particular, using vesicles made of egg yolk lecithin, it
was possible to demonstrate that the double bonds located closest to the mem-
brane polar region are the most reactive towards the attack of diffusing
thiyl radicals [37]. In the case of linoleic acid residues in vesicles, the double bond
in position 9 was more reactive than that in position 12. Also arachidonic acid res-
idues in vesicles were more reactive than oleic and linoleic acids, and two posi-
tions (i.e. the double bonds in 5 and 8) out of the four present in this compound
were transformed preferentially. From the studies carried out so far, arachidonic
acid residues in membrane phospholipids emerge as very important components
to be investigated, because they allow endogenous trans isomers, formed by radical
processes, to be distinguished from exogenous trans isomers derived from dietary
contribution.
In particular, investigations should focus on the erythrocyte membrane phos-

pholipids, which are the preferential storage place for arachidonic acid after bio-
synthesis. As shown in a previous section, nutritional investigations indicated that
trans fatty acids are incorporated in cell membranes because the trans dietary pre-
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cursors can be processed in vivo. In the case of arachidonic acid, as shown in the
biosynthetic paths of Scheme 6.6, two double bonds (positions 11 and 14) origi-
nate from linoleic acid, the precursor taken from the diet, whereas the two other
double bonds (positions 5 and 8) are formed by desaturase enzymes, which pro-
duce selectively the cis unsaturation. It is evident that the 5 and 8 double bonds of
arachidonic acid, stored in membrane phospholipids, can only have a cis config-
uration, unless these positions have been involved in an isomerization process
and converted to trans isomers.

9-cis,12-cis–C18:2

6-cis,9-cis,12-cis–C18:3

8-cis,11-cis,14-cis–C20:3

5-cis,8-cis,11-cis,14-cis–C18:3

Scheme 6.6 Enzymatic fatty acid transformation.

Some insights on thiyl radical formation in a biological environment and its
consequences to the unsaturated membrane lipids have recently been gathered
during the study of a biomimetic model of liposomes in the presence of some sul-
fur-containing proteins. A new tandem radical damage has been proposed, which
couples the generation of thiyl radicals from the protein damage and the forma-
tion of trans lipids in the membrane bilayer [38]. Since the early 1960s it has been
known that damage caused by hydrogen atoms H. to a protein, namely ribonu-
clease A from bovine pancreas (RNase A), affords the release of the low-molecu-
lar-weight thiol moiety CH3SH [39]. This knowledge has been used in the design
of a biomimetic model, composed of a cis-unsaturated lipid vesicle (dioleoyl phos-
phatidylcholine, DOPC) and RNase A, to correlate the formation of thiyl radicals
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with the lipid damage. The protein was used at micromolar levels and lipid con-
centration was at millimolar level. The system underwent c-irradiation, which
induces the release of a low-molecular-weight thiol from the methionine residues.
From the thiol under radical conditions, the reactive and highly diffusible
thiyl radical species CH3S. could be formed. This rapidly diffuses in the lipid
bilayer, causing isomerization of the double bonds (Scheme 6.7). Indeed, the for-
mation of trans residues in the vesicles occurred by the catalytic cycle of the isom-
erization, thus amplifying the thiyl radical generation since the first instant of
irradiation. Therefore, it is evident that the isomerization can be proposed as a
very sensitive tool for detecting this type of protein damage at nanomolar level,
which could be very difficult to test by analytical techniques. Extension of this
model to other methionine-containing proteins (amyloid-b peptide [60], enkepha-
lins) could provide a full evaluation of this damage, also in relationship with some
human diseases.
It is worth noting that the radical damage to methionine-containing peptides

and proteins consists of a desulfurization process, which leads to the replacement
of a methionine residue with an a-aminobutyric acid in the sequence. This could
be a posttranslational modification, which is linked to a postsynthetic modifica-
tion of lipids by the above-reported tandem mechanism. A chemical biology
approach can be proposed involving lipidomics and proteomics, in order to config-
ure the metabolic changes related to a radical stress.
The conclusive picture emerging from the chemical studies under biomimetic

conditions is that thiyl radicals are efficient catalysts for CTI of lipids in bilayers,
and this process cannot be ignored when considering radical damage to biological
components.

• •

• • •

Scheme 6.7 Proposed mechanism for the formation of
thiyl radicals from methionine-containing proteins under
c-irradiation.

6.3.3
Biological Consequences

As previously recalled, enzymatic CTI in eukaryotic cells is unknown and the
presence of trans fatty acid isomers in humans has been generally attributed to
exogenous sources. After a series of studies in several countries it was found that
trans fatty acid isomers can give harmful effects on health, involving risk factors
of heart attack and coronary artery disease, impairment of fetal and infant growth
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and inhibition of lipid metabolic pathways. Detailed information on these effects
can be found in several studies, reviews, and books [3,40–42]. Recently, new regu-
lations in the USA establishes that by 2006 the trans content must be indicated in
the nutritional information about foods [43].
Whether an endogenous path by free radical transformation could account for

trans isomer formation had still not been demonstrated, until recently. The work-
ing hypothesis started from the fact that several radical-based processes occur dur-
ing normal cell metabolism [44], and a certain number of thiyl radicals could be
derived from the intracellular sulfur-containing compounds. From the biomimetic
models described in the previous section, it was clear that an isomerization pro-
cess, not to be confused with a dietary contribution, could be evaluated by the
detection of mono-trans isomers of arachidonate in membrane phospholipids.
The isomer trends of the models were very useful for helping the identification of
isomers. Cell cultures of human leukemia cell lines (THP-1) were incubated in
the absence and presence of thiol compounds, ensuring that no trans compounds
could come from the medium [45]. In parallel experiments, some millimolar lev-
els of thiol compounds were added to the cell cultures during incubation, and the
comparison of isomeric trends was carried out. A basic content of trans lipids in
THP-1 cell membranes could be found during their growth without thiol, and
after the addition of the amphiphilic 2-mercaptoethanol, it increased to 5.6% of
the main fatty acid residues. Moreover, when a radical stress by c-irradiation is
artificially produced in the cell cultures added with thiol, a larger isomerization
effect could be seen, with trans lipid formation up to 15.5% in membrane phos-
pholipids. The fatty acid residues most involved in this transformation were ara-
chidonate moieties, as expected.
This result can be considered as the first evidence for a geometrical change

induced in the biological environment under radical stress, and it opens new per-
spectives for the role of trans lipids in the lipidome of eukaryotic cells.
What is the relevance of trans lipid geometry for biological consequences? As

previously recalled, some trans isomers are natural, such as the conjugated iso-
mers of linoleic acid. Because of this, the biological consequences of trans isomers
cannot always be considered to be negative [46]. The whole scenario is not yet
available. Some biological effects of trans lipids during cell metabolism have been
examined, in particular for their interaction with lipid enzymes. In fact, they can
enter the lipid cascades or be incorporated in membrane phospholipids, but give
rise to different molecules, which can influence cell properties and functions
[47,48].
In the case of polyunsaturated substrates, some mono-trans isomers have been

prepared by total synthesis and examined in biological assays, showing that the
mono-14-trans isomer of arachidonic acid can react with cytochrome P450 epoxy-
genase, a monooxygenase enzyme present in rat liver microsomes. The corre-
sponding epoxide is produced, and this indicates that a natural pathway produces
an unnatural compound [49]. Also the degradation of trans-unsaturated fatty acids
by b-oxidation in peroxisomes has been tested, using the model of Saccharomyces
cerevisiae [50]. Efficient cell growth with elaidic acid was found and the need for
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b-oxidation auxiliary enzymes to metabolize the trans double bond in the odd-
numbered position of linolelaidic acid (i.e. position 9) was also reported [51].
There are other cases of inhibition of lipid enzymatic pathways by trans fatty

acid isomers. The above reported mono-14-trans isomer of arachidonic acid is
inhibitor of the synthesis of thromboxane B2 and, therefore, can prevent rat plate-
let aggregation [52]. The transformation of mono-trans isomers of linoleic acid by
rat liver microsomes showed that the 9-cis,12-trans isomer is better desaturated,
whereas the 9-trans,12-cis isomer (Scheme 6.1) is better elongated [53].
trans Lipid structures can be also considered as antisense analogs of natural all-

cis PUFA molecules, and thiyl radical-catalyzed CTI represents an easy access to
all-trans polyunsaturated compounds. A chemical biology approach can be used to
address the significance of cis geometry in cells. A recent study of the activity of
all-trans isomer of arachidonic acid (i.e. 5-trans,8-trans,11-trans,14-trans–C20:4) in
rabbit platelet aggregation, showed that it is 10 times less active than the natural
substrate, but at micromolar levels it is an efficient inhibitor of the response
induced by the platelet aggregating factor (PAF) [54].
As different biological activities are displayed by each trans isomer, a careful

determination of the type and concentration of these unnatural compounds in
vivo is needed. In particular, the characterization of membrane lipids containing
arachidonic residues can be important for functional lipidomics, in order to
achieve a clear understanding of the contribution from endogenous or exogenous
processes to the presence of trans isomers in vivo. Moreover, if one considers the
close relationship established between free radical processes and human patholo-
gies and aging, the functional lipidomic approach involving arachidonate geomet-
rical isomers could provide additional useful information on the role of radical
stress conditions in health and diseases [7]. This is a challenge for sophisticated
analytical techniques, able to separate and identify all possible isomers, especially
in the complicated case of PUFA. In fact, as previously pointed out (Section 6.3.1),
the number of geometrical isomers for an unsaturated compound (equal to 2n)
can be very high (for example, for a C22:6 fatty acid, 26 = 64). The presence of a
trans lipid library achieved by radical CTI can help to simplify this issue, starting
from the recognition between geometrical and positional isomers.
We have previously mentioned that lipids make part of the membrane architec-

ture, which has the typical bilayer arrangement due to the phospholipid supramo-
lecular organization. This leads to biological consequences – the composition of
fatty acid residues with saturated and unsaturated hydrocarbon chains is crucial
to regulate membrane properties, maintaining the best balance for cellular func-
tioning and also survival. Vesicle models made of phosphatidylcholines with satu-
rated and unsaturated fatty acid residues are useful for studies of permeability
and “fluidity.” Several studies have compared the effects of saturated, cis and trans
unsaturated residues. An example is given in Fig. 6.4 for vesicles made up of dif-
ferent phospholipid compositions.
In this study, vesicles made of a saturated phosphatidylcholines (open circles),

that is, dipalmitoylphosphatidylcholine (DPPC), where R1 and R2 substituents are
both C16:0 fatty acid chains (Scheme 6.1), were compared with: (a) cis lipid vesi-
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cles (solid circles) made of dioleoylphosphatidylcholine (DOPC), that is, R1 and R2

substituents are both 9-cis–C18:1; (b) lipid vesicles (triangles) which contain a
trans phosphatidylcholine, dielaidoylphosphatidylcholine (DEPC), that is, R1 and
R2 substituents are 9-trans–C18:1, in mixture with DPPC and DOPC to reach the
ratio of 5/4/1 DPPC/DEPC/DOPC; (c) vesicles containing a 1/1 ratio of DPPC/
DOPC (open squares). It was clearly shown that vesicles with a 40% trans lipid
content have higher polarization values than those where only cis residues are
present, or those with a mixture of saturated and cis residues, demonstrating the
relevant contribution of the trans geometry to decreasing the membrane “fluidity”
[31].
Alteration of the physical properties of membranes due to the presence of trans

fatty acid residues, can be also connected with some biological effects. Phosphati-
dylcholine vesicles containing geometrical isomers of PUFA residues were found
to be less efficiently oxidized than the corresponding cis lipids [55]. Another recent
investigation on model membranes containing different trans monounsaturated
fatty acid residues (C14:1, C16:1, and C18:1) determined that the affinity for cho-
lesterol was 40–80% higher than that in their cis analogs, probably due to a better
interaction between the straight trans acyl chain and the cholesterol molecule [56].
In the same report, the behavior of rhodopsin, a prototypical member of the G
protein-coupled receptor family, was evaluated as influenced by the trans geome-
try. In trans membrane models, the level of rhodopsin activation was diminished,
in particular at lower temperatures (5 �C), where trans isomers are in the gel state,
whereas cis isomers are in the fluid state.
Some recent work has also been devoted to a possible evolutionary meaning of

the trans geometry in cells. Considering the chemical evidence that trans struc-
tures are the most stable and the biological fact of the natural occurrence of cis
isomers, it is interesting to ask when and why the cis geometry became predomi-
nant in eukaryotic unsaturated fatty acids. Curiously, this question has been
omitted from the interesting debates of the fatty acid presence during the evolu-
tion of cell membranes and humans [57–59]. The current argument that cis lipids
are needed for optimal cell membrane balance cannot be considered exhaustive. It
is not clear that trans isomers have been a priori excluded from the eukaryotic cell
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Fig. 6.4 Polarization of TMA-DPH fluores-
cence (FP) as a function of temperature in
dipalmitoylphosphatidylcholine (DPPC)
(open circles) and dioleoylphosphatidylcho-
line (DOPC) (solid circles) vesicles, as well
as in DPPC/DOPC (1/1) (open squares)
and DPPC/dielaidoylphosphatidylcholine
(DEPC)/DOPC (5/4/1) (triangles) vesicles.
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membrane composition; it could be a result of life evolution and selection. The
fact that some bacteria still use trans lipid geometry could favor the hypothesis of
an evolutionary meaning.
Critical aggregation concentration (CAC) to form spontaneously unilamellar

vesicles and the resulting average dimensions were measured for cis and trans
phospholipids using fluorescence and light-scattering techniques, together with
electron microscopy [27]. These measurements revealed that the two geometrical
lipid isomers (POPC and PEPC) aggregate at almost the same concentration, that
is, in the range of 4–5 	 10–6 mol L–1. On the other hand, the diameter of the
POPC vesicle was found to be 25% larger than the corresponding trans fatty acid-
containing vesicle. The influence of the unsaturation degree of fatty acid residues
on the vesicle dimensions was therefore established, with a decrease along the se-
ries cis > trans > saturated. Further work on model vesicles will contribute to a
comprehensive picture of the lipid geometry in cell evolution.

6.4
Perspectives and Future Research

The cis-trans isomerization of lipid structures has shown its versatility, spanning
from microbiology to chemistry, including biochemistry, nutrition, and medicine.
The chemical work done in vesicles can be interestingly applied to synthetic trans-
formations in organized systems and in aqueous media, which cover both the
selectivity and the environmental aspects. Also, biotechnological applications in-
volving membrane behavior can be foreseen. Lipid and thiyl radical reactivity will
be further developed in the direction of signaling pathways involved in biological
processes, dealing in particular with the trans lipid geometry, the effect of this
structural change on biological and pharmacological interactions. The combina-
tion of data achieved by different approaches is finally expected to contribute to
lipidomics and the role of geometrical trans lipid isomers in living organisms.
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7
In Silico Dynamic Studies of Cis-Trans Isomerization in Organic
and Biological Systems*
Ute F. R�hrig, Ivano Tavernelli, and Ursula Rothlisberger

7.1
Introduction

There are a large number of computational studies on photoinduced cis-trans
isomerization (CTI) (see, e.g., Refs [1,2] and references therein). In the present
chapter, we will discuss solely photoinduced CTI, as opposed to thermally induced
CTI. In addition, we will focus on studies directed towards understanding of the
primary reaction of the visual cascade (i.e. the CTI of the retinal protonated Schiff
base (RPSB) in rhodopsin). The accurate description of the rhodopsin photocycle
poses several challenges for state-of-the-art computational methods and resources.
Experimental data reveal the importance of the protein environment for ultrafast
and efficient photoisomerization. However, the simulation of the dynamics of a
whole protein within its native environment (e.g. aqueous solution or a cell mem-
brane) is feasible nowadays only by using empirical force fields for the description
of interatomic interactions. This approach, called “classical molecular dynamics”
because it is based exclusively on Newtonian mechanics as opposed to quantum
mechanics, allows for the treatment of systems up to a size of 100 000 atoms for a
time of up to 1 ls, and has been applied successfully to the study of many biologi-
cal processes. Since some initial structural information is necessary, applications
to rhodopsin [3–8] have only emerged after publication of its crystal structure
[9–12]. The accessible time-scale would allow for the exploration of the experimen-
tally detected photointermediates [13] up to lumirhodopsin, and could possibly be
extended even further with enhanced sampling techniques. However, since the
electronic structure is not taken explicitly into account, chemical reactions like
bond cleavage, bond formation, or electronic excitations cannot be described with-
in this approach. This type of problem has led to the idea of combining electronic
structure methods, which are able to treat chemical transformations, with classical
methods in order to include environment effects. In the so-called QM/MM (quan-
tum mechanical/molecular mechanical) approach [14–16], only one part of the
system (e.g. the active site) is treated by an electronic structure method (QM re-

*) Please find a list of abbreviations at the end of this chapter.



gion) while the environment (MM region) is modeled by a classical force field.
The most delicate part of a QM/MM scheme is the interface, which must ensure a
physically meaningful coupling between these regions (for reviews see
Refs [17,18]). To date, there has been only one study of the photoisomerization of
rhodopsin, employing an excited-state QM/MM MD approach [19].
The reaction path of photochemical reactions is determined primarily by the

topology of the excited singlet surfaces Sx (x ¼ 1; 2; . . .), along with the topology
of the ground state S0 if no intersystem crossing to a triplet surface occurs. The
most important characteristics of these potential energy surfaces (PESs) are the
locations of minima, points of contact (e.g. conical intersections between S0 and
S1), barriers and singlet-triplet intersection points. The shapes of the PESs are
intimately tied to changes in the electronic wave function in relation to molecular
geometry. Different approaches can help in the understanding of photoisomeriza-
tion processes. Qualitative approaches are based on correlation diagrams
expressed either in the valence bond (VB) or in the molecular orbital (MO) frame-
work [1,2]. Although essential for the understanding of the nature and the sym-
metry of the electronic wave functions associated with the respective molecular
geometries in the various electronic states, this approach is usually limited to the
description of a reaction along one single coordinate at a time. The simultaneous
analysis of two parameters already allows for an infinite number of possible paths
(one-dimensional cuts) involving both variables. Ab initio calculations of ground-
state and excited-state PESs, on the other hand, can in principle be carried out in
a multidimensional parameter space. However, 3N-6 nuclear degrees of freedom
are too many for a calculation of the energies of all possible geometries even for
small molecules. This problem is avoided in the ab initio molecular dynamics
(AIMD) technique, in which the system itself chooses the relevant portion of the
PES and all conformations are sampled according to their statistical weights when
the system is in equilibrium. Simulations, e.g., in the microcanonical ensemble
allow the efficient exploration of minima, saddlepoints and intersection regions
on the PES from which the nuclear forces are computed. The energies for the
other states of interest can also be calculated for all geometries sampled along the
trajectory. This “on the fly” screening of excited-state surfaces can easily be
extended to the canonical ensemble by coupling a thermostat to the nuclear
degrees of freedom. An advantage of the MD approach is the completely uncon-
strained relaxation of the system on the (3N-6)-dimensional PES spanned by the
internal degrees of freedom of the molecule. This yields the possibility of studying
the trajectory following photoexcitation and identifying the most important
degrees of freedom involved in the relaxation in an unbiased way. The projection
of a trajectory into a one-dimensional or two-dimensional space of relevant
degrees of freedom is performed here only for analysis and visualization pur-
poses.
An elegant way of carrying out AIMD is the Car-Parrinello approach [20,21], in

which the dynamics of the nuclei as well as the temporal evolution of the electron-
ic wave function are described by Newtonian equations of motion. Using mas-
sively parallel computers, this approach allows the direct simulation of up to a few
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hundred atoms for 10–100 ps. Commonly, Car–Parrinello MD (CPMD) is based
on density functional theory (DFT) [22,23] for the description of the electronic
structure. Several theoretical frameworks for the application of DFT to excited
states have been developed (e.g. the restricted open shell Kohn–Sham formalism
(ROKS) [24,25] and time-dependent DFT (TDDFT) [26]). These methods will be
introduced in some detail in Section 7.2.
In Section 7.3 we will provide some theoretical background for photoinduced

C=C and C=N double bond isomerizations. We will consider small organic model
compounds to explain different types of photochemical behavior. One of these
compounds is a protonated Schiff base (PSB5, see Fig. 7.1) and serves as a model
system for the RPSB involved in the vision process. In Section 7.4, we will provide
results from excited-state MD simulations for the compounds mentioned in
Section 7.3, before describing simulations of the CTI in rhodopsin in Section 7.5.

1157.1 Introduction

Fig. 7.1 Systems under investigation: (a) 2,4-Pentadiene-1-
iminium cation (protonated Schiff base, PSB5); (b) formal-
dimine; (c) retinal protonated Schiff base (RPSB, 11-cis to all-
trans isomerization.
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7.2
Computational Methods

7.2.1
Time-Dependent Density Functional Theory (TDDFT)

Time-dependent density functional methods (for a recent review see Ref. [27])
were developed in the early 1980s [28–30], but the rigorous theoretical background
was set in 1984 by the work of Runge and Gross [26]. They proposed the equiva-
lent of the basic DFT theorems of Hohenberg and Kohn [22] for the case of the
time evolution of the electron density rðr; tÞ of a many-electron system evolving
under the influence of an external time-dependent potential vextðr; tÞ. The Runge–
Gross theorem establishes that, starting from an initial many-electron wave func-
tion, Wðr1; . . . ; rN ; t ¼ 0Þ, at all later times t > 0 the density rðr; tÞ determines the
potential vextðr; tÞ uniquely up to an additive purely time-dependent function. In
turn, the potential vextðr; tÞ uniquely determines the wave function Wðr1; . . . ; rN ; tÞ
of the system, which therefore can be considered to be a function of the time-de-
pendent density, Wðr1; . . . ; rN ; tÞ ¼ Wð½rðr; tÞ�; tÞ, where the square brackets stand
for functional dependence.
A set of one-electron time-dependent Kohn–Sham (KS) equations

(me ¼ 1; �h ¼ 1; e ¼ 1)

i
¶
¶t
fjðr; tÞ ¼

�� 1
2
�2 þ vKSðr; tÞ

�
fjðr; tÞ ; j ¼ 1; . . . ;Ne (1)

can be derived from the the variational equation dA½r; t�=drðr; tÞ ¼ 0 applied to
the quantum mechanical action

AðWÞ ¼
Z t1

t0

dt hWðtÞji ¶
¶t
� ĤHðtÞjWðtÞi (2)

whose exact formulation in terms of electron density rðr; tÞ was given by van
Leeuwen [31]. The KS orbitals in Eq. (1) evolve under the influence of the single
particle potential vsðr; tÞ, which consists of the external potential vextðr; tÞ, the Har-
tree potential vHðr; tÞ and the exchange-correlation (xc) potential vxcðr; tÞ. This last
is defined by the functional derivative

vxcðr; tÞ ¼
dAxc½r�
drðr; tÞ (3)

and its general functional form is unknown. The simplest approximation is the
so-called adiabatic approximation, which assumes locality in time for vxc

vxcð½r�; r; tÞ ¼
dAxc½r�
drðr; tÞ @

dExc½r�jt
drðrÞjt

¼ vxcð½rðrÞjt�; rÞ (4)
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and gives the familiar exchange-correlation potential of time-independent
DFT [23] evaluated with the density obtained at time t. Throughout this work we
will make use of this approximation. We will refer to the TDDFT scheme based on
the propagation of the KS orbitals fj in Eq. (1) as P-TDDFT. Numerically, one
solves the set of Eq. (1) by approximating the time evolution operator, Uðt; t0Þ, and
propagates the states as

fjðtÞ ¼ Uðt; t0Þfjðt0Þ (5)

where

Uðt; t0Þ ¼ T̂Texp

�
� i
Z t

t0

HKSðsÞ ds
�

(6)

and T̂T is the time ordering operator. A first approach we adopt here is based on
the iterative scheme developed by Baer et al. [32] combined with a two-step
Runge–Kutta scheme to maintain order Dt3 accuracy. A first guess for the poten-
tial at time t0 þ Dt=2, veff ðr; t0 þ Dt=2Þ is obtained by evolving the KS states using
the effective potential at time t0. The full-time evolution is then achieved by evolv-
ing the wave functions for the full time step Dt, using the approximated potential
computed from the half step. For a given effective potential veff ðr; tÞ, the solution
of the time-dependent Schr�dinger-like equations, for both half and full steps, is
accomplished by iterating until convergence the set of integral equations

fðnÞ
j ðt0 þ DtÞ ¼ fð0Þ

j ðt0 þ DtÞ � i
Z t0þDt

t0

dsHKS

�ffðn�1Þ
� ðsÞg; s�fðn�1Þ

j ðsÞ (7)

The integrals are computed by Chebyshev interpolation in the time domain.
A second and more widely used approach for the computation of excitation

energies within DFT is based on the linear-response formulation of the time-de-
pendent perturbation of the electronic density. The basic quantity in linear
response TDDFT (LR-TDDFT) is the time-dependent density–density response
function [33]

vðr; t; r ¢; t¢Þ ¼ drðr; tÞ
d vsðr ¢; t¢Þ

jvKS (8)

which relates the first-order density response r¢ðr; tÞ to the applied perturbation,
vextðr; tÞ

r¢ðr; tÞ ¼
Z

d3r ¢dt¢ vðr; t; r ¢; t¢Þ vextðr ¢; t¢Þ (9)

where vKS is the ground state KS potential and vsð½r�; r; tÞ ¼ vKSð½rjt�Þ þ vextðr; tÞ.
The response function for the physical system of interacting electrons, vðr; t; r ¢; t¢Þ
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is related to the computationally more advantageous single particle KS response,
vsðr; t; r ¢; t¢Þ,

vðr; t; r ¢; t¢Þ ¼ vsðr; t; r ¢; t¢Þ þ
Z

dr1dt1

Z
dr2dt2 vsðr; t; r1; t1Þ

·
dvHxcðr1; t1Þ
drðr2; t2Þ

vðr2; t2; r ¢; t¢Þ (10)

and the problem of finding excitation energies of the interacting system reduces
to the search of the poles of the response function.
In terms of the set of KS orbitals ffiðrÞ;faðrÞg (we use indices i and j for occu-

pied orbitals (occupation f ¼ 1) and indices a and b for virtual orbitals (occupation
f ¼ 0), respectively), the matrix elements for the single particle density response
function induced by a perturbation with frequency x become

vsi;aðxÞ ¼
1

x� ðei � eaÞ
(11)

while the full response matrix obeys (r,s being spin variables)

X
jbs

Siar;jbs � Kiar;jbsðxÞ
h i

dPjbsðxÞ ¼ vextiarðxÞ (12)

where, formally, v�1 ¼ ½S� K�, drrðr;xÞ ¼
P

ia firðrÞdPiarðxÞf�
arðrÞ, and

Siar;jbs ¼ dr;sdi;jda;bðx� ðej � ebÞÞ (13)

Kiar;jbsðxÞ ¼
Z

drdr ¢
f*
irðrÞf*

arðrÞ fjsðr ¢Þfbsðr ¢Þ
jr � r ¢j þZ

dðt� t¢Þ eixðt�t ¢Þ

Z
drdr ¢ f*

irðrÞfarðrÞ
d2Axc½r�

drrðr; tÞ drtauðr ¢; t¢Þ
f*
jsðr ¢Þf*

bsðr ¢Þ

(14)

The excitation energies are obtained from the zeros of the expression in the square
brackets of Eq. (12), which is equivalent to finding the square root of the eigenva-
lues of the following matrix [33]

Xiar;jbs ¼ dr;sdi;jda;bðebs � ejsÞ2 þ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ear � eir

p
Kiar;jbs

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ebs � ejs

p
(15)

Additional steps are required for an efficient implementation in a plane wave
code [34]. The adiabatic local density approximation (ALDA) of the TDDFT kernel,

f rsxc ðr; r ¢; t; t¢Þ ¼
dvrxcðr; tÞ
drsðr ¢; t¢Þ

, is obtained in the time-independent and specially local
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limit, f rsxc ðr; r ¢Þ ¼ dðr � r ¢Þ dvrxc
drsðrÞ

jrsðr ¢Þ, and is generally computed for the most

commonly used time-independent xc-functionals.

In order to perform ab initio molecular dynamics in excited states, the forces on
the atoms are computed on the fly. There are two different implementations of
force calculations for the two TDDFT schemes, P-TDDFT and LR-TDDFT. In the
first case, the excited state is obtained with the promotion of one electron from
the highest occupied molecular orbital (HOMO) to a selected unoccupied molecu-
lar orbital (the lowest one, LUMO, in our case). The corresponding KS excited
single-determinant configuration is taken for the computation of the electronic
density, which is then used to compute the forces on the atoms according to the
Hellmann–Feynman electrostatic theorem [35]

FI ¼ ��IE ¼ �
Z

d3r nðrÞ�Ivions � �I
1
2

X
I „ J

ZIZJ

jRI � RJj

 !
(14)

where vions is the component of the KS potential, vKS, induced by the electrostatic
interaction with the nuclei.
In case of LR-TDDFT, the forces on the nuclei are derived within the Tamm–

Dancoff approximation [36,37] from nuclear derivatives of the excited-state ener-
gies using the extended Lagrangian formalism introduced by Hutter [34]. In gen-
eral, LR-TDDFT MD simulations are about 70–90 times faster than P-TDDFT MD
simulations. The LR-TDDFT scheme has also been combined with our QM/MM
approach [38,39] in order to enable the calculation of excitation spectra [40–42]
and excited-state dynamics in condensed-phase systems.
The LR-TDDFT MD simulations presented here are purely adiabatic and pro-

ceed in the following way. First a simulation in S0 is carried out in order to obtain
an equilibrated system at the target temperature of 300 K using a Nos� thermostat
[43,44]. A random configuration (nuclear coordinates and velocities) is taken from
this simulation, and the system is vertically excited into a selected singlet state.
The positions of the nuclei are updated according to the forces computed as the
gradients of the excited-state energy. In a second iteration the ground state density
and KS orbitals for the latest geometry are computed, and the linear response cal-
culation provides the new excited-state energy and the new forces on the nuclei.
This approach allows to adiabatically follow the instantaneous electronic excited-
state PES in the Born–Oppenheimer MD scheme. Different approaches have
been used to control the nuclear temperature during the relaxation along the
excited-state PES. One consists in a rescaling of the nuclear velocities, once the
canonical ensemble kinetic energy of the classical degrees of freedom

3
2
NkBT ¼ h

XN
i¼1

p2i
2mi

i (15)
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exceeds the tolerance from a target value. This scheme is conceived to mimic in-
termolecular collision in dilute gas phase, where hot molecules exchange kinetic
energy with cold molecules by infrequent collisions.

7.2.2
Restricted Open-Shell Kohn–Sham Theory (ROKS)

ROKS is based on the sum method by Ziegler, Rauk, and Baerends [45], and
allows for MD simulations in the first excited singlet state (S1) [24]. The theoreti-
cal framework has been generalized to arbitrary spin states [25], and a new algo-
rithm for solving the self-consistent field equations has been introduced recently
[46].
The transition of one electron from the HOMO to the LUMO in a closed-shell

system leads to four different excited wave functions (Fig. 7.2a). While two states
|t1i and |t2i correspond to energetically degenerate triplets, the mixed states |m1i
and |m2i are not eigenfunctions of the total-spin operator. They can be combined
to form another triplet state |t3i and the singlet state |si (Fig. 7.2b). The total ener-
gy of the S1 state is then given by

Es ¼ 2EKS
m � EKS

t (18)

and the wave function can be expressed as

js½ffig�i ¼
ffiffiffi
2

p
jm½ffig�i � jt½ffig�i (19)

where ffig denotes the complete set of orbitals. Using the exchange-correlation
potentials

vaxc ¼
dExc½ra; rb�

dra
and ð20Þ

vbxc ¼
dExc½ra; rb�

drb
(21)

for a and b spin, two sets of Kohn–Sham equations are obtained. One set applies
to the doubly occupied orbitals

� 1
2
�þ VH þ vextðrÞ

�
þ vaxc ½ramðrÞ; rbmðrÞ� þ vbxc½ramðrÞ; rbmðrÞ�

� 1
2
vaxc½rat ðrÞ; rbt ðrÞ� �

1
2
vbxc ½rat ðrÞ; rbt ðrÞ�

�
fiðrÞ ¼

Xnþ1

j¼1

KijfjðrÞ
(22)

and one to the two singly occupied orbitals a
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1
2

� 1
2
�þ VH þþvextðrÞ

	 
�

þvaxc½ramðrÞ; rbmðrÞ� �
1
2
vaxc½rat ðrÞ; rbt ðrÞ�

�
faðrÞ ¼

Xnþ1

j¼1

KajfjðrÞ
(23)

and b (Fig. 7.2a).

1
2

� 1
2
�þ VH þþvextðrÞ

	 
�

þvaxc½ramðrÞ; rbmðrÞ� �
1
2
vaxc½rat ðrÞ; rbt ðrÞ�

�
fbðrÞ ¼

Xnþ1

j¼1

KbjfjðrÞ
(24)

These equations can be solved through minimization, using an algorithm for or-
bital-dependent functionals [46,47].

ROKS has been applied to the study of CTI in gas phase [24,48–52]. It has also
been combined with a CPMD–QM/MM approach, and thus permits the simula-
tion of the photoisomerization of the RPSB in rhodopsin (Section 7.5), taking into
account the protein environment. The computational cost of a ROKS MD simula-
tion is roughly twice as high as a ground-state simulation. It represents therefore
the most efficient approach for excited-state MD simulations.
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Fig. 7.2 Restricted open shell Kohn–Sham theory (ROKS). (a) Four
determinants resulting from HOMO–LUMO transition of one electron;
(b) the mixed states |m1i and |m2i can be combined to form a triplet
state |t3i and the singlet state |si. The singlet–triplet splitting Dst

corresponds to twice the splitting between triplets and mixed states.
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7.3
Theoretical Aspects of CTI

The qualitative minimal description of the electronic aspects of a double bond
photoisomerization requires wave functions representing two electrons delocal-
ized over two interacting atomic p-orbitals, which form a p-bond in the optimized
S0 structure. In the following we will make use of qualitative descriptions in the
molecular orbital (MO) and valence bond (VB) frameworks [1,2] in order to derive
a general understanding of the topologies of the different PESs describing the
electronic states of the system as a function of the twist angle h around the central
double bond. We will restrict the discussion to singlet states.
We first briefly consider the photoexcitation of ethylene as a prototype of a

p fi p* isomerization reaction. In the following discussion, we will focus on ana-
logies and differences with ethylene. For a minimal basis set description of the
p-system of ethylene, only the two nonorthogonal atomic orbitals (AO) pCA

and
pCB

, localized on the two carbon atoms, need to be taken into account. All possible
MO configurations (three singlets and three triplets) can be constructed as Slater
determinants of the two AOs*

jHi ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2þ 2SAB

p ðjpCA
i þ jpCB

iÞ (25)

jLi ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 2SAB

p ðjpCA
i � jpCB

iÞ (26)

where H stands for HOMO, L for LUMO, and SAB is the overlap of AOs jpCA
i and

jpCB
i. Alternatively, the three VB electronic singlet states (1jp2CA

i, 1jp2CB
i, 1jpCA

pCB
i)

can be generated directly starting from the same localized AOs. The photoisome-
rization occurs after p ! p� excitation of one electron and triggers the twisting of
the carbon–carbon bond on the S1 PES (Fig. 7.3).
In the planar ground state structure, S0 can be described by the configuration

1jH2i, S1 by the configuration 1jHLi, and S2 by the configuration 1jL2i. As
the molecule is twisted towards 90�, the configuration 1jH2i rises in energy, while
1jL2i drops. The two MOs become degenerate at 90�, where pCA

and pCB
are or-
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*) The three singlets, 1jH2i ¼ 1ffiffi
2

p jH �HHj; 1jHLi
¼ 1

2 ðjH�LLj � j �HHLjÞ; 1jL2i ¼ 1ffiffi
2

p jL�LLj, and the

three triplets 3ð1ÞjHLi ¼ 1ffiffi
2

p jHLj; 3ð0ÞjHLi ¼
1
2 ðjH�LLj þ j �HHLjÞ; 3ð�1ÞjHLi ¼ 1ffiffi

2
p j �HH�LLj; are

given as linear combination of Slater
determinants,ja�bbj, where electrons of b spin
are indicated by a bar.
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thogonal, and therefore geometries near the 90� twist are biradicaloids. In a more
accurate description, configuration interaction introduces a mixing of the two
MOs 1jH2i and 1jL2i, and the corresponding states S0 and S2, split up and develop
at 90� a maximum and a minimum, respectively. The first excited singlet state, S1,
has a zwitterionic nature (hole-pair character, clearly expressed by the VB descrip-
tion, 1=

ffiffiffi
2

p ðjp2Ai � jp2BiÞ) and therefore possesses a minimum at the 90� twist,
where the electron repulsion is the smallest.

7.3.1
Protonated Schiff Bases

In the case of protonated Schiff bases (e.g. PSB5, see Fig. 7.1a), the topologies of
the S0, S1, and S2 PES as a function of the isomerizing angle h are qualitatively
similar to the case of ethylene. However, due to the presence of a positive charge
in the delocalized p-system, the twisting around the central C=C bond must be
viewed as the breaking of a charged p bond. Because of the higher electronegativ-
ity of the Schiff base end compared with the polyenic end, state S1 (characterized
by a hole-pair like electronic structure) is lowered in energy, and the S0–S1 separa-
tion becomes significantly smaller than in ethylene, even forming a conical inter-
section in some molecules. On the other hand the S1–S2 separation becomes larg-
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Fig. 7.3 Qualitative state diagram for ethylene as a function of the twist angle,
adapted from J. Michl, V. Bonačić-Kouteck�, Electronic Aspects of Organic
Photochemistry, Wiley, 1990. Reproduced with permission from Mol. Phys. 2005,
103, 963–981. Copyright Taylor & Francis Ltd. http://www.tandf.co.uk/journals.
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er, and the two states do not touch in contrast to the case of ethylene [53]. This
means that S1 keeps its hole-pair ionic character throughout the isomerization
reaction.

7.3.2
Formaldimine

Formaldimine (Fig. 7.1b) is the prototype of a Schiff base and can be viewed as a
strongly perturbed ethylene. The main difference is the sp2-type electron lone-pair
localized on the nitrogen atom. The qualitative analysis of the electronic structure
(at MO or VB level) of formaldimine is therefore based on a three-orbitals (pC , pN ,
sp2N), four-electrons model. In addition to the three singlet states described in the
case of ethylene, there are two configurations of the type np�, in which sp2N is occu-
pied by a single electron, and the remaining three electrons occupy the orbitals
with p symmetry. In the singlet ground state, S0, the molecule has two electrons
in the sp2N lone pair on the nitrogen and two in the bonding p orbital of the C=N
bond. Photoexcitation leads to a n ! p� transition, while twisting of the double
bond towards 90� produces a so-called tritopic biradicaloid. Upon twisting, the
electronic configuration representing the ground state remains of covalent nature,
because pC can now interact with sp2N . However, this interaction is not as strong as
the pC–pN interaction in the planar structure, and therefore the energy increases.
The covalent nature of S0 is an important difference compared to the biradical
character of S0 in twisted ethylene. In contrast to ethylene, S1 never acquires a
zwitterionic character for all geometries between the planar and the 90� twisted
structure.
We will come back to this theoretical considerations when assessing the achieve-

ments and failures of TDDFT in different cases.

7.4
CTI in PSB5 and Formaldimine

7.4.1
Protonated Schiff Base (PSB5)

In the visual pigment rhodopsin, an incoming photon leads to the ultrafast and
highly efficient 11-cis to all-trans isomerization of the RPSB, thus initiating the
first step of the visual cascade. Since even the isolated chromophore (Fig. 7.1c) is
too large for many high-level ab initio calculations, numerous studies have con-
centrated on smaller model systems, especially on the 2,4-pentadiene-1-iminium
cation (PSB5, Fig. 7.1a). However, it has to be remembered that the photochemis-
try of this molecule in gas phase will differ significantly from the photochemistry
of the RPSB in the protein environment, which provides, for example, a counter-
ion close to the positively charged nitrogen.
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CASSCF/CASPT2 calculations [53,54] predict that in vacuo the spectroscopic
state of PSB5 is S1, an ionic single HOMO-LUMO transition, while S2, a covalent
doubly excited state, is not involved. In S1, the initial motion along the minimum
energy path is dominated by stretching modes, leading to a planar stationary
structure with decreased bond length alternation (elongated central double bond,
see Fig. 7.4 and Table 7.1 for the CASPT2 S1 planar optimized structure). After
the “turning point” (dC3�C4 = 1.53 
, fC2�C3�C4�C5 = 25�), the twisting motion
becomes dominant, and the molecule undergoes a barrierless relaxation towards a
conical intersection with S0 at a twist angle fC2�C3�C4�C5 of about 80�. During
this process, a shift of electron density from the carbon end towards the Schiff
base end is observed, which reaches its maximum at the conical intersection.
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Fig. 7.4 (a) Frontier orbitals of PSB5. (b) Hirshfeld charges (hydrogens summed
into heavy atoms). S1 and S2 calculated with LR-TDDFT. (c) Bond lengths in planar
optimized S0 (black) and S1 (dotted) structures. LR-TDDFT values shown with
crosses, CASPT2 values from Ref. [80] shown with circles.
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Table 7.1 PSB5: Average bond lengths (in �) from MD simulations in S1.

ROKS LR-TDDFT P-TDDFT

C1–C2 1.434 1.391 1.414

C2–C3 1.386 1.520 1.396

C3–C4 1.444 1.357 1.441

C4–C5 1.405 1.476 1.406

C5–N6 1.349 1.353 1.350

The optimized planar S1 geometries from CASPT2 and LR-TDDFT calculations
are very different [55,56]. In CASPT2, the bond length alternation is diminished,
while in LR-TDDFT it is largely increased, the central double bond being as short
as 1.318 
 (Table 7.1). It is clear that in this state no double bond isomerization
can be observed. A full optimization of the S1 state without the restriction to pla-
narity yields a minimum structure with a dihedral angle fC3�C4�C5�N = 106� and
a pyramidalization angle of the nitrogen atom (defined as the angle between the
H–N–H plane and the C=N bond) of 24� (Fig. 7.5a).
Multiple LR-TDDFT MD simulations in S1 were carried out . For comparison,

one simulation was carried out with ROKS. Figure 7.5a shows the time evolution
of the S1 and S0 energies along one S1 trajectory (temperature control 300 – 100 K).
A large decrease in the S1 energy by 2 eV is observed at the same time as an
increase of the S0 energy of the same amount, but the two surfaces do not inter-
sect. The S1 relaxation is characterized by a large increase in the single bond
lengths (Fig. 7.5b) and a rotation around these bonds (fC1�C2�C3�C4 = 100�). The
final structure after 100 fs looks similar to the optimized S1 structure (inset in
Fig. 7.5a).
We also performed MD simulations using the P-TDDFT scheme. Here, we

initially excited one electron from the HOMO to the LUMO. The nature of this
excitation is confirmed by a LR-TDDFT calculation which predicts a contribution
of about 83% of the HOMO–LUMO transition to the S1 density. We find a remark-
able difference between the LR-TDDFT and the P-TDDFT schemes: while
LR-TDDFTdecreases the double bond lengths, P-TDDFT increases them in agree-
ment with CASPT2 and ROKS calculations (Fig. 7.6). The central double bond
adopts an average length of 1.441 
 (Table 7.1) in good agreement with the ROKS
value. Fig. 7.6 (upper panel) shows the time evolution of the dihedral angles.
fC2�C3�C4�C5 reaches » 40�, but no isomerization event is observed during the
simulated time of 200 fs. Since P-TDDFT simulations are computationally very
demanding, simulations limited to this timescale.
The S1 geometry optimized with ROKS is in good agreement with the CASPT2

geometry and shows the correct reduction of the bond length alternation. ROKS
dynamics in the S1 state show flucuations of the dihedral angle fC2�C3�C4�C5 up
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to 41� at room temperature. At elevated temperature (630 – 100 K) fC2�C3�C4�C5

fluctuates further to 56�, while the terminal C1–C2 double bond isomerizes com-
pletely (rotation of 360� in 88 fs). It can therefore be assumed that the barrier
towards isomerization of a double bond is small in ROKS.
In summary, LR-TDDFT results for PSB5 are in disagreement with the experi-

mental detection of photoinduced double bond isomerizations in similar com-
pounds. The shape of the S1 PES is different from the one computed with
CASSCF/CASPT2, P-TDDFT, or ROKS. This seems to concern mainly the bond
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Fig. 7.5 LR-TDDFTsimulations of PSB5.
(a) Time evolution of the S1 energy (dotted)
and the S0 energy (black) along one S1 simu-
lation (temperature control 300 – 100 K).
Inset: optimized S1 structure, view along
the C3–C4 bond. (b) Dihedral angles (black:

around double bonds, light grey: around sin-
gle bonds) and bond lengths (black: double
bonds, light grey: single bonds) from the
same simulation. The central dihedral angle
hC2�C3�C4�C5 and the central double bond
dC3�C4 are shown as dashed lines.
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length alternation, since it has been shown that LR-TDDFTyields reasonable energies
along the twisting coordinate [52,55,57]. However, once the molecule is trapped in
the local minimum characterized by short double bonds, the barrier towards dou-
ble bond isomerization is very high and cannot be overcome by kinetic energy.
Finding a valid explanation for the different capabilities of the two TDDFT

schemes to reproduce the correct bond alternation is not straightforward. We
believe that the major reason for the different description of the photoisomeriza-
tion is the linear-response approximation. In particular, in P-TDDFT no approxi-
mation is introduced for the TDDFT response kernel, f rsxc ðr; r ¢; t; t¢Þ, which is only
required in the LR-TDDFT formulation. This is especially the case for excited con-
figurations with ionic character, which are electronically very different from the
ground state (see Section 7.3). In this case the correlation between the KS orbital
energy differences and the TDDFT excitation energies (especially in case of the
Tamm–Dancoff approximation) is weak and the validity of LR-TDDFT becomes
questionable. An alternative explanation could be related to the difficulties of
TDDFT in describing charge transfer states [52,55] and distorted geometries
(stretched bonds or angles). The structures obtained during the excited-state
dynamics can indeed be a source of error at the stage of the ground-state wave-
function optimization, which is needed before each LR-TDDFT MD step.
Since LR-TDDFT breaks down for the description of the photodynamics of

PSB5 and P-TDDFT is computationally too demanding for the description of the
full RPSB, we employ ROKS for the QM/MM description of the photoreaction in
rhodopsin (see Section 7.5).
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Fig. 7.6 P-TDDFT S1 simulation of PSB5. Upper panel: time evolution of the dihedral
angles around the double bonds (dC3�C4 shown as dashed line). The dihedral angles
around the single bonds do not deviate much from 180� and are omitted for clarity.
Lower panel: time evolution of the single bond lengths (light grey) and of the double
bond lengths (black). Reproduced with permission from Mol. Phys. 2005, 103, 963–981.
Copyright Taylor & Francis Ltd. http://www.tandf.co.uk/journals.
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7.4.2
Formaldimine

Formaldimine (methyleneimine) is very reactive and decomposes by polymeriza-
tion, oxidation, or hydrolysis. It plays an important role in chemistry as the small-
est member of the large class of imines (Schiff bases) and in addition it is of astro-
physical interest, having been detected in dark interstellar dust clouds [58]. In the
laboratory, H2CNH can only be observed transiently by pyrolysis of amines or dif-
ferent azido compounds, and its electronic absorption spectrum has only been
recorded very recently [59]. The spectrum shows a broad and structureless peak
with a maximum at 250 nm (4.96 eV) in close agreement to our calculated vertical
excitation energy of 4.92 eV (LR-TDDFT). After radiationless decay to the ground
state the molecule possesses enough internal energy for fragmentation.
The molecular structure of formaldimine in the ground state obtained by micro-

wave spectroscopy [60] agrees very well with our calculated structure (Table 7.2,
Fig. 7.7). Theoretical investigations of the photoisomerization in formaldimine
have found the twisting pathway to be preferred over the in-plane
mechanism [24,50,61–64]. Formaldimine is a five atomic molecule and therefore
has nine internal degrees of freedom that are all free to relax in excited-state MD
simulations. For the analysis of the generated trajectories we will focus on the
valence angle aCNH, the dihedral angle fH3CNH (for atom numbering see Fig. 7.1),
and the pyramidalization angle of the carbon atom xPyr, defined as the angle be-
tween the H–C–H plane and the C=N bond.
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Fig. 7.7 Frontier orbitals of formaldimine in the S0 (top) and
in the S1 (bottom) optimized structures. Geometry optimiza-
tion in S1 was carried out with LR-TDDFT. Angles are given in
degree.
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Table 7.2 Optimized structures of formaldimine.

S0b S1

LR-TDDFT ROKSc

dCN (
) 1.274 (1.273) 1.378 1.392

dNH (
) 1.036 (1.021) 1.045 1.038

dCH2 (
) 1.106 (1.09) 1.098 1.093

dCH3 (
) 1.101 (1.09) 1.098 1.093

a CNH (deg) 110.8 (110.4) 110.4 112.0

b NCH2 (deg) 125.1 (125.1) 119.0 118.0

c NCH3 (deg) 118.5 (117.0) 119.0 118.0

v HNCH2 (deg) 0.0 –100.8 –105.0

f HNCH3 (deg) 180.0 100.8 105.0

x Pyr (deg) 0.0 18.6 –

Adiabatic energy (eV) 0.0 3.2 2.8

a xPyr is the pyramidalization angle of the carbon atom (angle
between the H–C–H plane and the C=N bond). For numbering
see Fig. 7.1b.

b Experimental data for S0 from Ref. [60] in parentheses.
c ROKS/BLYP data from Ref. [24].

In the S1 simulations without rescaling of the nuclear velocities, an intersection
between S1 and S0 is reached several times (see Fig. 7.8a for an example). The
crossing point is characterized by the coordinates fH3CNH » 100�, aHNC » 100�,
xPyr » 12�. This point is not located at the minimum of the PES (f = 101�,
a = 110�, x = 19�, see Fig. 7.7) and differs especially in the angle a. All surface
crossings observed in our simulations are characterized by large values for the de-
rivative in time of the energy gap between the two adiabatic states which translate,
according to Landau–Zener theory [65,66], into a high probability for a jump be-
tween the surfaces. For all crossings described in this section, the probabilities for
the jump to S0 are larger than 99%, leading to a radiationless transition. Different
possibilities exist for the course of such non-adiabatic trajectories (Fig. 7.8a): in
the first trajectory (green), the system jumps from state S1 to state S0 at the first
crossing point. Once in the ground state, it relaxes rapidly towards the basin of
attraction on the reactant side (Fig. 7.8b). In case the system remains on the
excited-state surface until the second surface crossing (blue curve), the relaxation
on S0 leads instead to the isomerized product. The time spent in S1 between the
two crossings (36 fs) corresponds to a full angle bending period and brings the
system back to the surface crossing conformation. The additional two curves
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(black and red) of Fig. 7.8a correspond to the energy time-series for the excited
and ground states respectively, when the forces driving the dynamics are com-
puted from the S1 surface for the full trajectory. In this case, after the first 100 fs
of relaxation, the system thermalizes to the minimum on the excited-state PES,
and no further S1/S0 intersection is observed.
If a temperature control scheme is applied in order to mimick energy redistri-

bution by intermolecular collisions, the fluctuations of the S1 energy after initial
relaxation are very small, and the system does not have enough kinetic energy to
reach the point of intersection with S0, which is characterized by a small angle
aHNC (data not shown). In addition, the high dimensionality of the phase space
prevents, also for such a relatively small molecule, an efficient sampling of the
phase space leading to a decreased probability to meet the surface crossing region.
In summary, LR-TDDFT simulations of the excited-state dynamics of formaldi-

mine show that the S1 PES minimum does not coincide with the crossing be-
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Fig. 7.8 LR-TDDFTsimulations of formaldimine without temperature control: (a) Time
evolution of the S0 (black) and S1 (red) energies. Two different trajectories are shown in
blue and in green. (b) Relaxation of the angles aCNH (upper panel, full lines), fH3CNH

(upper panel, dashed lines) and xPyr (lower panel) along the green and the blue trajectories
from (a). (c) Qualitative PES diagram. The colors correspond to the trajectories shown in (a).
Reproduced with permission from Mol. Phys. 2005, 103, 963–981. Copyright Taylor & Francis
Ltd. http://www.tandf.co.uk/journals.
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tween the S1 and the S0 surfaces. This finding is in agreement with one-dimen-
sional ab initio CI calculations of twisted formaldimine, which describe the S0
and the S1 energy as a function of the angle aHNC [62]. The details of the relaxation
in S1 can be shown to depend crucially on the applied thermostatting scheme. Al-
though our simulations show that isomerization occurs through a twisting mech-
anism, it is evident that initially a strong gradient leads towards a stretching of the
angle aHNC.

7.5
CTI in Rhodopsin

7.5.1
Introduction

Light absorption by the G protein-coupled receptor rhodopsin leads to vision via a
complex signal transduction pathway that is initiated by the photoisomerization
of the RPSB. Within the protein, the 11-cis to all-trans isomerization of the RPSB
is ultrafast (200 fs) [67] and very efficient (quantum yield 0.65) [68], in contrast to
the same photoreaction in solution. This fact is puzzling in view of the steric con-
finement of the RPSB to a small binding pocket that should hamper the large
movements required to adopt an all-trans conformation (Fig. 7.1c). Two models
have been proposed to explain a more volume-conserving CTI: the hula twist
(HT) [69] and the bicycle pedal (BP) [70] mechanisms. While in the HT a rotation
of a single bond adjacent to the isomerizing double bond is assumed, in the BP a
second double bond isomerization is proposed. Both models are at variance with
the finding of an all-trans RPSB in bathorhodopsin and structural characteristics
of the following photointermediates, unless a further isomerization or single
bond rotation is assumed.
Much work has been devoted to understanding the molecular mechanism of

this photoreaction [13]. Early semi-empirical studies, modeling the protein cavity
by an effective steric potential, showed that the protein cavity restricts possible
isomerization pathways and leads to the formation of a strained intermediate [71].
Experimental evidence reveals that bathorhodopsin, the first thermally equili-
brated intermediate in the signaling cascade, exhibits a strained all-trans structure
of the RPSB and stores 32 – 1 kcal mol–1 of the photon energy [72]. Two different
energy storage mechanisms have been discussed: electrostatic energy storage by
charge separation between the protonated Schiff base and its counterion Glu113,
and mechanical energy storage in form of strain energy. From the crystal struc-
tures of bovine rhodopsin [9–12] it is known that the RPSB is twisted in the
C11–C12 region. Recent theoretical studies establish the rotational direction of
the twist as uniquely negative and identify the major steric influences [3,4,12,73].
Experimental data show that removal of the C20 methyl group and thus lowering
of the steric strain around the C11–C12 bond slows down the photoreaction and
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decreases the quantum yield [74], in agreement with quantum chemical calcula-
tions [75] that predict a faster isomerization for pretwisted bonds.

7.5.2
Classical and QM/MM Studies of the CTI in Rhodopsin

Our rhodopsin model system is based on the crystal structures of bovine rho-
dopsin [10] embedded in a membrane mimetic environment (Fig. 7.3) [3]. The
BLYP [76,77] functional is used for the QM subsystem, which is evolved according
to the Car–Parrinello algorithm [20]. For the description of the electronically
excited S1 state, ROKS [24,25] is employed.
As a starting point, a ground-state QM/MM MD simulation was carried out for

5 ps [78]. Taking different snapshots from this simulation, 23 excited-state QM/
MM trajectories of about 100 fs each were simulated. The excited-state geometry
of the RPSB is characterized by the well-known inversion of the bond length pat-
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Fig. 7.9 Snapshot of the rhodopsin simulation cell. Rhodopsin (blue)
is represented with the extracellular side on top. The retinal chromophore
(turquoise) is accommodated within the seven transmembrane helices.
The membrane is mimicked by a layer of n-octane (white) surrounded
by an aqueous phase (red).
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tern (Fig. 7.10, lower panel). In S1, especially the bonds C9-C10 (1.44 
), C11–C12
(1.43 
), and C13–C14 (1.43 
) are elongated, thus lowering the barrier towards
isomerization. Whereas the electronic structure shows no selectivity for rotation
around any of these double bonds, the protein environment favors C11–C12 bond
isomerization by imposing steric constraints. In fact, the dihedral angles from C7
to C11 and from C12 to N deviate in S1, similar to S0, only by at most 15� from a
perfect trans conformation (Fig. 7.10, upper panel). In contrast, the pretwisted
dihedral angle fC10�C11�C12�C13 rotates towards more negative values, with fluc-
tuations up to –72� and an average of –35� (Fig. 7.10, middle panel). An angle
appropriate for isomerization (» –90�) [75] is not reached, indicating the presence
of a residual barrier, which is probably due to the limited accuracy of our ROKS
QM/MM approach.

The barrier is very small, as we can show by performing an excited-state MD
simulation in which the initial nuclear velocities of the RPBS are increased, so
that the local temperature corresponds to 690 K (Fig. 7.11a, solid blue line,
ROKSht). This approach allows small energy barriers to be crossed without
imposing an a priori chosen reaction path and has been used previously [79].
This enhanced kinetic energy is sufficient to allow the barrier crossing in a very

short time: fC10�C11�C12�C13 rotates within 50 fs to –103� and fluctuates then
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Fig. 7.10 QM/MM simulations of rhodopsin. Dihedral angles (upper and middle
panel) and bond lengths (lower panel) along the conjugated carbon chain of the
RPSB in the dark state (black), in S1 (dotted), and in the all-trans ground state
(light grey). The dihedral angles of the all-trans ground state obtained from classical
MD are shown in black stars. Reproduced with permission from J. Am. Chem. Soc.
2004, 126, 15328–15329. Copyright 2004 American Chemical Society.
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around an average value of –100�. No recrossing to the –35� configuration is ob-
served, indicating that the –100� configuration is at least a local minimum on the
ROKS S1 energy surface. When released to the ground state after 90 fs, the RPSB
evolves towards a highly twisted all-trans structure, without isomerization or rota-
tion of any other dihedral angle. Fig. 7.11b shows the displacement of each RPSB
heavy atom from its average position in the dark state (black), in S1 (red), and in
the all-trans S0 configuration (green). Remarkably, in the excited state, no atom
moves more than 0.8 
, that is only 0.3 
 more than the maximal thermal dis-
placement in the dark state. In the following 500 fs of ground-state relaxation,
only the methyl groups C19 and C20 move further away from their position in the
dark state, and the average root mean square deviation (RMSD) is 0.4 
. The
strain is propagated through the carbon chain, as it can be seen from the deviation
of the dihedral angles up to almost 40� (Fig. 7.10, upper panel). The surprisingly
small difference between the primary photoproduct and the dark state structure is
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Fig. 7.11 Photoisomerization in rhodopsin.
(a) Time evolution of the dihedral angle
fC10�C11�C12�C13. One ROKS trajectory
(dashed black line), one trajectory (same
initial conformation) at higher temperature
(solid black line, ROKSht), and the average
of the 23 isomerizing classical simulations
(blue) are shown. The S1–S0 transitions are
indicated by stars. (b) Displacement of each
heavy atom of the RPSB from its average

position in the dark state (black), in S1 (red),
and in the all-trans ground state configuration
(green) in ROKSht. The average value is indi-
catedby a blue dashed line, and the two
methyl groups C19 and C20 are highlighted
by bold lines. Reproduced with permission
from J. Am. Chem. Soc. 2004, 126, 15328–
15329. Copyright 2004 American Chemical
Society.
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also evident in Fig. 7.12, where the dark state structure (0 fs, black), the transition
structure (90 fs, red), and the all-trans ground-state structure (590 fs, green) are
superimposed.
A second approach for the study of the small residual isomerization barrier was

applied, namely a restrained excited state dynamics in which the dihedral angle
fC10�C11�C12�C13 was varied stepwise from –65� to –100�. Also in this way, we
obtain the same highly twisted all-trans ground-state structure, suggesting that
the isomerization pathway is sterically tightly restricted.
In order to estimate the energy stored in the system after isomerization, we

optimized the chromophore structure both in the 11-cis and in the all-trans con-
figuration in rhodopsin, starting from the initial dark state conformation of
ROKSht and fixing all atoms except for the RPSB. The completely frozen protein
environment favors a slightly different chromophore conformation than the one
observed during the MD simulations, but the twisted overall structure is the
same. We obtain a total energy difference between the cis and the trans isomer of
28 kcal mol–1 in good agreement with the experimentally determined energy
storage in bathorhodopsin (32 kcal mol–1) [72]. In the all-trans conformer, the
internal energy of the RPSB (+18 kcal mol–1) and the van der Waals (steric) inter-
action energy between the RPSB and the protein (+10 kcal mol–1) increase sub-
stantially, while the electrostatic interaction energy remains unaffected (less than
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Fig. 7.12 Photoisomerization in rhodopsin. Superposition of the chromophore
structure in the protein binding pocket in the dark state (black), at the S1–S0
transition (red), and after 500 fs of relaxation in the isomerized state (green).
Reproduced with permission from J. Am. Chem. Soc. 2004, 126, 15328–15329.
Copyright 2004 American Chemical Society.
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0.1 kcal mol–1 difference). New close contacts (distance below 2.5 
) are formed
with residues from helices III (Ala117, Thr118), V (Met209), VI (Tyr268), VII
(Ala292), and extracellular loop E II (Gly188), while some close contacts with
Glu113 (H III), Cys187 (E II), and Trp265 (H VII) are released. Electrostatic ener-
gy storage is negligible, consistent with the finding that the saltbridge between
the protonated Schiff base and the counterion Glu113 remains stable. This result
indicates that the photon energy is stored in the internal strain of the chromo-
phore and in steric interactions with the protein.
Since the QM/MM simulations suggest that the photoreaction is limited to a

single pathway which is essentially determined by steric constraints, classical MD
simulations (CLASSinv) have been used in order to gain a statistical picture of the
isomerization at a low computational cost. Here, the empirical torsional potential
around the C11–C12 bond, which is represented by a sinusoid with minima at 0
and 180�, is switched for 150 fs to a sinusoid of the same height, but with one
single minimum at 0�. After 150 fs, the potential is switched back to its original
form. Comparison of the average all-trans structures of the first 500 fs after classi-
cal isomerization shows a remarkable similarity between the structures generated
by multiple classical MD trajectories and the DFT results (RMSD = 0.2 
), once
again emphasizing the predominating sterical influence of the protein. Even the
strain propagation along the conjugated carbon chain can be described properly
by the classical model, as it is evident from the average deviation of the torsional
angles from a planar conformation (Fig. 7.10) that parallels the DFT results. Some
differences can only be found in the dihedral angle between the ionone ring and
the carbon chain (fC5�C6�C7�C8 = –46� in CLASSinv, –27� in ROKSht) due to the
neglect of conjugation effects in the classical force field.

7.6
Summary and Conclusions

In summary, ab initio and hybrid QM/MM molecular dynamics studies provide a
valuable tool for the investigation of photoinduced CTI. Excited-state MD simula-
tions of two small organic molecules, PSB5 and formaldimine, were carried out
in order to assess the performance of different excited-state methods for the
description of cis-trans isomerization reactions. In contrast to the majority of pre-
vious studies of the same model systems, our approach has the advantage to allow
a completely unconstrained and unbiased relaxation of the excited molecule on its
(3N-6)-dimensional PES.
In the case of the protonated Schiff base model, the forces computed from the

LR-TDDFT S1 PES lead to a single bond rotation instead of double bond isomeri-
zation. This failure might be related to the local approximation of the exchange-
correlation functional or, as suggested by the significantly different results
obtained with P-TDDFT, to a breakdown of the linear response approximation.
Further investigations in this respect are needed. P-TDDFT and ROKS correctly
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predict an inversion of the bond length pattern and a twisting around double
bonds.
In formaldimine, LR-TDDFT simulations in S1 lead to double bond isomeriza-

tion, and the S1 PES seems to be correctly reproduced. Molecular dynamics simu-
lations demonstrate that the S1 PES minimum does not coincide with a S1/S0
crossing. While the isomerization occurs via a twisting mechanism, it is shown
that on the S1 PES a strong gradient leads initially to an increase of the bonding
angle aCNH.
We showed that TDDFT excited-state MD simulations can provide interesting

insights into photoreactions, but the correct description of the excited-state PES
has to be carefully tested.
Hybrid QM/MM simulations of the photoreaction in rhodopsin based on ROKS

yield insights into the atomic details of the reaction mechanism. MD simulations
show that the protein binding pocket selects and accelerates the isomerization
exclusively around the C11–C12 bond via pre-formation of a twisted structure, in
agreement with static ab initio calculations and experimental studies.
It has been shown that the 11-cis to all-trans isomerization is possible within the

protein binding pocket with minor atomic rearrangements, producing a highly
strained chromophore. No simultaneous single or double bond isomerization, as
assumed by the HT and the BP mechanisms, is observed. Instead, all dihedral
angles, especially those around the double bonds, are twisted up to an average val-
ue of 40�. In other words, the two-dimensional picture of the 11-cis to all-trans
isomerization of the RPSB, which would require a large volume change (Fig. 7.1c),
has to be replaced by a three-dimensional picture, in which a twisted all-trans
RPSB can occupy a similar volume as the 11-cis RPSB (Fig. 7.12). Calculation of
different energy contributions shows that the photon energy is stored mostly in
steric energy in bathorhodopsin. Hence, the initial step can be viewed as the com-
pression of a molecular spring, which can then in the following steps release its
strain by altering the protein environment in a highly specific manner.

List of Abbreviations

AIMD ab initio molecular dynamics
AO atomic orbital
BLYP Becke–Lee–Yang–Parr exchange and correlation functional
BP bicycle pedal
CASSCF complete active space self-consistent field
CI configuration interaction
CPMD Car–Parrinello molecular dynamics
DFT density functional theory
eV electron volt
HOMO highest occupied molecular orbital
HT hula twist
KS Kohn–Sham
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LDA local density approximation
LUMO lowest unoccupied molecular orbital
MD molecular dynamics
MO molecular orbital
QM/MM hybrid quantum/classical (quantum mechanical/molecular

mechanical)
PES potential energy surface
ROKS restricted open shell Kohn-Sham
RPSB retinal protonated Schiff base
S0 singlet ground state
S1 first excited singlet state
TDDFT time-dependent density functional theory
VB valence bond theory
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62 V. Bonačić–Kouteck, J. Michl, Theor.
Chim. Acta 1985, 68, 45–55.



References 141

63 P. J. Bruna, V. Krumbach,
S. D. Peyerimhoff, Can. J. Chem. 1985,
63, 1594–1608.

64 R. Sumathi, J. Mol. Struct. (THEO-
CHEM) 1996, 364, 97–106.

65 L. D. Landau, Phys. Z. Sowjetunion 1932,
2, 46.

66 C. Zener, Proc. R. Soc. London, Ser. A
1932, 137, 696.

67 R. W. Schoenlein, L. A. Peteanu,
R. A. Mathies, C. V. Shank, Science
1991, 254, 412–415.

68 J. E. Kim, M. J. Taubner, R. A. Mathies,
Biochemistry 2001, 40, 13774–13778.

69 R. S. H. Liu, A. E. Asato, Proc. Natl
Acad. Sci. USA 1985, 82, 259.

70 A. Warshel, Nature 1976, 260, 679–683.
71 A. Warshel, N. Barboy, J. Am. Chem.

Soc. 1982, 104, 1469–1476.
72 R. R. Birge, B. W. Vought,Methods Enzy-

mol. 2000, 315, 143–163.

73 M. Sugihara, V. Buss, P. Entel,
M. Elstner, T. Frauenheim, Biochemistry
2002, 41, 15259–15266.

74 G. G. Kochendoerfer, P. J. E. Verdegem,
I. van der Hoef, J. Lugtenburg,
R. A. Mathies, Biochemistry 1996, 35,
16230–16240.

75 A. Sinicropi, A. Migani, L. De Vico,
M. Olivucci, Photochem. Photobiol. Sci.
2003, 2, 1250–1255.

76 A. D. Becke, Phys. Rev. A 1988, 38, 3098.
77 C. Lee, W. Yang, R. G. Parr, Phys. Rev. B

1988, 37, 785.
78 U. F. R�hrig, L. Guidoni,

U. Rothlisberger, ChemPhysChem 2005,
6, 1836–1847.

79 M. Garavelli, F. Bernardi, M. Olivucci,
M. J. Bearpark, S. Klein, M. A. Robb,
J. Phys. Chem. A 2001, 105, 11496–
11504.

80 C. S. Page, M. Olivucci, J. Comput.
Chem. 2003, 24, 298–309.





143

8
Chemical Aspects of the Restricted Rotation of Esters, Amides,
and Related Compounds
Christophe Dugave

8.1
Thermodynamic and Kinetic Aspects of Cis-Trans Isomerization

Carbon combined with multivalent electron-rich elements such as nitrogen, oxy-
gen, or sulfur gives rise to a large number of small functional groups such as
esters, thioesters, amides, carbamates, ureas, etc. which are found in synthetic
compounds as well as in certain proteins, peptides, and other biomolecules. These
groups may exist as a mixture of two or more Z/E isomers due to the deconjuga-
tion of heteroatoms and the restriction of free rotation about the r-bond. The en-
ergy difference between Z and E isomers is usually below 5 kcal mol–1 with a max-
imum for esters, but many factors can influence the Z:E ratio, such as steric hin-
drance, aromatic stabilization, dipole–dipole interactions and lone pair-r interac-
tion as well as intra- and intermolecular H-bonds [1] (Fig. 8.1). As anticipated, the
less crowded Z isomer (analogous to the trans isomer of olefins) is the more abun-
dant for nonbulky substituents, whereas larger groups tend to decrease the differ-
ence between the two isomers.

Fig. 8.1 Schematic representation of E (cis) and Z (trans) iso-
mers of esters (X = O, Y = O), thiolesters (X = O, Y = S),
amides (X = O, Y = NH) and thioxoamides (X = S, Y = NH).

Both isomers may be observed by several techniques, in particular dynamic
NMR spectroscopy, UV spectroscopy and UV resonance Raman ground and
excited state studies [2], which provide valuable thermodynamic data. Unfortu-
nately, except for amides, which have been thoroughly studied due to their biolog-
ical role in peptides and proteins, the lack of large systematic studies makes the
establishment of general rules difficult. Ab initio studies have been mainly per-



formed in vacuo and, though they indicate a tendency, they have to be considered
with prudence since they do not usually consider solvent effects that strongly
influence the Z:E equilibrium. For example, the calculated free energy difference
for methyl formate is reduced from 5.2 kcal mol–1 in the gas phase to 1.6 kcal mol–1

in acetonitrile.

8.1.1
Esters and Thioesters

In the formate esters, the free energy difference decreases from esters to thioe-
sters and amides for the methyl and tert-butyl groups, and E-methyl formate is
only observed in very small amounts (£ 0.3%) at low temperature (190 K), as
shown by 13C NMR spectroscopy [3]. The energy is significantly lower for the
bulky tert-butyl moiety relative to the methyl group and this seems to be a func-
tion of steric hindrance since ethyl formate and iso-propyl formate have intermedi-
ary values [4,5]. In the tert-butyl formate, a strong electronic repulsion accounts
for the relatively high proportion of E isomer (10%).
E and Z isomers of esters can display significantly different properties such

as acidity, as observed in the case of methyl acetate: the E isomer has been calcu-
lated to be more acidic than the Z form [6], and this theoretical result has been
related to the unusually low pKa of Meldrum’s acid (pKa = 7.3 to be compared to
dimethyl malonate pKa = 15.9) [7,8]. In contrast, the Z:E ratio of methyl thio-
noformate (HCOSMe) is 97:3 in acetone (DG� = 1.29 kcal mol–1) in the 177–192 K
range, whereas the ratio is 77:29 for cyclopropyl thionoformate in the same condi-
tions (DG� = 0.31 kcal mol–1). The energy difference is even close to zero
(DG� = 0.13 kcal mol–1) in the particular case of phenyl thioformate [9].
Steric interactions dramatically increase the free energy difference for acetates

and thioacetates. For example, DG� is respectively 9.3 and 4.9 kcal mol–1 for meth-
yl acetate and methyl thioacetate, compared to DG� = 2.1 and 1.3 kcal mol–1 for
methyl formate and methyl thioformate respectively. In turn, the barrier to rota-
tion remains the same order of magnitude with DG‡

EfiZ = 12.4 (methyl acetate)
and 10.1 kcal mol–1 (methyl thioacetate).
Thioesters are obligatory intermediates in the in vivo formation of esters, in par-

ticular those found in complex lipids and also play a part in the formation of pep-
tides, fatty acids, sterols, terpenes, and porphyrins. They may be found in protein
either as transitory constituents or as stable motifs, and all involve a cysteine resi-
due of the protein. The most famous example is the thiol-acryloyl moiety of photo-
active yellow protein, which undergoes a thioester cis-trans isomerization (CTI)
directed by photoisomerization of the acrylate and intramolecular restraints (see
Chapter 5). A thioester linkage is also found as a high-energy intermediate in
stable proteins such as the complement components C3 and C4 and the protease
inhibitor a2-macroglobulin, in which it is implicated in the entrapment of pro-
teases [10]. Thioesters are also found in their invertebrate equivalents, thioester-
containing proteins (TEPs), which play an important role in innate immunity in
insects [11]. In the recently published structure of the complement component
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C3, the Cys988–Gln991 Z-thioester linkage may react with nucleophilic groups
(mainly OH and to a lesser extent NH) at cell surfaces and proteins in order to
increase internalization [12]. Thioesters also reversibly connect cysteine residues
to palmitate [13] and other fatty acids [14] in order to facilitate protein–membrane
interactions and protein trafficking.

8.1.2
Amides and Thioxoamides

Amide cis-trans isomerism is well documented [15–17], in particular for peptides
and proteins since it plays a central role in the structure and biological activity of
these molecules. This point will be detailed further in Chapter 9 and peptides will
be only tackled here for the purposes of comparison with other chemically related
motifs.
Due to the pronounced amide resonance which results from the ability of the

nitrogen atom to delocalize its lone electron pair over the whole amide moiety,
amide has a planar shape with two minimum energy structures for x = 0� (cis
rotamer) and 180� (trans rotamer). Although the trans isomer is the more stable
for steric reasons, the cis:trans ratio is higher relative to esters with an enthalpic
difference between 0.5 and 6 kcal mol–1, with a ratio for methyl formamide of
about 10:90 in water [18]. As already observed with esters, the transition from for-
myl derivatives to acetyl compounds results in a dramatic rise in free energy dif-
ference (DDG� = +3.58 kcal mol–1 for esters in acetonitrile), which disfavors the
formation of a cis isomer (<<0.1% for methyl acetate and 1.4% for methyl aceta-
mide in water). The same trends are observed for peptides and proteins that are
made of a regular succession of secondary and tertiary amide bonds. Small flex-
ible peptides usually have an all-trans configuration, which is far more stable,
though inter- and intramolecular interactions, solvation, and protonation can
modulate this situation.
The pseudo-double bond character of amides is much more pronounced than

for esters due to the conjugation of the H–N–C=O moiety and is correlated to the
ability of distorted amides to be hydrolyzed to bases [19]. For this reason, the bar-
rier to interconversion is significantly higher that for the ester series, with DG‡

typically ranging from 16 to 22 kcal mol–1 [17]. However, the rotational barrier is
not solely due to conjugation and also partly arises from the orientation of the
nitrogen lone pair which is perpendicular to the amide plane [20]. Therefore, the
rates of isomerization are considerably slower than for esters. This means that
both isomers can be observed by simple techniques, for example at room temper-
ature by 1H and 13C NMR spectrometry and UV spectrophotometry [21].
Amide CTI is a first-order reversible reaction (unimolecular process) character-

ized by a kinetic constant kobs = ktfic + kcfit. In secondary amides, kobs is entirely
determined by kcfit, suggesting that a stabilized cis isomer corresponds to a decel-
erated cis fi trans isomerization rather than an accelerated trans fi cis reaction,
whereas both rate constants usually contribute in a similar way for tertiary
amides. The kinetic constant kcfit was determined for a set of Gly- and Ala-con-
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taining dipeptides to be in the 0.3–0.7 s–1 range, depending on the ionization state
of the peptide, a situation basically different from CTI in larger peptides which is
not sensitive to the ionization state of the side-chains. The CTI was also investi-
gated by UV resonance Raman spectrophotometry and the activation energy bar-
riers were estimated to be 13.8 – 0.8 kcal mol–1 (kcfit = 2.3 – 0.3 s–1) and 11.0 mol–1

(kcfit = 14 – 2 s–1) for N-methyl acetamide (NMA) and the Gly-Gly dipeptide,
respectively, with energy differences of 2.6 kcal mol–1 for NMA and 3.1 for Gly-
Gly [2]. A highly negative DS‡ value was calculated for the Gly-Ala dipeptide, sug-
gesting a major reorganization of the solvent molecules surrounding the peptide
when it is approaching the transition state. This is also true for simple amide de-
rivatives such as formamide since it was calculated that resonance accounts for
only one half of the rotational barrier (7.3 vs. 15.6 kcal mol–1) and for two-thirds of
thioformamide (13.7 vs. 21.0 kcal mol–1) [20]. Consequently, CTI of thioxoamides
is slower than for the corresponding amides. Thermodynamic and kinetic data
were also obtained by 1H and 13C NMR spectroscopy, magnetization transfer
experiments and line-shape analysis for poly-Ala oligopeptides containing a Tyr
residue.
Tertiary amides have significantly lower energy differences than the correspond-

ing secondary amides. For example, DG� is 5.0 kcal mol–1 for acetyl-N-methyl gly-
cine and only 0.3 kcal mol–1 for acetyl glycine [22]. On the other hand, the energy
barrier to rotation remains about 18–22 kcal mol–1 and this explains why unsym-
metrical N-disubstituted amides are often observed as a mixture of interconvert-
ing cis-trans isomers at room temperature.
Tertiary thioxoamides have cis:trans ratios roughly similar to those of the corre-

sponding amides (Table 8.1). As observed with secondary thioxoamides, the ener-
gy barrier is greatly increased by the C=O to C=S substitution as calculated from
1H and 13C dynamic NMR experiments. As an example, dimethyl-[d3]acetamide
and dimethyl-[d3]thioacetamide have DG‡ values of about 21.4 and 23.5 kcal mol–1,
respectively, at 298 K in [d6]DMSO, and the same tendency has been observed in a
large set of thioxoamides. An excellent linear correlation was obtained with
DG‡

thioxoamide = 1.13/1.11 DG‡
amide [23]. This was also observed with a set of thioxy-

lated peptides whose CTI was 25- to 125-fold slower than that of all-amide pep-
tides (Table 8.1) [24,25]. As observed with nonpeptide thioxoamides, DG‡ is rela-
tively insensitive to solvents [23], implying a bulky transition state of rotation with
minor solvent reorganization. The enhanced acidity of the thioxoamide N–H pro-
ton promotes the formation of structures such as the C7 c-turn and C10 b-turn
which are not usually found in all-amide peptides due to strong CS–N–H···O=C
hydrogen bonding [26].
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Table 8.1 Kinetic and thermodynamic constants of Ala-Xaa-Pro-
Phe-pNA/Ala-Xaa-w[CS-NH]Pro-Phe-pNA at pH 7.8, 10 �C.

Xaa cis content (%)a kcfit (10–5 s–1) DH‡ (kcal mol–1)c DS‡ (cal mol–1)d

Gly 33/33 610b/25 17.9/15.7 5.6/19.4

Ala 9.8/8.5 690b/7 19.1/19.1 0.6/10.0

Abu 9.2/9.6 650b/5 19.5/19.3 0.8/9.9

Leu 8.1/6.5 620b/8 21.2/15.4 6.0/22.7

Phe 12.6/10.5 360b/11 1.91/19.3 5.5/27.3

a SD £ 1%.
b SD £ 30 	 10–5 s–1.

c SD £ 0.25 kcal mol–1.
d SD £ 1.3 cal mol–1.

Amide surrogates such as N-aminoamides and N-hydroxyamides have been
thoroughly investigated due to their potential as protease-resistant pseudopep-
tides, but little is known about the CTI of these molecules. It seems that N-amina-
tion and N-hydroxylation weakly perturb the local conformation of the peptide
bond, though they dramatically affect the hydrogen-bonding network since CO–
NH–NH2 is a weak proton donor and CO–NH–OH is a strong proton donor. In
particular, N-hydroxyamides tends to form 8- and 11-membered rings in peptides
in dichloromethane instead of the usual 10-membered ring of the corresponding
amides.

8.1.3
Oxalamides and Hydrazides

Several peptidomimetic motifs such as oxalamides and hydrazides have motifs
that seem to be very similar to amides, but these flexible templates display several
preferential conformations due to the existence of multiple dihedral angles and
hence have been used to tune peptide conformations in bioorganic and medicinal
chemistry (Fig. 8.2) [27,28].

Fig. 8.2 Dihedral angles of amides (A), oxalamides (B) and hydrazides (C).

Theoretical study of the conformational preferences, energy differences, and
charge distribution of NdMO (B with R1 = R4 = CH3 and R2 = R3 = H) showed that
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the trans-trans-trans form is the most stable conformation in both gas phase and
water due to the absence of unfavorable interactions between the oxygen atoms
and the methyl groups. NdAH (B with R1 = R4 = CH3 and R2 = R3 = H) exists as
four low-energy isomers with energy differences below 2.4 kcal mol–1: a trans-
gauche-trans isomer in the gas phase and a cis-gauche-trans isomer in aqueous
solution, both of which are stabilized by an intramolecular H-bond. Water has an
important effect by changing the molecular dipoles of both NdMO and NdAH by
about 30%. NdMO has some similarities with NMA (A with R1 = R3 = CH3 and
R2 = H); in particular there is a resemblance between the amide resonance and
charge distribution of NdMO. Conversely, NdAH presents pyramidality of the
nitrogen atoms and hence a reduced resonance of the two amide groups. More-
over, the N–N bond behaves as a single bond that can rotate almost freely [29].
Therefore, hydrazino- and azapeptides have found numerous applications in pep-
tide chemistry and biology since the increase in dihedral angles and potential
H-bond donors and acceptors gives access to a wide variety of stable secondary
structures [30,31].
Recently, Marshall and coworkers have reported on the particular structural be-

havior of azaproline (azPro) derivative Ac-azPro-NHMe (Fig. 8.3) which tends to
form an eight-member hydrogen bond (i fi i + 1) in a typical b-turn conformation
without introducing any steric bulk. It stabilizes a cis-amide bond whereas proline
favors a seven-member H-bond (i + 2 fi i) with a trans-amide conformation
(c-turn) (Fig. 8.3) [27]. Additional N-methylation decreases the energy difference
between cis- and trans-azPro conformers and hence severely perturbs the b-turn
conformation [28]. In nonproline derivatives, permethylation inverted the ten-
dency since calculation at the B3LYP/6–31G* level showed that the cis-Ac-azAla-
NHMe was 1.36 kcal mol–1 more stable than the trans-amide conformer, whereas
trans-Ac-azAla-NHMe was favored by 1.24 kcal mol–1 [32].

Fig. 8.3 Structure of azaproline (azPro) 1 and cis-Ala-azPro
8-membered ring compared with the trans-Ala-Pro 7-mem-
bered ring.

8.1.4
Carbamates and Ureas

The carbamate anti rotamer is usually favored by 1.0–1.5 kcal mol–1 for steric and
electrostatic reasons [33]. Energy difference may be even close to zero in the case
of certain carbamates which may be roughly found as a 50:50 mixture of syn and
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anti isomers. This is the case with many amino acid Boc derivatives, which appear
as two well-defined upfield singlets at 1.23 and 1.28 ppm in 1H NMR spectroscopy
at room temperature instead of the lone singlet at 1.40–1.45 ppm. Rotational bar-
riers are high, albeit lower than for the corresponding amides, a result which may
be explained by the multiplicity of potential H-bonds capable of stabilizing a tetra-
hedral nitrogen transition state. This is supported by the low solvent effect on car-
bamate CTI relative to the corresponding amide compounds. For example, DG‡ is
16.7 and 15.5 kcal mol–1 in carbon tetrachloride and 19.3 and 15.5 kcal mol–1 in
D2O:CD3OD 75:25 for amide 2 and carbamate 3, respectively (Fig. 8.4) [34]. It is
noteworthy that all carbamates studied by Cox and Lectka displayed unprece-
dented negative DS‡ values ranging from –21 cal mol–1 (compound 3a) to
–6 cal mol–1 (compounds 3b and 3d) in D2O:CD3OD 25:75 with no significant
influence of the R substituent on DG‡ (15.4–15.6 kcal mol–1). Moreover, multiple
H-bonds are well known to stabilize a given isomer over intermolecular associa-
tion [33,35].

Fig. 8.4 (A) Structures of amide 2 and carbamate 3a–d.
Dipole moments of ground state (GS) and two possible syn
and anti transition states calculated at the 6-31G**//6-31G*
level for R2 = R3 = Me [34].

trans-trans-Ureas are the most stable, although intra- and intermolecular
H-bond-mediated stabilizations of certain isomers in urea-containing compounds
are much more frequently found than in amide-containing molecules and partici-
pate in the selection of particular structures that display high stabilities [36].
Oligourea peptide are c-peptide analogs while carbamates may mimic b-peptides.
For this reason, intramolecular stabilization requires a minimum chain length as
demonstrated for N,N¢-linked oligourea peptide analogs since optimal stabiliza-
tion was obtained for heptamers and longer oligoureas [37]. As a consequence,
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not all possible rotamers are represented and there may be some considerable dif-
ferences between the solid-state and solution structures as observed with the
model urea peptide 4 (Fig. 8.5) [38].
Due to competitive conjugation, ureas have barriers to rotation lower than the

corresponding amides. Urea isomerization proceeds either via a classical CTI
(DH‡ = 18.5 – 1.6 kcal mol–1) or a whole-body flip (DH‡ = 15.5 – 1.2 kcal mol–1),
i.e. from trans-trans to cis-cis.

8.2
Influence of the Environment on CTI

8.2.1
Solvent and Concentration

Theoretical calculations by statistical mechanical simulation, in agreement with
experimental data, have shown that polar solvents affect the energy of E isomers
of esters more than that of the Z rotamer. The energy difference was reduced
from 5.2 kcal mol–1 in the gas phase (e = 1) to 1.6 kcal mol–1 in the acetonitrile
(e = 35.9) and from 8.5 to 5.2 kcal mol–1 for methyl formate and methyl acetate,
respectively. This may be explained by the increased polar character of the carbon-
yl group in the more polar solvent [39]. This was also observed in DMSO (e = 47.2)
where the proportion of the minor E isomer tends to increase [1]. The keto-enol
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Fig. 8.5 Molecular structures of a urea peptide (A) in the crystal state
(B, ORTEP representation with ellipsoids shown at the 40% probability
level) and in a CDCl3 solution (MM2 energy-minimized conformation) [38].
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tautomerization of formamide, investigated at the Hartree-Fock level using the 6-
31G** basis set, suggested that various types of nondissociative proton transfer
processes (direct, dimeric, and solvent-assisted) might account for solvent and
concentration effects [40].
Proton NMR studies of N-methyl formamide (NMF) and NMA at high dilution

in deuterated solvents have shown that the level of cis isomer of NMF is 8% in
water, 10.3% in chloroform, 8.8% in benzene, and 9.2% in cyclohexane, while the
level of cis-NMA (a model for the secondary peptide bond) is 1.5% in water and
does not change very much in nonpolar solvents [18]. Ab initio molecular calcula-
tions suggest that the small difference in dipole moments in cis and trans forms
explain the relative insensitivity of amides to solvent change, unlike esters [22,41].
This may be explained by nearly identical free energies of solvation for the two
isomers [18]. The energy difference between cis and trans isomers in aqueous so-
lution (DG� = 2.5 kcal mol–1) accounts for the preferential trans conformation
adopted by most peptide bonds. Similar results were obtained with nonproline ter-
tiary amides [22].
CTI of the Xaa-Pro peptide bond directly depends on the solvent’s ability to

donate a hydrogen bond which stabilizes both isomers and restricts isomerization,
whereas it is quite independent of solvent dielectric constant and solvent polarity.
From inversion transfer 13C NMR spectroscopy experiments, a barrier energy dif-
ference DG‡

aprotic – DG‡
protic = 1.3 – 0.2 kcal mol–1 was determined for the Ac-Gly-

Pro-Ome peptide [42]. This result suggested that a nonpolar environment acceler-
ates CTI of the Xaa-Pro moiety and strongly supported the hypothesis of a decon-
jugated transition state [43]. This was confirmed by Cox and Lectka who investi-
gated the solvent effect on secondary and tertiary amides including proline [34].
In contrast to amides, the barrier to CTI of carbamate was insensitive to solvent.

However, this situation dissimulates two distinct effects that annihilate each
other: (1) a decrease in DH‡ (with a minimum for 75% D2O/CD3OD) which
reflects a charge separation stabilizing the transition state; (2) an increase in nega-
tive DS‡ indicating a stronger solvation of the most polar transition state relative
to the less polar ground state [34,44]. The effect of H-bonding on the anti:syn ratio
(K) was particularly pronounced with carbamates [45]. For example, esterification
of Boc-Ala-OH resulted in a jump from 8% anti-Boc-Ala-OH to 92% anti-Boc-Ala-
OMe in CDCl3 at –54.3 �C, and this was also observed with intermolecular interac-
tions since addition of acetic acid produced a stronger effect on Boc-Ala-OH rela-
tive to the corresponding methyl ester [35]. This influence of H-bonds was further
confirmed with dual H-bond donor/acceptor molecules [33]. Concentration has a
similar effect on Boc-Ala-OH, since a CDCl3 increase from 7.9 mmol L–1 to
161.9 mmol L–1 caused a jump from 8% to 43% syn isomer, respectively.
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8.2.2
pH and Salts

The pH dependence of amide CTI is much more documented than for esters. Al-
though the carbonyl oxygen is the preferred site of protonation by strong Brønsted
acids, amide CTI is usually not sensitive to pH unless ionizable groups surround
the isomerizing peptide bond. In dipeptides, cis:trans ratios and CTI rate constants
remain relatively stable between 4 and 8, though the pKa of each cis and trans iso-
mer may be significantly different [22]. For lower and higher pH values, however,
the changes in ionic environment modify both the cis:trans ratio as well as kinetics
of isomerization. This suggests that ionization states strongly influence the elec-
tronic distribution in the amide moiety which controls both geometric preferences
and electronic transition during CTI.
Usually, metal ions as Lewis acids do not influence the cis:trans ratio of second-

ary amides. Conversely, the isomer preference of the amino acyl-prolyl bond is
strongly shifted to the cis-conformation (from 10 to 70%) by addition of high con-
centrations (0.2–0.47 mol L–1) of Li+ ions in anhydrous solvents such as trifluor-
oethanol or tetrahydrofuran [46]. The Li+ effect is still misunderstood, and it
seems reasonable to imagine that the Lewis acid cation is complexed by the basic
oxygen of the amide carbonyl and hence perturbs the H-bond network which sta-
bilizes the trans conformer [46]. However, this effect is limited to certain amino
acids preceding proline. Nonproline tertiary amides such as the MeLeu9-MeLeu10

moiety in the cyclic undecapeptide cyclosporine are dramatically affected by addi-
tion of Lewis acids and shift from 100% cis in tetrahydrofuran to 100% trans upon
addition of LiCl. Li+ as well as Ag+ disrupt amide resonance by coordination to the
amide nitrogen and seem to be able to lower DG‡ for CTI of N,N-dimethylaceta-
mide [16]. An early computational study has predicted a lowering of DG‡ upon
coordination of Li+ ions [47] which might cause an increase of ktfic. PtII–H bond-
ing is also suspected to stabilize the cis isomer of acetamide. This interaction,
which is closely related to the H-bond, is predominant in nonoxygenated solvents
since oxygen is able to compete with platinum and thus favors the trans isomer
[48].
Surprising effects of several detergents on CTI have been reported. Bairaktari et

al. described an exclusive cis-Ile1-Lys2 conformation of the 17-mer peptide bombo-
litin dissolved in aqueous sodium dodecylsulfate which suggested a dramatic shift
of DG� caused by the micellar environment [49]. Fischer and coworkers also dem-
onstrated the effects of detergents on Xaa-Pro CTI in a series of tetrapeptides Suc-
Ala-Xaa-Pro-Phe-pNA including the thioxopeptide Suc-Ala-Leuw[CS-N]Pro-Phe-
pNA. The trans isomer was favored by an energy difference of DDG� averaging
2.8 – 0.2 kcal mol–1. An up to 23-fold rate enhancement was observed and the
micelle-induced decrease of DG‡ was entirely enthalpy-driven. In saturating con-
ditions, the charge of the detergent did not influence greatly the rates of isomeri-
zation, suggesting that the hydrophobic peptide was deeply inserted inside the
lipophilic environment of the micelle. Such an effect, observed in hydrophobic
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solvents that lower the energy barrier to isomerization, was also the basis of the
FK506 binding protein (FKBP) catalysis of CTI [50].

8.2.3
Temperature

As anticipated, temperature modulates the Z:E ratio and increases the rates of
CTI. In most cases, esters and thioesters cannot be differentiated at room temper-
ature whereas both rotamers of the corresponding amides, carbamates (Table 8.2),
and ureas are observed in these conditions, but are not affected to the same
extent.

Table 8.2 Percentage of anti isomer, free energy difference,
exchange rate and energy barrier for Boc-Ala-OH [51].

T (K) % anti isomer DG� (kcal mol–1)a kafis (s–1) DG‡ (kcal mol–1)b

219 8 1.06 – –

240 13 0.91 – –

261 37 0.28 – –

283 55 –0.10 5.5 15.5

295 64 –0.33 16 15.6

308 69 –0.49 52 15.6

321 76 –0.74 105 15.8

335 81 –0.99 300 15.9

a DH� = 4.8 – 0.3 kcal mol–1; DS� = 17 – 1 cal mol–1 K–1.
b – 0.2 kcal mol–1.

In particular, for the secondary amides of nonproline dipeptides, DS‡ may vary
depending on the protonation state [21] and hence influence the temperature-de-
pendent energy barrier in a way described by the equation DG‡ = DH‡ – TDS‡,
though amide and carbamate CTI are usually essentially enthalpy-driven. The sol-
vent dielectric constant e also varies depending on temperature (i.e. 47.6 at –50 �C
and 32.1 at 50 �C for acetonitrile) and strongly influences the charge distribution
on the pseudo double bond.
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8.3
The Study of CTI of Amides and other Conjugated p-Systems

8.3.1
Spectroscopic Techniques

8.3.1.1 NMR Spectroscopy

NMR spectroscopic techniques have proved to be extremely useful for the deter-
mination of cis:trans ratios as well as for the monitoring of CTI and the analysis of
thermodynamic parameters. Most research efforts have been directed towards
amides that are implicated in important biological processes and, to a lesser
extent, towards carbamates because they allowed interesting comparative studies
with amides, in particular in terms of CTI mechanisms. Many nuclei are potential
probes in NMR spectroscopy for determining cis:trans ratios as well as interconver-
sion kinetics such as 1H, 13C, and 18F, since CTI affects both coupling and d as
well as intra- and intermolecular interactions (Fig. 8.6). Usually, cis and trans iso-
mers are identified by nuclear Overhauser effect (NOE) experiments due to prox-
imity effects generated by a given isomer. In the case of multi-isomer equilibrium,
the situation may be complicated for little populated conformers that cannot be
identified unambiguously. When possible, the monitoring of individual signals
after a sudden modification of the environment gives access to microscopic rate
constants separately [52].

Fig. 8.6 NH-region of a 1H NMR spectrum of Ac-Ala-Pro-Pro-
Ala-Lys-NH2 in a 20 mmol L–1 phosphate buffer pH 5 at 4 �C.
Insets magnify signals of the cc isomer (1%) [52].

Line-shape analysis, magnetization transfer experiments, 2D NOESY etc. can be
used for kinetic studies of CTI, but they require relatively high peptide concentra-
tions (Fig. 8.7) [53]. Mainly used for the investigation of model systems, they can
also be utilized in complex cases for the determination of individual rate constants
and for the monitoring of protein folding.
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Fig. 8.7 Relative intensities of the time-dependent magnetization
of CH3 of cis-Ala-Tyr in H2O:D2O 9:1 pH 5.9 in a T1 experiment (h)
and the magnetization-transfer experiments with the cis signal
parallel (~) and antiparallel to the stationary magnetic field (,)
at 316 K. Solid lines represent the correspondingly fitted biexponential
decays with T1 = 0.984 s, kcfit = 3.7 s–1 and a cis content of 0.61% [53].

Quantitative studies of the solvent and temperature effects coupled to molecular
mechanics studies give access to a wide variety of parameters [44]. The monitoring
of CTI using fluorine as an internal probe (i.e. 4-fluorophenylalanine) is also par-
ticularly attractive due to the high sensitivity of 18F [54].

8.3.1.2 Spectrometric and Fluorimetric Assays
Spectrophotometric and fluorimetric assays have been used for more than 15 years
for the kinetic study of CTI in peptides. Fluorescence studies were first used to
monitor the refolding of protein: the assay was based on the change in fluores-
cence intensity of a tryptophan residue at 320–350 nm upon irradiation at 260–
290 nm when its environment was modified by protein refolding (usually, an
increase of fluorescence resulting from the burying of the indole moiety inside a
more hydrophobic environment). However, such assays evaluate the overall struc-
ture of the protein, that is the sum of multiple additive processes, and, in view of
CTI studies, they have been limited to simple models such as RNase T1 [55]. Sev-
eral UV/visible and fluorescence assays have since been developed to determine
the kinetic constants of amide CTI. All use tetrapeptides derived from the chro-
mogenic substrate for the protease a-chymotrypsin: Suc-Ala-Ala-Pro-Phe-pNA. In
particular, the first assay for monitoring CTI was based on the cleavage of the
para-nitroaniline moiety (kmax = 390 nm) by a set of proteases including a-chymo-
trypsin, trypsin, subtilysin, pepsin, and dipeptidyl-peptidase [17] which selectively
hydrolyze tetrapeptides with a trans-Xaa-Pro sequence, thus stopping reverse
isomerization. Sensitivity was greatly improved by operating at low temperature
(4–10 �C) and dissolving the substrate in a 0.47 mol L–1 LiCl in trifluoroethanol,
which inverses the cis:trans ratio (from 20:80 to 80:20) of the peptide relative to
aqueous buffers. Therefore, sudden addition of the peptide solution to an aqueous
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Fig. 8.8 Absorbance difference of Gly-Gly cis and trans isomers. (A) Time-course
of CTI of Gly-Gly recorded at 220 nm in a 50 mmol L–1 phosphate buffer pH 7.3
following a pH jump from a 50 mmol L–1 phosphate buffer pH 2.0 at 25 �C (B) [21].
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buffer (containing a nonlimiting concentration of protease) started the CTI pro-
cess, which resulted in a two-slope curve: (1) a fast hydrolysis of the preexisting
trans isomer; (2) a slow (CTI-dependent) hydrolysis of the newly formed trans iso-
mer.
Kinetic constants are obtained from the second part of the two-slope curve:

treatment of the data as a pseudo first-order reaction gives kcfit, while interpola-
tion of the slope the ratio Kcis/trans. Although it may be marred by additive errors,
kcfit can be deduced from the equation: Kcis/trans = kcfit/kcfit.
A protease-free assay using Suc-Ala-Ala-Pro-Phe-DFA (DFA is 2,4-difluoroani-

line) was also developed, but its sensitivity at 246 nm is low (<0.006 absorbance
unity) for a typical peptide concentration of 21 lmol L–1 [56]. The same problem
limits the applicability of the assay reported by Fischer and coworkers based on
the pH sensitivity of the secondary amide bonds. A pH jump (i.e. from 2.0 to 7.3)
led to a slight variation of absorbance at 220 nm which reflects the pH-dependent
CTI (Fig. 8.8). However, this assay cannot be used routinely with oligopeptides,
although it gives kinetic data that cannot be easily obtained by other methods [21].
The fluorescence of the ortho-aminobenzoate motif was utilized to elaborate a

continuous fluorimetric assay based on intramolecular fluorescence quenching
through isomer-differential collision of the fluorophore and a quencher, i.e. nitro-
phenylalanine or a para-nitrophenyl moiety at the C-terminus [57]. Relative fluo-
rescence recorded at 410 nm (kex = 317 nm) is cleared from the participation of
the preexisting trans isomer, but this assay is limited to peptides bearing fluoro-
phores and properly positioned fluorescence quencher moieties.

8.3.1.3 Other Spectroscopic Techniques
Several other techniques may be employed to investigate CTI dynamics. UV reso-
nance Raman ground and excited state studies have given access to the thermody-
namic parameters of the trans to cis photochemical isomerization of secondary
amides upon laser excitation at 206.5 nm at various temperatures [2].
Infrared (IR) spectrometry [58], as well as circular dichroism [59], provide inter-

esting information about the tendency of peptides and pseudopeptides to be
structured in various solvents through intramolecular interactions (in particular
H-bonds) that may be favored by only one conformation [26,60]. Transient 2D-IR
spectroscopy is an attractive technique for studying ultrafast conformational tran-
sitions in peptides [61], but, to my knowledge, has only been used to investigate
rotation about f and w dihedral angles. Thermal Fourier transform IR microspec-
troscopy was used to investigate the reversible CTI isomerization of captopril in
the solid state [62], a process that may be ascribed to changes in the H-bond pat-
tern [63].
Circular dichroism (CD) spectra transition between cis and trans conformers

was successfully applied to the monitoring of light-induced CTI of thioxoamide
bonds to determine rate constants and energy barriers (Fig. 8.9) [25].
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Fig. 8.9 (A) CD spectra of compound 5 (1.4 � 10–4 mol L–1) in
a 50 mmol L–1 sodium phosphate buffer pH 7.0. Thermally
equilibrated peptide (––––), peptide after irradiation (– – –)
and re-equilibrated peptide (. . .). (B) First-order kinetics of
the molar ellipticity of compound 5 at 268 nm [25].

After irradiation, the CD response of compound 5 reversibly changed to the
opposite sign at 268 nm, suggesting that geometry around the chromophore
N–C=S bond was changed. The rate constant obtained was comparable to those
calculated from UV-visible spectrophotometry.
CTI may exert kinetic control of amide bond cleavage and, therefore, may sign

the formation of specific ions and rearrangement products in mass spectrometry.
High-resolution ion mobility/time-of-flight techniques have shown the presence
of multiple conformers that arise from populations of cis- and trans-Xaa-Pro
motifs [64] and may be differentiated depending on their relative ability to be pro-
tonated. CTI also influences the amide cleavage pathway under low-energy colli-
sion in tandem mass spectrometry that leads to the formation of the cyclic dipep-
tide diketopiperazine [65,66].

8.3.2
Separation of Z and E Isomers

Cis-trans isomers of peptides can be separated by several techniques including
thin-layer chromatography (TLC), high-performance liquid chromatography
(HPLC), and capillary electrophoresis.
In organic solvents, protected peptides containing clustered proline residues

often display multiplicity of spots which correspond to slowly interconverting
Xaa-Pro isomers, however, the resolution strongly depends on the mixture compo-
sition as well as peptide sequence. As an example, Boc-Pro-Pro-OMe appears as
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two well-separated spots in chloroform:methanol 95:5 (Rf = 0.74 and 0.65) on sili-
ca gel plates but as a single spot in a 80:20 mixture (Rf = 0.72) [67].
Low-temperature HPLC separation of peptides allows the separation of cis and

trans isomers of constrained peptides such as the intramolecular disulfide of
Cys-Leu-Pro-Arg-Glu-Pro-Gly-Leu-Cys which gave two peaks at 0 �C coalescing at
higher temperature (Fig. 8.10). The resolution was also strongly dependent on the
solvent of injection since HPLC chromatograms obtained from a concentrated
LiCl/TFE solution of peptides showed significant modifications [68]. When the
rate of interconversion is sufficiently slow relative to experimental time, both iso-
mers of smaller and nonconstrained peptides can be separated with excellent res-
olution at 0 �C [69,70].

Fig. 8.10 HPLC profile at 215 nm of peptide Cys-Leu-Pro-Arg-
Glu-Pro-Gly-Leu-Cys recorded at 0, 20, and 50 �C (C18 column
Vydac 218TP, 3 � 250 mm, 0.7 mL min–1, linear gradient
of A:B from 100:0 to 0:100 in 30 min (A: 5% acetonitrile +
0.05% TFA; B: 60% acetonitrile + 0.05% TFA) [68].

Capillary electrophoresis is also able to distinguish both cis and trans isomers of
linear peptides [67] and thioxopeptides irradiated at 254 nm [25,71]. Although
capillary electrophoresis is anticipated to separate products by charge, and charge
itself would not be affected by conformational changes, this may be explained by
the distinct solvation of conformers which therefore have different abilities to be
ionized in solution.

8.3.3
Models and Mimics for the Study of Amide CTI: Towards Multiple CTI Pathways

The mechanism of CTI in pseudo soluble bonds, especially peptides, has been
thoroughly investigated. Among the possible ways of amide CTI, many are plausi-
ble as biologically relevant and have highlighted new trends in the comprehension
of complex processes such as protein folding and denaturation, peptides/protein
conformational transitions etc, and their biological effects such as CTI-modulated
activity as well as macroscopic consequences (i.e. neurodegeneration). There
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seem to be several distinct ways of isomerizing amides and related compounds,
including catalysis by Brønsted acids, H-bonds, nucleophilic catalysis, metal cat-
ions, p-bases, light, etc. These different aspects were summarized in the excellent
review by Cox and Lectka [16] who have done most of the work described in this
section. Since then, several other possible CTI mechanisms have been proposed
and will be discussed herein. Despite their differences, all of them result in a par-
tial or complete deconjugation of the amide bond.

8.3.3.1 Acid/H-Bond-Catalyzed CTI
As mentioned previously, the oxygen carbonyl is the preferred site of protonation
of amides by strong Brønsted acids, but this does not exclude CTI through the
occurrence of a small but kinetically significant quantity of a N-protonated inter-
mediate, as indicated by the 130-fold increase in the rate of CTI of dimethyl acet-
amide when the pH of the solution jumps from 7.0 to 1.8. An approximately
2500-fold acceleration of CTI (DDG‡ = 5 kcal mol–1) was also observed with the
model amide 12b, which isomerized through a ketone-amine-like transition state
as suggested by the amide C=O IR stretch shift from 1637 to 1684 cm–1 (Table
8.3). The X-ray structure of compound 12b revealed a bridging hydrogen which
links both amide and amine nitrogen atoms via a “moderately strong” H-bond
[72,73].
The existence of an intramolecular H-bond [60] was also postulated in the case

of proline derivatives 13a,b, with a 260-fold acceleration of CTI rates for com-
pound 13b, whereas this was not observed with the corresponding esters [74,75].
Significant acceleration of the CTI was also observed with oxazolidine carboxylate
and 3- and 4-thiazolidine carboxylate derivatives, a result which may be explained
by a puckering of proline due to stereoelectronic effects. Ab initio calculations as
well as experimental evidence have highlighted the participation of an H-bond be-
tween the amide N–H and the properly positioned proline nitrogen which lowers
the energy barrier to isomerization [15,17]. A similar, though less pronounced
phenomenon was observed with a 4-mer peptide containing a (2S,4S)-4-fluoro-
proline residue [17,76] as well as acyclic peptides containing a His-Pro moiety
[77] and several cyclic peptides [78–80]. Finally, structural evidence for a
O=C–N–H—N intramolecular H-bond was provided by X-ray crystallographic
study of the locked proline mimic 14 which displays an unambiguous signal in IR
spectroscopy wherein a stretch at 3430 cm–1 was observed [75]. Although some of
these models are basically different from the Xaa-Xaa (Xaa is nonproline amino
acid) and Xaa-Pro sequences, they reproduce particular situations (environment,
conformation, catalytic activity) that accelerate the amide CTI in vivo. Significant
acceleration factors were observed for short peptides containing the His-Pro
sequence, suggesting that an intramolecular H-bond with either a proximate
amino acid residue or a properly positioned side-chain (in particular arginine gua-
nidinium) was relevant to the noncatalyzed CTI of certain biologically active pep-
tides such as angiotensin [77] and certain proteins such as dehydrofolate reduc-
tase [81].
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8.3.3.2 Nucleophilic/Basic Catalysis of CTI
Nucleophilic catalysis of amide CTI was among the first mechanisms proposed
for spontaneous and enzyme-catalyzed isomerization since it involves a tetrahe-
dral (protease-like) transition state that disrupts amide resonance. Although this
hypothesis was lately proposed with the peptidyl-prolyl isomerase Pin-1 [17], such
a transition state was physically observed by X-ray crystallographic study of the
potassium salt of naphthalene derivative 15 (Table 8.3) whose existence was sug-
gested by IR and NMR data [73]. It is noteworthy that other X-ray structures of
tetrahedral intermediates have been described previously [82,83]. Cox and Lectka
also reported preliminary work on the base-catalyzed CTI of cyanomalonamide
17: addition of sodium methanolate resulted in a fall of 4.1 kcal mol–1 in the CTI
energy barrier, while it was reduced by 2.2 kcal mol–1 with 1.1 equivalents of a pro-
ton sponge, which all suggests an enolate transition state [16]. Recently, the first
example of a p-base-catalyzed CTI was reported with simple esters and amide
compounds on the one hand and rhenium complexes on the other, and the struc-
ture of the adduct resolved by X-ray crystallography clearly showed a decrease in
the resonance of the amide via insertion inside the carbonyl [84]. Although this
reaction might not be relevant to biochemical processes, it opens the discussion
about this novel isomerization pathway.

8.3.3.3 Cation-Catalyzed CTI
Perturbation of the cis:trans ratio by Lewis acids [85] suggested that metal cations
might catalyze the CTI. Because of their cyclic structure and their conformation
in solution, prolines in peptides seems to be natural sites for cation binding in-
volving both the pyrrolidine nitrogen and the proline carbonyl. Cu2+ complexation
by proline derivative 13c efficiently lowered the barrier to amide rotation by about
2 kcal mol–1. Free enthalpy of activation shifted from 18.1 kcal mol–1 at 25 �C in
THF to 13.8 kcal mol–1 at –25 �C when the acetyl group was replaced with a benzyl
carbamate [51]. The influence of the azaphilic tendency of Lewis acids on CTI was
also investigated with the “rigged” bis-pyridylamide system 19. Tight coordination
of Cu2+ operated through a marked quaternarization of the amide nitrogen with
an associated reduction of 6 kcal mol–1 in DG‡ with only 5 mol% Cu(OTf)2, repre-
senting a 25 000-fold rate enhancement [51].

8.3.3.4 Light-Induced CTI
Excitation of the dominantly trans-secondary amide by a laser pulse in the 206–
208 nm range was reported to cause a photochemical trans to cis isomerization
which was monitored by resonance Raman spectroscopy. Activation barriers of
13.8 – 0.8 kcal mol–1 and 11.0 – 0.7 kcal mol–1 were obtained for NMA and
Gly-Gly 21, respectively. Temperature dependence experiments determined a
Gibbs free energy gap between cis and trans conformers of 2.6 – 0.4 and
3.1 – 0.5 kcal mol–1 for NMA and 21, respectively [2,86].
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Thioxopeptides display a strong (n fi p*) light absorption with a maximum
around 270 nm for the cis isomer and a maximum near 300 nm for the trans iso-
mer. Therefore, the equilibrium of the cis and trans conformers of a thioxopeptide
21a is dual-directionally photoswitchable [71]. The kinetic and thermodynamic pa-
rameters of thioxopeptides were determined by Schiene-Fischer and coworkers,
who showed that replacement of the canonic amide group with the thioxoamide
bond causes a large rise in energy barrier and a subsequent slowing down of CTI
on the macroscopic scale [25]. In contrast, the CTI of thioxylated amides on the
molecular scale is an ultrafast process which occurs on the subnanosecond time-
scale [87].
Ab initio analyses of the CTI of pseudo-double bonds – mainly amides and car-

bamates – are in agreement with experimental results since they address the
intrinsic thermodynamic properties of amides (gas phase) as well as solvent
effects and intermolecular interactions. Since the pioneering work by Maigret and
coworkers in 1970, important comprehensive ab initio studies of amide CTI have
been carried out using quantum mechanical computations at various theoretical
levels. Several basic models such as formamide and acetamide derivatives [88] and
evolved models such as formyl glycinamide [89], N-acetyl-proline-N¢-methylamide
[90] have been validated for investigating amide CTI. Recently, N-acetyl-proline-
N¢N¢-dimethylamide [91] and formyl-prolyl-prolinamide [92] have highlighted the
particular case of the poly-proline moiety. As a general trend, the Hartree-Fock
HF/6-31+G(d) level with the conductor-like polarizable continuum model (CPCM)
method seems to be the most appropriate method in describing CTI of secondary
and tertiary amide bonds in solution.
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Table 8.3 Listing of synthetic models used for modeling amide CTI.
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[72]

[74]

[75]

[51]

[74,75]

[72]

[73]

[16]

[84]

[51]

[2]

[71]

254 nm

Abbreviations:  Ac: acetyl;  Bn: benzyl;  Cu(OTf)
2
: copper triflate;  Et: ethyl;  HOTf: trifluoromethanesulfonic

acid;  KHMDS: potassium hexamethyldisilazane;  KIm: potassium imidazole; nHx: nHexyl;  Me: methyl;

Ph: phenyl;  Pyr: pyrrole;  Suc: succinimide



8 Chemical Aspects of the Restricted Rotation of Esters, Amides, and Related Compounds164

References

1 M. E. Jung, J. Gervay, Tetrahedron Lett.
1990, 31, 4685–4688.

2 P. Li, X. G. Chen, E. Shulin, S. A. Asher,
J. Am. Chem. Soc. 1997, 119, 1116–1120.

3 T. B. Grindley, Tetrahedron Lett. 1982, 23,
1757–1760.

4 M. Oki, H. Nakanishi, Bull. Chem. Soc.
Japn. 1970, 43, 2558–2566.

5 H. Nakanishi, H. Fujita, O. Yamamoto,
Bull. Chem. Soc. Jap. 1978, 51, 214–218.

6 K. Byun, Y. Mo, J. Gao, J. Am. Chem.
Soc. 2001, 123, 3974–3579.

7 E. M. Arnett, J. A. Harrelson Jr. J. Am.
Chem. Soc. 1987, 109, 809.

8 K. B. Wiberg, K. E. Laidig, J. Am. Chem.
Soc. 1988, 110, 1872–1874.

9 D. M Pawar, A. A. Khalil, D. R. Hooks,
K. Collins, T. Elliot, J. Stafford, L. Smith,
E. A. Noe, J. Am. Chem. Soc. 1998, 120,
2108–2112.

10 A. W. Dodds, S. K. A. Law, Immunol.
Rev. 1998, 166, 15–26.

11 S. Blandin, E. A. levashina,Mol. Immu-
nol. 2004, 40, 903–908.

12 B. J. Janssen, E. G. Huizinga, H. C..
A. Raaijmakers, A. Roos, M. R. Daha,
K. Nilsson-Ekdahl, B. Nilsson, P. Gross,
Nature 2005, 437, 505–5111.

13 J. E. Smotrys, M. E. Linder, Annu. Rev.
Biochem. 2004, 73, 559–587.

14 E. M. Van Cott, L. Muszbek,
M. Laposata, Prostaglandins Leukot
Essent Fatty Acids 1997, 57, 33–37.

15 G. Fischer, Chem. Soc. Rev. 2000, 29,
119–127.

16 C. Cox, T. Lectka, Acc. Chem. Res. 2000,
33, 849–858.

17 C. Dugave, L. Demange, Chem. Rev.
2003, 103, 2475–2532.

18 A. Radzicka, L. Pedersen, R. Wolfenden,
Biochemistry 1988, 27, 4538–4541.

19 A. J. Bennet, K. P. Wang, H. Slebocka-
Tilk, V. Somayaji, R. S. Brown, J. Am.
Chem. Soc. 1990, 112, 6383–6385.

20 D. Lauvergnat, P. C. Hiberty, J. Am.
Chem. Soc. 1997, 119, 9478–9482.

21 C. Schiene-Fischer, G. Fischer, J. Am.
Chem. Soc. 2001, 123, 6227–6231.

22 T. Ozawa, Y. Isoda, H. Watanabe,
T. Yuzuri, H. Suezawa, K. Sakakibara,

M. Hirota,Magn. Reson. Chem. 1997, 35,
323–332.

23 C. Piccinni-Leopardi, O. Fabre,
D. Zimmermann, J. Reisse, F. Cornea,
C. Fulea, Can. J. Chem. 1977, 55, 2649–
2655.

24 M. Schutkowski, S. W�llner, G. Fischer,
Biochemistry 1995, 34, 13016–13026.

25 J. Zhao, J-C. Micheau, C. Vargas,
C. Schiene-Fischer, Chem. Eur. J. 2004,
10, 6093–6101.

26 R. A. Shaw, E. Kollat, M. Hollosi,
H. H. Mantsch, Spectrochim. Acta A
1995, 51, 1399–1412.

27 W-J. Zhang, A. Berglund, J. L-F. Kao,
J-P. Couty, M. C. Gershengorn,
G. R. Marshall, J. Am. Chem. Soc. 2003,
125, 1221–1235.

28 Y. Che, G. R. Marshall, J. Org. Chem.
2004, 69, 9030–9042.

29 C. Alem�n, J. Puiggali, J. Org. Chem.
1999, 64, 351–368.

30 L. Guy, J. Vidal, A. Collet, A. Amour,
M. Reboud-Ravaux, J. Med. Chem. 1998,
41, 4833–4843.

31 R. G�nther, H-J. Hofmann, J. Am.
Chem. Soc. 2001, 123, 247–255.

32 H. J. Lee, J. W. Song, Y. S. Choi,
H. M. Park,K. B. Lee, J. Am. Chem Soc.
2002, 124, 11881–11893.

33 A. L. Moraczewski, L. A. Banaszynski,
A. M. From, C. E. White, B. D. Smith,
J. Org. Chem. 1998, 63, 7258–7262.

34 C. Cox, T. Lectka, J. Org. Chem. 1998,
63, 2426–2427.

35 D. Marcovici-Mizrahi, H. E. Gottlieb,
V. Marks, A. Nudelman, J. Org. Chem.
1996, 61, 8402–8406.

36 F. S. Schoonbeeck, J. H. van Esch,
R. Hulst, R. M. Kellogg, B. L. Feringa,
Chem. Eur. J. 2000, 6, 2633–2643.

37 A. Violette, M-C. Averlant-Petit,
V. Semetey, C. Hemmerlin, R. Casimir,
R. Graff, M. Marraud, J-P. Briand,
D. Rognan, G. Guichard, J. Am. Chem.
Soc. 2005, 127, 2156–2164.

38 V. Semetey, C. Hemmerlin,
C. Didierjean, A-P. Schaffner,
A. Gimenez Giner, A. Aubry, J-P. Briand,
M. Marraud, G. Guichard, Org. Lett.
2001, 3, 3843–3846.



References 165

39 K. B. Wiberg, M. W. Wong, J. Am.
Chem. Soc. 1993, 115, 1078–1084.

40 V. Barone, C. Adamo, C. Minichino,
J. Mol. Struct. (Theochem) 1995, 330,
325–333.

41 W. L. Jorgensen, J. Gao, J. Am. Chem.
Soc. 1988, 110, 4212–4216.

42 E. S. Eberhardt, S. N. Loh, A. P. Hinck,
R. T. Raines, J. Am. Chem. Soc. 1992,
114, 5437–5439.

43 D. K. Sukumaran, M. Prorok,
D. S. Lawrence, J. Am. Chem. Soc. 1991,
113, 706–707.

44 P. R. Rablen, J. Org. Chem. 2000, 65,
7930–7937.

45 M. J. Deetz, C. C. Forbes, M. Jonas,
J. P. Malerich, B. D. Smith, O. Wiest,
J. Org. Chem. 2002, 67, 3949–3952.

46 J. L. Kofron, P. Kuzmic, V. Kishore,
E. Colon-Bonilla, D.H. Rich Biochemis-
try 1991, 30, 6127–6134.

47 A. M. Armbruster, A. Pullman, FEBS
Lett. 1974, 49, 18–21.

48 R. Cini, F. P. Fanizzi, F. P. Intini,
G. Natile, C. Pacifico, Inorg. Chim. Acta
1996, 251, 111–118.

49 E. Bairaktari, D. F. Mierke, S. Mammi,
E. Peggion, J. Am. Chem. Soc. 1990, 112,
5383–5383.

50 M. L. Kramer, G. Fischer, Biopolymers
1997, 42, 49–60.

51 C. Cox, D. Ferraris, N. N. Murthy,
T. Lectka, J. Am. Chem. Soc. 1996, 118,
5332–5333.

52 U. Reimer, G. Scherer, M. Drewello,
S. Kruber, M. Schutkowski, G. Fischer,
J. Mol. Biol. 1998, 279, 449–460.

53 G. Scherer, M. L. Kramer,
M. Schutkowski, U. Reimer, G. Fischer,
J. Am. Chem. Soc. 1998, 120, 5568–5574.

54 J. E. Vance, D. A. Leblanc, R. E. London,
Biochemistry 1997, 36, 13232–13240.

55 T. Kiefhaber, F. X. Schmid, J. Mol. Biol.
1992, 224, 231–240.

56 B. Janowski, S. W�llner,
M. Schutkowski, G. Fischer, Anal. Bio-
chem. 1997, 252, 299–307.

57 C. Garcia-Echeverria, J. L. Kofron,
P. Kuzmic, D. H. Rich, J. Am. Chem.
Soc. 1992, 114, 2758–2759.

58 T. Jordan, I. Mukerji, Y. Wang,
T. G. Spiro, J. Mol. Struct. 1996, 379,
51–64.

59 J. E. Baldwin, T. D. W. Claridge,
C. Hulme, A. Rodger, C. J. Schofield,
Int. J. Peptide Protein Res. 1994, 43,
180–183.

60 B. Ishimoto, K. Tonan, S-I. Ikawa, Spec-
trochim. Acta Part A 1999, 56, 201–209.

61 J. Bredenbeck, J. Helbing, R. Behrendt,
C. Renner, L. Moroder, J. Wachtveitl,
P. Hamm, J. Phys. Chem. B 2003, 107,
8654–8660.

62 S-L. Wang, S-Y. Lin, T-F. Chen,
C-H. Chuang, J. Pharm. Sci. 2001, 90,
1034–1039.

63 E. S. Eberhardt, R. T. Raines, J. Am.
Chem. Soc. 1994, 116, 2149–2150.

64 A. E. Counterman, D. E. Clemmer,
Anal. Chem. 2002, 74, 1946–1951.

65 B. Paizs, S. Suhai, A. G. Harrison, J. Am.
Soc. Mass Spectrom. 2003, 14,
1454–1469.

66 B. Paizs, S. Suhai, J. Am. Soc. Mass Spec-
trom. 2004, 15, 103–113.

67 R. D. Husain, J. McCandless,
P. J. Stevenson, T. Large, D. J. S. Guthrie,
B. Walker, J. Chromatogr. Sci. 2002, 40,
1–6.

68 C. Francart, J-M. Wieruszeski, A. Tartar,
G. Lippens, J. Am. Chem. Soc. 1996,
118, 7019–7027.

69 A. K�lm�n, F. Thunecke, R. Schmidt,
P. W. Schiller, C. Horv�th, J. Chromatogr.
A 1996, 729, 155–171.

70 S. Bouabdallah, H. Trabelsi, T. Ben
Dhia, S.. Sabbah, K. Bouzouita,
R. Khaddar, J. Pharm. Biomed. Anal.
2003, 31, 731–741.

71 J Zhao, D. Wildemann, M. Jakob,
C. Vargas, C. Schiene-Fischer, Chem.
Commun. 2003, 21, 2810–2811.

72 C. Cox, T. Lectka, Org. Lett. 1999, 1,
749–752.

73 C. Cox, H. Wack, T. Lectka, J. Am.
Chem. Soc. 1999, 121, 7963–7964.

74 C. Cox, V. G. Young, T. Lectka, J. Am.
Chem. Soc. 1997, 119, 2307–2308.

75 C. Cox, T. Lectka, J. Am. Chem. Soc.
1998, 120, 10660–10668.

76 L. Demange, PhD Dissertation,
Universit� Paris-Sud Orsay, France,
2001.

77 U. Reimer, N. El Mokdad,
M. Schutkowski, G. Fischer, Biochemis-
try 1997, 36, 13802–13808.



8 Chemical Aspects of the Restricted Rotation of Esters, Amides, and Related Compounds166

78 P. K. Pallaghy, W. He, E. C. Jimenez,
B. M. Olivera, R. S. Norton, Biochemistry
2000, 39, 12845–12852.

79 D. L. Rabenstein, T. Shi, S. Spain, J. Am.
Chem. Soc. 2000, 122, 2401–2402.

80 T. Shi, S. M. Spain, D. L. Rabenstein,
J. Am. Chem. Soc. 2004, 126, 790–796.

81 F. L. Texter, B. D. Spencer,
R. Rosenstein, C. R. Matthews, Biochem-
istry 1992, 31, 5687–5691.

82 A. Kirby, I. V. Komarov, P. D. Wothers,
Feeder, N. Angew. Chem. Int. Ed. Engl.
1998, 37, 785–786.

83 M. Adler, M. Marsch, N. S. Nudelman,
G. Bosche, Angew. Chem. Int. Ed. Engl.
38, 1261–1263 (1999).

84 S. H. Meiere, F. Ding, L. A. Friedman,
M. Sabat, W. D. Harman, J. Am. Chem.
Soc. 2002, 124, 13506–13512.

85 E. Gaggelli, N. D’Amelio, N. Gaggelli,
G. Valensin, ChemBioChem. 2001, 2,
524–529.

86 P. Tarabek, M. Bonifacic, S. Naumov,
D. Beckert, J. Phys. Chem. A 2004, 108,
929–935.

87 H. Satzger, C. Root, W. Zinth,
D. Wildemann, G. Fischer J. Phys.
Chem. B 2005, 109, 4770–4775 (2005).

88 Y. K. Kang, H. S. Park, J. Mol. Struct.
(Theochem) 2004, 676, 171–176.

89 H. A. Baldoni, G. N. Zamarbide,
R. D. Enriz, E. A. Jauregui, �. Farkas,
A. Perczel, S. J. Salpietro,
I. G. Csizmadia, J. Mol. Struct. (Theo-
chem) 2000, 500, 97–111.

90 Y. K. Kang, J. Mol. Struct. (Theochem)
2002, 585, 209–221.

91 Y. K. Kang, H. S. Park, Biophys. Chem.
2005, 113, 93–101.

92 I. Hudaky, A. Perczel, J. Mol. Struct.
(Theochem) 2003, 630, 135–140.



167

9
Amide Cis-Trans Isomerization in Peptides and Proteins
Stephan Wawra and Gunter Fischer

9.1
Imidic and Secondary Amide Peptide Bond Conformation

9.1.1
Simple Amides

Imidic and secondary amide peptide bonds, echoing motifs of the backbone of oli-
gopeptides and proteins, are among the most widespread functional groups of
bioactive molecules. Nineteen out of the 20 gene-coded amino acids form second-
ary amide peptide bonds, whereas the peptide bond preceding proline is imidic in
its chemical nature. Planarity and strong conformational preferences are general
features of peptide bonds. Nevertheless, slight deviation from planarity is com-
mon in folded polypeptide chains [1–3]. The cis-trans isomers of simple secondary
and substituted tertiary amides, such as N-methyl acetamide and N,N-dimethyl
acetamide respectively, because of the predictive capability of their molecular
parameters, have often been used for the analysis of thermodynamics and kinetics
of cis-trans isomerization (CTI) in polypeptide chains. This field is covered by
many reviews [4–8]. Thus, restrictions in the number of energy minima in peptide
bond torsion (dihedral angle x) as well as in the ease in surmounting the energy
barrier separating the isomers is in keeping with the classic view of amide bond
resonance, and is best illustrated by assuming a partial double bond character of
the C–N bond of the peptide unit (Fig. 9.1) [9]. For simple amides, geometric iso-
mers with the angle x » 0� (cis) and x » 180� (trans) coexist in solution as demon-
strated in the mid 1950s, together with the slow C–N bond rotation by 1H NMR
spectroscopy for dimethyl formamide. The barriers of rotation can be calculated
from the rate constants of CTI yielding DG‡ values for N-methyl acetamide of
79 kJ mol–1 for the cis to trans transition and DG‡ = 89 kJ mol–1 for the reverse
reaction (30 �C, water) [10]. Detailed knowledge on the thermodynamic origin of
CTI remains nonetheless limited, and predictions of ratios of isomers and barrier
heights across different chemical structures are difficult. In the transition state of
peptide bond rotation, twisted C (carbonyl) as well as N pyramidal configurations



have to be considered. Indeed, ground-state nonplanarity causes reduction of the
rotational barriers in a series of constrained amides [11].
Clearly, CTI leads to a periodic backbone contraction/expansion of the polypep-

tide chain involved, as could be inferred from the isomer-specific distances of the
Ca atoms directly attached to the isomerizing peptide bond. For prolyl bonds in
native proteins this distance is about 0.8 
 shorter in the cis isomer when com-
pared to the respective trans isomer [12]. This atomic translation produces a me-
chanical moment that was hypothesized to be involved in the functional cycle of
motor proteins [13].
Provided that stabilizing tertiary interactions or steric constraints are absent in

the respective molecules, secondary amides show a preference for the trans isomer
in solution. It is obvious that the cis form is energetically less stable due to steric
repulsion of the neighboring Ca atoms. The steric advantage of the trans confor-
mation is profoundly diminished in imidic peptide bonds, leading to comparable
populations of the isomers in solution. The free enthalpy differences between the
two isomers range between 2 and 16 kJ mol–1 for linear molecules with tertiary
and secondary amide bonds respectively. Despite the existence of many probes for
CTI, the strong thermodynamic advantage of one isomer renders the estimation
of the isomer ratio difficult [14]. The three-dimensional fold of a protein is able to
force both types of proteinaceous peptide bonds, the imidic and the secondary
amid peptide bond, into cis conformation. Due to the potentially charged termini
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Fig. 9.1 Reaction profile for peptide bond cis-trans isomerization. The kinetic
constants for the trans to cis (ktfic) and cis to trans (kcfit) isomerization are
dependent on the Gibbs free energy of activation (DG‡). The ground state
energy difference DG� (G�cis – G�trans) determines the population of the cis and
trans isomers in the equilibrium state.



adjacent to the isomerizing bond, dipeptides are less suitable for modeling CTI of
polypeptides. The influence of the R substituent (R-CO-NH-R¢) on the s-cis/s-trans
isomer ratio was also studied for esters using methyl formate (R = H) and acetate
(R = CH3) in acetonitrile. The free energy differences between both conformers
are ~7 kJ mol–1 for R = H and ~22 kJ mol–1 for R = CH3 respectively [15]. Sterically
demanding residues in the R¢ position tend to increase the cis isomer in esters,
thiol esters, and amides as characterized by the free energy differences of formate
derivatives. The rotational barrier is mainly determined by the resonance stabiliza-
tion of the planar ground-state as has been inferred from ab initio valence bond
calculations of formamide [16]. The orientation of the free electron pair of nitro-
gen, which is arranged perpendicularly to the plane in the transition state of rota-
tion, appears to be another contributing factor. Recently, it has been demonstrated
that stereoelectronic effects are as important as steric effects traditionally used to
explain the energetic preference for the trans conformation. Hyperconjugative de-
localization of a nonbonding pair of electrons at peptide carbonyl oxygen was
thought to additionally stabilize the trans conformation by interacting with the
subsequent carbonyl carbon. The proposed n fi p* interaction of the Oi–1 with the
Ci contributes to conformational stabilization by about 3 kJ mol–1, as was deter-
mined for N-formyl-l-proline methyl ester [17]. Multiple peptide bonds of a mole-
cule will ultimately lead to the formation of 2n peptide bond isomers. The isomer
ratios are characterized by statistical distribution unless structural constraints
(such as found in folded proteins) strongly stabilize one isomer relative to others.
Ring-substituted acetanilides illustrate the influence of polar substituent effects
on the barrier to rotation, and thus the resonance interaction between the NH and
the carbonyl group. A linear relationship exists between the barrier height and the
amide carbonyl stretching mode, supporting the view of a dominating role of res-
onance for CTI [18].

9.1.2
Secondary Amide Peptide Bonds

Due to the very small population of cis isomers of secondary amide peptide bonds,
often termed nonprolyl peptide bonds, few data exist on the effect of CTI on the
chemical and biological properties of polypeptides. In the mid 1970s Ramachan-
dran and Mitra calculated a probable appearance for a cis-Ala-Ala peptide bond of
0.1% in the middle position of a tetrapeptide [19]. Experimentally, nonprolyl pep-
tide bonds were found to have a cis content of about 0.5% in dipeptides and of
~0.15% in longer oligopeptides that often serve as references for CTI of unfolded
proteins [20,21]. In 1H NMR studies on linear oligopeptides containing alanine
residues flanking aromatic amino acids, large isomer-specific differences for the
chemical shift of alanyl methyl side-chain have been demonstrated [21]. An
upfield shift occurred in the range of 0.3 and 0.5 ppm for the cis isomer of the
peptides that allows the calculation of the cis/trans ratio from the integral signal
intensities. The free energy difference between the cis and trans isomer is about
11.4 kJ mol–1 for the zwitterionic form of the dipeptide Gly-Gly [20,21]. This mag-

1699.1 Imidic and Secondary Amide Peptide Bond Conformation
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nitude is similar to the enthalpic difference measured for the N-methyl acetamide
conformers (10.7 kJ mol–1, 1.4% cis, D2O) over 30 years ago [10].
Despite this low thermodynamic stability the permanent existence of a single

secondary amide peptide bond in cis conformation per 1000 amino acid residues
is the minimal population that has to be considered for unfolded polypeptide
chains. This cis peptide bond fluctuates across the polypeptide chain in relation to
the sequence-specific propensity of a secondary amide peptide bond to adopt the
cis conformation. As could be found in folded proteins, nonprolyl cis peptides are
frequently located in the b-region of a j/w plot [22]. It was hypothesized that cis
peptide bonds represent high-energy structures able to store potential energy for
increasing chemical reactivity [23]. Interconversion rates for the reversible CTI of
secondary amide peptide bonds typically lead to half times of about 1 s for dipep-
tides, which decreases about 4-fold when the peptide bond is positioned in the
middle of a longer peptide chain.
Despite the similarity of cis to trans interconversion rates, secondary amide pep-

tide bonds and imidic peptide bonds differ greatly in their capacity to form the cis
isomeric state. This means that the decreased cis population of secondary amide
peptide bonds results from higher rates for CTIs. In the case of the Ala-Tyr dipep-
tide a 250-fold difference for the interconversion rate constants was observed
(kcfit = 0.6 s–1, ktfic = 2.4 	 10–3 s–1, 298 K) [21]. Generally, chain elongation causes
destabilization of the cis conformation when located apart from charged termini,
and thus leads to a decreased cis population as well as a lowered barrier to rotation
in cis to trans direction.
For example, the Ala-Tyr dipeptide exhibits a DG‡ value of about 76.7 kJ mol–1

(0.48% cis) whereas the same peptide bond in the pentapeptide Ala-Ala-Tyr-Ala-
Ala shows a DG‡ of 64.4 kJ mol–1 (0.11% cis) [21]. The peptide bonds Tyr38-Pro39
of native RNase T1 and Tyr92-Pro93 of native RNase A retained in their cis state
when Pro is mutated to Ala. These observations made it possible to compare data
for nonprolyl peptide bond isomerization between partially folded protein chains
and oligopeptides. Rather similar values were found for the Tyr-Ala CTI in RNase
A (kcfit = 0.9–1.4 s–1, 298 K) and RNase T1 (kcfit = 0.702 s–1, ktfic = 2.1 	 10–3 s–1,
288 K) [24,25], and these parameters match rates of Tyr-Ala isomerization in Ala-
Ala-Tyr-Ala-Ala (kcfit = 1.77 s–1, ktfic 2.0 	 10–3 s–1 (298 K) [21]. The cis Glu166-
Thr167 bond in the cis Pro167Thr TEM-1 b-lactamase variant is also characterized
by a rate constant between 1 	 10–3 s–1 and 4 	 10–3 s–1 for the trans to cis intercon-
version [26]. Therefore the trans to cis isomerization can be rate-limiting in protein
folding under native-like conditions, as was shown for a proline-free variant of the
a-amylase inhibitor tendamistat [27]. This seems to be proven in the discovery of a
novel protein class, the secondary amide peptide cis/trans isomerases (APIases),
which can accelerate interconversion of these peptide bonds conformers [28].
Most of the secondary amide cis peptide bonds found in protein structures

occur in functionally important regions (e.g. close to the active site of proteins). In
the proximity of secondary amide cis peptide bonds the two neighboring Ca (i and
i–1) atoms approach one another, enabling p-electron systems of aromatic side-
chains to interact with the respective Cib atom. In this case the hydrogen atom of
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the Cib atom always points to the center of the aromatic ring. This attractive
C–H··· p interaction involves electrostatic dipole–quadrupole polarizabilities.
Therefore, in the majority of cases the intimate side-chain/side-chain interactions
involve aromatic amino acids [22]. Experimental results with a panel of proline-
containing oligopeptides were consistent with a cis isomer stabilizing effect of an
aromatic side-chain located N-terminally to the isomerizing bond [29,30], and a
similar interaction might be effective for secondary amide peptide bonds too. It
was noted that many of the proteins containing nonproline cis peptide bonds were
found to be carbohydrate binding or processing proteins [22].
At a nearly unchanged cis/trans ratio, secondary thioxoamide peptide bonds

show isomerization rates up to 1000-fold slower when compared with the oxopep-
tide congeners. A thioxoamide is an isosteric replacement of the normal peptide
bond with only a slight change in the electron distribution of the ground-state. It
allows for the photo-switching of cis/trans equilibria of polypeptides under mild
photochemical conditions. Irradiation of thioxopeptides in the UV/Vis range leads
to a markedly increased cis:trans ratio in the photostationary state [31,32].

9.1.3
Imidic Peptide Bonds

As the only example of an imidic peptide bond-forming proteinaceous amino
acid, proline has long been recognized to play a unique role in the conformational
dynamics and reactivity of native and unfolded polypeptide chains, as well as
being a structural determinant [33,34].
There is a stabilizing effect in the cis imide bond preceding proline that can also

be found for proline surrogates, which can be introduced by posttranslational
modifications of the proline ring and by nonribosomal synthesis of peptide chains
[35–40].
Typically, a single N-acylated proline moiety located in an unordered peptide

chain leads to conformational heterogeneity, distributing the isomers into popula-
tions that contain from 5% up to 40% cis isomers dependent on the sequence
flanking proline. The free energy barrier for the cis/trans interconversion (DG‡) of
unstructured peptides is between 60 and 100 kJ mol–1. The exchange rate between
the cis-trans isomers arising from the interconversion barrier is often slower than
those of biological reactions coupled to the isomerizing polypeptide segment.
Relaxation times of ten to hundreds of seconds can be observed for prolyl bond-
based CTI of peptides and proteins (Fig. 9.2). For example, CTI occurs during pro-
tein folding uncoupled from much faster events such as polypeptide chain col-
lapse, secondary structure formation, and segment rearrangements. Therefore, a
kinetic trace is often monitored as a discrete step following faster events based on
CTI of critical proline residues in the refolding of denatured proteins [41]. The
experimental DS‡ value of 0 – 5 J mol–1 K–1 is quite small, confirming the enthal-
pically driven mechanism of interconversion [42]. Molecular dynamic calculations
indicate that the CTI of a Ser-Pro moiety is favored by approximately 12.5 kJ mol–1

for an asymmetric movement (–180� « 0� = anticlockwise) rather than the clock-
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wise transition (180� « 0�). Additionally, these calculations show that the activa-
tion barrier for the isomerization process is strongly dependent on the w angle of
proline. If the w value of proline in the a-helical region is about –30�, the barrier
height for the anticlockwise trans to cis isomerization was calculated to be
60 kJ mol–1 and for the cis to trans about 40 kJ mol–1.
The clockwise transition with a w value of –30� has to surmount a barrier of

75 kJ mol–1 [43,44]. Despite describing mechanistic details correctly, the calculated
barriers to rotation were found to be smaller than the barriers found experimen-
tally [10].
The proline j angle is highly constrained (~ –63�) by the 5-membered pyrroli-

dine ring and confers rigidity to proline-containing peptides [45]. Generally, the
conformational space around proline is restricted differently with regard to CTI,
leading to a most severe reduction in the conformational space for cis isomers.
Thus, loop formation involving a cis prolyl bond was found to be very rapid since
the end-to-end contact in a four residue loop was in the range of 6 ns. It is an
entropic advantage that led to a 5-fold decrease for the end-to-end contact forma-
tion of the trans isomer [46]. A common topographical feature seen in type VI
b-turns is the cis prolyl bond, which allows turn stabilization by ring stacking
effects [30,47].
cis/trans Isomers of proline-containing peptides also exist in gas phase ions pro-

duced by electrospray ionization mass spectrometry of tryptic digestion mixtures
of common proteins. The peak splitting in drift time distributions indicate iso-
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Fig. 9.2 Typical progress curve obtained in
the isomer-specific proteolysis (ISP) assay
developed by G. Fischer in 1984 [34]. Extrapo-
lation of the slow kinetic phase (black solid
line) allows the calculation of the zero time
(t0) absorbance value A0 and the infinite reac-
tion time absorbance A¥. The difference gives

an estimation of the cis:trans ratio if it is set
relative to the amplitude of absorbance of the
rapid reaction phase (0.04 mg mL–1 succinyl-
Ala-Phe-Pro-Phe-4-nitroanilide, 35 mmol L–1

HEPES, pH 7.8, 10 �C, 0.3 mg mL–1 chymo-
trypsin, kinetic values: kcfit = 4.3 � 10–3 s–1,
~15.5% cis at t0).
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mer-specific collision cross-sections and peptides that do not contain proline resi-
dues do not demonstrate this behavior. The ability to resolve different conforma-
tions for a given sequence appears to be related to the number of prolines present
in the sequence and to the ion charge. Presently it is not clear whether the method
can be used to monitor the conformational state of a prolyl bond of the respective
protein in its native state [48,49].

9.1.4
Solvent and pH Effects

Unimolecular CTI proceeds via a single nonplanar transition state that can realize
four different configurations [5]. Because the peptide bonds strongly interact with
water molecules, solvation was thought to be an important factor determining
CTI. However, using 17O shielding constants, no isomer-specific differences in
hydration was found in simple amides and proline-containing peptides selectively
enriched in 17O at the amide carbonyl group [50]. For acetylproline the hydration
state of the acetyl carbon is essentially the same for both isomers. In the equilibri-
um the trans form is enthalpically favored (DH� = –5.14 kJ mol–1) but is disfavored
in entropic term (DS� = –5.47 J mol–1 K–1) relative to the cis conformer. The
enthalpy–entropy compensation was attributed to greater solvent immobilization
in the trans isomer [51]. Thus, differential hydration of isomers does not contrib-
ute much to the factors determining ratio of isomers in water, but charged groups
in close spatial proximity to the isomerizing bond might suspend the rule. Conse-
quently, the cis/trans equilibrium of simple secondary amides was found to be
almost completely insensitive to the solvent environment. This is expressed by
DDG� values of less than 0.5 kJ mol–1 when transferring N-methyl formamide
from water to cyclohexane [52].
The results on the values of the cis/trans equilibrium of simple amides in differ-

ent solvents confirm observations made with Gly-Pro and acetyl-Gly-Pro-OMe
[53,54]. In all these cases the free energy difference for the isomers originates pri-
marily from enthalpic differences. According to DH� values obtained in different
solvents, it was concluded that the enthalpic component that differentiates the cis
and trans isomer is similar in protic and aprotic solvents. Thus, the entropic term
was found to favor the cis isomer in both aqueous buffers and aprotic organic sol-
vents.
In fact, the fraction of cis isomer of proline-containing tetrapeptides was found

to decrease only slightly on lowering of the temperature [34]. Solvent effects are
much more pronounced in oligopeptides containing proline clusters and polypro-
line stretches. Polyproline stretches in segments of >four residues adopt the left-
handed all-trans helix in aqueous solution termed polyproline II (PP II) helix.
Intramolecular hydrogen bonds are missing in the polyproline II helix due to its
constitution. However, in organic solvents, such as isopropanol, a dramatic con-
formational change occurs where the all-trans polyproline II helix completely con-
verts to a secondary all-cis structure termed polyproline I helix (PP I). The confor-
mational helical interconversion of polyproline has been suggested to occur by
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either a cooperative C- to N-terminal isomerization of the prolyl bonds or via a
conformational intermediate composed of dispersed sequences of the different
prolyl bond isomers [55].
Interaction of peptides with Li+ ions in dry solvents, such as trifluorethanol

(TFE) and tetrahydrofurane, can dramatically influence the free energy difference
that discriminates the cis from the trans isomers for both prolyl bonds and second-
ary amide peptide bonds [56–59]. However, the Li+-induced increase of the cis iso-
mer population in linear oligopeptides depends on the nature of the amino acids
preceding proline (G. Fischer, unpublished results).
The barriers to rotation of prolyl bonds are much more sensitive to solvents,

and are generally increased on going to polar solvents. For acetyl-Gly-Pro-OMe the
free energy of activation DG‡ was found to be linearly correlated to the amide I
vibrational mode of acetyl-Pro-OMe when both parameters were measured in dif-
ferent solvents [60]. For example, the rotational barrier in H2O and TFE is
increased about 50-fold when compared to toluene. Lipophilic solvents stabilize
the nonpolar carbonylamine-like transition state of isomerization, whereas water
stabilizes the C–N bond against twisting by preferentially solvating the ground-
state carbonyl group [5]. Increased hydrogen bond donating capability of the sol-
vent is another important factor that slows down isomerization rates.
Detailed analysis of t-butyloxycarbonyl (Boc)-protected peptides using infrared

spectroscopy showed that intermolecular hydrogen bonds occurred within the
trans conformation. Thus, the observed solvent effects on CTI rates originate from
solvent interaction with the trans form [61]. Micelles of aqueous surfactants such
as N-dodecyl-N,N-dimethyl-3-ammoniopropane-1-sulfonate (SB12) and phos-
phatidylcholine vesicles are described to increase the population of the trans iso-
mer as well as the CTI rate for proline-containing peptides. For example, the cis/
trans interconversion of succinyl-Ala-Ala-Pro-Phe-4-nitroanilide was 20-fold faster
in micellar solutions compared to aqueous buffer [62]. This rate enhancement
proved to be entirely enthalpy-driven, ruling out specific intramolecular effects.
The finding that the isomerization rate of simple amides and uncharged proline-
containing oligopeptides in buffered solutions is nearly pH independent between
pH 3 and 10 indicates that general acid/base catalysis plays no role for the cis/
trans transition under physiological conditions.
Specific acid catalysis is also restricted to biologically noncompatible conditions

because amides are protonated in oxygen rather than nitrogen with pKa values in
the range of <0 [63,64]. The rarity of intermolecular acid/base effects on CTI was
affirmed by the kinetic deuterium solvent isotope effects (KSIE) of about 1.0, indi-
cating that the mechanism of spontaneous isomerization does not involve a pro-
ton-in-flight [29,42,65].

9.1.5
Sequence-Specific Effects

Intramolecular effects play an important role in the modulation of rates and equi-
libria of CTI in polypeptides. Both local and remote substituents, which are char-
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acterized by amino acid substitutions, charge differences, and posttranslational
modifications, can be influential depending on the folding state of the polypeptide
chain. The picture emerging from studies on dipeptides is that a charged back-
bone can considerably affect CTI. The highest cis fraction for the Ala-Tyr dipeptide
(0.43%) occurs in the zwitterionic state. When altering the pH below the carboxyl
pKA (0.14% cis) or above the amino pKA (0.26% cis), the cis population decreases.
In contrast, anionic Xaa-Pro dipeptides usually show a high cis/trans ratio in the
anionic state. A minimum value for the CTI rate constants exists for zwitterionic
secondary amide peptide bonds in dipeptides but Xaa-proline CTI is especially
slow in its anionic state [21,66,67].
Among a wealth of information on CTI from side-chain substitutions, those

resulting from the minor hydrogen/deuterium isotopic replacement to the Ca

atom of the amino acid preceding proline are especially clear, and indicate differ-
ences in the hyperconjugative stabilization of the prolyl isomers arising from a
backbone substitution. An inverse equilibrium isotope effect of the cis/trans equi-
libriumof succinyl-Ala-Ala(Ca (H/D)-Pro-Phe-4-nitroanilide (KH/KD=0.989–0.009)
suggests that the deuterium is a cis isomer stabilizing substitution [68]. Further-
more, the ratio of rate constants of the CTI (kH/kD = 1.05 – 0.03) indicates that
hyperconjugation is considerably enhanced in the transition state of isomeriza-
tion. Thus, C-N bond rotation is far advanced in the transition state, and the state
of the carbonyl group is ketone-like [68,69].
Changing the chirality at the Ca atom in proline-containing tetrapeptides

showed position-dependent thermodynamic and kinetic effects on the CTI [70].
Positions adjacent to proline were found to be critical for spontaneous bond rota-
tion. Compared with l-amino acids, d-amino acids in positions preceding and fol-
lowing proline, lead to an increased cis population. Considering the stereospecifi-
city of rate constants Ca chirality affects CTI mainly due to destabilization of the
planar trans state relative to the twisted transition state of rotation.
Early studies of model compounds, such as N-acetylproline-N¢ethylamide (24%

cis in D2O) and N-acetyl-methylglycylproline-N¢-methylamide (19% cis) [71] point
to the remarkable effects of the residues preceding proline. This is also true for a
single amino acid substitution in the unprotected Ser-Asn-Pro-Tyr-Asp-Val (7.3%
cis isomer in neutral aqueous solution) resulted in 67.9% cis isomer for Ser-Trp-
Pro-Tyr-Asp-Val [30]. In general, peptides of the constitution Yaa-Yaa-Xaa-Pro-Xaa-
Yaa have the highest cis contents if Xaa is an aromatic residue, where Yaa repre-
sents any amino acid. The major stabilizing factor is the stacking interaction be-
tween the aromatic residues and the proline ring. It was noted too, that apart
from the three aromatic residues, hydrophobic side-chains at position two are
marginally better at promoting the formation of the cis peptide bond than hydro-
philic ones [29,30].
The propensity of Xaa-Pro moieties to adopt the cis conformation in a pentapep-

tide (acetyl-Ala-Xaa-Pro-Ala-Lys-amide) was systematically determined along with
CTI-relevant kinetic data [29]. Since there was no evidence for the existence of
ordered structure, neither in cis nor in trans isomers of the pentapeptides, substi-
tution-specific differences in CTI parameters can be exclusively attributed to local
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side-chain effects. With the sole exception of the side-chain protonated His, aro-
matic amino acids for Xaa slow down isomerization rates and enhance the popu-
lation of cis isomers. Small aliphatic side-chains in Xaa represent the other
extreme of low cis isomer probability and fast CTI rates. Proline clustering leads
to a specific situation that can be characterized by very slow isomerization rates
for certain isomers.
Oligopeptides where a histidine residue precedes the prolyl bond (-His-Pro-)

show unusually high rates of CTI at physiological pH values [72]. The influence of
pH on the prolyl isomerization rates indicated that the side-chain protonated mol-
ecules exhibited an up to 10-fold rate enhancement of CTI when compared with
the same molecule in its unprotonated state. Arginine and lysine flanking proline
do not show this effect, and for histidine the position preceding proline is essen-
tial. Intramolecular general acid catalysis by an interaction of the proton attached
to an imidazole nitrogen of histidine and the imide nitrogen of the succeeding
proline can be supposed. The kinetic solvent deuterium isotope effect (KSIE) of
2.0 – 0.1 for CTI of angiotensin III (Arg-Val-Tyr-Ile-His-Pro-Phe) at low pH values,
where the protonation state of the His side-chain approached 100%, fully agrees
with intramolecular catalysis. For the unprotonated state of the side-chain no
KSIE of CTI can be observed. Beside catalysis by enzymes this sequence-specific
effect provides a convenient way to avoid folding phases in proteins limited in rate
by prolyl isomerization [72]. Interestingly, side-chain protonation of histidine at
this position is isomer-specific in that a series of oligopeptides exhibited pKa (cis)
values in the range of 6.3 – 0.2 whereas pKa (trans) values were found to be
6.6 – 0.2. Intramolecular catalysis of prolyl bond isomerization was first observed
during refolding of denatured dihydrofolate reductase. Proline 66 undergoes a
trans to cis isomerization catalyzed by the guanidinium group of arginine 44,
which interacts with the imide nitrogen group of the Gln65-Pro66 peptide bond
[73]. The analysis of the RCSB database revealed that in almost 6% of all available
structures at least one arginine guanidinium group is within 4 
 of the proline
imide nitrogen (Wille, G. et al., in preparation). Under nonaqueous conditions
intramolecular catalysis of CTI of peptide bonds has been frequently observed
[74]. Disulfide-mediated cyclization of acetyl-Cys-Pro-Xaa-Cys-amide (Xaa = Phe,
His, Tyr, Gly, and Thr) and acetyl-Cys-Gly-Pro-Cys-amide led to 2- to 13-fold
enhanced rates of CTI in water that was thought to result from an intramolecular
catalysis mechanism in which the NH proton of the Pro-Xaa peptide bond hydro-
gen binds to the proline nitrogen in the transition state.
Posttranslational modifications considerably extend the chemical diversity of

the building blocks forming polypeptide chains. A good deal of effort has been
directed toward understanding how the individual amino acid derivative affects
the CTI of neighboring prolyl bonds in peptides and proteins.
The influence of phosphorylation at the residue preceding the critical proline

on the cis:trans ratio is small in terms of the free energy differences DDG� when
compared with the unphosphorylated derivative [75]. Although, there is a signifi-
cant increase of the cis:trans ratio for the pSer-Pro moiety in oligopeptides, which
is reversed for pThr-Pro segments. More importantly, the rate constants for the
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cis/trans interconversion decrease 2- and 8-fold for the pSer-Pro and the pThr-Pro
motif respectively [76]. This is in accordance with molecular dynamics simula-
tions performed for the Thr-Ser-Pro-Ile/Thr-pSer-Pro-Ile segment where an higher
free energy barrier to rotation upon phosphorylation along with a change in the
distribution of the preferred backbone conformation has been observed [43]. The
dianionic form of the side-chain phosphate residue represents the slow isomeriz-
ing species whereas the monoanion does not reveal electronic effects leading to
deceleration of CTI [76]. Peptide bond CTI of Tyr-Pro segments are not affected
upon side-chain phosphorylation [77]. Despite a long-range structure-destabilizing
effect, threonine phosphorylation at the Thr44-Pro45 site of hirudin does not
affect the isomeric state of the neighboring prolyl bond in solution [78].
Nature provided various patterns of modified prolines, including l-trans-4-

hydroxyprolines (Hyp). The latter are often embedded in peptide and protein
structures especially in collagens. The hydroxyl substituent of the pyrrolidine ring
is able to tune bond angles and therefore it influences backbone orientation. Col-
lagen, a structural protein of immense importance, consists of repeating Gly-Xaa-
Yaa triads where Xaa is often proline and Yaa is often trans-4-hydroxyproline. Stud-
ies with trans-4-fluroproline (Flp) peptides showed that the triple helix formed by
(Gly-Pro-Flp)10 is more stable than (Gly-Pro-Hyp)10, which is in turn more stable
than (Gly-Pro-Pro)10 [79]. This implied that the electron-withdrawing nature of
fluoride is the driving force toward stability. Other detailed investigations confirm
these findings and form a picture of electron-withdrawing 4R substitutions stabi-
lizing the trans conformation of the preceding imide bond. Hydroxyl substitutions
in the 4S orientation shift the equilibrium in the opposite direction [39,80]. The
hydroxyl group in the 4-position influences the puckering of the pyrrolidine ring,
which affects the conformational preference of the X-Pro peptide bond and
thereby has an impact on the neighboring peptide backbone [81]. Introduction of
a trans-4-hydroxy substituent leads to a stabilization of the trans peptide bond in
acetyl-Phe-Hyp-NHMe (~83% trans, D2O, 298 K) compared with acetyl-Phe-Pro-
NHMe (~67% trans, D2O, 298 K) [40]. Electron-withdrawing substituents in the
4th position inductively reduce electron density in the peptide bond, increasing
N-pyramidalization, reducing the bond order of the C–N linkage and thereby facil-
itating the interconversion barrier to favor that which is lower in energy [82,83].
According to X-ray crystallographic data for allo-4-hydroxy-l-proline gives rise to

a Cb-exo conformation of the Hyp pyrrolidine ring, but Cb-exo is also confirmed in
other sequences [40,84]. An explanation could be that the Cb-exo and the Cc-exo
conformation of the pyrrolidine ring influence the j and w dihedral angles in
such way that it strengthens the backbone stereoelectronic interactions in the
trans conformer. Recent theoretical studies suggest that hyperconjugative interac-
tions are the driving force for adopting the Cb-exo and Cc-exo conformations [85].
This ring pucker conformation would allow effective n fi p* electrostatic interac-
tions between the carbonyl groups of the i–1 and i residues when the peptide
bond adopts a trans conformation [80]. Therefore, hydroxylation of proline in the
(Gly-Pro-Hyp)n sequence stabilizes the trans conformation of the Gly-Pro peptide
bond by restricting the dihedral angles j and w.
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In an earlier publication, side-chain N-triglycosylation at the Asn-Pro moiety
received credit as a substitution greatly decelerating CTI dynamics [86]. Interest-
ingly, O-glycosylation is often found attached to Ser/Thr residues immediately
preceding proline [87,88]. O-Glycosylations introduce bulky substituents to Ser/
Thr side-chains analogous to those found in aromatic amino acids. However, it
was found during studies with monoglycosylated peptides that O-glycosylation
preceding proline does not stabilize the cis imide conformation [88]. O-Glycosyla-
tion of serine residues preceding l-trans-hydroxyproline was devoid of rate effects
on prolyl isomerization [89].

9.1.6
Secondary Structure Formation and CTI

In general, the overall stability of secondary structures results from a number of
rather weak noncovalent interactions. These interactions are important determi-
nants of peptide folding motives. Secondary structure formation affects the cis/
trans equilibrium by favoring either the cis or trans isomer [30,90]. If CTI occurs in
secondary structure elements, it should cause peptide backbone reorientation,
reconfiguration of hydrogen bonding patterns, hydrophobic interactions, and sol-
vatization [91]. Additionally, the isomers have different hydration shells and inter-
acting water molecules therefore play a crucial role in determining whether the cis
or trans isomer is favored [92].
The strong influence of proline on the conformation of the preceding residue

reflects steric clashes involving the pyrrolidine ring. Of proline peptide bonds in
secondary structures, 38% are found in loops or random coils, 26% appear in
helices, 23% in turns, and 13% in b-strands [93].
The right-handed a-helix (helical pitch of 5.4 
/turn, 3.6 residues per turn) is

characterized by a pattern of strong hydrogen bonds. These hydrogen bonds be-
tween the peptide C=O and the i+4 N–H group display nearly perfect N ···O dis-
tances (2.8 
) and are therefore quite stable. In addition, the dense packing within
this helix brings the inner atoms into a van der Waals distance leading to maxi-
mized association energies [94]. The side-chains are extended towards the environ-
ment in a way that avoids sterical clashes. cis-Proline peptide bonds are prohibited
in a-helical structures because sterical conflicts between the proline Ca and the
nitrogen of the preceding residue occur [93]. If the amino acid preceding proline
shows dihedral angles typical for an a-helix, then clashes between the Cd of the
proline and both Cb and amide nitrogen of the preceding Xaa residue are also pos-
sible [93]. Hence, it is not surprising that w angles for residues preceding proline
are displaced to a more negative value than usually occur in a-helical protein
structures.
Theoretical calculations showed that in a-helices trans proline peptide bonds

can best be accepted up to the fourth position within the helix because there is
neither a disruption of the hydrogen bonding network in this region nor does the
bulk of the pyrrolidine ring seriously interfere with the regular helix geometry.
Analyses of the Brookhaven database in 1991 also showed that the highest fre-
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quency of trans Xaa-Pro bonds in a-helices can be observed at positions 3 and 4
from the N-terminus. Also, no proline residue could be found in position 5, where
an amide hydrogen is necessary to stabilize the first turn by forming a hydrogen
bond with the carbonyl at position 1 [93]. Proline at position 2 within an a-helix
shows an overwhelming preference for Asp, Asn, Ser, Thr, and Gly as the preced-
ing residue. There is a strong tendency for the side-chains of these residues
(except Gly) to form an additional hydrogen bond with the exposed backbone NH
of the residue that follows proline to compensate the untypical a-helical w angle.
Glycine is the only natural amino acid that can occupy w values in the a-helical
region of the Ramachandran plot when placed preceding proline.
Like a-helices, b-sheets are regular hydrogen-bonded structures. Amino acids in

b-sheets require both the carbonyl oxygen and the amide nitrogen to take part in
hydrogen bonds [95]. This eliminates proline from full participation due to the
lack of the amide hydrogen. However, in b-sheets there is no conflict between the
Cd group of proline and the preceding residue. In both parallel and antiparallel
sheets, proline is most frequently found between widely spaced hydrogen bonding
patterns with the carbonyl oxygen not contributing to the hydrogen bonding net-
work, or at the N-terminal end where the prolyl oxygen is involved in hydrogen
bonding [93].
In contrast to a-helices, b-sheets do not involve interactions between amino

acids close in sequence. Amino acids that interact within b-sheets are often found
widely separated in the primary structure. Therefore, b-sheet formation needs
structures that bring two polypeptide segments into close proximity. This is
achieved via reverse turn structures [96]. Turns are aperiodic or nonrepetitive ele-
ments of secondary structure which mediate the folding of the polypeptide chain
into a compact tertiary structure. Turns usually occur on the environment-exposed
surface of proteins [97,98]. Reverse turns play an important role in polypeptide
function, both as elements of structure as well as modulators of bioactivity [99].
Among the reverse turns found in proteins the b-turn is the most relevant [100].
b-Turns comprise four amino acid residues (i to i+3) forming an almost complete
180� turn in the direction of the peptide chain [101,102].
The type VI turn is a unique member of the b-turn family because it is the only

turn that incorporates a cis peptide bond [103]. It follows that type VI b-turns
always contain a proline residue at the i+2 position, since peptides incorporating
this amino acid are the only ones that can exist in the cis conformation to any sub-
stantial extent [104]. Type VI turns are often found in polypeptides containing the
sequence Xaa-Pro-Yaa, where Xaa and Yaa represent amino acids with an aromatic
side-chain. The type VI turn has been estimated to be 8.4 kJ mol–1 more stable
than the extended structure [30]. Richardson divided the type VI turns into sub-
types VIa and VIb, with VIa structures exhibiting an intramolecular H-bond be-
tween the i carbonyl oxygen and the i+1 or the i+3 amide hydrogen [105]. In type
VIb structures the orientation of the torsion angle wi+3 directs the C-terminus of
the turn away from the N-terminal end so that hydrogen bonding groups are
unable to interact. Studies with bicyclic lactam amino acid conjugates showed that
the hydrogen bonded type VIa turn is more stable than the nonhydrogen bonded
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type VIb conformation in the absence of any other structural constraints [104].
Turn formation is a very rapid process. Interestingly, in a recent study only
the proline-containing peptide (Xan-Ser-Pro-Ser-NAal-Ser-Gly, Xan = xanthone,
NAla = naphthylalanine) showed double exponential kinetics with rate constants
of 4.7 	 106 s–1 and 2.7 	 107 s–1 [46] where the slower rate constant was assigned
to the loop formation of the trans prolyl conformer (b-II turn). Both rates are too
fast to be x and w angle rotation of the proline residue. Analyses of nonprolyl cis
peptide bonds in protein structures showed that the conformational space of cis
peptide bonds is restricted compared with trans peptide bonds [22]. The rapid loop
formation around cis prolines seems to be largely caused by the restricted confor-
mational space and the shorter end-to-end distances when compared with the
trans isomer.
The polyproline II (PP II) conformation, as found in collagen and related pro-

teins, has been accorded less attention than the classical protein secondary struc-
tures (a-helix, b-sheet, and b-turn). This is possibly due to the PP II conformation
often assigned inappropriately to the “disordered” or “random” conformation
classes [90,106]. The PP II structures have been implicated in amyloid formation
[107] and nucleic acid binding [108], and have long been known as protein–protein
interaction motifs [90,109,110]. PP II was originally observed in poly-l-proline
peptides. Poly-l-proline basically adopts two different helical conformations de-
pendent on the solvent environment. In aqueous solutions polyproline peptides
form an extended “all-trans” left-handed helical structure with a helical pitch of
9.3 
 per turn, three residues per turn and x, j, and w dihedral angles around
180�, –80 – 45�, and 142.5 – 42.5� respectively [106]. In hydrophobic solvents poly-
prolines tend to form the right-handed polyproline I (PP I) helix with a helical
pitch of 5.6 
 and 3.3 cis prolyl residues per turn and dihedral angles of x, j, and
w of 0�, –75�, and +160� [111]. Usually, prolyl peptides are in the PP II conforma-
tion but even sequences without any proline can adopt this structure at least par-
tially, e.g. polyglycine, polylysine [112–114], polyglutamate, polyaspartate [115],
and polyalanine [116].
Theoretical and experimental studies on the PP II structure showed that in an

aqueous environment, water molecules form carbonyl–water–carbonyl H-bonds
within the chain [117–119], which seems to be the driving force for favoring the
trans conformation. Interchain water bridges in PP II are not possible because car-
bonyls in the PP II helix are sterically quite crowded by the neighboring atoms
[120]. The carbonyl–water–carbonyl clusters cannot be formed when the peptide
adopts the PP I conformation. This explains why the PP I structure can be formed
in hydrophobic solvents where this effect is negated. The PP I conformation has
not yet been found in protein structures.
An analysis of the HOMSTRAD database showed that the PP II conformation

represents 3% of the all peptide conformations and even occurs in 1.3% of pep-
tides when only helices consisting of more than three residues are considered
[106]. Proline is greatly favored in PP II helices, whereas Gly and aromatic amino
acids have low propensity for the PP II structure. It is worth noting that although
Gly generally disfavors the PP II helix, it is common in collagen. Collagen consists
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of three polypeptide chains, each in a PP II conformation. These three helices in
turn are supercoiled around each other. This supercoil is right handed and there
is a repeating pattern of H-bonds between them. Close packing of the chains near
the central axis imposes the requirement that Gly should occupy every third posi-
tion. Gly fi Ala substitution results in subtle changes of the conformation, which
leads to a local unwinding of the triple helix [121].
Additionally, several lines of evidence suggest that the “random coil” is a left-

handed helix with a structure similar to the PP II helix, at least locally. For exam-
ple, it was shown that for an a-helical polyalanine chain (21 residues), heating
transforms this structure into a PP II conformation [122]. This is possibly due to
the fact that PP II disrupts water organization less than b-sheet and a-helical con-
formation and is therefore favored entropically [123,124].

9.2
Amide Relevant Conformations in Proteins

Peptide bond CTI might be functionally relevant in the unfolded state, the folding
intermediates, and the native state of a given protein. Despite the identity of the
amino acid sequence distinct thermodynamic and kinetic parameters exist for the
CTI of the different folding states. On this basis, the ratio of isomers and isomeri-
zation kinetics of unfolded proteins resembles those observed in N- and C-termin-
ally blocked oligopeptides. In the native protein structural constraints may
strongly favor (or disfavor) a certain isomeric state for a particular peptide bond.
The peptide bond conformation in proteins is found to be trans in most cases
[125]. In the last years, several analyses of protein structure databases showed that
about ~99.7% of all peptide bonds were found to be in trans whereas ~0.3%
assume the cis conformation, 0.27% are of the type Xaa-Pro, and 0.03% are sec-
ondary amide peptide bonds [22,126,127]. Cis secondary amide peptide bonds
could simply have been overlooked in the course of structure determination.
Unless specified explicitly, most of the refinement programs used today will refine
any nonprolyl peptide bond in the trans conformation [126]. Neighboring residue
effects appear to play an important role for the cis prolyl bond propensity in pro-
teins, which approaches about 5% of all proteinaceous proline residues [93,128].
Recently, much effort has been put into predicting the isomeric state of prolyl

bonds in proteins [129,130]. A program on the basis of a secondary structure infor-
mation was developed that predicts for a given sequence whether a particular pep-
tide bond is in either cis or trans conformation [131].
Since structural preconditions of CTI are rather different in the various folding

states of a protein, the refolding and unfolding processes themselves were found
to be limited in rate by slow peptide bond isomerizations. Obviously, multiple par-
allel pathways are realized for the refolding reaction since the starting population
of unfolded chains is heterogeneous in terms of number and position of folding
relevant CTI. Prolyl bond limited refolding/unfolding is frequently found in sin-
gle domain and multidomain proteins where the refolding kinetics are limited by
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either cis to trans or trans to cis isomerization. However, in a proline-free variant of
the a-amylase inhibitor tendamistat, for a small fraction of refolding molecules
the relaxation time, which was 400 ms, could be assigned to CTIs of secondary
amide peptide bonds [27]. Obviously, this type of isomerization during refolding
must be universal in unfolded proteins.
By use of site-directed mutagenesis in positions covering cis prolyl bonds, the

proline has been replaced by nonproline amino acids. It came as a surprise that
the secondary amide peptide bond formed in the substitution still adopts the ther-
modynamically disfavored cis conformation in many cases [25,26,132–135]. Thus,
to overcome the free energy costs of a cis secondary amide peptide bond of about
15 kJ mol–1 the structural consequences favoring the trans conformation must be
absent in the folded protein variant. Consequently, the CTI is largely retained in
these protein variants [133].
Folding reactions limited by prolyl isomerizations have the following CTI-spe-

cific characteristics [41]:
1. The activation energy for the refolding process is in the

range of 80 kJ mol–1.
2. In most cases, amplitudes of prolyl-limited folding phases do

not much vary with initial folding conditions.
3. Double jump techniques reveal CTI by time-dependent

amplitudes of folding phases.
4. Peptidyl prolyl cis-trans isomerases (PPIases) are able to cata-

lyze the folding or unfolding reaction.
5. Under favorable conditions, changed folding parameters

after replacement of the critical proline residue by site-direct-
ed mutagenesis are indicative of prolyl-limited processes.

Many folding intermediates typically exist under strongly native refolding condi-
tions with the native state containing cis prolyl bonds. For example, the refolding
reaction of GdmCl-denatured RNase T1, which is a single domain protein of 104
amino acid residues encompassing two trans and two cis prolyl bonds, is properly
described by a kinetic model containing four unfolded species (2n with n for the
number of cis prolyl bonds) and three folding intermediates, all of which contain
one non-native prolyl bond at least. For the three intermediates with non-native
prolyl bonds relaxation rates of formation and decay ranging from 170 s to 6500 s
have been calculated. From the chemical properties of the reaction, prolyl isomeri-
zations kinetically uncoupled from chain rearrangements can be inferred. The
relaxation time for the folding process involving molecules with an isomer compo-
sition already identical to the native state is 175 ms at pH 4.6 and 25 �C (Fig. 9.3)
[136,137].
Interestingly, NMR investigations on the long-lived folding intermediate with a

trans Tyr38-Pro39 bond revealed that the structural effect of the trans to cis isomer-
ization, which forms the native protein, is not a local one but also involves other
regions of the protein [140]. There is increasing evidence from refolding experi-
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ments in vitro that the proper biological function of the refolding protein must
await completion of the final prolyl isomerization [136,141,142].

9.3
Native State Peptide Bond Isomerization

The X-ray crystal structure database led us to believe that peptide bonds adopt
either the cis or trans conformation in native proteins [22,128]. However, NMR
spectroscopy [143], and in a few cases, crystal structure analysis [144], provide en-
couraging experimental evidence of conformational peptide bond polymorphism
of folded proteins. Furthermore, conformational changes in response to ligand
binding, crystallization conditions and point mutations at remote sites are fre-
quent. Consequently, the three-dimensional protein structure database contains
homologous proteins that have different native conformations for a critical prolyl
bond [12].
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Fig. 9.3 The kinetic model for the slow prolyl isomerizations during refolding
of RNase T1. U indicates the unfolded species, I the intermediates, and N is the
native protein. Indices stand for the isomeric states of the prolines 39 and 55,
respectively. Half-times given for the individual steps refer to folding conditions
of 0.15 mol L–1 GdmCl, pH 5.0, 10 �C [138,139].
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Generally, multiple isomerization sites, low propensity of the thermodynamical-
ly disfavored isomer, the presence of the isomerization site in flexible protein seg-
ments, and poor dispersion of isomer-specific NMR chemical shifts illustrate the
difficulties in the detection of native state peptide bond isomerization. However,
methods have been developed to characterize native state prolyl isomerization in
proteins that deviate much from equal partitioning of isomers [145].
In fact, there are a growing number of folded proteins that were shown to exhib-

it conformational heterogeneity about one or more peptide bonds and there is
also growing evidence that PPIases modulate intracellular signaling events via
native state isomerization [146]. Among the effects caused by prolyl isomerization
the Ca atom displacement, which might propagate directed structural changes
through the polypeptide backbone, may find widespread utility in the structural
control of protein function [12].
Spontaneous peptide bond isomerization is relatively slow in respect to the

NMR time-scale and, therefore, two resonance frequencies are observable. Nuclear
Overhauser effect (NOE) patterns show the NMR couplings between neighboring
atoms in space. That is why NOE spectra can be used to discriminate between the
resonance patterns for the cis and trans conformers and to calculate the rate of
exchange.
Regulation of biological functions can be achieved via catalytic and binding

activities of cellular proteins. In recent years the potential of peptide bond CTI for
a switch-like control of protein function beside amino acid side-chain modification
or drastically reorientation of a whole polypeptide chains became apparent [147].
The best examined proteins that show conformationally heterogeneity in their

native states are the sarc homology 2 domain of the interleukin-2 tyrosine kinase
(ITK-SH2 domain), the HIV-1 coat protein Gag, the bacteriophage MS2 coat pro-
tein, and the transforming growth factor b-like domain (TBD) from human fibri-
lin-1 [143,148–160].
ITK is one of the native binding partners for the human PPIase Cyp18. Native

state isomerization in the SH2 domain of ITK between the imide bond Asn286
and Pro287 has pronounced structural and functional consequences by causing
long-range structural distortion. The population of the conformers are nearly
equal (40% cis; 60% trans) [147]. In the trans form the loop (CD loop) preceding
the N286-P287 peptide bond is extended away from the SH2 domain whereas in
the cis conformer the CD loop bends down to the SH2 body (Fig. 9.4) [148].
Backbone dynamic experiments indicated a significant mobility for the trans

peptide bond whereas the cis form is conformationally more restricted [148]. Each
of the conformers binds ligands with different chemical properties. The trans con-
former preferentially binds phosphotyrosine-containing peptides. When resum-
ing the cis conformation the SH2 domain builds a specific intermolecular com-
plex with the Src homology 3 (SH3) domain of ITK. This serves to restrict access
to the catalytic domain. Both domains, the SH2 and the SH3, influence the con-
formational properties of the neighboring kinase domain and render the catalytic
domain unable to carry out its physiological function [149]. This shows that pep-
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tide bond CTI is sufficient to alter ligand binding surfaces to an extent that can be
distinguished between different ligands.
The bacteriophage MS2 coat protein lacks an terminal amino acid extension

that in other virus coat proteins mediates assembly of the viral coat by switching
between ordered and disordered forms [156]. Interestingly CTI around the imide
bond preceding Pro78 is responsible for switching between two distinct structures
in this region of the protein. As observed for ITK the cis imide bond-containing
species is less flexible than the corresponding trans form [157]. A loop in the
“open” trans-Pro-containing species protrudes away from the surface of the pro-
tein, allowing access to the active site [158]. In the cis (“closed”) conformation, this
loop makes hydrophobic contacts to the ITK body and thereby shields the active
site from solvent [159].
In the given examples of native state isomerization for ITK and MS2 the trans

form corresponds to an extended, solvent-exposed loop conformation. Cis forms
are characterized by extensive contacts between the loops and the surface of the
proteins compared to the trans conformers, where those contacts are weak or not
present. It is speculated that such contacts provide the necessary energy needed to
stabilize the inherently less stable cis conformation [147].
Human cyclophilin 18 (Cyp18) was found to be incorporated into the human

immunodeficiency type 1 virus (HIV) by interacting with the HIV-1 coat protein
Gag [150]. The Cyp18/Gag complex is essential for subsequent packing of multi-
ple copies of Cyp18 into each HIV-1 viron [151]. Virons lacking Cyp18 are less
infectious [152]. Available NMR [143] and crystal [153] structures of this complex
provide valuable insights into the nature of the formed complex. The NMR struc-
ture of the capsid protein shows conformational heterogeneity in one location, the
Gly89-Pro90 peptide bond. The minor 14% of the Gag population correspond to a
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Fig. 9.4 Energy minimized structures of the trans (left, pdb: 1LUN) and
cis (right, pdb: 1LUK) ITK-SH2 domain conformers. The Asn286-Pro287
segment in the CD-loop (red) is highlighted in green.
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cis conformation whereas 86% are in trans. Several X-ray structures showed that
the human Cyp18 specifically binds to the G89-P90 motif of Gag, which is situ-
ated within a solvent-exposed loop of the capsid protein [154]. These structures
reveal that the G89-P90 peptide bond adopts exclusively the trans conformation
upon binding to Cyp18. This finding is in contrast to previously solved structures
of Cyp18 in complex with short peptides, where the cis conformer was adopted
[161,162]. Additionally it was shown that Cyp18 is able to accelerate the isomeriza-
tion of the G89-P90 peptide bond in vitro but structural perturbations in the over-
all structure of HIV-1 capsid are very limited [155]. However, it is unclear whether
the primary role of Cyp18 is of enzymatic nature or if it is a protein binding mod-
ule that mediates specific protein–protein interactions [163].
In the case of TBD (transforming growth factor b-like domain of human fibri-

lin-1) two stable conformers are observable that differ with respect to the isomeri-
zation state of Pro22. The conformational heterogeneity is embedded in a region
of stable b-sheet structure and in both conformers the region surrounding Pro22
is well ordered. In this case CTI around Pro22 causes measurable changes in the
secondary structure topology of the concerned domain [160]. Molecular dynamic
calculations suggest that the backbone w angle of the proline residue is predomi-
nantly around –30� (a-helical region) for the cis isomer whereas the trans form can
accept both –30� and 150� (b-sheet region) for w [43]. This example shows that
native state isomerization not only occurs in flexible loop regions but can also
appear in more stable secondary structures.
The Lqh-8/6 (Leiurus quinquestriatus hebracus toxin-like peptide) can be isolated

from scorpion venom. This 38-residue oligopeptide exhibits four disulfide bonds
and shows nearly equal amounts of cis and trans conformers around the Ala36-
Pro37 imide bond. The structural differences between these conformers are
locally limited. In the cis form the tyrosine 38 is clearly orientated towards the pro-
tein core and is additional stabilized by two hydrogen bonds between the tyrosine
side-chain OH and the protein body. In the trans conformer tyrosine 38 is com-
pletely solvent exposed. Interestingly, no interconversion between these confor-
mers was detectable [164]. The question of whether these two conformationally
fixed forms can direct different toxic actions has not yet been answered.
In conclusion, native state isomerizations around imidic peptide bonds point to

a general role for proline as a molecular switch that can control protein–protein
interaction.
A well-studied case of native state isomerization involving a secondary amide

peptide bond is the saccharide binding protein concanavalin A (ConA). Concana-
valin A is a metal ion-dependent lectin isolated from Canavalia ensiformis (jack
bean) which can interact with cell surfaces by binding specific carbohydrates. The
activity of the protein can be switched on and off by calcium-induced CTI of the
Ala207-Asp208 bond [165]. In solution 13% of metal-free ConA exhibit the
Ala207-Asp208 bond in the cis (locked) conformation. Previously it was known
that the two ConA conformers are separated by an activation barrier of
~92 kJ mol–1 [166]. The equilibrium of ConA is dependent on the calcium ion con-
centration [167]. Binding of Ca2+ ions to the S2 metal binding site of ConA forces
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several amino acids to reorientate [168]. At the end of this multistep process the
side-chain of Thr11 is pushed against the Ala207-Asp208 peptide bond where it
makes a clash with Asp208. A consequence of this movement is that the popula-
tion in the locked conformation (cis Ala207-Asp208) rises to nearly 100%. It seems
that the release of steric stress between Thr11 and the Ala207-Asp208 peptide
backbone drives the trans to cis isomerization, resulting in an active ConA protein
[169]. Going from the locked to the unlocked state, metal ions must be released in
a pH-dependent reaction. This opens the conformational space around the
Ala207-Asp208 peptide bond and the energetically demanding cis bond can refold
to the usual trans conformer. Such an activation/inactivation mechanism can pos-
sibly control the gain and loss of ligand binding activity. The slow kinetics of the
nonproline CTI could withhold the lectins from rebinding the storage glycopro-
tein’s before diffusing out of the seedlings. In the outer environment this may
contribute to protection against pathogens [170] after regaining activity in the less
acidic and calcium-rich soil.

9.4
Biological Consequences

The relevance of catalyzed and spontaneous peptide bond CTI to the biological
function of peptides and proteins has inspired considerable effort in research.
Thus, distinct pathways have been identified that allow peptide bond isomers to
affect physiological signaling differently. To fully understand isomer specificity of
bioreactions at the molecular level, it is essential to characterize the structural and
electronic differences between cis and trans peptide bond isomers. Most impor-
tantly, both isomers cannot sample the same conformational space around proline
[30,171], thus presenting an isomer-specific topography to interacting molecules.
It is just three decades since evidence of the essential role of prolyl bond isomer-

ization in protein chemistry was first obtained. It appeared that the refolding
kinetics of denatured proteins could be described in terms of conformational poly-
morphism of the unfolded polypeptide chain [33]. Briefly, the observations indi-
cated that cis prolyl bonds in a folding chain might be able to block the final stage
of the folding reaction. A similar conclusion for cis secondary amide peptide
bonds had to await first direct experimental demonstration in 2001 [59]. Presently,
physiologically relevant folding effects of peptide bond CTI have been detected for
both intramolecular single chain recognition and intermolecular subunit assem-
bly. Folding blockade is shown to occur on the level of both cis and trans conforma-
tions depending on which of the two isomers is present in the native state. Next,
the conformational specificity of enzyme catalysis became apparent in that non-
reactive prolyl bond isomers of substrates have been detected in the reaction for
many different proteases [172]. Interestingly, conformational specificity of
enzymes is not limited to reactions of the isomerizing peptide bond itself but
might play a crucial role in modulating reactivity of bonds remote to the isomeriz-
ing peptide bond [173].
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Currently isomer specificity is known as an important property in the action of
proteases, protein phosphatases, and proline-specific protein kinases on their pro-
teinaceous substrates in vitro and in vivo [174–176].
Principally, both interacting protein and interacting ligand/substrate can

undergo biologically relevant peptide bond CTI. Among the proteins prone to pro-
lyl isomerization, enzymes and receptors as well as cytosolic binding proteins
have been identified [177–183].
Even in complex biological processes such as phage infectivity CTI of a single

prolyl bond has been found to be an essential reaction step. In this case the trans
Gln212-Pro213 moiety of the gene-3-protein in the coat of phage fd, which is
located in the hinge region between both domains of this protein, forms a kinetic
block of domain reassembly ensuring interaction of the gene-3-protein N1 domain
with TolA [41].
Furthermore, long-lived meta stable energy minima might exist in relation to

the isomeric state of a critical peptide bond [184]. In the metastable state in which
the folded forms of a polypeptide chain have similar structural characteristics but
differ in their free energy level, the kinetically trapped species could demonstrate
properties of a high energy peptide bond isomer [185].
Furthermore, the recognition of the peptide hormone angiotensin II by the

respective receptor is only possible if the Xaa-Pro bond within the angiotensin II
sequence assumes the trans conformation [186]. In contrast, the muscle selective
l-conotoxin GIIIB requires the cis conformation between two hydroxyprolines to
become biologically active [187]. Direct evidence for an isomer-specific effect in
vivo has been found in lung perfusion studies demonstrating isomer-specificity of
angiotensin-converting enzyme [188]. In the case of oxytocin the isomers seem to
have an antagonistic function [189]. Isomer-specific recognition power of the
l-receptor has been found for morphiceptin and endomorphin-2 mediated signal-
ing because both ligand peptides are active only as the cis isomer, involving isom-
erization at the Tyr-Pro bond [190].
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10
Enzymes Catalyzing Peptide Bond Cis-Trans Isomerizations
Gunter Fischer

10.1
Introduction

The arsenal of enzymes that control posttranslational modifications of proteins
includes peptide bond cis-trans isomerases whose corresponding modification
reaction is unique among posttranslational events. Unlike other modifying
enzymes, peptide bond cis-trans isomerases catalyze conformational interconver-
sions (folding) of the polypeptide chain of a substrate while leaving unaltered its
chemical constitution. In the spontaneous process a substrate polypeptide chain
constantly oscillates between the two alternative conformational states of a partic-
ular peptide bond. According to the theory of enzyme catalysis of reversible reac-
tions this oscillatory movement is faster in the presence of a peptide bond cis-trans
isomerase. But a gross chemical change in the reactants is difficult to detect under
these conditions. However, these enzymes were also shown to facilitate the cata-
lyzed re-equilibration of a disturbed equilibrium between peptide bond cis-trans
isomers, leaving the equilibrium constant unchanged. This property served as a
probe to discover the first peptide bond cis-trans isomerase in pig kidney in 1984
[1]. These enzymes are thus far the only cellular catalysts known to be directly tar-
geted for a conformational interconversion in a protein.
A general effect of catalysis by peptide bond cis-trans isomerases is to allow fold-

ing reactions to proceed under thermodynamic control escaping from kinetic con-
trol. Thus, the advantages of thermodynamic control of global folding and local
rearrangements of proteins may exert evolutionary pressure from which folding
helper enzymes could have evolved.
Thus far no enzymes have been reported that actively produce a particular pep-

tide bond isomer by means of an energy-consuming reaction, thereby allowing
the cis/trans equilibrium to be shifted relative to that of the original state of the
substrate.
The functional dynamics of proteins in cells depends on how fast those macro-

molecules adopt a unique three-dimensional structure and, in addition, how spa-
tial–temporal control of the backbone conformation by external molecules under-
lies the mechanism of folding and chain recognition in vivo. The numerous con-



tact points formed and released in the course of intra- and intermolecular bio-
recognition are based on countless rotational movements. Potentially, rotational
rates could be externally influenced by a wide variety of physical and chemical
means such as enzyme catalysis, catalysis by low molecular mass compounds,
heat, mechanical forces, and supportive microenvironments. In polypeptides,
most rotations of covalent bonds proved intrinsically to be very fast and do not
need further rate acceleration by either external factors or intramolecular assis-
tance. Thus, the continuous stretch of single bonds in the graphical representa-
tion of the protein backbone conveys a feeling of mobility and flexibility. However,
a considerable degree of rigidity exists in the backbone that is nearly independent
of its three-dimensional fold and resides in the electron distribution within the
C(=O)–N linkage. In fact, very slow conformational interconversions can be
detected for backbone rearrangements in native and unfolded proteins in the
course of chain folding and assembly, protein–ligand interactions, enzyme cataly-
sis, and transport processes. These slow processes have been characterized mole-
cularly and have frequently been found to be cis-trans isomerizations (CTIs) of
specific peptide bonds of a protein [2].
By virtue of having two thermodynamically stable chain arrangements of differ-

ent biological reactivity separated by a rather high energetic barrier, peptide bond
CTI resembles a molecular switch that can control cellular signals [3]. Site-specific
catalysts of peptide bond CTI would then serve as “liquifying” agents for narrow
regions of the backbone that, by reducing the free energy barrier to C–N bond
rotation, act as a means of coupling the frequency of mechanical bond movement
to the rate of an enzyme-catalyzed biochemical reaction. Provided that the rate-
limiting step does not change, intermolecular catalysts concentration-dependently
influence resistance to switching. Clearly, enzymes combine favorably two impor-
tant aspects of catalysis: specificity and rate enhancement. As a consequence,
organisms have evolved an array of enzymes that simultaneously accelerate CTI
of specific peptide bonds in both directions, cis to trans and trans to cis.
Originally, peptide bond cis-trans isomerase activity was discovered using a pro-

tease-coupled assay for CTI of the imidic peptide bond of proline, commonly
termed the prolyl bond [1]. Magnetization transfer in 1H NMR-based assays per-
mitted kinetic characterization of enzymes catalyzing CTI of secondary amide
peptide bonds in Escherichia coli about 20 years later [4]. The current state of
knowledge is that peptide bond cis-trans isomerases are present in all organisms
and function both inside and outside the cell. To date, two enzyme classes of dif-
ferent primary specificity profile, the peptidyl prolyl cis-trans isomerases (PPIases,
E.C.5.2.1.8) and the secondary amide peptide bond cis-trans isomerases (APIases)
have been identified and characterized. They are targeted to imidic (-Xaa-Pro-)
and the secondary amide peptide bonds (Xaa-Yaa), respectively (where Yaa stands
for all gene-encoded amino acids except Pro, and Xaa is for all gene-encoded
amino acids), some of which might be important for the folding of newly synthe-
sized proteins and others, in particular, for the timing of conformational changes
in segments of native proteins. In both cases, the timely appearance/disappear-
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ance of biological activity of substrate proteins is thought to be affected enzymati-
cally.
In most organisms, including humans, multiple members of each subtype of

peptide bond cis-trans isomerases are expressed that differ in their molecular
masses, domain composition, intracellular localization, and substrate specificity.
Only a few investigations exist about the cooperation of the extra modules with
the catalytic core.
The PPIases can be classified into three distinct families according to amino

acid sequence homology. The high degree of structural relatedness and amino
acid sequence similarity define membership in each individual family. Two
families, the cyclophilins (Cyp) [5,6] and the FK506 binding proteins (FKBP) [7,8],
implicated in the cellular action of the immunosuppressive drugs cyclosporin A
(CsA) and FK506 (tacrolimus) respectively are sometimes termed immunophilins.
Chimeric proteins containing a N-terminal FKBP domain and a C-terminal cyclo-
philin domain, or these domains in a reversed orientation, have also been ob-
served in microorganisms [9]. One of the most fascinating aspects of immunophi-
lins is that the immunophilin/drug complexes of 1:1 stoichiometry display dis-
crete reactivity changes when compared with the complex constituent in isolation.
Only in its Cyp18 complex does CsA exhibit high-affinity, saturable, specific bind-
ing to another cytosolic enzyme, the pSer(pThr)-specific protein phosphatase 2B
calcineurin [10,11]. In essence, immunophilin/drug complexes are able to recruit
a set of proteins unable to exhibit affinity for the complex constituents when
offered individually. This gain of function, which also leads to the recruitment of
calcineurin by the FKBP12/FK506 complex, is presumably independent of
PPIase-mediated CTI catalysis. However, it should be noted that partitioning of
these drugs into peptide bond cis-trans isomers plays a role for the drug activities
in aqueous solutions. Considering PPIase inhibition, a single imidic peptide bond
of the drugs, the N-MeLeu9-N-MeLeu10 moiety and the pipecolinyl amide bond of
CsA and FK506, respectively, separates into an inhibitory and a noninhibitory iso-
mer [12–14].
The third family of PPIases, the parvulins, does not belong to immunophilins

because family members do not show affinity to immunosuppressive drugs. In all
cases the prototypic family members are small, single-domain proteins expressed
in high abundance predominantly in the cytosol of mammalian and bacterial
cells.
Among potential substrates of PPIases oligopeptides, unfolded polypeptide

chains, folding intermediates as well as native proteins have been identified. In
keeping with the high cellular PPIase concentrations, these enzymes can be pres-
ent in stoichiometric amounts with potential substrates in vivo. A simple four-spe-
cies reaction model accounting for PPIase catalysis involving both isomers in the
unbound and the enzyme-bound state matches well the observed kinetic para-
meter of oligopeptide substrates. It is evident from this model that an internal
equilibrium constant Kint = [E*trans]/[E*cis] for the Michaelis complexes exists
and can deviate strongly from the reaction equilibrium constant in the absence of
the enzyme. Under these conditions, of the cis-trans isomers of a substrate in solu-
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tion, a PPIase was found to be able to sequester more cis leading to an increased
cis:trans ratio of the Michaelis complexes near unity [15]. It has been suggested
that for an evolutionarily optimized enzyme catalysis Kint depends on how close to
reaction equilibrium the enzyme can maintain its catalysis under physiological
conditions [16]. According to this model, the magnitude of the internal equilibri-
um constant Kint, which approaches unity for Cyp18, thus points to a physiological
function of this PPIase for catalytic interconversions involving native state CTI
of proteins. However, catalytic amounts of peptide bond cis-trans isomerases
([E]0 << [S]0) cannot markedly shift the cis:trans ratio of a substrate. It follows that
both directions of the conformational interconversion are catalyzed in a reversible
manner unless CTI is coupled to an irreversible reaction, such as protein folding
under strongly native conditions and proteolytic cleavage [17,18].
To form catalytically productive enzyme/substrate complexes, many peptide

bond cis-trans isomerases essentially require the location of the reactive bond of
the substrate in the context of secondary binding sites or a specific spatial organi-
zation of the polypeptide chain thus creating features of stereo- and regiospecifi-
city [19,20]. As in the case of many endoproteases, PPIases can utilize an extended
array of catalytic subsites to enhance catalytic efficiency and substrate specificity.
These properties precondition peptide bond cis-trans isomerases toward a complex
reaction pattern. Consequently, biochemical investigations have led to the elucida-
tion of three distinct molecular mechanisms that might be operative either in iso-
lation or collectively in the cellular action of both prototypical and multidomain
peptide bond cis-trans isomerases:

1. catalysis of peptide bond CTI,
2. an isomer-specific, site-directed holding function for

unfolded polypeptide chains in the Michaelis complex, and
3. a presenter protein function for an unknown number of

physiological ligands (gain of function).

Mechanistic pathways 1 and 2 involving isomerization catalysis and holding of
unfolded polypeptide chains can be discussed in relation to all subfamilies of pep-
tide bond cis-trans isomerases. In contrast, only members of the two families of
cyclophilins and FKBP, were found to play a role in presenting physiological li-
gands to further cellular constituents.
Based on current knowledge, catalysis of peptide bond CTI (mechanism 1) plays

a major role in the physiological function of peptide bond cis-trans isomerases.
Mechanisms 2 and 3 might be utilized as functional auxiliaries. Currently, natural
molecules using mammalian PPIases as presenter proteins (mechanism 3) are all
of microbial origin, and are only present in mammals under artificial conditions.
It follows that peptide bond cis-trans isomerases have evolved to bind the transi-
tion state of CTI tightly and thus catalyze CTI very efficiently. For instance, a level
of fewer than 400 molecules of catalytically active ESS1 (a parvulin-like PPIase)
per yeast cell is sufficient for growth [21]. The complete loss of ESS1 in a gene
knockout mutant resulted in a lethal phenotype and showed the essential charac-
ter of ESS1 for survival of Saccharomyces cerevisiae.
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In conclusion, among all known enzymes, peptide bond cis-trans isomerases ex-
hibit a unique reaction profile with the potential of targeting a large number of
rather similar reactive sites in a polypeptide chain, and a low degree of chemical
differences that separates the reactant and product state of the enzyme reaction.
For PPIases, oligopeptides containing -Xaa-Pro- moieties mostly serve the role

of assay substrates in vitro but native proteins presumably represent the sub-
strates targeted in the cell. In order to determine catalytic efficacy, re-equilibration
kinetics following rapid equilibrium perturbation by physical and chemical means
have to be measured for both the spontaneous and enzyme-catalyzed CTI. Using
dynamic 1H NMR spectroscopy isomer-specific chemical shift dispersion is the
basis of a sensitive PPIases assay using 2D-NOESY experiments [22,23]. Trans-
ferred magnetization to cis-trans isomers substitutes for chemically induced equi-
librium perturbation. Visualization and direct monitoring of PPIase catalysis in
living cells is not possible as of yet.

10.2
Cyclophilins

The prototypical member of the cyclophilins family, cytosolic cyclophilin 18
(Cyp18, CypA) of mammalian cells specifically catalyzes prolyl CTIs but remains
inert toward secondary amide peptide bonds [1]. Despite the existence of members
of the PPIase class of enzymes in virtually all organisms, some prokaryotic and
archaea genomes do not encode enzymes of the cyclophilin family [24]. In larger
cyclophilins, additional polypeptide segments complete the full-length proteins.
They were found to be located N-terminally and C-terminally to the catalytic core
domain. Functionally, the extra domains and segments are coupled with intracel-
lular targeting, RNA recognition, RING finger motif mediated metal ion binding,
prenylation motifs, tetratricopeptide repeat (TPR)-mediated protein–protein inter-
actions, RAN GTPase binding and calmodulin binding. Furthermore, a Cyp18
fusion represents the first vertebrate example of a chimeric protein, TRIM5-
Cyp18, the expression of which is generated by insertion of Cyp18 complementary
DNA into the locus of the TRIM5-a restriction factor of Old World primates. The
presence of either TRIM5-a or TRIM5-Cyp18 in these animals is a potent impedi-
ment to HIV-1 infection [25].
A schematic representation of the diverse group of human cyclophilins is given

in Fig. 10.1.
In their catalytic domain, larger human cyclophilins share high sequence simi-

larity to prototypical human Cyp18 (hCyp18), which has a molecular mass of
about 18 kDa. Furthermore, amino acid sequences of cyclophilin-like domains are
highly conserved from yeast to humans with a smaller degree of conservation
across prokaryotic taxa [26]. The three-dimensional fold of hCyp18 consists of
eight antiparallel b-strands supplemented by three a-helices that make up an anti-
parallel b-barrel structure. Cellular concentrations are variable among the cyclo-
philins. The Cyp18 concentration approaches high levels in the brain but is also
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remarkable in other tissues and cells, as could be exemplified by measuring
5–10 lg mg–1 total protein in kidney tubules and endothelial cells [27–29]. These
high cytosolic concentrations enable Cyp18-binding drugs, notably high-affinity
cyclosporins, to accumulate in the cell at high intracellular levels where they could
translate into potent physiological signals. This is an important determinant of
cyclosporin efficacy because cells lacking high levels of cyclophilins, as could be
achieved in gene deletion experiments, might become resistant to the drug [30].
Despite the fact that the Cyp18 gene is regarded as a housekeeping gene, the regu-
lated expression of Cyp18 mRNA in rat brain points to stress control [31]. Many
larger cyclophilins are subject to stress regulation as well [32–34]. Similarly, pro-
teome analyses detected upregulation of Cyp18 in the higher passages of fetal
skin cells and downregulation in the fibroblasts of higher aged adults [35,36].
Autoantibodies against cyclophilins are commonly found in autoimmune dis-
eases, and prototypic cyclophilins of various organisms known to cause respira-
tory allergies, are major allergens [37]. Most strikingly, all genes encoding cyclo-
philins could be deleted without seriously affecting the viability of S. cerevisiae
[38]. This is a clear indication for the fact that optimal growth conditions inher-
ently test only a small portion of essential gene function. Consequently, dramatic
phenotypes can be observed in deletion mutants of the Cpa1 and Cpa2 proteins,
the Cyp18 homologs in Cryptococcus neoformans. A Cpa1/cpa2 double mutant
exhibited severe synthetic defects in growth and virulence, indicating strong spe-
cies-specific differences in cyclophilin-mediated folding control [39].
hCyp18 represents a thermally and chemically rather stable protein containing

a well-defined active site comprising side-chains of residues Arg55, His126,
Phe60, Gln63, and Phe113. The cyclic undecapeptide CsA represents a tight-bind-
ing inhibitor for the PPIase activity of most human cyclophilins. The catalytic site
is coincident with the CsA binding site. Typically the mode of inhibition of human
Cyp18 is competitive with a Ki-value in the range of 2 nmol L–1 [5]. A Trp residue
at position 121 is a key element of cyclophilins for high-affinity binding of CsA
[40]. Cyp18 is a rather promiscuous catalyst as indicated by comparable kcat/Km

values for a series of Xaa-Pro-containing tetrapeptides while the Xaa position var-
ied within the natural amino acids [1,20,41]. Specificity constants approach high
values in the range >107 M–1 s–1, implying a nearly diffusion controlled bimolecu-
lar reaction; turnover numbers are also impressive (in the range of 102–104 s–1) for
oligopeptide substrates. From these data, Cyp18 appears to belong to the perfectly
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3 Fig. 10.1 Human cyclophilins. Protein
nomenclature is according to Fischer [3]. The
gene name and the molecular mass of the
unprocessed proteins are shown in the brack-
ets. In the second row, the accession number
of the SWISS-PROT/TREMBL database and
an example of an alternative name of the pro-
tein is given. The amino acid residues that
border the protein domains or functional
modules are designated according to SWISS-

PROTor Pfam databases. The cyclophilin
domain is depicted in yellow. Signal sequence
regions are shown as colorless boxes. CaM,
Ca2+/calmodulin binding motif; rrm, RNA
recognition motif; TPR, tetratricopeptide
repeat; RanBP1, Ran binding protein 1
domain; U-box, U-box domain; WD40, WD40
repeats; zf RnaBP, Zn-finger, Ran binding.
* indicates “potential.”
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evolved enzymes [16]. It follows that prediction of physiological substrates of
PPIases that is solely based on libraries selecting oligopeptides for preferred
ground state binding affinity is misleading.
The energy barrier of a Cyp18-catalyzed isomerization is determined almost

entirely by the activation entropy. This contrasts with the spontaneous reaction
which is enthalpy driven [20]. PPIase-mediated catalysis of prolyl isomerization
was observed for oligopeptides, unfolded polypeptide chains and native proteins.
As with the RNase T1 substrate, rate-limiting prolyl isomerization in protein fold-
ing can be assessed by monitoring rate acceleration in the refolding kinetics of
denatured proteins in the presence of various PPIases [42]. Kinetic control of slow
steps of protein folding by cyclophilins may avoid accumulation of reaction inter-
mediates prone to formation of non-native protein conformations in vitro and in
vivo. In addition, intermolecular association reactions, exemplified by homo- and
hetero-oligomer formation, were found to be sensitive to Cyp18 catalysis in vitro.
For example, Cyp18 is able to facilitate the CTI during refolding and assembly of
the antibody domain C(H)3. Thus, the rate-limiting step of protein dimerization
changed from slow prolyl isomerization to rapid chain collapse in the presence of
the PPIase [43].
The calcium/magnesium-dependent nuclease activity reported for cyclophilins

[44,45] might originate in an impurity present in cyclophilin preparations [46,47].
Interestingly, clinicians have long utilized low-molecular-mass inhibitors of

hCyp18 such as CsA and its derivatives in the prevention of allograft rejection, for
treatment of autoimmune diseases and for prophylaxis of graft-versus-host dis-
eases [48,49]. The results of the structure–activity relationship studies for cyclos-
porin derivatives suggest that a causal relationship between inhibition of the
PPIase activity of Cyp18 and T cell replication does not exist [50,51]. Functional
analyses revealed that the binary Cyp18/CsA complex might form a composite
surface that interacts with calcineurin, whose protein phosphatase activity on tran-
scription factors such as nuclear factor of activated T cell (NFAT) is inhibited in
the ternary complex [52,53]. It became evident that several hundred polypeptides
were found to be up- or downregulated when comparing CsA-treated and
untreated ConA-activated T lymphocytes [54]. Obviously, differentially expressed
proteins include those affected by inhibition of the PPIase activity of many cellular
cyclophilins as well as inhibition of protein dephosphorylation by calcineurin.
Strikingly, cyclosporin derivatives exist that inhibit calcineurin, circumventing

prior binding to hCyp18. For instance, the complex between [dimethylami-
noethylthiosarcosine]3-CsA and Cyp18 does not lead to calcineurin inhibition, but
this derivative potently inhibits the protein phosphatase activity on its own [55]. In
the Cyp18/CsA complex the bioactive surface is mainly determined by the portion
of the cyclosporin A macrocycle protruding out of the hCyp18 binding cleft, and
[dimethylaminoethylthiosarcosine]3-CsA does not require Cyp18 to adopt the
bioactive conformation of the protruding segment [56]. Generally, modification of
CsA residues at positions 9 to 2 (collectively termed the Cyp18 binding domain)
reduces the affinity to Cyp18, while calcineurin inhibition by the Cyp18/CsA de-
rivative complex could be impaired by changing the residues at positions 4 to 7
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(collectively termed the calcineurin binding domain). On the other hand, strong
Cyp18 inhibitors of the sanglifehrin type, which are structurally distinct from
cyclosporins, also offer the capability for attenuation of clonal T cell expansion.
Sanglifehrin A blocks T cell proliferation in response to interleukin-2 (IL-2) by
inhibiting the appearance of activity of the cell cycle kinase cyclin E-Cdk2; calci-
neurin activity is nevertheless left unaltered [57,58]. There is no indication that
the Cyp18/sanglifehrin complex is able to recruit other cell constituents using
Cyp18 as presenter protein for this drug.
To add to the puzzle, the estimation of calcineurin activity in CsA-treated renal

transplant patients raised doubts about the direct relationship between calci-
neurin inhibition and immunosuppression. In circulating lymphocytes of the
immunosuppressed patients, calcineurin activity is only partially reduced (50% to
85% of the control) [59]. It was hypothesized that partial calcineurin inhibition
might account for both the immunosuppression and the immunocompetence of
CsA-treated patients [60]. Altogether, the data demonstrate that cyclophilins other
than Cyp18 might contribute directly to immunosuppression through the PPIase-
inhibitory effect of CsA. Unfortunately, few data are available quantifying the
magnitude of inhibition of CsA derivatives for the different cyclophilins. CsA de-
rivatives that do not show a gain of function in their Cyp18 complexes and thus
avoid calcineurin inhibition but still inhibit the PPIase activity of Cyp18 could
facilitate the studies of the distinct physiological functions of cyclophilins [61–63].
For example, side-chain substitution in position 6 of CsA ([N-methylalanine]6-CsA)
leads to a nearly unchanged Cyp18 inhibition, but a 25-fold decrease in calci-
neurin inhibition and about 250-fold decrease in immunosuppressive activity as
compared with CsA. Similarly, [N-methylisoleucine]4-CsA (SDZ NIM811) and
[N-methylvaline]4-CsA have proved to be potent Cyp18 inhibitors with only minor
effects on calcineurin activity and clonal T cell expansion. In addition, non-cyclo-
sporin-like inhibitors of moderate potency have been published but biological data
are still lacking [64,65].
The methods used to identify physiological functions of an individual cyclophi-

lin or a group of related cyclophilins include combined depletion and complemen-
tation in cells and organisms, the application of monofunctional cyclophilin inhi-
bitors that lack inhibition of calcineurin and the effects of wild-type cyclophilins
and enzymatically inactive cyclophilin variants overexpressed in certain cell types.
These studies suggest the major involvement of cyclophilins in viral and parasitic
infections, glucocorticoid response, malignancies, ischemia/reperfusion injury via
activation of the mitochondrial permeability transition pore, inflammation, stress
response, and allergies. The pharmacologically relevant profile of cyclophilins has
been extensively reviewed [66].
For instance, the putative involvement of Cyp18 in the elimination of damaged

and misfolded proteins produced by oxidative stress from cells has been found
when exploring the cause of familial amyotrophic lateral sclerosis [67]. Cyp18 acts
catalytically on still unknown prolyl bonds either by direct participation in protein
degradation or indirectly by supporting the functional structure of a Cu/Zn super-
oxide dismutase-1. A mutant protein of the latter enzyme is responsible for the
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fatal apoptosis of neurons in this disease. Overexpression of wild-type Cyp18 in
cells containing the mutant dismutase rescued the cell response from apoptotic
death. In another example, native state isomerization of the T cell-specific protein
tyrosine kinase (Itk) SH2 domain causes a proline-dependent conformational
switch that regulates substrate recognition and mediates regulatory interactions
with the active site of Cyp18. Both proteins, Cyp18 and Itk form a stable complex
in Jurkat T cells that is disrupted by treatment with CsA [68,69]. It adds to the
story that mutation of a conformationally heterogeneous proline residue in the
SH2 domain specifically increased Th2 cytokine production from wild-type CD4+
T cells. Consequently, the enhanced CD4+ T cell response in the absence of Cyp18
leads to allergic disease, with elevated IgE and tissue infiltration by mast cells and
eosinophils [70].
Cyp18 itself has pronounced biochemical and physiological effects on living

cells. When Cyp18 is secreted by vascular smooth muscle cells in response to oxi-
dative stress, it mediates typical effects of reactive oxygen species the activation of
extracellular signal-regulated kinase (ERK1/2) and stimulation of cell growth [71].
The host cell response against parasites also involves secreted and host cell cyclo-
philins [72,73]. Presumably, cyclophilin-catalyzed prolyl isomerizations do not
play a role in the de novo synthesis of proteins.

10.3
FK506 Binding Proteins (FKBPs)

Among the PPIases, FKBPs constitute a large family discovered in 1989 [7,8]. At
this time, the prototypic human enzyme (FKBP12) was identified as a FK506
binding molecule; the term FKBP includes all proteins that share amino acid
sequence homology with FKBP12, although high-affinity FK506 binding is not a
common property of FKBP. Our current thinking is that cellular conditions play a
decisive role in the affinity of FKBP for FK506, and FK506-mediated enzyme inhi-
bition may occur in a large part of human FKBP. Using in vitro assays, Ki values
range from high picomolar concentrations to no inhibition at all. FKBPs are
widely distributed throughout all living organisms, being present even in the very
small genome of Mycoplasma genitalum as sole PPIase. At least 17 FKBP have
been identified, mostly at the protein level in human cells and cover a wide range
of molecular masses from 12 kDa to about 135 kDa (Fig. 10.2). The PPIase proper-
ties of the large FKBPs are rooted in one or in multiple FKBP domains. As already
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Fig. 10.2 Human FK506-binding proteins.
Protein nomenclature is according to Fischer
[3]. The gene name and the molecular mass
of the unprocessed proteins are shown in the
brackets. In the second row, the accession
number of the SWISS-PROT/TREMBL data-
base and an example of an alternative name
of the protein is given. The amino acid

residues that border the protein domains "or
functional modules are designated according
to SWISS-PROTor Pfam databases. The FKBP
domain is depicted in yellow. Signal sequence
regions are shown as colorless boxes. CaM,
Ca2+/calmodulin binding motif; EF, EF hand;
TPR, tetratricopeptide repeat; RanBP1, Ran
binding. * indicates “potential.”



10.3 FK506 Binding Proteins (FKBPs) 205



10 Enzymes Catalyzing Peptide Bond Cis-Trans Isomerizations

determined for cyclophilins, the catalytic domains are supplemented by C-termi-
nal and N-terminal extensions known for other biochemical functions. The con-
centration of FKBPs can approach high levels (about 20 lmol L–1), and human
FKBP locates to nuclei, the endoplasmic reticulum, the cytosol, and can be
secreted [3].
The major structural elements surrounding the hydrophobic catalytic cleft of

FKBP12 are a concave five-stranded antiparallel b-sheet wrapping around a short
a-helix and a large flap region. In preferred substrates, hydrophobic side-chains
are positioned toward the N-terminus of the reactive prolyl bond [20]. Unlike
hCyp18 and E. coli parvulin 10 (Par10), the prototypic members of other PPIase
families, kcat/Km values of FKBP12 toward oligopeptide substrates do not achieve
the diffusion controlled limit. Similarly, turnover numbers of FKBP are also about
10-fold lower than those observed with cyclophilins. Comparison of the effects of
point mutations on kcat/Km values for tetrapeptide substrates revealed catalytically
important side-chains of FKBP12 [74,75]. The point mutations of FKBP12 variants
associated with a single amino acid substitution (Tyr82Phe, Phe99Tyr, Trp59Ala,
Asp37Val, Asp37Leu) experienced marked reduction (about 10-fold) in the speci-
ficity constant kcat/Km, with the kcat value being the most severely affected para-
meter. Provided that the native tertiary structure remained unchanged, none of
the FKBP variants resulting from point mutations completely blocked the catalytic
machinery.
Knowledge of FKBP12 and FKBP12.6 structures either alone or complexed with

ligands exists but a three-dimensional model of a FKBP12/oligopeptide substrate
complex on the basis of a resolved X-ray structure is still missing. Thus, the
FK506 binding site has been assumed to be identical with the catalytic site.
Native FKBP12 contains seven trans prolyl peptide bonds, and the CTIs of some

or all of them constitute a slow, rate-limiting event in folding. Its refolding process
from a chemically denatured state constituted the first example of an autocatalytic
formation of a native protein from kinetically trapped intermediates with non-
native prolyl isomers [76,77].
The genomes of lower eukaryotes, eubacteria, and archaea encode homologs

that have, in some cases, a bulge insertion in the flap region of FKBP12, confer-
ring holding chaperone properties to the prototypic enzymes [78,79]. Chaperoning
unfolded chains can be explained with a largely extended catalytic subsite required
for optimal recognition of the cellular substrates in these organisms and is a bio-
chemical feature of many polypeptide chain interconverting enzymes including
proteases [80,81]. Similarly, FKBP are likely to have evolved to help establish accel-
erated prolyl isomerization by utilizing ground state polypeptide binding as a nec-
essary auxiliary.
Several studies have highlighted the importance of multidomain FKBPs in the

control of signal transduction pathways. For example, hFKBP51 and hFKBP52
have been found in steroid hormone receptor complexes and are thought to play
an important role in complex formation and translocation of receptor–ligand com-
plexes from the cytosol into the nucleus [82,83]. Notably, these multidomain
FKBPs share structural characteristics as demonstrated by an N-terminal PPIase
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domain followed by three tetratricopeptide repeats (TPR) and a putative calmodu-
lin (CaM) binding motif (Fig. 10.2). In most FKBPs the active site adopts a sub-
strate-exposed, functional state that does not require prior activation by cofactors
for substrate and inhibitor binding. However, several larger FKBP, such as
FKBP38, are suspected of not conforming to this rule.
Extensive studies have revealed that hFKBP38 (FKBP8), a multidomain protein,

is characterized by a pronounced expression of its corresponding mRNA in
human brain tissue and its specific antitumor effects in mice, caused by upregula-
tion of the anti-invasive syndecan 1 gene expression and suppression of the proin-
vasive MMP9 gene [84,85]. FKBP38 belongs to the FKBP family in terms of
sequence similarity, but neither PPIase activity nor FK506 binding could be
detected for the isolated protein. Surprisingly, the PPIase activity of FKBP38 was
found to be controlled by its association with Ca2+/calmodulin. Under conditions
of saturating calmodulin concentrations, enzymatic activity was observed at cal-
cium concentrations below 1 lmol L–1. Simultanously, appearance of a high-affin-
ity FK506 binding site in the heterodimeric complex was observed [86]. This iden-
tification of the first FKBP functionally controlled by recruitment of a second mes-
senger also raises the question of whether the physiological processes involving
similarly structured multidomain FKBPs, such as the steroid receptor constitu-
ents FKBP51, FKBP52, FKBP37, and FKBP44, might also respond to calcium sig-
nals.
The formation of tight complexes of the peptidomacrolides FK506 (also known

as tacrolimus) and rapamycin (also known as sirolimus) with endogenous
FKBP12 inhibits T cell proliferation via different pathways. Similar to CsA in the
Cyp18/CsA complex, FK506 when bound to FKBP12 experiences gain of function
that leads to calcineurin inhibition. The FKBP12/FK506 complex inhibits calci-
neurin more powerful when compared to Cyp18/CsA. Dissociation constants for
ternary calcineurin/FKBP/FK506 complexes containing different FKBP range
from 88 nmol L–1 to 27 lmol L–1 [87]. Recently it was found that FKBP12 is the
only FKBP family member to play a key role in FK506-mediated immunosuppres-
sion [88]. A topically active FK506 derivative (pimecrolimus) with reduced system
exposure and thus increased immunological safety has been launched for thera-
peutic application in atopic dermatitis, psoriasis, and allergic contact dermatitis
[89].
By contrast, the FKBP12/rapamycin complex targets mTOR kinase, a down-

stream effector of the phosphatidylinositol 3-kinase (PI3K)/Akt (protein kinase B)
signaling pathway. mTOR kinase plays an important role in RNA stability and
transcription, and controls the translation machinery in response to amino acids
and growth factors via activation of p70 ribosomal S6 kinase and inhibition of the
eIF-4E binding protein [90–92]. For rapamycin, the effect of gain of function
achieved by omitting FKBP12 from mTOR binding assay was approximately
2000-fold in favor of higher affinity for the FKBP12/rapamycin complex [93].
Identification of signaling pathways solely affected by inhibition of the PPIase

activity is critical for obtaining a complete picture of cellular responses mediated
by FKBP-sensitive prolyl isomerizations.
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Knowledge of these processes has been facilitated by studying in vivo effects of
nonimmunosuppressive FKBP inhibitors such as GPI1046, JNJ460, V10,367,
GPI1048, and GPI1485, to name the most prominent compounds.
Several FKBP-sensitive signaling pathways have been found by this approach.

Neurotrophic and neuroprotective properties of these compounds convincingly
show the involvement of enzyme-catalyzed prolyl isomerizations as a crucial ele-
ment in neuronal cell signaling under physiological conditions [94–96]. The inhi-
bitory compounds mostly belong to a group of truncated FK506 derivatives. How-
ever, the nature of the cellular FKBP substrates displaced from the enzyme by
these inhibitors is still unknown. Despite the abundance of FKBP12, its inhibition
is unlikely to be functionally significant in neuronal tissues. The FKBP38/CaM/
Ca2+ complex displays a proapoptotic role, which is abrogated by the potent
FKBP38/CaM/Ca2+ inhibitor GPI1046, suggesting that secondary messenger-acti-
vated FKBP are critical enzymes in neuronal cells [86].
There are several FKBP genes reported to have a defective function in inherited

diseases, such as the Williams Beuren syndrome (Williams syndrome) and
Leber’s congenital amaurosis for FKBP36 (FKBP6) and FKBP44 (AIPL1) muta-
tions, respectively [97–99].
Generally, proteins associated with G1 regulation have been shown to play a key

role in proliferation, differentiation, and oncogenic transformation as well as
apoptosis, and represent promising targets for cancer treatment. Reduced cell
growth and cyclin D1 levels in fibroblasts from FKBP12-deficient (FKBP12–/–)
mice corresponds to cell cycle arrest in G1 phase, and these cells can be rescued
by FKBP12 transfection [100]. Both rapamycin and CCI-779, a water-soluble ester
analog of rapamycin with improved pharmaceutical properties, have demonstrat-
ed impressive activity against a broad range of human cancers growing in tissue
culture and in human tumor xenograft [101].
The mechanism suggested for the FKBP12-driven cell cycle is based on the reg-

ulation of transforming growth factor b (TGF-b) receptor signaling. The prototypic
FKBP12 interacts with the TGF-b receptor [102], acting as a negative regulator of
receptor endocytosis [100,103].
Prototypical FKBPs, such as FKBP12 and FKBP12.6, belong to the receptor-

associated folding helper enzymes [104]. For example, they copurify and physically
interact with intracellular Ca2+ release channels, the ryanodine receptors (RyR),
and contribute to the regulation of the release of intracellular Ca2+ stores [105].
RyR binding affinities have been found in the high nanomolar range [106].
FKBP12.6–/– deficiency in mice causes serious defects including exercise-induced
cardiac ventricular arrhythmias. Generally, deficiency of prototypic FKBP and fail-
ure of RyR mutants to bind prototypic FKBP have similar phenotypic responses
[107].
In many microorganism, multidomain FKBPs of the Mip-type have been

detected, characterized by a homodimeric assembly of Mip monomers consisting
of a N-terminal dimerization module, a long (65 
) connecting a-helix, and a
C-terminal FKBP domain [108–110]. Mip proteins have been identified as viru-
lence factors of many human pathogens including Legionella pneumophila, Neis-
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seria meningitidis, Chlamydia trachomatis, Coxiella burnetii, Trypanosoma cruzi,
Aeromonas hydrophila, and Salmonella typhimurium. Monoclonal antibodies raised
against the active site of L. pneumophila Mip (LpFKBP25) significantly inhibit the
early establishment and initiation of an intracellular infection of the bacteria in
Acanthamoeba castellanii, the natural host, and in the human U937 macrophages
[111].

10.4
Trigger Factor

Trigger factors merit special attention in that they constitute a subfamily of
FKBPs. They are present in all species of eubacteria but lack affinity for FK506.
Trigger factors are the only ribosome-bound PPIases identified to date [112,113].
Apparently, bacterial cells contain only a single member of this FKBP subfamily.
A cellular concentration of 20 lmol L–1 promotes the characterization of this CsA
and FK506 insensitive PPIase activity in the E. coli cytosol [112]. In principle, the
trigger factor is capable of assisting newly synthesized polypeptide chains in fold-
ing because its position is in proximity to the tunnel exit site, near ribosomal pro-
teins L23 and L29, located on the back of the 50 S subunit of the E. coli ribosome
[114–116]. Consequently, it interacts with both the ribosome and the nascent poly-
peptide chain in a manner dependent on the functional state of the ribosome. The
signal recognition particle (SRP) and trigger factor bind simultaneously to the
ribosome with little affinity interference, showing that these factors have separate
binding sites on L23 [117,118]. The SRP is an essential component used in the
export of polytopic membrane proteins to the cytoplasmic membrane. Interest-
ingly, no eukaryotic cell have to date been shown to harbor a trigger factor homo-
log. The trigger factor of E. coli has a molecular mass of 48 kDa, and consists of a
central FKBP domain, an N-terminal domain comprising the ribosome-binding
polypeptide segment of 144 amino acids bearing the well-conserved FRxGxxP con-
sensus motif, and a 184 amino acid residue C-terminal extension. The interaction
between vacant ribosomes and trigger factor is characterized by a dissociation con-
stant of about 1 lmol L–1 with an average lifetime of the complex of 30 s at 20 �C
[119]. The active site of the catalytic domain of the Vibrio cholerae trigger factor is
occupied by a loop from the C-terminal domain pointing to its regulatory function
for the FKBP-like PPIase activity of trigger factor [120]. Upon binding of specific
substrates the insertion loop may dissociate from the active site of the PPIase and
may activate catalytic functions. Trigger factor of the thermophilic eubacterium
Thermus thermophilus contains Zn2+ as a functionally significant constituent in an
1:1 stoichiometry [121].
There is evidence that the trigger factor and the hsp70 chaperone DnaK, a

PPIase and a secondary amide peptide bond cis-trans isomerase (APIase) respec-
tively, contribute to the formation of native proteins by apparently overlapping
functions with the trigger factor as the primary interaction partner of the emerg-
ing polypeptide chain [122–124]. Consequently, synthetic lethality was observed
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between combined null alleles of trigger factor and DnaK. In contrast, single gene
deletions of either DnaK or trigger factor produced viable bacteria under normal
growth conditions.
Both proteins are found to associate with empty or translating ribosomes, and

to bind to a certain fraction of newly synthesized polypeptides under normal con-
ditions. Biochemically, DnaK resembles trigger factor in that its APIase activity
represents an intrinsic property of the protein chain. For oligopeptide substrates
to be catalyzed, neither ATP hydrolysis nor accessory protein factors are necessary.
Functionally, DnaK and trigger factor share some common characteristics that

arise from the combination of peptide bond isomerizing and polypeptide binding
properties. The subsite specificity of the trigger factor at the kcat/Km level, which is
related to the magnitude of transition state binding energy, is virtually unknown
for polypeptide substrates despite a considerable body of data describing its
ground state affinity for members of a large oligopeptide library [125]. Site-direct-
ed mutagenesis of the PPIase catalytic site have been used to uncover the bio-
chemical factors governing assistance of protein folding by trigger factor in the
cell. Expression of the apparently inactive trigger factor Phe198Ala variant pre-
vented global protein misfolding and synthetic lethality at temperatures between
20 and 34 �C in DtigDdnaK E. coli cells [126]. On the other hand, overexpression of
the trigger factor Phe233Tyr variant, which also displays a greatly reduced PPIase
activity in a oligopeptide-based assay, cannot rescue the reduced low-temperature
survival in the Dtig background of E. coli cells [127]. Similarly, the PPIase activity
of the RopA trigger factor is essential for maturation of a cysteine protease follow-
ing its secretion from the Streptococcus pyogenes bacterial cell [128]. There is reason
to believe that functional complementation experiments are sensitive to both
subtle differences in the catalytic susceptibility of endogenous substrates involved
and the conditional response of the biological assay used. Assistance of trigger fac-
tor catalysis by proteinacous cofactors can also be hypothesized but experimental
evidence is still lacking. Beside non-native polypeptide chains, GroEL and the pro-
teins L23 and L29 of the large subunit of the E. coli ribosome represent the only
proteins with proven trigger factor affinity.

10.5
Parvulins

In 1994, the PPIase family of parvulins was discovered by characterizing the pro-
totypical enzyme Par10 from E. coli [129,130]. This PPIase does not exhibit
sequence similarity to either cyclophilins or FKBPs. The mature enzyme, which is
92 amino acids long, is enzymatically active in its monomeric state. A similarly
small enzyme has, to the best of our knowledge, not been reported so far. Also, no
other organism was reported to possess such a small parvulin. Using a PPIase
activity approach, E. coli Par10 was identified at the protein level in E. coli cytosol.
Identification at the genetic level suffers from many problems. It is known that
during open reading frame (ORF) identification small proteins often escape detec-
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tion due to their size falling below an arbitrary, researcher-defined minimum cut-
off, or the inability to precisely define a promoter or translational start [131]. How-
ever, future identification of Par10 homologs can be predicted. Many multidomain
parvulins have been characterized in prokaryotes. So far, the existence of only two
genes, par14 and pin1, encoding parvulin proteins has been described in the
human genome, which is a low frequency when compared with both Cyp and
FKBP sequences (Fig. 10.3).

Among human PPIases, Pin1 provides a rare example of pronounced substrate
specificity because polypeptide chains require a pSer(pThr)-Pro- moiety (where p
denotes phosphoesterification) if orderly Pin1 catalysis is to occur [132,133]. Pin1
contains an N-terminal WW domain and a C-terminal parvulin-like catalytic
domain connected by a flexible linker [132]. Genetic deletion of the single parvulin
of Saccharomyces cerevisiae, the human Pin1 homolog ESS1 (also termed PTF1),
exhibited a lethal phenotype. Temperature-sensitive mutant yeast strains carrying
this mutation arrest at mitosis. There is a functional interchangeability of
pSer(pThr)-Pro- specific parvulins between frog, fly, various plants, and humans.
In contrast, deletion of the par10 gene did not lead to a clear phenotype in E. coli.
Since Pin1 is involved in cell cycle progression its low level expression is asso-
ciated with proliferation of normal cells. However, Pin1 is strikingly overexpressed
in many different human cancers, and inhibition of Pin1 can suppress trans-
formed phenotypes and inhibit tumor growth [134].
Two conserved signature sequences containing histidine motifs (His-Xaa-

Val(Ile)-Xaa-Lys and Gly-Xaa-His-Ile(Leu,Val)-Ile), which are separated by a stretch
of about 70–85 amino acids containing a few other conserved residues, character-
ize the catalytic core of all parvulins. In various plants, one member corresponds
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Fig. 10.3 Human parvulins. Protein nomenclature is according to Fischer [3].
The gene name and the molecular mass of the unprocessed proteins are shown
in the brackets. In the second row, the accession number of the SWISS-PROT/
TREMBL database and an example of an alternative name of the protein is given.
The amino acid residues that border the protein domains or functional modules
are designated according to SWISS-PROTor Pfam databases. The parvulin
domain is depicted in yellow. Signal sequence regions are shown as colorless
boxes. WW, WWdomain.
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to the prototypical form of parvulins (it is 117–119 amino acids in length) because
it does not show an N-terminal or C-terminal extension when compared
with Par10 [135–137]. The difference in chain length to E. coli Par10 is due to a
single polypeptide segment of 23 amino acids inserted in the N-terminal half of
the protein that adopts a loop conformation in the a1/b1 region [138]. In two other
eukaryotic parvulins functional domains complement the catalytic domain
N-terminally: a DNA binding domain and a (PO3H2)Ser/Thr-directed type IV WW
domain in Par14 and Pin1 respectively [139–141].
Parvulins showed a high catalytic efficiency comparable to that of Cyp18 toward

specific oligopeptide substrates. Unlike other PPIase families the parvulins exhib-
it an extraordinary pattern of substrate specificity for the amino acid position pre-
ceding proline, ranging from a positively charged arginine side-chain to the dou-
ble-negative phosphoserine (phosphothreonine) side-chain for hPar14 and
plant Par13 or hPin1 respectively. Of the active site residues, only those that are
necessary for the recognition of characteristic substrates of hPin1 and hPar14 are
missing in E. coli Par10. The three-dimensional structure of E. coli Par10 com-
prises four b-strands that form a curved b-sheet, enclosed between two a-helices
on its convex side and a further a-helix on the concave side, resulting in an aba-
sandwich structure [142] The loop regions are less well-defined, especially the pep-
tide segments corresponding to Ile39-Gly50, Gln54-Pro59, and Ser67-Pro73, indi-
cating high flexibility regions. The putative substrate binding pocket contains a
large aggregation of lipophilic side-chains. In combination with helix 4, the curved
b-sheet forms a lipophilic gap on the protein surface, enabling oligopeptides to
bind.
The mechanism by which hPin1 exerts its essential role in the cell cycle and

other critical physiological events is directly linked to proline-directed phospho-
transfer reactions at serine and threonine sites of proteins, as was performed by
the specific examples of cyclin-dependent protein kinases, Map kinases, and glyco-
gen synthase 3. In contrast, phosphorylation at tyrosine residues does not lead to
substrates especially sensitive to Pin1 catalysis. Approaches using knockdown of
enzyme expression along with biochemical tools in vitro have provided evidence
for a role of PPIase catalysis in regulation of protein phosphorylation [143,144].
On the other hand, once formed in cells, these phosphoproteins require dephos-
phorylation in a timed manner. Consequently, hPin1 is involved in the dephos-
phorylation of pSer(Thr)-Pro sites, as was found by combining in vitro studies on
isomer-specific dephosphorylation by protein phosphatase 2a (PP2a) with dephos-
phorylation studies in Xenopus mitotic extracts and rescue experiments in yeast
[133,145]. More specifically, the cell cycle regulatory protein phosphatase Cdc25C
contains the pThr48-Pro- and pThr67-Pro- moieties that represent critical regula-
tory phosphorylation sites. The prolyl bond conformation can be either cis or trans
or a mixture of both. For PP2a the inability to dephosphorylate cis pThr(Ser)-Pro
moieties can be detected in vivo by reciprocal genetic interactions in temperature-
sensitive PP2a-deficient PPH and the Pin1 homolog-deficient ESS1/PTF1 mutant
strains of budding yeast and in vitro using oligopeptide dephosphorylation experi-
ments. Despite the presence of sufficient activity of PP2a, a fraction of Cdc25C
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containing cis pThr-Pro is left over until it slowly isomerizes to the trans isomer.
Pin1 markedly accelerated this CTI, thereby altering the rate-limiting step of
dephosphorylation. Transgenic expression of point-mutated variants of Pin1 and
isolated Pin1 domains in yeast indicates that the enzymatically active PPIase
domain is necessary and sufficient to carry out conformational tuning of a PP2a
substrate to become dephosphorylated in time. The group IV WW domain alone,
although exhibiting affinity to the pThr(pSer)-Pro-containing polypeptide chains,
cannot assist in this function. However, depending on the bound phosphopeptide,
both domains might be able to communicate in substrate recognition [146].
Many mitotic proteins, transcription factors, and RNA processing proteins,

apoptotic proteins, the tumor suppressor p53 and p73 as well as the cytoskeleton
protein tau have been shown to be functionally linked to Pin1 catalysis in cells
[147].
Par14, on the other hand, has some specificity for arginine preceding the pro-

line residue [139]. This enzyme seems to localize to the nucleus and the N-termi-
nal extension of the catalytic domain might mediate interactions with the pre-ribo-
somal nucleoprotein complex [148].

10.6
Secondary Amide Peptide Bond Cis-Trans Isomerases

The dynamics of CTI demonstrate the fundamental similarity between prolyl
bonds and secondary amide peptide bonds, making it probable that enzymes exist
for the rate acceleration of both types of reactions. The relatively low spontaneous
rates indicate the potential importance of CTI of secondary amide peptide bonds
as rate-limiting step in protein backbone rearrangements preceding the formation
of biologically active proteins.
Whereas peptidyl prolyl cis-trans isomerases constitute a well-characterized

enzyme class comprising well over 1000 members with small sequence variations
in the proteins of different species, the discovery of secondary amide peptide bond
cis-trans isomerases (APIases) had to await the development of suitable enzyme
assays. Fortunately, spectral differences in the UV region between cis and trans
isomers of dipeptides could be exploited to identify and quantify isomerization
rate-enhancing factors in biological material [149].
Following fractionation by gel filtration, an Ala-Ala dipeptide-based CTI assay

gave two main activity peaks at the 20 and 70 kDa range in E. coli lysate, one of
which proved to be the bacterial hsp70 homolog DnaK [4]. Consequently, cytosolic
fractions prepared from a DnaK knockout strain did not show the activity peak
around 70 kDa. Previously, DnaK and other members of the heat-shock protein
(hsp70) family were thought to promote protein folding and translocation, both
constitutively and in response to stress, by binding to unfolded polypeptide
chains. Two functional domains of DnaK have been characterized: a substrate-
binding domain binds the polypeptide and an ATPase domain hydrolyzes adeno-
sine triphosphate (ATP), thereby facilitating dissociation of bound polypeptide
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chains. The APIase function adds an important new component in providing fold-
ing assistance since a critical step of chain folding, a slow conformational inter-
conversion, is directly targeted at a specific site.
There has at present been no experimental identification at the amino acid

sequence level of an APIase other than members of hsp70 family. However, the
formation of the hsp90/cis geldanamycin complex was hypothesized to involve
hsp90-catalyzed trans to cis isomerization of geldanamycin [150]. This ansamycin
benzoquinone, which contains an N-acylated enamine moiety, adopts the trans
conformation free in solution but has cis conformation in the complex. Ab initio
quantum chemical calculations have led to a rather high barrier to rotation for the
amide moiety of geldanamycin, rendering a catalyzed interconversion useful. In
fact, in vitro reconstitution of an hsp90/co-chaperone complex using four co-cha-
perones including Hsp70, Hsp40, Hop, and p23, which have been shown to be
required for constituting a fully functional Hsp90 state in vitro, increased the
apparent affinity of a geldanamycin derivative 50-fold when compared with
Hsp90 alone [151].
Recombinantly produced DnaK was utilized to characterize its APIase function

enzymatically. Co-chaperones, such as DnaJ and GrpE in the presence of ATP
might contribute to create the subsite specificity of DnaK. For oligopeptide sub-
strates, the APIase function of DnaK does not require concomitant ATP hydroly-
sis. A functional overlap of a PPIase and an APIase, trigger factor and DnaK,
respectively, could not be observed in an APIase and a standard PPIase assay
[127]. Generally, PPIases fail to accelerate CTI of secondary amide peptide bonds
in peptide substrates and folding intermediates [152].
Using two different approaches with short peptides, APIase activity of DnaK

proved to be stereo- and regioselective. In a series of Ala-Xaa dipeptides DnaK
preferentially catalyzes compounds with Xaa = Met, Ala, Ser, Glu, and Leu,
whereas CTI of dipeptides with Xaa = Asp, Tyr, Thr, Asn, Phe, Arg, Val, Gln, and
Pro could not be accelerated. Interestingly, preferred catalytic subsites are at var-
iance with the hydrophobic core affinity sites concluded from a cellulose-bound
library of 13mer oligopeptides [153]. This binding assay reflects ground state affin-
ity of DnaK, yet fails to report susceptibility to catalysis. Only leucine is a preferred
residue of both ground state and transition state binding.
To evaluate stereospecificity of catalysis, proton magnetization transfer studies

of pentapeptides of the general structure Ala-Xaa-Tyr-Ala-Ala were performed in
the presence of DnaK. Since an oligopeptide with an alanine residue at position
Xaa was found to be sensitive to DnaK catalysis, the substitution of d-Ala for l-Ala
could be used to explore the influence of reversing the N-terminal stereocenter of
the targeted peptide bond. Exchange crosspeak intensity on the level of the unca-
talyzed CTI of the d-Ala-Tyr bond indicated the importance of proper bond align-
ment when approaching the transition state of DnaK catalysis [4].
DnaK is also able to catalyze the CTI of a Tyr-Ala bond in a proteinaceous sub-

strate, the native-like folding intermediate of RNase T1 Pro39Ala variant.
The NR peptide (Asn-Arg-Leu-Leu-Leu-Thr-Gly) competitively inhibited the

APIase function of DnaK, thereby blocking the DnaK-catalyzed renaturation of

214



10.7 Catalytic Mechanism of Peptide Bond Cis-Trans Isomerases

chemically denatured luciferase. Thus, it is conceivable that the NR peptide binds
to the APIase site of DnaK. Structural investigations already showed that the NR
peptide is bound to the peptide binding domain of DnaK in an extended confor-
mation through a loop-defined groove from the b-sandwich subdomain [154].
In conclusion, the biochemical properties of the APIase function of hsp70 mo-

lecular chaperones allow kinetic proofreading of folding by rapid scanning of
APIase-sensitive sites of unfolded polypeptide chains.

10.7
Catalytic Mechanism of Peptide Bond Cis-Trans Isomerases

Despite the amount of data and the simplicity of the chemical reaction catalyzed,
the molecular basis of the catalytic mechanism of PPIases and APIases is still
only poorly understood [155]. The considerable degree of amino acid sequence dis-
similarity between the subgroups of peptide bond cis-trans isomerases also raises
the challenging question of the mechanistic relatedness among the enzymes. At
present there is a lack of detailed mechanistic investigations on APIases and mul-
tidomain PPIases. Thus, prototypic PPIases of all three families serve as the bases
for unraveling catalytic pathways. One or more potential transition-state struc-
tures for enzyme-catalyzed prolyl isomerizations, alone or in combination, are
consistent with the acceleration of the spontaneous rate of prolyl isomerization
(Fig. 10.4).
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Fig. 10.4 Resonance structures of the prolyl
bond and potential transition state structures
in the catalytic pathway of PPIases. Noncova-
lent stabilization of a twisted carbonyl-proline
moiety (A). Electrostatic stabilization of the

developing positive charge at the amide car-
bonyl group by a polarized water molecule of
the enzyme protein (B). Enzyme-assisted
nucleophilic catalysis (C). Enzyme- or sub-
strate-assisted general acid catalysis (D).
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One advantage of mechanistic investigations on PPIases is that the accelerated
peptide bond rotation is already achieved by globular low-molecular-mass
enzymes, making these proteins a perfect subject for structural investigations.
Many high-resolution crystal structures of PPIases complexed to oligopeptide sub-
strates, tight binding, reversible inhibitors, and binding proteins have now been
collected in the Brookhaven database, and should find great utility in analyses of
the catalytic pathway. A major drawback to this approach is that substrate-contain-
ing crystals may generate dead-end complexes, making mechanistic conclusions
unreliable. It adds to the picture that a PPIase crystal in its solid state has not yet
been shown to catalyze CTI of bound substrates. Accordingly, from the structural
studies a clear, generally accepted picture of the mechanism of catalysis has not
yet emerged. It is also noteworthy that a three-dimensional structure of an oligo-
peptide substrate complexed with the active site of FKBP or parvulin is still lack-
ing. The location of the active site of these enzymes has been evaluated on the
basis of enzyme/inhibitor structures (Fig. 10.5).

Fig. 10.5 Active site residues of Cyp18 and Par10 were manu-
ally superpositioned using their three-dimensional structures
in PyMOL representation. Cyp18 residues and Par10 residues
were labelled in green and magenta, respectively.

A mechanistic model has been proposed for PPIase catalysis in which a twisted
peptide bond, a structure involving substrate strain, is stabilized by noncovalent
interaction with the enzyme [156]. However, catalytic antibodies generated to tran-
sition state analogs containing twisted carbonyl moieties do not show a PPIase-
like catalytic efficiency [157,158]. Consequently, small detergent micelles and
phosphatidylcholine membranes are able to catalyze CTI of typical PPIase sub-
strates in a manner reminiscent of that observed for catalytic antibodies [159].
Apparently, sequestration of hydrophobic substrates within the enzyme may
account for both a small portion of the catalytic power of FKBP and the accelera-
tion of CTI by catalytic antibodies. Despite overall amino acid sequence dissimilar-
ity the structural features making up the active sites of prototypic enzymes such
as Cyp18 and Par10 proved to be similar (Fig. 10.6).
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Cyclophilins may benefit from general acid catalysis because site-directed muta-
genesis of Arg55Ala inactivates the hCyp18 enzyme, and secondary kinetic b-deu-
terium effects did not support a tetrahedral intermediate involving a side-chain
nucleophile of the enzyme in the catalytic pathway [20]. Enhanced prolyl isomeri-
zation rates were already observed by intramolecular general acid catalysis of
properly positioned arginine or histidine side-chains in peptides and proteins in
aqueous solution [160,161]. Through attractive interactions with a substrate,
Arg55, Gln63, and His126, Phe60 and Phe113 may form the active site, which
puts Arg55 in a favorable position to perform its catalytic role in the transition
state of a Cyp18/substrate complex. In addition, crystal structures revealed a sand-
wich-like arrangement of the prolyl ring between the Arg55 side-chain and
His126 both in hydrogen bonding distance to the prolyl bond nitrogen of a tetra-
peptide substrate that makes this residue a suitable candidate for electrophilic
assistance.
The positioning of Arg55 and the geometrical complementarity of the transition

state structure compared to that of ground state were taken as criteria to study the
role of near attack conformers (NACs) in Cyp18 catalysis [162]. In this model the
contention that transition state Cyp18 catalysis is more stable than the ground
state has less significance. However, a recent theoretical study using potential of
mean force (PMF) simulations with a hybrid QM/MM potential function indi-
cated that the population of NACs is not relevant to catalysis [163].
Although the X-ray structure of a Pin1-dipeptide complex implicated covalent

catalysis, a lack of nucleophilic assistance in the catalytic pathway can be derived
from the covalent modification of parvulins by 5-OH-1,4-naphthoquinone
(juglone). A juglone-inactivated E. coli Par10 contains two inhibitor molecules that
are covalently bound to the side-chains of Cys41 and Cys69 because of a Michael

217

Fig. 10.6 Surfaces of the putative active sites
of human FKBP12 (1FKF) and human Pin1
(1PIN1) liganded to the inhibitors FK506 and
Ala-Pro, respectively. Inhibitors are depicted
as red stick models. Protein surfaces are
shown in green, carbon; red, oxygen; blue,
nitrogen. Coloration is in pale blue for the

putative active sites. Active site residues of
human FKBP12 include Arg12, Tyr26, Phe36,
Asp37, Phe46, Glu54, Val55, Ile56, Trp59,
Tyr82, His87, Ile91, and Phe99 [166]. Active
site residues of human Pin1 include His59,
Lys63, Arg68,69, Cys113, Leu122, Met130,
Phe134, and His157 [132].
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addition of the thiol groups to juglone. However, thiol group modification was
shown to proceed 5-fold faster than the rate of enzyme inactivation. Thus, block-
ing major nucleophils was considered as a necessary but not sufficient condition
for inactivation. Partial unfolding of the active site of the juglone-modified parvu-
lins was thought to be the cause of deterioration of PPIase activity [164].
Two types of kinetic experiments provide key information concerning the invol-

vement of a catalytic water molecule in the mechanism of PPIases. First, the phys-
ical background of the encounter of substrate with a PPIase molecule has been
evaluated. Second, proton inventory studies were done to get reliable data about
the kinetic solvent deuterium isotope effects (KSIEs) and to probe the role of
exchangeable protons in catalysis. The result of a previous experiment indicated
that Cyp18 catalysis does not show a KSIE in kcat/Km because the magnitude of
the effect was in the range of unity. It apparently demonstrated that a proton is
not in “flight” during the progression of the reaction from free reactants to the
transition state. Now, evidence supporting the hypothesis of an important proton
and a common catalytic pathway of cyclophilins and parvulins has been furnished
by kinetic studies in solvents of different viscosity as well as by proton inventory
data. For both prototypic enzymes the very high catalytic efficiency (kcat/Km

~107 M–1 s–1) strongly depends on solvent viscosity, suggesting that the catalyzed
CTI of oligopeptide substrates proceeds at diffusion control. If so, these insights
could be exploited to determine true KSIEs from the experimentally observed val-
ues considering the different viscosities of H2O and D2O. For both enzymes,
inverse KSIEs resulted, the magnitude of which were found to be remarkably low,
in the range of 0.5–0.6. When plotted versus mole fraction of D2O, the rate data
gave a bulging down curve with a large net inverse KSIE, indicating a smaller frac-
tionating factor in the ground state than in the transition state [165]. A catalytic
mechanism consistent with the proton inventory data and other information
about hCyp18 and E. coli Par10 catalysis involves a single proton transfer from
Gln63 (Ser42) side-chain to a basic site coordinated in proximity of Gln63 (Ser42),
which is believed to occur during transition state formation. The latent iminol
anion of the Gln63 side-chain electrostatically stabilizes the developing positive
charge at the carbonyl group during progression to the perpendicular transition
state configuration of the substrate. Thus, general acid catalysis is assisted in a
concerted reaction by electrostatic stabilization of the developing positive charge
at the carbonyl carbon during rotation (Fig. 10.7).
Interestingly, FKBP12 does not show diffusion control of kcat/Km, and proton

inventory does not show a bulging down curve. This case underlines the idea that
a distinct catalytic mechanism exists for FKBP compared with cyclophilins and
parvulins.
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Fig. 10.7 Proposed mechanism for enzymatic catalysis of prolyl cis-trans
isomerization using two-dimensional representation of the reactant structures
for Cyp18. Only those Cyp18 residues whose mutagenesis was highly critical
to enzyme activity are shown. Arrows symbolize electron redistribution during
approaching the transition state. As the prolyl bond rotates and the carbonyl
carbon atom develops a positive charge in the transition state, the weak
interaction of the base B with the amide proton of Gln63 becomes strong.
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11
Tailoring the Cis-Trans Isomerization of Amides
Luis Moroder, Christian Renner (11.1, 11.2)
John J. Lopez, Manfred Mutter, and Gabriele Tuchscherer (11.3)

11.1
Introduction

Proline plays a key role in structure modulation and induction of specific confor-
mations in peptides and proteins. The fine-tuning of the impact on cis-trans isom-
erization (CTI) and onset of particular backbone angles is achieved by introducing
substituents in the cyclic structure of proline.
In this chapter we give an overview of the large number of naturally or chemi-

cally substituted proline derivatives, their conformational analysis and role in
native polypeptides, with an emphasis on their impact on collagen-like structures
as well as mimetics for the induction of various turn conformations.
Then we focus on the synthesis and chemical and structural properties of pseu-

doprolines as solubilizing, structure-inducing and -disrupting building blocks in
peptides, particularly on the potential of tailoring the cis to trans ratio at will,
depending on the ring substitution. This paves the way for a variety of biological
applications as exemplified by the study of structure–activity relationships and
bioactive conformations of therapeutically relevant targets.

11.2
Substituted Prolines

Among the large diversity of proline analogs identified as constituents of natural
products, including those with ring restriction and ring expansion, and the related
alkylated, dehydro-, mono-, and bis-hydroxylated or oxo derivatives, (2S,3S)-hydr-
oxyproline ((3S)-Hyp or 3-trans-Hyp) and (2S,4R)-hydroxyproline ((4R)-Hyp or
4-trans-Hyp) are the most common proteinogenic proline derivatives [1–3]. These
hydroxylated derivatives result from stereoselective posttranslational hydroxyl-
ation, particularly of all types of collagens, by the enzymes prolyl-3-hydroxylase
and prolyl-4-hydroxylase, respectively [4,5].



11.2.1
Hydroxyprolines

The occurrence of (3S)-Hyp is much less frequent than that of (4R)-Hyp in the
total amino acid content of collagens and in contrast to (4R)-Hyp, which exclu-
sively occupies the Yaa position of the (Xaa-Yaa-Gly) repetitive collagen triplets,
(3S)-Hyp is found only in the Xaa sequence position, with (4R)-Hyp in the Yaa
position [6–9]. Since structural analysis of native collagens is difficult to perform,
most information about the stabilizing effects of the collagen triple helix has been
derived from synthetic model peptides. Comparative analysis of such model pep-
tides has shown that (Pro-(4R)-Hyp-Gly)10 forms a triple helix that is characterized
by significantly higher thermal stability than (Pro-Pro-Gly)10 [10,11]. Since neither
(Pro-(4S)-Hyp-Gly)10 [12] nor ((4S)-Hyp-Pro-Gly)10 [12] or ((4R)-Hyp-Pro-Gly)10
[13] self-associate into triple-helical trimers, it was concluded that (4R)-Hyp in the
Yaa position exerts a strong stabilizing effect on the triple helix of collagen-like
peptides [11,14,15] and that it increases their folding rates [16]. These results also
suggested that (4R)-Hyp in the Xaa sequence position prevents triple helix forma-
tion, a fact that would agree with the exclusive location of this proline analog in
the Yaa position of collagens. However, more recently it was observed that
(Gly-Xaa-Yaa)10 peptides with both the Xaa and Yaa occupied by (4R)-Hyp do form
triple helices that are even more stable than those with the naturally occurring
(Pro-(4R)-Hyp-Gly) repeats [17–19]. Rather unexpected were the findings that the
collagenous peptide Ac-(Gly-(3S)-Hyp-(4R)-Hyp)10-NH2 that contains the only
combination of the two hydroxyprolines occurring in natural collagens, does not
fold into a triple helix. Conversely, the identical inability of Ac-(Gly-Pro-(3S)-
Hyp)10-NH2 to fold into a triple helix was expected from the unnatural position of
the 3-hydroxyproline [20]. However, when the triplet (Gly-(3S)-Hyp-(4R)-Hyp) was
incorporated into a strongly structuring host–guest peptide such as Ac-(Gly-Pro-
(4R)-Hyp)3-Gly-Xaa-Yaa-(Gly-Pro-(4R)-Hyp)4-Gly-Gly-NH2 a destabilizing effect
could not be detected [20], while in the less stable peptide (Pro-(4R)-Hyp-Gly)3-
Xaa-Yaa-Gly-(Pro-(4R)-Hyp-Gly)3 a slightly reduced triple-helix stability was
recorded [21]. This fact may well suggest a fine-tuning of local stabilities in natural
collagen structures as required for their interaction with other components of the
extracellular matrix [20,21].
In contrast to the previous hypothesis that hydroxyprolines exert their stabiliz-

ing effects mainly via a network of bridging water molecules [22], high resolution
X-ray analyses of collagen model peptides [23–27] and computed structural mod-
els [28–31] combined with above experimental data provided convincing evidence
that two factors are mainly responsible for stabilizing the collagen triple helix:
(1) the repetitive network of interchain Gly NH/Xaa Co hydrogen bonds and
(2) the u dihedral angle limitation by the pyrrolidine ring structure. Detailed com-
parative analyses of simple derivatives of the amino acids Pro (1), (4R)-Hyp (2),
and (4S)-Hyp (3) as well as (3S)-Hyp (4) and (3R)-Hyp (5) (Fig. 11.1) clearly
revealed the gauche effect of (4R)-Hyp as responsible in the Yaa position for favor-
ing the Cc-exo pucker of the pyrrolidine ring, while in the Xaa position this resi-
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due would disfavor the Cc-endo pucker (Fig. 11.2). Concurrently, the stereoinduc-
tive effects of 4R-hydoxylation stabilize the trans Xaa-Hyp peptide bond conforma-
tion and strengthen the interchain NH/CO hydrogen bond [15,32–38]. Similarly,
main chain dihedral angles of (3S)-Hyp are favorable for the Xaa position, while
in Yaa position this residue would be destabilizing. Moreover, compared with a
proline residue the effect of (3S)-Hyp on the peptide bond isomerization is negli-
gible [21].

Fig. 11.1 Structures of mono- and dihydroxylated prolines: (1) (2S)-proline
(Pro), (2) (2S,4R)-4-hydroxyproline ((4R)-Hyp), (3) (2S,4S)-4-hydroxyproline
((4S)-Hyp), (4) (2S,3S)-3-hydroxyproline ((3S)-Hyp), (5) (2S,3R)-3-hydroxyproline
((3R)-Hyp), (6) 2,3-trans-3,4-cis-3,4-dihydroxyproline ((3R,4S)-Dhp), and
(7) 2,3-cis-3,4-trans-3,4-hydroxyproline ((3S,4S)-Dhp).

Fig. 11.2 Ring puckers in 4-substituted Ac-Pro-OMe. The
Cc-endo pucker (right) is favored when X = H, OH, or F and
Y = H. The Cc-exo pucker (left) is favored when X = H and
Y = OH or F (for discussion on the fluorine derivatives see
Sections 11.2.1 and 11.2.3).
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These conclusions were drawn from the X-ray structures of some of the hydrox-
ylated prolines and related N-acetyl methyl ester derivatives [39,40] as well as from
the thermodynamic parameters obtained by NMR conformational analysis of the
model compounds Ac-Pro*-OMe, with Pro* corresponding to 1–4 [15,21,32], and
Ac-Phe-Pro*-NHMe, with Pro* being 1–5 (Tables 11.1 and 11.2) [41]. While
O-acetylation or O-trifluoroacetylation of the 4-hydroxyproline increases the induc-
tive effects [40], and thus stabilizes the Cc-exo pucker and trans-conformation of
aminoacyl-Hyp bonds, unfavorable steric interactions reduce these effects in
terms of triple-helix induction and stability [40]. In addition, Table 11.2 reports the
thermodynamic parameters of (3R,4S)-Dhp (6) which displays a similar behavior
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Table 11.1 Thermodynamic parameters of Ac-Pro*-OMe with Pro* = 1–4.

Compound Kt/c

(D2O, 25 �C)
DG at 25 �C[a]

(kJ mol–1)
DH[b]

(kJ mol–1)
DS[b]

(J mol–1 K–1)

Ac-Pro-OMe 4.6 –3.8 –4.2 –2.1

Ac-(4R)-Hyp-OMe 6.1 –4.6 –8.0 –10.9

Ac-(4S)-Hyp-OMe 2.4 –2.1 – –

Ac-(3S)-Hyp-OMe 4.9 –3.8 – –

a Calculated by using DG = –RT ln K.
b Extracted from Van’t Hoff plots using DG = DH – TDS.

Table 11.2 Thermodynamic Parameters of Ac-Phe-Pro*-MHMe with Pro* = 1–7.

Compound Kt/c
[a]

D2O, 25 �C
DG at 25 �C[b]

(kJ mol–1)
DdH[c] at 25 �C
(ppm)

DH[d]

(kJ mol–1)
DS[d]

(J mol–1 K–1)

Ac-Phe-Pro-NHMe 2.1 –1.8 –0.73 +1.1 +9.6

Ac-Phe-(4R)-Hyp-NHMe 5.0 –4.0 –0.53 –1.0 +9.2

Ac-Phe-(4S)-Hyp-NHMe 1.9 –1.6 –0.15 +5.1 +22.6

Ac-Phe-(3S)-Hyp-NHMe 2.4 –2.2 –0.44 +2.7 +16.3

Ac-Phe-(3R)-Hyp-NHMe 2.2 –2.0 –0.81 +2.0 +13.4

Ac-Phe-(3R,4S)-Dhp-NHMe 5.6 –4.3 –0.27 –1.7 +8.4

Ac-Phe-(3S,4S)-Dhp-NHMe 2.5 –2.3 –0.63 +3.4 +19.3

a Determined by integration of well-resolved signals in the
1H-NMR spectrum.

b Calculated by using DG = –RT lnK.
c Chemical shift difference dHa (trans) – dHa (cis).
d Extracted from Van’t Hoff plots using DG = DH – TDS.
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to that of (4R)-Hyp, with a stronger preference for the Cc-exo pucker because of
the superior alignment of backbone dihedral angles to stabilize the trans peptide
bond and thus enhance the trans/cis ratio [41]. The additional gauche interaction
and the extra electron-withdrawing capabilities of the 3-hydroxyl group account
for the similar but enhanced behavior of this proline analog relative to (4R)-Hyp.
As expected, the opposite effects were observed for (3S,4S)-Dhp (7).
In the context of the collagen triple helix it can be concluded that the Cc-exo

pucker of the proline in Yaa position is favored by stereoelectronic effects of a
(4R)-OH substituent which also stabilizes the trans-Xaa-(4R)-Hyp peptide bond,
thus preorganizing this residue in a conformation that best befits a triple helix.
Conversely, in the Xaa position the Pro residue is preferred in the Cc-endo pucker;
the related dihedral angles are reported in Table 11.3.

Table 11.3 Values of u and w dihedral angles for the trans-amide
conformers of Ac-Pro*-OMe with Pro* = Pro, (4R)-Hyp, (4R)-
FPro and (4S)-FPro [34,39].

Pro* Ring pucker u (deg) w (deg)

Pro Cc-exo –58.6 143.0

Pro Cc-endo –70.0 152.1

(4R)-Hyp[a] Cc-exo –62.0 156.4

(4R)-Hyp[a] Cc-exo –50.9 145.2

(4R)-FPro Cc-exo –59.2 140.8

(4S)-FPro Cc-endo –76.4 169.0

a Ac-(4R)-Hyp-OMe contains two forms in the crystal unit cell [39].

11.2.2
Mercaptoproline

The (4R)- and (4S)-mercaptoproline diastereoisomers, as chalcogen analogs of the
related hydroxyprolines, were synthesized [42–44] and used sporadically for side-
chain cyclizations of peptides via thioether or disulfide bridges to restrict the con-
formational space of peptidic macrocycles [45–47]. However, a possible effect of
the thiol group on the conformational preferences of the pyrrolidine ring has not
been investigated to date. Compared with the hydroxyl group, the effect of a thiol
group is expected to be significantly reduced.
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11.2.3
Halogenated Prolines

The occurrence of halogen-substituted prolines in natural products has not been
reported, but 4-fluoro-, 4-chloro-, and 4-bromoprolines are all incorporated into
natural compounds by microorganisms when applied to the culture medium [1].
Among halogenated prolines, fluoroproline (4-FPro) has attracted early attention
for its direct incoporation into procollagens by matrix-free connective tissue cells
[48,49]. Although incorporation was successful, the use of (4S)-FPro prevented the
expressed collagen chains from folding into stable triple helices, a fact in full
agreement with the present-day knowledge in the field (vide infra).
A comparative analysis of the fluorine-substituents at C4 or C3 of the pyrrol-

idine ring as cis and trans isomers (8, 9, 11, and 12 in Fig. 11.3) [15,32,50] as well
as of the difluoro derivative 10 in model compounds such as Ac-FPro-OMe
[50–52] confirmed the expected effect of a stronger electron withdrawal both in
terms of c-exo and c-endo puckering of the 5-membered ring and of cis/trans isom-
erization of the acyl-FPro imide bond, as shown in Tables 11.3 and 11.4.

Fig. 11.3 Structures of fluoroprolines: (8) (2S,4R)-4-fluoroproline ((4R)-FPro),
(9) (2S,4S)-4-fluoroproline ((4S)-FPro), (10) (2S)-4,4-difluoroproline (4,4-F2Pro),
(11) (2R,3S)-3-fluoroproline ((3S)-FPro), and (12) (2R,3R)-3-fluoroproline ((3R)-FPro).
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11.2 Substituted Prolines

Table 11.4 Activation enthalpy (DH„) and entropy (DS„) as
derived from Eyring plots. Error limits obtained from the
residuals of the linear least-squares fitting were 1–2% for entry
1, 3, and 4, and 2–3% for entry 2. Additionally, the free energy of
activation DG* at 27 �C is given.

Compounds transficis cisfitrans Kt/c

DH„

(kJ mol–1)
DS„

(J mol–1 K–1)
DG„

(kJ mol–1)
DH„

(kJ mol–1)
DS„

(J mol–1 K–1)
DG„

(kJ mol–1)

Ac-Pro-OMe 92.3 12.8 88.4 87.2 9.00 84.5 4.7

Ac-(4R)FPro-OMe 91.8 14.8 87.4 84.2 5.37 82.6 6.8

Ac-(4S)-FPro-OMe 87.5 4.17 86.3 84.7 2.42 84.0 2.5

Ac-4,4-F2Pro-OMe 103.7 66.38 83.8 98.5 59.11 80.8 3.3

Introduction of fluorine at C4 as a trans isomer strongly favors the Cc-exo
pucker by gauche effect and decreases the energy barrier to isomerization by
affecting the pyramidalization of the pyrrolidine nitrogen (Fig. 11.2). As a conse-
quence, (4R)-FPro stabilizes the trans acyl-FPro conformation, while (4S)-FPro
favors the cis conformation. These properties are fully reflected by the hyperstabil-
ity of the triple helical structure of collagenous peptides consisting of (Pro-(4R)-
FPro-Gly) triplets [35,36], while the opposite effect is exerted by replacing (4R)-
FPro with (4S)-FPro in this Yaa position [32]. Since fluorine can only form very
weak hydrogen bonds [53], with this result the hypothesis of collagen stabilization
by a water-bridged hydrogen bonding network was fully contradicted [35,36], a fact
that agrees with the previously observed stability of triple helices in alcohols (i.e.
in the absence of water) [11,54]. By favoring the Cc-exo pucker of the pyrrolidine
ring in the Yaa position and the x main-chain dihedral angle for the trans confor-
mation (x = 180�) with (4R)-FPro [15,32,34,50], the entropic penalty of triple-helix
formation is decreased to larger extents than with (4R)-Hyp. In the latter case
some entropy loss may additionally derive by ordering of water molecules around
the 4-hydroxyl group [55]. As expected from the results with (4S)-Hyp in Yaa posi-
tion, even with (4S)-FPro collagenous peptides do not associate into homotrimeric
triple helices [32]. Conversely, (4S)-FPro was expected to stabilize the triple helix
by favoring the Cc-endo pucker without steric clashes in the Xaa position [28].
Indeed, peptides of the type ((4S)-FPro-Pro-Gly)7 [56] and ((4S)-FPro-Pro-Gly)10
[55,57] assume a collagen structure of significant thermal stability [56], while in
combination with (4R)-Hyp in the Yaa position (i.e. in a homotrimeric peptide
consisting of ((4S)-FPro-(4R)-Hyp-Gly)5 which was even C-terminally crosslinked
by a cystine knot to reduce the entropy loss of self-assembly into homotrimers)
such a fold was not detected even at low temperatures (4 �C) [58]. This would sug-
gest that interpretation of experimental data of the proline analogs in collagens
may not be simply reduced to a favored puckering of the pyrrolidine rings and
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11 Tailoring the Cis-Trans Isomerization of Amides

trans conformation of the aminoacyl-Pro bonds, but has to account for multifactor-
ial aspects including the water shell, despite its fast exchange process [59].
In contrast to the multiple substitutions of proline residues in the repeating

sequences of collagens, single replacements of proline residues in proteins may
be more informative in terms of cis/trans peptide bond isomerization affecting the
overall fold. In fact, by replacing the proline-46 in the barstar variant Cys40Ala/
Cys82Ala/Pro27Ala, which is in cis conformation, by (4S)-FPro or (4R)-FPro, the
thermal stability was markedly enhanced (Tm = 69.4 �C) and decreased
(Tm= 61.5 �C), respectively, if compared with the parent protein (Tm= 64.3 �C) [50].
As in the case of barstar, the cysteine-rich N-terminal domain of minicollagen con-
tains a type VI b-turn with cis-Ala-Pro as central residues [60]. By replacing this
Pro residue with (4S)-FPro or (4R)-FPro significantly enhanced and reduced oxi-
dative folding rates were observed as a result of the lowered and increased activa-
tion energy for the trans-to-cis isomerization of Ala-(4S)-FPro and Ala-(4R)-FPro,
respectively [61]. In addition, catalysis of CTI of Suc-Ala-Ser-Xaa-Phe-pNA
(Xaa = (4R)-, (4S)-FPro and 4,4-F2Pro) as well as of the quadruple variants of bar-
star with Pro48/(4R)-FPro, Pro48/(4S)-FPro, and Pro48/4,4-F2Pro replacements,
when used as substrates of PPIases, showed stereospecificity for monofluoro-sub-
stitution at the 4-position of the pyrrolidine ring. These replacements did not
impair productive interactions with the majority of PPIases analyzed, although
clearly revealing considerable differences for the activation of the catalytic machin-
ery among members of a particular family of PPIases [62]. Similar studies with
the substrates Suc-Ala-Ala-Xaa-Phe-pNA with Xaa = 3- and 4-fluoroprolines
revealed that these substitutions led to weaker substrates for cyclophilin (hCyp-18)
by one order of magnitude relative to the Pro-containing peptide except for the
(4R)-FPro analog [51,52].

11.2.4
Other Proline Analogs

Among other proline analogs such as 13–17 shown in Fig. 11.4, NMR analysis of
the N-acetyl derivatives of 13–16 in neutral solutions did not reveal any significant
difference in the trans/cis ratio compared with N-acetyl-proline except for 5-oxo-
proline (15) which exhibits an exclusive trans-amide conformation [63]. However,
when replacing proline in Ala-Pro-pNA with Aze (13) and Pip (14) the cis-amide
content was 20% and 13%, respectively, compared with 6% for the Pro-peptide.
Rates of CTI were accelerated 14.5- and 49-fold relative to the Pro-peptide [64].
Because of the similar size of amino and hydroxyl groups, but the higher basici-

ty of an amino group (4R)-Amp (17) has been synthesized and used for analyzing
comparatively in pH dependency the triple-helix stability of the collagen model
peptides (Pro-Yaa-Gly)7 with Yaa = (4R)-Hyp and (4R)-Amp [65]. Upon end-cap-
ping of the peptides to avoid endgroup effects [66], the (4R)-Amp-peptide formed
a triple helix which at both pH 3.0 and 12.0 was more stable than the related (4R)-
Hyp peptide. In the protonated state the 4-amino group remarkably enhances the
thermal stability when compared with the deprotonated form. The stereoelectro-
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nic effects of this proline derivative on the peptide backbone dihedral angles and
the role of electrostatic interactions have not been analyzed in detail.

11.2.5
Alkylated Proline Analogs

A great variety of alkylated proline derivatives are found in natural products from
microorganisms and others were prepared synthetically [1,2]. Among these the
cyclic imino acids 18–22 (Fig. 11.5) are the most interesting in terms of preferen-
tial trans or cis conformation of the aminoacyl-proline bonds. While for 22 as
N-acetyl N-methylamide derivative only a trans amide bond was detected by NMR
in aqueous solution, both the anti- (18) and syn-3-methylproline (19) showed only
slightly differing cis/trans ratios compared with the related proline derivative [67].
Conversely, the Tbp (20) [68,69] was found to increase the cis-amide bond popula-
tion in the N-acetyl N-methylamide derivative and particularly in Ac-Xaa-Tbp-
NHMe dipeptides when enhanced bulkiness of the Xaa side-chain leads to steric
interactions with the tert-butyl group (e.g. for Xaa = Ala 79% and for Xaa = Phe
90% cis-amide isomer were determined) [70–73]. The bulky 5-tert-butyl substituent
lowers the barrier for amide isomerization by 15.5 kJ mol–1 compared with
N-acetyl-Pro-NHMe. The acceleration of amide isomerization was attributed in
part to ground-state destabilization resulting from the bulky substituent skewing
the amide bond away from planarity [74]. This property has been successfully
exploited to stabilize b-turns of the type VIa and VIb in bioactive peptides [75]. In
similar manner, incorporation of the bulky tert-butyl group at C6 of pipecolic acid
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Fig. 11.4 Structures of (2S)-azetidine-2-carboxylic acis (Aze,
13), (2S)-piperidine-2-carboxylic acid (Pip, 14), (2S)-5-oxopro-
line (15), 2,3-dehydroproline (16), (2S,4R)-4-aminoproline
((4R)-Amp, 17).
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augmented the population of the cis-amide isomer and lowered the energy barrier
for isomerization of aminoacyl-pipecolic acid amide, but to lower extents than in
the case of the related proline derivative [76].

Fig. 11.5 Structures of alkylated proline derivatives:
(18) (2S,4R)-4-methylproline, (19) (2S,4S)-4-methylproline,
(20) (2S,5R)-5-tert-butylproline (Tbp), (21) (2S)-5,5-dimethyl-
proline (Dmp), and (22) (2S)-2-methylproline.

Based on early reports that 2,2-dimethylthiazolidine carboxylic acid gives rise
exclusively to the cis-amide bond isomer in a model peptide [77], the (2S)-5,5-
dimethylproline (Dmp, 21) was synthesized and analyzed for its propensity to sta-
bilize the cis-isomeric state [78,79]. For Boc-Phe-Dmp-OMe and Ac-Tyr-Dmp-Asn-
OH only a cis conformer was detected, while for Ac-Asn-Dmp-Tyr-OH the high
content of cis-amide bond was found to slightly decrease in function of tempera-
ture from 90.3% at 6 �C to 78.9% at 80 �C. This allowed the extraction of the ther-
modynamic parameters for the CTI (Table 11.5). In contrast to (2S)-5,5-dimethyl-
proline, the (2S)-3,3-dimethylproline leads only to a slight increase of the cis iso-
mer population of the related N-acetyl N-methylamide derivative compared with
proline. However, the rates of cis-to-trans and trans-to-cis isomerization were
strongly reduced, a fact that was attributed to steric interactions between the
3-methyl groups and the C-terminal amide that restrict the values away from u » 0�
[80].
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11.2 Substituted Prolines

Table 11.5 Thermodynamic parameters determined for the CTI
of a Dmp-tripeptide at 25 �C and the related activation energy
[79]. For comparison the parameters of Ac-Pro-OMe are
reported [50].

Compound DG� (kJ mol–1) DH� (kJ mol–1) DS� (J mol–1 deg–1) DG„
ct (kJ mol–1)

Ac-Asn-Dmp-Tyr-OH 4.82 – 0.04 10.1 – 0.04 16.8 – 0.1 54 – 4

Ac-Pro-OMe 3.90 – 0.04 5.03 – 0.05 3.81 – 0.04 85 – 1

The different propensities of the alkylated proline analogs Tbp and Dmp for the
cis conformation were recently exploited to modulate the activation of 5-hydroxy-
tryptamine type 3 receptor upon site-specific incorporation of these residues at
the place of a critical proline residue. A direct comparison of Pro, Pip, Aze, Tbp,
and Dmp at a defined position of the loop between the second and third trans-
membrane helices allowed to correlate directly the intrinsic cis-to-trans energy gap
of these residues with the activation of the channel [81].

11.2.6
Bridged Bicyclic Proline Analogs

Among the naturally occurring and synthetic bridged bicyclic proline analogs 22–
28 [82–95], compounds 24 [87,96] and 25 [86,97,98] have been analyzed for their
effects on the amide bond conformation (Fig. 11.6). For example, in model Ac-2,4-
MePro-NHMe or Ac-Tyr-2,4-MePro-NHMe the trans conformation of the peptide
bond preceding the bridged proline analog is strongly stabilized (‡95%) over the
cis conformation, making this proline mimetic well suited for a selective stabiliza-
tion of trans peptide bonds. This property has been exploited in the design of
TRH [99], bradykinin, and angiotensin II analogs [100]. Besides the 4,5-methano-
proline diastereoisomers 27–28 [89], 2,3- and 3,4-methanoprolines were also
synthesized [101–103], but so far these proline analogs have not been investigated
in their conformational preferences. Of the 3,4-methanoproline a related 3,4-(ami-
nomethano)proline derivative has been synthesized in enantiomerically pure
form and suitably protected for incorporation into peptides as mimic of a lysine
residue [104]. An additional interesting proline analog is the 3,4-fulleroproline
(30) which shows a preference for the trans-amide state in organic solvent as
N-acetyl tert-butyl ester, when compared with Ac-Pro-OtBu, and a reduced activa-
tion energy by about 30 kJ mol–1. This is due to the electron withdrawing effect of
the fullerene moiety [105].
More recently, 5-hydroxy and 5-fluoro derivatives of the 3,5-methanoproline (26)

were analyzed comparatively as N-acetyl methyl esters (Fig. 11.7) by NMR and in
the crystalline state for their preferred conformations [90]. In 3,5-methanoproline
both pyrrolidine ring puckers are incorporated into the same framework
(Fig. 11.7), which allows the dissection of the relative contributions of ring pucker
and inductive effects to the conformation of the proline compounds. The hydroxy
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11 Tailoring the Cis-Trans Isomerization of Amides

and fluoro derivatives of 3,5-methanoproline are analogs of (4S)-hydroxyproline
and (4S)-fluoroproline, respectively, with substituents in an orientation that dis-
favors the Cc-exo pucker, as shown in Fig. 11.2 and discussed in Sections 11.1.2
and 11.1.3. The cis/trans ratios of compounds 31 (3.5), 32 (3.6), and 33 (3.5) are
very similar, and in water somewhat higher than in organic solvents [90]. These
values are intermediate between those of Ac-Pro-OMe and Ac-(4S)-Hyp-OMe and
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Fig. 11.6 Structures of bridged bicyclic pro-
line mimetics: (22) 2-aza-bicyclo[2.2.1]hep-
tane-3-carboxylic acid, (23) 2-aza-bicy-
clo[2.2.1]hept-5-ene-3-carboxylic acid, (24)
7-aza-bicyclo[2.2.1]heptane-1-carboxylic acid,
(25) 2-aza-bicyclo[2.2.1]hexane-1carboxylic
acid, (26) 2-aza-bicyclo[2.2.1]hexane-

3arboxylic acid, (27) (1S,4S)-2-aza-bi-
cyclo[2.1.1]hexane-1-carboxylic acid (2,4-
methanoproline), (28) (1S,3S,5S)-2-aza-bi-
cyclo[3.1.0]hexane-3-carboxylic acid, (29)
(1R,3S,5R)-2-aza-bicyclo[3.1.0]hexane-3-
carboxylic acid; (30) 3,4-fulleroproline.
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(4S)-FPro-OMe (Table 11.1) and demonstrate that rigidifying the pyrrolidine ring
with a methano bridge abolishes any inductive effect exerted by the fluoro and hy-
droxy substituent on the cis/trans ratio of its peptide bond [15,32,50].

11.2.7
Locked Proline Mimetics

Loops, and in particular b-turns, play an important role in protein folding and rec-
ognition. Therefore considerable effort has been focussed on developing confor-
mationally restricted mimics of the backbone geometry, intramolecular hydrogen
bonding, and side-chain orientations exhibited by these secondary structure
motifs [106,107]. Proline is often encountered in chain reversals of polypeptides
with formation of b- or c-turn structural motifs as shown in Fig. 11.8, but also cap-
ping of helices by a proline residue occurs frequently. The type of turn depends
upon the sequence position of the proline as well as on the trans or cis conforma-
tion of the aminoacyl-Pro peptide bond. Because of the conformational restriction
of the u dihedral angle of proline, this residue frequently occupies the position
i+1 of type I and II b-turns and the position i+2 of type VIa and VIb b-turns in
peptides and proteins of ribosomal origin, while in peptides resulting from enzy-
matic synthesis proline is often replaced by N-methylated amino acids [108,109].
The type VI b-turn is a unique secondary structure element as it features an amide
cis-isomer N-terminal to the proline at the i+2 position of the peptide bend
[108,110]. In the type VIa the proline w dihedral angle is near 0� and an intramole-
cular hydrogen bond exists between the CO of the i and NH of i+3 residue. In
type VIb the proline w angle is around 150� and thus an intramolecular hydrogen
bond cannot be formed. While in peptides, particularly cyclic peptides from nat-
ural sources, biologically relevant CTIs are taking place, loops in proteins are gen-
erally conformationally homogeneous and therefore a higher tendency for the
type VIa b-turn is observed [108,110].
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Fig. 11.7 Structures of N-acetyl-3,5-methanoproline methyl
ester (31) and related 4-hydroxy (32) and 4-fluoro (33) deriva-
tives of defined stereochemistry.
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Fig. 11.8 Regular turns containing proline. The dotted line
indicates the stabilizing and characteristic hydrogen bonds
(i,i+2 for c-turns; i,i+3 for b-turns). Note the cis-prolyl config-
uration required for the type VI b-turn.

With the use of modified prolines such as those discussed in the preceding sec-
tions, modulation of such structural motifs has often been successful.
In first approaches to peptidomimetic structures capable of inducing and stabi-

lizing the various types of turns, rigid functional spacers were proposed that sim-
ulate a pair of residues preferring i+1 and i+2 positions of reverse-turn peptides
[111–113]. In subsequent studies attention has been paid to retaining the correct
peptide raster framework of repeating N–Ca–CO units with defined angular and
torsional parameters for isosteric replacement of dipeptide units in addition to the
important 10-membered intramolecular hydrogen bond that orients the two pep-
tide extensions from each end. The main design concept relies on the covalent
rigidification of the amino acid side-chains on the dipeptide backbone, which
leads to an 1-azaoxobicycloalkane skeleton as a general template (Fig. 11.9). From
this general framework that incorporates a complete dipeptide unit with one car-
boxyl “end,” a central amide group, and an “amino” end, a variety of structures
have been developed synthetically, which often raised serious problems of diaster-
eoselectivity at the chiral centers of the ring-fusion center Z as well as at the
amino or carboxyl terminus, respectively [106]. All these azabicycloalkane amino
acids, which may contain additional heteroatoms (X and Y) and differ in the ring
sizes of the fused bicyclic framework, can be considered as surrogates of Xaa-Pro
as trans-amide isomer (Fig. 11.10).

Fig. 11.9 General framework of dipeptide mimics with a trans-amide
conformation; X and Y represent possible heteroatoms in the fused
rings which can vary in the size and bear additional substitutents to
mimic the amino acid side-chains. A stereocontrol of the ring-fusion
center Z is difficult to achieve.
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Fig. 11.10 Mimetics of the trans Xaa-Pro (left) and cis Xaa-Pro (right).

Despite the difficulty in controlling the stereochemistry of the ring-fusion cen-
ter as well as the low yields of the multistep synthesis, which lead to serious draw-
backs of these strategies, a large variety of such bicyclic compounds could be
synthesized that mimic the central dipeptide of b-turns in general and in particu-
lar the Xaa-Pro dipeptide as trans isomer [106,114–118]. A few examples of such
dipeptide mimetics are shown in Fig. 11.11.

Fig. 11.11 Mimetic structures of Xaa-Pro with a trans amide
bond (34 [119], 35 [120], 36 [121], 37 [122], 38 [123]) and of
Pro-Xaa (39 [124]).

In the case of the type VI b-turn competent replacements for the backbone ge-
ometry of the central residues with a cis-amide bond are obtained by tethering the
Ca of the N-terminal amino acid residue to the proline Ca in a dipeptide lactame
(Fig. 11.10). Again azabicycloalkane amino acids are obtained which may contain
additional heteroatoms and differ in the ring sizes of the fused bicyclic frame-
work. Selected examples are shown in Fig. 11.12.
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Fig. 11.12 Two examples of cis Xaa-Pro mimetics: (40) (6S,8aR)-6-amino-5-oxo-
octahydroindolizine-8a-carboxylic acid was obtained in in good yields and
enantiomerically homogeneous form [125–129]. The compound (S)-1-((S,Z)-
2-aminohept-4-enoyl)pyrrolidine-carboxylic acid (41) was derived from MD
simulations and synthesized as enantiomerically pure compound by Grubb’s
ring-closing olefin metathesis [130].

11.3
Pseudoprolines in Chemical Synthesis and Biology

11.3.1
From Proline to Pseudoproline

The cyclic nature of the proline residue confers unique conformational properties
to the peptide or protein backbone when compared with the common proteino-
genic amino acids. For instance, on the one hand, the proline ring serves to intrin-
sically restrict its U dihedral angle around –60� – 15, while on the other hand, the
imidic bond formed with the preceding residue (Xaa-Pro) is readily subject to
CTI. The CTI of the Xaa-Pro tertiary bond is characterized by relaxation times
from ten to hundreds of seconds at room temperature and is inherently accompa-
nied by a dramatic change of the backbone direction by 180� [131]. Accordingly,
proline residues are usually encountered in loop or turn motifs with the utmost
preference at the i+1 position for b-turn type II when the Xaa-Pro imide bond is
trans (xi = 180�) or at the i+2 position of turn type VI (xi+1 = 0) in the cis form
[132–135]. In addition, the characteristic low activation barrier for isomerization
combined with the small free energy difference between the two Xaa-Pro peptide
bond isomers provides a rationale for the putative role of proline in the limiting
steps of the protein-folding pathway [136]. The prevalence of proline residues in
biological processes such as protein folding and protein recognition has led to the
development of numerous mimetics and substituted proline analogs intended to
constrain and control the peptide backbone in reverse turn motifs or to alter the
imide cis-trans ratio [137].
For example, substitution with b-alkyl proline results in a W angle constrained

by the syn-b substituent around 0� while (S)-a-methyl substituted proline induces
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preferentially the trans form of the Xaa-Pro bond due to unfavorable steric interac-
tions between the ethyl group and the a-proton of Xaa in the cis form, whereas
bulky substituents at C5 of the cyclic Pro system result in cis-imide bond forma-
tion [138–142]. However, the chemical synthesis and incorporation into peptide or
protein backbones of these Pro-surrogates hampers this strategy to become a rou-
tinely applied tool in biomimetic chemistry. During our extensive work on the
study of the relationship between conformational preference of a growing peptide
chain and its impact upon its physical and chemical properties [143–147], the par-
ticular role of Pro in disrupting potentially secondary structure forming peptides
has been noticed very early [148]. In particular, the finding of its tendency to pre-
vent b-sheet conformations and aggregation, paralleled by a pronounced solubiliz-
ing effect [149,150], had a strong impact upon solid-phase synthesis. Most notably,
our systematic studies in collaboration with Toniolo’s group on the onset and dis-
ruption of b-sheet structures of oligopeptides set the stage for taking conforma-
tional effects upon solubility, solvation, and reaction kinetics in the synthesis of
hydrophobic, self-associating peptides (later termed “difficult sequence” [151,152])
as major elements in designing strategies for peptide synthesis. Based on these
observations in our ongoing work on peptidomimetics for tuning secondary struc-
ture formation, we have noticed that the temporary transformation of serine (Ser),
threonine (Thr), and cysteine (Cys) residues into cyclic structures by established
procedures [153–155] results in proline-like compounds, termed pseudoprolines,
(WPro, Fig. 11.13) [156–161].

Fig. 11.13 (A) Synthesis of pseudoprolines (WPro) by condensation reaction
of aldehydes or ketones with Xaa (Ser, Thr, or Cys). (B) Direct insertion
(“post-insertion”) of WPro systems into dipeptide derivatives for use in
peptide synthesis [153–161].
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The physical, chemical, and conformational properties of the resulting oxazoli-
dine or thiazolidine systems prove to be strongly dependent upon the character of
the C2 substituents of the cyclic ring. For example, as shown by a chymotrypsin-
coupled assay and NMR studies using WPro-containing model peptides, the cis-
content of Xaai–1-Proi imide bonds can be tailored by varying the aldehyde or
ketone component (i.e. R1, R2) in the cyclization reaction (Fig. 11.14) [162]. As the
use of bulky substituents at C2 (e.g. dialkyl groups) induces up to 100% cis confor-
mation, this technique served to target bioactive conformations in Pro-containing
peptide ligands (see below). The CTI rate is remarkably increased compared to
Pro, which is probably due to the increased length of the amide bond between
Xaa and the pseudoproline. X-ray data of the C2 dimethylated thiazolidine Fmoc-
Ala(WMe,MePro)-OH revealed a distance of 1.39 
 for the tertiary amide bond x1
between Ala and WPro, slightly longer than the tertiary amide bond in Ac-Ala-Pro-
NHMe (1.345 
) [163,164]. The twisted amide bond (x1 = –9.7�) indicates steric
complications due to the C2 methyl groups. This leads to a decrease of amide res-
onance due to out-of-plane distortion and can be an explanation for the observed
increase of isomerization rate. Similarly, the chemical stability of WPro systems
strongly depends on the electronic effects of the C2 substituents, ranging from
highly acid labile (e.g. electron-donating substituents in oxazolidines) to complete-
ly acid stable (e.g. unsubstituted thiazolidines) derivatives (Fig. 11.2). C2 monoary-
lated WPro dipeptides (R1 = Ph, R2 = H, X = O) were found to be differential cis-
inducers, depending on the stereochemistry at C2. The C2(S) stereoisomers exhib-
it 40–60% cis in organic solvents, while their C2(R) analogs are mainly in the trans
conformation (~95%) [156–161,165–167]. In summary, modulation of the C2 sub-
stitution allows the cis:trans ratio to be tailored in Xaa-WPro units as well as its
interconversion at will, offering a novel tool for studying peptide structure and
function.

11.3.2
Synthesis of Pseudoprolines

The facile synthetic accessibility of WPro building blocks exhibiting differential
chemical stabilities and cis:trans ratios allows us to mimic and even to enhance
the unique properties of Pro in natural peptides and proteins, opening a broad
palette of applications in bioorganic chemistry.
Pseudoprolines (WPro) are obtained by reacting the free amino acids Ser, Thr,

or Cys with aldehydes or ketones [153–161] (Fig. 11.13).
The coupling of amino acid derivatives to a growing peptide chain containing

N-terminal WPro generally results in low yields because of the sterically hindered
nature of the oxazolidine (thiazolidine) ring system and the decreased nucleophili-
city of the nitrogen atom. Consequently, the preformation of suitably protected
dipeptide derivatives of the type Y-Xaa-WPro-OH is preferable for use in peptide
synthesis [168–172]. Two conceptually different approaches have been elaborated
for preparing the oxazolidine and thiazolidine ring-containing dipeptide deriva-
tives: (1) the acylation of Ser-, Thr-, (Cys)-derived oxazolidines (thiazolidines)
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using acid fluorides or N-carboxyanhydrides (UNCA); and (2) the direct conver-
sion of Ser, Thr, Cys into the corresponding 5-membered ring systems by intrare-
sidual N,O- or N,S-acetalization applying catalytic amounts of paratoluene-sulfo-
nic acid (PTSA) [156–161].
In general, the incorporation of WPro systems into a growing peptide chain in

solid-phase peptide synthesis (SPPS) proceeds preferentially via their preformed
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Fig. 11.14 (A) Stability of variousWPro systems towards acids as used for
the selective ring cleavage in peptide synthesis [153.161]. (B) Differential
influence of paraphenyl substituents upon the cleavage kinetics by Lewis
acids of C2-monosubstitutedWPro systems in dipeptide Fmoc-Ala-Thr(WPro).
The Hammett plot reveals a strong correlation between acid lability and
inductive effect of substituent X [161].
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dipeptide derivatives of the type Fmoc-Xaa-WPro-OH. These commercially avail-
able WPro-containing building blocks [171] can be coupled without racemization
according to standard procedures [168–172]. Oxazolidine- or thiazolidine-contain-
ing dipeptides present a significantly greater polar character than conventionally
protected Ser, Thr, Cys derivatives due to the formation of hydrogen bonds to the
solvent-exposed ring heteroatom O or S, similar to cyclic ethers. Consequently,
WPro act as a polar protecting technique, contributing to higher solvation of pro-
tected peptides. In addition, WPro derivatives show remarkable thermodynamic
stability and are stable over a long period of time at room temperature. WPro
dipeptides are generally isolated as crystalline compounds and prove readily solu-
ble in solvents used in peptide synthesis.

11.3.3
Pseudoprolines for the Synthesis of Difficult Sequences

So far, pseudoprolines have found applications in providing solubilizing, second-
ary structure-disrupting building blocks for the synthesis of difficult peptide
sequences and for the reversible induction of cis-amide bonds into peptide back-
bones (Fig. 11.15).

Fig. 11.15 The concept of pseudoprolines (WPro): The tem-
porary insertion of a Ser-, Thr-, or Cys-derived WPro system
results in a “kink-conformation,” giving access to a number
of applications in peptide synthesis and bioorganic chemistry.

Here, the use of WPro systems as a temporary protection technique for Ser-,
Thr-, or Cys-containing peptides proved to strongly improve the yields and purity
of otherwise difficult sequences as shown by a steadily increasing number of com-
parative studies [156–162,168–181]. Most notably, the use of C2 dimethyl substi-
tuted WPro building blocks [168–172] results in the formation of a cis-amide bond
in the regular peptide backbone (“kink conformation”), thus preventing b-sheet
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formation and self-aggregation during peptide synthesis. As most native peptides
contain one or several Ser, Thr, or Cys residues, the WPro strategy appears particu-
larly appealing for the chemical synthesis of long peptides. In standard Fmoc
strategy [178], the final cleavage of the target peptide from an acid labile resin
results in a completely deprotected peptide including WPro ring opening (i.e.
transformation of the WPro units to the corresponding “native” Ser, Thr, or Cys).
For preserving the solubilizing, structure-disrupting effect of WPro, alternative
protection schemes have to be applied. The use of orthogonal protection tech-
niques (e.g. allyl/aloc side-chain protection, super acid labile linkers) gives access
to WPro-containing, side-chain-unprotected (water-soluble) peptides, thus strongly
facilitating the chemical synthesis of long peptides or even proteins by modern
chemoslective ligation techniques [179–181].

11.3.4
Pseudoprolines in Bioactive Peptides

More recently, the WPro concept was extended to targeting cis-amide bonds in bio-
logically relevant recognition processes (Fig. 11.16).

Fig. 11.16 The WProline concept in molecular recognition and drug design.
(A) Direct insertion of WPro units into biologically active, all-trans peptide
sequences containing Ser, Thr, or Cys allows modulation of the physicochemical,
biological, and pharmacokinetic properties (e.g. as applied in prodrug design).
(B) In Pro-containing peptides the dynamic process of CTI can be shifted towards
cis, in replacing Pro by WPro, thus targeting bioactive conformations for use in
lead finding [160].
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As Nature uses proline for switching the shape of a potentially bioactive mole-
cule, thus modulating its affinity to a given receptor, or, alternatively, directing the
pathway of protein folding, the CTI of Xaa-Pro imidic bonds is one of the funda-
mental principles of the mechanism of cellular communication. Direct experi-
mental determination of the bioactive, receptor-bound conformation of such pep-
tides is yet not feasible and conformational studies on linear peptide ligands in
solution suffer from the inherent high flexibility. Furthermore, the CTI around
the peptide bond preceding a Pro residue in a peptide is a rapid dynamic process,
thus preventing the isolation of the two isomers at room temperature. Due to the
small energy difference between cis and trans conformers [131] a peptide with a
high trans:cis ratio in solution might nevertheless adopt a cis conformation in the
receptor-bound state where the relatively higher energy is compensated by favor-
able ligand–receptor interactions.
As a representative example to address the question of the bioactive conforma-

tion applying the WPro concept, the opioid peptide agonist morphiceptin has
been chosen, a tetrapeptide (H-Tyr-Pro-Phe-Pro-NH2) with CTI propensity around
the Tyr1-Pro2 bond [182]. To exclude the trans isomer as the receptor-bound spe-
cies, the proline residue was substituted by C2 dimethylated pseudoprolines capa-
ble of forcing the Tyr-WPro amide bond into the cis conformation. In a series of
thiazolidine- and oxazolidine-containing morphiceptin analogs, all dimethylated
compounds retained full l agonist potency in guinea-pig ileum assay and high l

receptor selectivity, presenting strong evidence that morphiceptin has a cis confor-
mation around the Tyr-Pro peptide bond as bioactive conformation.
Similarly, the introduction of the cis-prolyl mimic 2,2-dimethyl thiazolidine in

position 7 of the peptide hormone oxytocin resulted in a retained high binding
affinity for the oxytocin receptor, but in a 10-fold reduction in agonistic activity
compared with oxytocin [183]. This is consistent with the reduction of the trans
conformation from 90% for oxytocin to 5–8% for the dimethylated thiazolidine
analog as determined by NMR, strongly supporting the hypothesis that a cis/trans
conformational change plays an important role in oxytocin receptor binding and
activation.

11.3.5
Pseudoprolines for Enhancing Peptide Cyclization and Turn Induction

Due to its capacity for modulating the cis:trans ratio in linear peptides, the WPro
concept has been applied for enhancing the well-known tendency of Pro for pep-
tide cyclization [184,185] and the induction of turn conformations [186–188]. As a
most challenging target, the linear tripeptide H-Pro-WPro-Pro-OH containing a
preformed cis-Pro Thr(WMe,Mepro) tertiary amide bond cyclizes instantaneously
and free of formation of oligomeric structures to cyclo-[Pro-Thr(WMe,Mepro)-Pro]
with all peptide bonds in the cis conformation [189]. These results indicate the
enhanced cyclization tendency of cis-amide bond-containing peptides of short
chain length.
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The incorporation of turn-inducing elements (e.g. Gly, Pro, N-alkylated, or
d-amino acids) into a linear peptide sequence to enhance cyclization rates and
yields in head-to-tail cyclizations is well known [178]. However, to cyclize small
peptides that do not contain turn inducers is often difficult. In general, cyclization
depends on the propensity of the linear precursor peptide to adopt a conformation
similar to the transition state required for cyclization, resulting in a conformation-
ally controlled reaction [184,185]. Therefore, CTI was shown to have a pronounced
impact on the cyclization reactions of short peptides [190]. Here, the use of pseu-
doprolines as removable turn inducers offers an elegant way to take advantage of
the temporary induction of a cis conformation by forming a type VI b-turn struc-
ture to facilitate cyclization and subsequent cleavage of the pseudoproline ring
system to yield the target cyclic peptide (Fig. 11.15).
Similarly, the importance of type VI b-turns in molecular recognition has mobi-

lized great efforts to stabilize the cis-amide bonds and to mimic type VI b-turns in
peptide chains. There is a broad palette of peptidomimetics that are used to
induce a cis-conformation, most importantly, mimetics carrying sterically bulky
groups on the Cd-atom of the proline residue [191–193]. Introducing a sterically
bulky group on the Cd-atom of the proline residue changes the interactions of the
atoms adjacent to the amide bond. Because the substituent(s) on the Cd-atom is
larger than that of the Ca-atom, it favors the cis-amide bond preceding the proline
residue. Despite the stabilizing effect, spatially demanding substituents alter the
steric geometry of the turn structure and modify the hydrogen-bonding character-
istics, which can severely affect the recognition specificity. To reduce unfavorable
steric features that could compromise receptor interactions, aza-amino acids, in
particular aza-proline have been proposed as mimetics of type VI b-turns. The
amino acid analog azaproline (azPro) contains a nitrogen atom in place of the Ca

of proline and has unique conformational properties due to its diacylhydrazide
backbone (e.g. favoring the cis-amide bond preceding the azPro residue as a result
of the unfavorable lone-pair/lone-pair repulsion in the trans-amide conformation).
Peptides containing azPro were shown to stabilize the cis-amide conformer for the
Xaa-azPro bond and prefer type VI b-turns both in crystals and in organic solvents
by NMR [194]. As the azPro derivatives generally stabilize the cis-amide bond rep-
resenting a mimic of type VI b-turn without the incorporation of additional steri-
cally bulky groups, this chemical modification of the peptide backbone offers
some attractive features for the introduction of conformational constraints in bio-
logically active peptides.

11.3.6
Pseudoprolines for Modulating Polyproline Helices

The use of pseudoprolines to induce and lock in oligopeptides in an all-cis confor-
mation was demonstrated on the example of a polyproline I helix [167]. Depend-
ing on the experimental conditions, the formation and oligomerization of C2
monoarylated pseudoproline dipeptide building units can be controlled with
respect to their configuration and conformation by aromatic stacking interactions
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[165]. Electrophilically induced cyclic acetyl formation of O-benzyl dipeptide esters
(e.g. Fmoc-Pro-Thr-OBn) leads predominantly to the (R) diastereoisomers at the
C2 position of the resulting substituted 1,3-oxazolidine (WPro) unit, while upon
acetalization of the corresponding methyl ester the C2 (S) epimer is formed due
to the lack of a transannular stacking relay along the reaction coordinate. Thus,
the assembly into peptide oligomers of alternating Pro-WPro (WPro as the C2 (R)
epimer) constitution should direct, based on a related Pro-aromatic stacking
effect, the cis/trans equilibrium along the substituted amide bonds into a homoge-
neous cis (polyproline I, PPI) conformation. For example, the circular dichroism
(CD) spectrum of a nonamer of type Ac-[Pro-WPro]4-Pro-OH is almost solvent in-
dependent and adopts the mirror image of an all-trans-polyproline helix as
reported in literature [167]. In contrast to oligoproline sequences, no transition to
a more extended, backbone-exposed polyproline II helix (all-trans) could be
enforced by solvent exchange due to the stabilization of the more compact PPI-
like helix by intramolecular aromatic stacking interactions. Most notably, the sta-
bilization of secondary structure by applying the concept of pseudoprolines can be
further extended to investigate polyproline I/II conformational transitions as a
prerequisite for molecular recognition and cellular communication.
Protein–protein interactions are often mediated by binding of proline-rich li-

gands of the consensus sequence Pro-Xaa-Xaa-Pro that adopt a left-handed poly-
proline II helical conformation with unique geometric properties as a structural
requirement for effective binding (e.g. to SH3 domains). Pseudoproline building
blocks with enhanced inherent properties of natural l-Pro can play a dual role in
targeting molecular recognition (Fig. 11.17) [195].

Fig. 11.17 The dual function of pseudoprolines is demonstrated for the example
of proline-rich peptides as ligands for Src homology domains (SH3).WPro
building blocks induce the relevant PPII conformation of the ligand and allow
in addition the modulation of affinity and specificity by tuning van der Waals
contacts and hydrogen bonding interactions of the substituents R at C2 of
WPro to the receptor molecule [195].

In particular, the nature of the substituents at the C2 position of WPro permits
the CTI equilibrium to occur and thus the polyproline transitions (PPI/PPII) to be
tailored at will. Besides its potential for adopting a PPII helical conformation, the
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incorporation of substituents of variable size and polarity at the C2 position of
WPro offers a powerful tool to modulate ligand–receptor interactions. As depicted
in Fig. 11.17, WPro units exert a dual functionality in (1) inducing and stabilizing
the relevant PPII conformation and (2) increasing and optimizing the van der
Waals contacts and the formation of hydrogen bonds to the receptor. Most notably,
a defined stereochemistry at the C2 position as well as the generation of a library
of different substituents at C2 allows the factors contributing to affinity and speci-
ficity in protein–protein interactions to be explored, and to further elucidate li-
gand recognition at a molecular level [195].

11.3.7
Pseudoprolines for Modulating Structure and Function of Cyclosporins

Numerous chemical methods for the modulation or optimization of the physico-
chemical, pharmacological, and biological properties of natural peptides or lead
compounds have been successfully applied in drug development. Pseudoprolines
are a versatile alternative to existing strategies for chemical modification of bioac-
tive peptides. So far, the incorporation of Pro systems into peptide backbones has
been achieved by performing the corresponding WPro building blocks and subse-
quent coupling to the peptide chain. A next step would be the direct incorporation
of pseudoprolines into complex peptide structures (e.g. cyclosporin analogs), aim-
ing at efficient preparation of a large variety of derivatives with differential struc-
tural and functional properties (Fig. 11.18).
Cyclosporins are hydrophobic, cyclic undecapeptides with a remarkable variety

of biological functions ranging from immunosuppression to blocking of HIV-1
replication [196,197]. In the search of drugs specifically addressing one of the two
pathways, research on cyclosporin derivatives has intensified recently. Upon bind-
ing of cyclosporin A (CsA) to the peptidylprolyl cis/trans-isomerase cyclophilin
(Cyp) and a second protein, the cellular phosphatase calcineurin (Cn), a tenary
complex (CsA-Cyp)-Cn is formed, being responsible for immunosuppression by
inhibiting the transcription of cytokine genes (e.g. interleukin-2) [131]. Similarly,
CypA is involved in HIV-1 replication by binding capsid protein Gag, Pr55gag and
additionally, its incorporation into the HIV-1 virion [198,199]. As the presence of
cyclosporin prevents these interactions, strong ligands for CypA are of utmost
interest to interrupt the interaction between Cyp and Pr55gag. Starting from the
Thr2-containing analog CsC, we succeeded in the one-step insertion of WPro moi-
eties featuring a variety of C2 substituents by treating the 2-threonine hydroxyl
group and the preceding amide nitrogen with a number of both arylated and non-
arylated dimethyl acetals (Fig. 11.18) [200]. These monosubstituted derivatives
were obtained in good yield, with high stereo- and regioselectivity and showed
characteristic enhanced conformational backbone rigidity. Despite the drastic con-
formational constraints within the cyclic peptide backbone induced by the WPro
system in the direct vicinity of the receptor (CypA) binding site, most of the WPro-
containing analogs retained their binding capacity to CypA, indicating that bioac-
tive conformations are induced and stabilized. The choice of para-substituted aryl
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dimethyl acetals allows the inhibitory properties of the corresponding derivatives
to be modulated to either prodrugs or moderately strongly binding CsC derivatives
of differential bioavailability. Consequently, the direct insertion of WPro into Cs
analogs [200,201] offers a novel access to active-site inhibitors with tailored phar-
macokinetic properties.
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Fig. 11.18 Direct insertion (“post-insertion”) of WPro systems into structurally
complex molecules (i.e. cyclosporin C [165,200]). Different C2¢ substituents
(R) allow for the modulation of the pharmacokinetic and biological profiles.
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On a molecular level, the amino acid residues 3–8 of CsA are involved in Cn
binding whereas residues at positions 10, 11, and 13 interact with Cyp, and inhibi-
tion of the HIV-1 replication process by CsA occurs independently of calcineurin
inhibition [202,203]. To address these two modes of action of CsA separately,
increased research has been devoted to the synthesis of derivatives that bind with
high selectivity to CypA but have drastically reduced affinity for Cn (i.e. to develop
CsA-derived drugs with antiviral but devoid of immunosuppressive acitivity). For
this purpose, the structural and biological impact of WPro at position 5 of CsA
was of particular interest and required a novel CsA analog, Thr5CsA, for the selec-
tive insertion of WPro building blocks [204]. To test the hypothesis of a cis-amide
bond between residues 4 and 5 of CsA, Val at position 5 was replaced by a Ser or
Thr following a synthesis strategy based on ring opening, Edman degradation,
and introduction of the WPro unit. Detailed conformational analysis and receptor
binding studies revealed that e.g. C2 dimethyl WPro-containing Thr5CsA deriva-
tives maintain binding to Cyp and Cn and feature a cis-amide bond between resi-
dues 5 and 6 with all remaining amide bonds trans. In summary, novel synthetic
routes for generating WPro containing cyclosporin derivatives pave the way for
extended structure–activity studies aiming at the design of pharmacologically
active compounds with a selective activity profile.

11.3.8
Pseudoprolines for Targeting Cis Bonds in Peptides and Proteins

CTIs are often the on/off switch for biological activity or, when located on the pro-
tein surface, crucial for launching a biochemical chain reaction. As demonstrated
on opioid peptides, such as morphiceptin, a cis-peptide bond can strongly be
enhanced by the introduction of a pseudoproline residue solely depending on its
C2 substituents. In particular, C2 dimethylated thiazolidine derivatives can induce
up to 100% cis conformation in the Xaai-1–WProi peptide bond, making WPro-con-
taining peptides ideal candidates for mimicking biologically relevant cis-prolyl
conformations. As a challenging target to test this hypothesis, we have chosen the
V3 loop of the envelope protein gp120 of HIV-1, being the major HIV-1 neutraliz-
ing epitope [205] (Fig. 11.19).
A generally conserved tetrapeptide motif Gly-Pro-Gly-Arg is situated at the tip

of the V3 loop, forming a type II b-turn. It is suggested that a CTI towards a type
VI b-turn with a cis-proline peptide bond is a necessary conformational change for
the onset of viral infection. Targeting or blocking this key event by a monoclonal
antibody therefore represents a potential tool for interfering with this pathway.
For probing the infection-active site cis-prolyl loop tip conformation, WPro build-
ing blocks have been introduced in V3 loop analogs to constrain the peptide in a
cis conformation. A cyclic, WPro-containing, cis-constrained V3 loop mimetic has
been used as immunogen for the preparation of polyclonal and monoclonal anti-
bodies; the results of immunological studies demonstrate that the antibodies
selectively distinguish between the cis and trans conformation of Xaa-Pro imide
bonds in cyclic peptides as well as their linear analogs, pointing to the versatility
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of W-prolines for detecting conformational changes relevant in biological pro-
cesses.

11.4
Conclusions and Perspectives

Since its introduction in the early 1990s, the concept of pseudoprolines is present-
ly becoming recognized as versatile strategy for the synthesis of difficult peptides.
The commercial availability of Fmoc-protected building blocks of the type Fmoc-
Xaa-WPro facilitates the introduction of this solubilizing, structure-disrupting
dipeptide as a temporary protection technique for Ser, Thr, and Cys. Comparative
studies have documented the superiority of the WPro strategy in comparison to
other existing solubilizing techniques in SPPS [156–161,168–172,174–177].
In enhancing and tailoring the intrinsic conformational effects of proline, nota-

bly its cis:trans ratio, the WPro concept opens new avenues for biological applica-
tions. For example, bioactive conformations in b-turn or loop structures of peptide
ligands could be delineated, and the temporary transformation of Ser-, Thr-, or
Cys-containing bioactive peptides to drugs and prodrugs of altered pharmacologi-
cal profile has been successfully achieved.
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Fig. 11.19 NMR-derived structure of the
envelope protein gp120 of HIV-1; the V3 loop
corresponds to the major neutralizing epitope
(left, encircled). A highly conserved tetrapep-
tide adopting a type II b-turn is considered to
isomerize towards a type VI b-turn with a cis-
proline peptide bond in the infection-active

state. For targeting the relevant cis conforma-
tion,WPro-containing, cis-constrained V3
loop analogs were prepared and used as
immunogens to raise antibodies that selec-
tively recognize cis-amide bonds (right, close-
up) [205].
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Due to its pronounced structure-disrupting effect, its use as building block in
b-sheet breaking peptides in the potential treatment of amyloid b (Ab) fibrillogen-
esis has been explored [206]. The interesting finding that the insertion of a WPro-
induced cis-amide bond – resulting in a “kink” conformation – did not signifi-
cantly improve the b-breaking effect of Ab-derived peptides compared with Soto’s
original b-breaking lead compound (Ac-Leu-Pro-Phe-Phe-Asp-NH2) stimulated us
to design molecules exhibiting two distinct conformational states termed “switch-
peptides” [207,208] (Fig. 11.20). These are capable of favorable intermolecular
interactions with a b-template (e.g. Ab fibrils, recognition state, Soff) and switching
by in situ induction of acyl migration to a functional b-sheet and fibril-disrupting
state (Son), as depicted schematically in Fig. 11.20.

Fig. 11.20 The concept of switch-peptides [207,208]: in situ induction of
conformational changes by enzyme-triggered acyl migration results in the
nucleation of a helix (left) or a cis-amide bond-induced kink conformation
(right) for the breaking of b-sheet templates (e.g. amyloid fibrils).

In addition to their use in the in situ induction of conformational transitions,
switch-peptides (O-acyl isopeptides) may serve as alternative solubilizing tech-
nique in peptide synthesis [207–214]. The elaboration of these concepts, notably
the rational design of dynamic pharmacophores as new type of therapeutically
useful compounds, is the subject of our current research.
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Peptidyl Prolyl Isomerases: New Targets for Novel Therapeutics?
Christophe Dugave

12.1
Introduction

Peptidyl prolyl isomerases (PPIases or rotamases) are ubiquitous proteins that are
involved in a large number of biological processes and are implicated in numer-
ous diseases. Consequently, they should be interesting targets for the develop-
ment of novel therapeutics. For a long time PPIases were only related to immuno-
suppression and this prompted scientists to call some of them “immunophilins.”
Therefore, they were not considered as reliable therapeutic targets until the end of
the twentieth century. Several reasons may account for this. First, the real implica-
tion of PPIases in several diseases was only highlighted in the late 1990s and, in
many cases, is still misunderstood. Second, the overexpression of PPIases in such
diseases was not clearly demonstrated until recently. Third, immunophilins form
a large family of proteins [1,2], sometimes with few differences in terms of sub-
strate specificity, which makes the development of selective inhibitors difficult. In
many cases, PPIases were found to be accessory proteins that display a chaperone
activity [3] and the fact that PPIases are individually and collectively dispensable
for yeast viability [4] and are not essential for mammalian cell viability [5] was
rather discouraging. All these reasons meant that immunophilins were for some
time excluded from the search for PPIase-directed therapeutics, except in the case
of the FK506 binding proteins (FKBP) subfamily which was the object of intensive
research for the development of antineurodegenerative agents [6,7].
Since the end of the 1990s, PPIases have been identified as therapeutic targets

and novel disease markers due to their important function as helper enzymes, in
particular in steroid receptor signaling, coupled gating of the ryanodine receptor,
transforming growth factor b (TGF-b) receptor activity, and increased levels in dis-
eased areas [3].
In the very beginning of the search for new therapeutics targeting PPIases,

especially hFKBPs, the development of ligands and inhibitors was mainly based
on mimicry, with natural high-affinity ligands such as FK506, rapamycin and
ascomycin. The relative tolerance of hFKBPs to ligand modifications led to the de-



velopment of a large set of small organic compounds and the definition of reliable
pharmacophores [8].
Structural resolution of PPIase:ligand complexes by X-ray crystallography and

NMR [2,8–11] has improved our understanding of the mode of interaction be-
tween PPIases and their substrates or inhibitors. This is particularly useful for the
ab initio design and screening of inhibitors with simplified chemical structures
and, although their affinities remain somewhat low (in the micromolar range),
such compounds might provide valuable leads for the emergence of tomorrow’s
therapeutics directed towards PPIases [8]. Presently, there are more than 130
structures deposited in the Brookhaven Protein Data Bank with good resolution
and, in most cases, ligand–protein interactions have been delineated with suffi-
cient accuracy. Structure–activity relationship (SAR) studies have also yielded
important information about the molecular interactions of PPIases and their
effectors and about the molecular determinants of their catalytic activity [2,9,12].
In this chapter, we will tackle the involvement of PPIases in biological processes

and disorders that may cause diseases. A growing number of natural and syn-
thetic compounds have been used as PPIase inhibitors and, in many cases, their
action is well understood and will be briefly described herein. This has opened the
way to the design of novel molecules that might be employed as drugs in the com-
ing years. In order to avoid overwhelming the reader with references, we will pref-
erentially cite reviews which summarize previous work rather than the original
publications themselves, except for papers published since 2000.

12.2
Implication of PPIases in Biological Processes and Diseases

12.2.1
PPIases and Protein Folding and Trafficking

Since 1984, when Fischer and coworkers isolated a PPIase activity from porcine
kidney extracts, the cis-trans isomerase activity of PPIases has been related to nas-
cent protein folding. PPIases seem to operate as chaperones in protein folding via
multiple pathways that are disconnected from the isomerase activity, particularly
in preventing protein aggregation [13–16]. This new function may explain the vari-
ety of cyclophilins and FKBPs (see Chapter 10) which have additional domains on
top of their catalytic module. This particular function was discussed in depth in
Fischer’s excellent 2003 review [2]. However, this does not exclude a central role of
amide cis-trans isomerization (CTI) in protein folding. Moreover, many members
of the cyclophilin and FKBP subfamilies are located in the endoplasmic reticulum
(ER) and are likely to play a part in the folding of nascent proteins [2] and in their
trafficking [17]. The multiplicity of members of the PPIase families in mammals
complicates discrimination between the enzyme’s catalytic PPIase activity and the
associations mediated by peripheral protein regions [1,16]. In fact, the situation is
much easier to understand with single-domain PPIases such as hFKBP12 and
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hFKBP12.6, which interact with receptor protein kinases [2,3] and ion channels
[3,18,19].
hFKBP36 deficiency has been reported in humans suffering from Williams syn-

drome, a developmental disorder affecting multiple organ systems characterized
by cardiovascular and renal problems, hypercalcemia, dysmorphic facial features,
and mental retardation. However, this congenital disease results from a haploin-
sufficiency of several genes and the exact role of hFKBP36 gene deletion is not yet
clear [20].
PPIases are also associated with motor proteins: the first PPIase domain of

hFKBP52 (and to a lesser extent hCyp40) binds to the microtubule-associated
motor protein dynein [21] and some authors propose that the amino acyl proline
CTI plays an important part in the protein transconformation that directs relative
molecular motion in contractile muscle fibers [22]. However, there is presently no
evidence that PPIases are directly implicated in muscle diseases.

12.2.2
Immunosuppressive Pathways Through Formation of PPIase:Ligand Complexes

Cyclosporin A (CsA), a cyclic undecapeptide isolated from Trichoderma polysporum
(Fig. 12.1), has long been known as a potent immunosuppressant and has been
successfully employed to prevent allograft rejection [23]. In 1989, two independent
research teams identified cyclophilin as the specific target of CsA. At the same
time, Schreiber and coworkers, as well as members of Vertex Pharmaceuticals,
reported that another cytosolic protein called FKBP12 was the receptor of the
immunosuppressant FK506 (tacrolimus), a macrolide extracted from Streptomyces
hygroscopicus. The macrolides rapamycin and ascomycin have also been related to
the FKBP12 immunosuppressive pathway, though rapamycin affects distinct
phases of T cell activation [10,23,24] (Fig. 12.1).
The immunosuppressive activity of CsA- and FK506-related compounds has

been thoroughly investigated and, though they have distinct chemical structures,
both immunosuppressants clearly suppress the transcription of interleukin-2
(IL-2) and other cytokines required for T cell activation and proliferation via a com-
mon pathway. In particular, hCyp18 regulates IL-2 tyrosine kinase (Itk) activity,
which controls T cell activation, by switching the Asn286-Pro287 motif in the
SH2-SH3 domain from cis (inactive Itk) to trans (active Itk) [25,26]. In fact,
hCyp18 (the major cytosolic cyclophilin in human) and hFKBP12 cannot display
immunosuppressive activity alone and must interact with CsA and FK506 respec-
tively to form a complex which is able to inhibit calcineurin, a calcium-dependent
phosphatase controlling the activity of NF-AT, the nuclear factor of activated T cells
[2,6]. The high specificity of CsA and FK506 for the immune system might be
explained by the low calcineurin concentrations in T cells, which contrast with
higher levels expressed in other cells such as nerves and cardiomyocytes. Pretreat-
ment of T cells with CsA also impairs the transcriptional activity of AP-1 and
NF-jB, suggesting the existence of another immunosuppressive pathway. Immu-
nophilin:immunosuppressant drug complexes block the MAPK cascade, which
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controls the transcription of various transcription factors including AP-1 and pro-
tein kinases involved in stress responses like inflammation and apoptosis [24].
Curiously, the immunosuppressive activity of rapamycin (RAPA) does not

involve the inhibition of IL-2 synthesis even though RAPA shares some structural
similarities with FK506. The hFKBP12:RAPA complex interacts with a protein
(RAFT in rat brain and FRAP in human) which controls the mRNA translation
promoting the IL-2-stimulated G1 to S phase transition in T cells [6].
Other compounds, in particular sanglifehrin A (SFA) [27,28] and cyclopeptides

such as cyclolinopeptides [29,30], display interesting immunosuppressive activ-
ities. Although the interactions between SFA and hCyp18 have been delineated
[31], the molecular target of the SFA:hCyp18 complex is not yet identified. It
seems that SFA blocks IL-dependent proliferation and cytokine production of
T cells via a novel mode of action relative to CsA, FK506, and RAPA [27,28].
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Fig. 12.1 Structures of cyclosporin A (CsA), FK506, and rapamycin (RAPA).
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In summary, though they act via distinct pathways, immunophilins may be con-
sidered as presenter proteins whose activity is conditioned by the nature of the
effector interacting at their active site. However, CsA- and FK506-related com-
pounds have additional properties such as neurotrophic, cardioprotective, and
antimitotic effects [32] which are not yet completely understood.

12.2.3
Modulation of Ion Channels by PPIases

The ryanodine receptor (Ryr), the major calcium release channel in the ER of ske-
letal and cardiac muscle, is required for excitation–contraction coupling. The Ryr
protein forms a tetrameric channel in specific regions of the ER and includes four
associated hFKBP proteins. hFKBP12 is associated with Ryr1 channels found in
skeletal muscle whereas hFKBP12.6 binds specifically to cardiac muscle Ryr2
channels. Ryr molecules are organized in regular arrays in which channels are in
close contact with each other. When hFKBP12.6 is bound to the channels, these
open and close simultaneously as a single Ca2+ release entity, whereas absence of
PPIases does not disorganize the channel cluster but suppresses the full conduc-
tance that results from the simultaneous opening and closing [19,33].
In Ryr1, hFKBP12 putatively catalyzes CTI on the Val2461-Pro2462 moiety. Val

to Gly substitution abolishes binding of the channel to FKBPs while mutation
from Val to Ile (the corresponding residue in Ryr2) confers selective binding to
the channel on FKBP12.6. The Ryr2:hFKBP12.6 interaction is abolished by hyper-
phosphorylation of a serine residue of the channel as observed in patients suffer-
ing from severe heart failure. This situation results in depressed and prolonged
Ca2+ transients that alter muscle performance and may cause fatal cardiac arrhyth-
mias.
HFKBP12 also binds to the inositol triphosphate receptor IP3R, the other major

calcium-release channel in the ER which is found in neurons and cardiac tissue.
The interaction takes place at a Val-Pro moiety and is inhibited by FK506, suggest-
ing that the active site of hFKBP12 is involved in the binding [3].

12.2.4
Chaperone Activity of Immunophilins in Steroid Receptor Signaling

Multidomain PPIases such as hCyp40 (CypD), hFKBP51, and hFKBP52 possess
several tetratricopeptide repeat (TPR) domains in addition to the catalytic PPIase
domain which contain essential recognition motifs, in particular for the hsp90
protein, a constituent of the steroid receptor heterocomplex (see Chapter 10).
Upon binding of the steroid hormone, the mature (PPIase-associated) receptor
migrates to the nucleus and the heterocomplex components dissociate. The ster-
oid receptor protein is therefore available to form homodimers which act as tran-
scription factors able to bind to DNA. Many PPIases, including hCyp40,
hFKBP51, and hFKBP52, may associate with the steroid receptor and the nature
of the PPIase in the mature stage might direct the functional diversity of the

265



12 Peptidyl Prolyl Isomerases: New Targets for Novel Therapeutics?

receptor [3,12,34]. For example, the progesterone receptor preferentially associates
with hFKBP51 (despite a 5-fold relative abundance in hFKBP52). HFKBP51 is
also preferred over hFKBP52 and hCyp40 in the assembly of the glucocorticoid
receptor in vitro. Conversely, hCyp40 predominates in estrogen receptor complex-
es in bovine myometrial cytosol while hFKBP52 is found as the exclusive PPIase
in the estrogen-responsive MCF-7 breast cancer cell line [35,36].
The exact role of PPIases is not yet fully understood. Their catalytic activity does

not seem to be implicated in the assembly and composition of heterocomplexes,
since these are insensitive to treatment with PPIase inhibitors. It has been pro-
posed that PPIases might control the nuclear targeting of the receptor, a role con-
sistent with the nuclear localization of hFKBP52 and hCyp40. It is noteworthy
that the relative abundance of multidomain immunophilins may change in
response to varied hormonal stimuli that upregulate the incorporation of TPR
immunophilins into steroid receptor complexes [3,34].
Although PPIases seem to have an accessory role as disease biomarkers, they

are likely to be important determinants of cellular dysfunction related to steroid
hormone signaling as well as reliable targets for drug development [37].

12.2.5
Immunophilins and Neurodegenerative Disorders

Over the past decade, considerable evidence has accrued suggesting that immuno-
philin ligands display neurotrophic effects in various in vitro and in vivo systems,
and that PPIase activity might be involved in neurodegenerative processes [38,39].
Use of [3H]FK506 showed that hFKBP12 levels change in neuronal diseases since
they decline in dying neurons and are elevated in less severely injured neurons.
In a rat model, the FKBP12 level declines markedly in the hippocampus and
increases in the area of cerebral infarction following focal ischemia [40]. In com-
parison with normal human brain, FKBP12 distribution and levels increase con-
siderably in several areas of the brains of patients suffering from Parkinson’s dis-
ease, Alzheimer’s disease, and dementia with Lewy bodies [41–43]. HFKBP12 con-
centrations in the central nervous system are up to 50 times those in the immune
system. Recent studies have shown that hFKBP12 and hFKBP52 are also abun-
dant in the spinal cord [44].
It is difficult to discriminate the direct effects of PPIases on neuronal proteins

from their chaperone activity in maintaining the function of receptor heterocom-
plexes since steroid receptors, the Ryr calcium channel, and IP3 receptors are also
present in neurons. In particular, FKBP-controlled disruption of the steroid recep-
tor heterocomplex is known to mediate neurite elongation via a “gain of function”
[7,45]. The neuroregenerative activity of FK506 also involves the MAP kinase path-
way, which mediates the neurotrophic activity of FK506. Moreover, hFKBP12 acts
as an inhibitor of TGF-b, which causes cell cycle arrest [46].
FK506 is neuroprotective against global and focal ischemia in toxic chemical

models and mechanical injury to a peripheral nerve. Its neuroprotective effects
against ischemia seem to be dependent upon calcineurin inhibition but are inde-
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pendent in nonischemic diseases since FK506-related compounds devoid of
immunosuppressive activity are equally active [6–8].
The presence in many neurodegenerative diseases of neurofibrillary tangles

containing a-synuclein colocalized with hFKBP12 and other molecular chaper-
ones, in particular hsp70 and hsp40, suggests that the presence of intraneuronal
inclusions might be related to the CTI activity of PPIases. Moreover, the presence
of hFKBP12 in filamentous s lesions might be interpreted as an attempt to coun-
teract the hyperphosphorylation of paired helical fragments usually found in neu-
rofibrillary tangles [42,47].
Alzheimer’s disease as well as other neurodegenerative disorders such as Pick’s

disease, corticobasal degeneration and supramolecular palsy are characterized by
an accumulation of hyperphosphorylated s protein and subsequent formation of
paired-helical fragments which form neurofibrillary tangles [8,48]. Phosphoryla-
tion of Thr231-Pro232 and Ser235-Pro236 decreases the rate of uncatalyzed trans
to cis isomerization and thus reduces binding of s protein to tubulin. Therefore, s
proteins become more available for aggregation as PHF. Although Pin1 acceler-
ates CTI of phosphorylated Ser/Thr-Pro sequences, its binding to the trans confor-
mer of s protein (either via its catalytic site or a WW domain) results in sequester-
ing of Pin1 and a dramatic fall in soluble PPIase [47,49,50].
Prion diseases such as bovine spongiform encephalopathy, scrapie in sheep,

kuru, and Creutzfeldt–Jakob disease, which are all characterized by irreversible
aggregation of a proteinase conformer of protein PrPc (called PrPSc), might also
involve CTI of one or several amino acyl prolyl sequences [8]. Residue Pro101 of
the prion protein has been clearly implicated in the formation of b-sheet fibrils
[51] as well as in the model Ure2 protein isolated from Saccharomyces cerevisiae
which contains a prion domain that folds very much like that of the prion protein
[52]. However, the exact role of PPIases in prion diseases remains unclear, though
recent reports show that when cells are cultured with the immunosuppressant
CsA there is accumulation of PrP-like aggregosomes resembling those of scrapie
[53].

12.2.6
PPIases and Cell Multiplication

Due to its specificity for phosphorylated Ser-Pro and Thr-Pro sequences, Pin1
plays an important part in the phosphorylation pathways which control cell divi-
sion. Pin1 is required for DNA replication in Xenopus laevis and the involvement
of the PPIase active site (in particular Cys109) rules out the participation of the
Pin1 WW domain. Although the Pin1 WW domain exhibits affinity for the ThrP-
Pro sequences, this is not sufficient to support cell growth in inactive Pin1 var-
iants. This suggests that this domain, which interacts with a multitude of phos-
phoproteins, is not the prime cause of the biological activity of Pin1 [47,54].
Studies of isomer-specific dephosphorylation by protein phosphatase 2a (PP2a)

demonstrated that this enzyme is unable to dephosphorylate the cis-SerP/ThrP-Pro
moieties in model peptides [55,56]. A similar specificity was reported for the pro-
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tein kinase Erk2, which only phosphorylates trans-Ser/Thr-Pro moieties [57].
Therefore, Pin1 is likely to play a regulatory function in the phosphorylation/
dephosphorylation cascade which controls cell replication [58].
The role of hFKBP12 in the receptor–protein kinase heterocomplex suggests

that it also plays an important part in the regulation of intracellular mechanisms.
This is so for the TGF-b receptor and epidermal growth factor (EGF) receptor. In
the latter case, hFKBP12 inhibition of a protein tyrosine kinase [59] in many ways
resembles the inhibition of Ser/Thr-Pro phosphorylation. In particular, FK506
and rapamycin enhance the phosphorylation of the EGF receptor, causing a
decrease in cell growth.
Cyclophilins also participate in the regulation of transcription, by interacting

with transcriptional inducers. As an example, the prolactin:CypB(wtCyp23) com-
plex directly interacts with Stat5, thus enhancing Stat5 binding to DNA [60]. How-
ever, other modes of gene regulation are also possible: Pin1, Ess1, and hCyp18
might regulate transcription by interacting with chromatin [61]. Nuclear cyclophi-
lin binds DNA in a zinc-dependent manner in macrophages and is suspected to
recognize specific DNA sequences directly [62]. Therefore, some PPIases seem
able to interfere directly with the genome in addition to mechanisms involving
phosphorylation/dephosphorylation processes or receptor internalization.
The implication of PPIases in cancer, both as biochemical markers and as indu-

cers and enhancers, is an important question and is the subject of a growing num-
ber of studies [63–65]. The constantly lengthening list of cancers involving
enhanced PPIase levels precludes exhaustivity, but some relevant and recent
examples are given in Table 12.1. It is noteworthy that PPIases are not overex-
pressed in all tumors and may also display anti-invasive properties [66].
In summary, PPIases seem to play more than a secondary part in cancer induc-

tion and progression. Although their exact function is not fully understood, some
are possible biological markers for cancer detection and novel targets for antican-
cer therapeutics. Pin1 is particularly attractive for these purposes since it is
expressed at very low levels in normal tissues while its expression is normally
associated with cell division. A statistical study in a variety of human cancers has
shown that Pin1 overexpression is a prevalent and specific event in human can-
cers [64] as it increases the transcription of several target genes, including cyclin
D1 and c-myc, and cooperates with Ras signaling [83].
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Table 12.1 Some examples of upregulated PPIases detected in
human cancer cell lines and their putative specific functions in
cancer progression.

PPIase Cancer Putative function Ref.

hCyp18 Colorectal cancer Unknown 67

Prostate metastasis to bone Unknown 68

Lung cancer Unknown 69

COAS2 Several aggressive metastatic
chemotherapy-resistant
tumors

Overexpressed almost
exclusively in these tumors

70

HCypB (hCyp22.7) Pancreatic cancer Unknown 71

hCyp40 and FKBP52 Breast cancer Chaperone for estrogen
receptor

72

HCypD (hCyp22) Breast, ovarian, uterine
cancers

Apoptosis repressor 73

HFKBP12 Prostate cancer Unknown 74

hFKBP51 Prostate cancer Increases androgen receptor
transcription

75

HFKBP51/52 Breast cancer Control of progestin and
glucocorticosteroid receptor-
mediated transcription

76

Idiopathic myelofibrosis Dysregulation of apoptosis 77

hFKBP65 Colorectal cancer Folding of other tumor-
associated proteins

78

Pin1 Murine breast cancer Enhances cyclin D1 transcrip-
tion and stabilization

79

Hepatocellular carcinoma Upregulation of b-catenin 80

Prostate cancer Unknown – marker of
elevated risk of recurrence

81

Colorectal cancer Concomitant overexpression
of Pin1 and b-catenin

82

Squamous cell carcinoma Overexpression correlates
with cyclin D1 overexpression

83
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12.2.7
Implication of PPIases in Apoptosis

In 1999, Lee and coworkers [84] reported that rotamase activity is involved in
Cu/Zn mutant superoxide dismutase-1-induced apoptosis of neuronal cells. Since
then, several studies have highlighted the role played by certain PPIases in cell
death. In particular, hCypD (a mitochondrial variant of hCyp18) is a component of
the mitochondrial permeability transition pore (MPTP), a key player in apoptosis
and necrosis [85] and, in more generally, in the response to intracellular stress
[86]. The exact role of PPIases is still a matter of discussion [85,87], but their CTI
activity is clearly implicated in the formation of MPTP [84] and in several other
apoptotic processes, including control of the activity of the tumor suppressor and
apoptosis inducer p53 [47,88]. CsA and SFA, a potent inhibitor of hCypD, block
the opening of MPTP [89], protecting the cell from apoptosis, a result which
seems to be in apparent contradiction with previous findings suggesting that CsA
induces apoptotic cell death [90]. The involvement of PPIases in apoptotic path-
ways is complex and may overlay other cellular dysfunctions such as necrosis [85]
and neurodegeneration [47,91]. Basak and coworkers recently showed that
HP0175, a PPIase secreted by Helicobacter pylori, induces apoptosis of gastric
epithelial cells via activation of the caspase pathway, a determinant of the apopto-
tic process [92].

12.2.8
PPIases and Infectious Diseases

PPIases are also found in many unicellular organisms such as bacteria, fungi and
parasites and, in most cases, are essential for maintaining membrane integrity,
multiplication, virulence, and infectivity of these organisms [2,93,94]. In particu-
lar, deletion of PPIase genes attenuates the virulence of pathogenic strains such
as Salmonella typhimurium (FKBPs), Salmonella enterica (SurA), Legionella pneumo-
phila (FKBP25), and Cyanobacterium synechococcus (Cyp15) [2]. For example, the
macrophage infectivity potentiator (MIP) has been shown to be essential for infec-
tion by Legionella pneumophila, the causative agent of severe and often fatal
Legionnaire’s disease [95]. It has a FKBP-like PPIase activity which seems to be
essential for virulence and is inhibited by FK506 [96,97].
Bacterial PPIases can also display toxin-like activity and are able to act as patho-

genic agents. In plants, a eukaryotic cyclophilin is essential for the activation of
AvrRpt2, a cysteine protease from Pseudomonas syringae, which is delivered into
plant cells [98].
PPIases play an important role in the infectivity of several protozoan parasites

such as Leishmania and Trypanosoma. Leishmania major possesses a cyclophilin
(Cyp19) whose inhibition by CsA leads to a complete loss of infectivity, suggesting
a central role of the enzyme in the development of the parasite [99]. Trypanosoma
cruzi macrophage infectivity potentiator (TcMIP) possesses a catalytic core which
displays a PPIase activity very similar to that of FKBPs and is inhibited by FK506-
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related compounds. Resolution of the crystal structure of TcMIP raises the possibility
of designing new inhibitory drugs for the treatment of trypanosomiasis [100].
Immunosuppressants display interesting antifungal properties as well [101].
PPIases also play a key role in cell entry and in the replication of several patho-

genic viruses, as well as in the formation of mature virions. The vesicular stomati-
tis virus New Jersey serotype, which causes major diseases in animals, particularly
cattle, contains several host proteins, including cyclophilin A, which are essential
for viral replication. CsA and overexpression of catalytically inactive mutants of
CypA drastically inhibit gene expression of the virus New Jersey serotype but have
little effect on the virus Indiana serotype [102]. Although it is presently the subject
of controversial publications and is still misunderstood, the involvement of
PPIases – notably hCyp18 – in the HIV-1 life cycle is one of the most famous
examples of the hijacking of host proteins by a lentivirus [8].
Cyclophilin is involved in several steps of the viral infection process [103]. It is

incorporated inside new virus particles [104] together with several other host pro-
teins [105–107] and a small part of it pokes out of the viral membrane. It is there-
fore able to attach to specific molecules on the target cell like glycosaminoglycan
[108] and CD147 [109,110], a cell-surface protein that is essential for the attach-
ment of HIV-1 to T cells. It might also control the gp120:CCR5 interaction, which
mediates the first step of HIV-1 entry into cells [111–113], but the involvement of
PPIase activity is unclear since residues 12–17 of the N-terminus of CCR5 are
essential for hCyp18 binding [114].
HCyp18 also binds specifically to the capsid protein (CA) which is one of the

proteolytic products of the precursor polyprotein Gag. Here again, the exact func-
tion of cyclophilin remains ambiguous [115,116] since it is able to catalyze CTI of
the [Gly89-Pro90] sequence of the immature polyprotein Gag and forms a stable
complex [117–120] the structure of which has been resolved by X-ray crystallogra-
phy [11,121,122]. It is noteworthy that hCyp18 displays a higher affinity for other
Gly-Pro sequences on Gag which could be secondary sites of interaction [123–
125]. The influence of hCyp18:Gag interaction on the viral cycle is not fully under-
stood. Cyclophilin might modulate the posttranslational cleavage of Gag by the
viral protease [124] and is also suspected to control the conformation of the CA
protein and, by extension, the transition from a spherical to a conical mature viral
core [126]. About 250 molecules of hCyp18 are integrated into the viral core where
they are suspected to destabilize the structure in order to facilitate core opening
[127,128] and to allow the release of the viral RNA inside infected T cells.
Recently, hCyp18 was shown to interact with Vpr, an HIV-1 accessory protein

[129] which carries “nuclear localization signals” and facilitates the nuclear entry
and action of the “preintegration complex” (made of viral RNA, reverse transcrip-
tase and integrase) and hence regulates the integration of the HIV genome into
the host cell’s genome [130]. Preliminary data support the involvement of a pepti-
dyl prolyl CTI in the folding and function of the viral protein Vpr [131] and explain
the previously observed interaction between Vpr and hCyp18 [130].
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In summary, the involvement of cyclophilin in the HIV-1 replication cycle opens
up an exciting field of research into novel anti-AIDS drugs that might be adminis-
tered in synergy with classical multidrug regimens. However, several points
remain to be clarified, in particular: (1) What is the exact role of the host cell cyclo-
philin relative to the viral embedded cyclophilin [132]? (2) Are there several iso-
forms of cyclophilin (and by extension other PPIases) that could play essential but
distinct roles in the HIV-1 replication cycle [103,133,134]? (3) Are all the various
putative functions of cyclophilin relevant? The recent finding that hCyp18 puta-
tively protects HIV-1 from Ref-1 restriction factor might herald advances in new
therapeutic strategies for the eradication of AIDS [135].
Very recently, Jiang and coworkers showed that the nucleocapsid protein of

SRAS (severe respiratory acute syndrome) coronavirus tightly binds to hCyp18 (Kd

ranging from 6 to 160 nmol L–1). A combination of bioinformatic methods and
mutagenesis experiments suggested that the interaction takes place at an unusual
sequence Ala306-Glu307 through the formation of several H-bonds in a way very
similar to that of the Gag CA:hCyp18 complex [136].

12.3
Structure and SAR studies of PPIases: Structural Evidence and
Putative Catalytic Mechanism

12.3.1
Generalities

Among the plethora of NMR and crystallographic structures available in the Broo-
khaven Protein Data Bank, most concern either cyclophilin alone or associated
with various substrates and effectors (81 structures). FKBP structures have essen-
tially been resolved alone or bound to their effectors, including inhibitors (45
structures including MIP). Pin1, Par 14, and ESS1 (respectively 8, 4, and 1 struc-
tures) and the trigger factor (7 structures) are also represented [12].
Presently, the large secondary amide peptide bond cis-trans isomerase (APIase)

Hsp70 (DnaK) has only been partially investigated and does not give reliable struc-
tures that could account for a catalytic mechanism and a particular substrate spec-
ificity. The recent solution structure of the DnaK[393–507] fragment complexed
with a heptapeptide shows that the peptide substrate-binding domain does not
contain helical structures, a particular superfold of the PPIase family, since helices
are found in cyclophilins and FKBP substrate-binding domains [137]. Moreover,
in contrast to PPIases, association of unfolded polypeptides with DnaK usually
gives tight Michaelis complexes that necessitate the hydrolysis of ATP and the
presence of two accessory proteins (DnaJ and GrpE) to release the product. Al-
though DnaK is a heat shock protein that has not been yet implicated in particular
diseases, this characteristic feature (in addition to the fact that it does not bind
Xaa-Pro sequences) might be an important basis for the design of specific inhibi-
tors. Moreover, DnaK is able to prevent protein aggregation in contrast to archety-
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pical PPIases. This suggests that the function of APIases and PPIases is depen-
dent on additional domains which modulate their selectivity, in particular TRP
motifs in multidomain cyclophilins and FKBPs. The existence of extended protein
sequences which control a particular location of PPIases is also a determinant for
substrate/inhibitor selectivity [1,2,9].

12.3.2
Cyclophilins and FKBPs: Similar Molecular Basis for Distinct Catalytic Mechanisms

The PPIase domains of cyclophilin and FKBPs do not display any similarities
whereas members within each subfamily show a high degree of homology in
sequence and in three-dimensional structure, suggesting that conservation of the
overall shape of the active site and of certain residues is essential for PPIase activ-
ity. Moreover, both enzymes feature structural differences from parvulins, in par-
ticular Pin1 (Fig. 12.2) [1,9,12].

Fig. 12.2 Ribbon three-dimensional structures of hCyp18 and hFKBP12 and
partial structure of Pin1 (fragment [40–44] is missing).

The archetypal cyclophilin A hCyp18 has an eight-stranded antiparallel b-sand-
wich terminated at both ends by two helices. The binding site is divided into two
functionally independent subsites [138]: S1–S1¢ is covered by H-bond donors and
acceptors except in the narrow hydrophobic pocket that accommodates the Pro
pyrrolidine ring and a proximate S2¢–S3¢ subsite which is mainly hydrophobic
and is thought to be accessible to solvent and relatively bulky ligands. This struc-
ture is well conserved throughout the Cyp family. The narrow “proline pocket”
means that cyclophilins are poorly permissive to ligand modifications of the pyrro-
lidine moiety. In particular, hCyp18 does not tolerate ring contraction (azetidine
or aziridine) nor introduction of bulky substituents on the 5-membered ring at C4
and C5 (in particular alkylprolines), with the exception of fluoroprolines [8,139].
In this respect, the high-affinity binding of SFA to hCyp18 suggests that the
6-membered ring fits inside the active site in a way that is radically different from
that of proline-containing compounds [31] The PPIase activity is also strongly
affected by modification of the proline puckering which perturbs important inter-

273



12 Peptidyl Prolyl Isomerases: New Targets for Novel Therapeutics?

actions, suggesting that the spatial positioning of the nitrogen is essential for effi-
cient binding. Trp121 also plays an important role in the binding of substrates,
ligands and peptide inhibitors. In particular, the Trp/Phe substitution in E. coli
cyclophilin accounts for its low sensitivity to the immunosuppressant CsA. Con-
versely, Phe/Trp mutation completely restores the binding of CsA. Moreover,
bovine cyclophilin is inhibited by CsA though Trp is replaced by a His residue,
which underlines the importance of H-bonding on this position for CsA binding.
Many X-ray and NMR structures of cyclophilin complexed with CsA and analogs
are available and the cyclophilin- and calcineurin-binding motifs of the undeca-
peptide have been delineated. Most residues interacting with the inhibitor in the
CypA:CsA complex have also been implicated in the binding of peptide effectors
and substrates, confirming the importance of a limited number of critical amino
acids. The relatively solvent-exposed subsite S1–S1¢ explains the slight specificity
of hCyp18 for this position, provided the side-chain is not too bulky [8,123]. Resi-
dues Arg55, Gln63 and Asn102 seem to be essential for both binding and catalysis
[140,141] but also involve a larger network of hydrogen bonds which is highly con-
served in cyclophilins from various species [142] (Fig. 12.3).
A particular feature of Cyp:ligand complexes is that the Xaa-Pro amide bond of

peptide substrates may be found in either the cis or trans conformation. In fact, all
complexes with di- and tetrapeptides crystallized in an exclusive cis conformation,
though both conformers have been found to bind to cyclophilin to give stable
complexes due to the existence of a highly mobile equilibrium. Conversely, all
Gag-derived peptides possess a trans conformation whereas the protein undergoes
a cyclophilin-catalyzed CTI process. Here again, the macrolide SFA does not bind
to Trp121, suggesting an atypical pharmacophore model for SFA binding (Fig.
12.3) [31].

Fig. 12.3 Overlay of X-ray structures of hCyp18 complexed with
Suc-Ala-Ala-Pro-Phe-pNA (red), CsA (blue), Gag CA[81–105] fragment
(green), and SFA (cyan) using the Swiss PDB Viewer Software 3.7b2,
Glaxo-Wellcome). Only essential residues which contract H-bonds
with the ligand are shown.
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FKBPs also adopt a highly conserved fold made of a five-stranded antiparallel
b-sheet wrapped around a short a-helix linked together with flexible loops. The
FKBP active site is made of mainly hydrophobic residues which are highly con-
served throughout the FKBP family. They might favor the formation of intramole-
cular H-bonds inside the peptide substrates in addition to enzyme–substrate inter-
actions with Asp37 and Val55 (in hFKBP12). As a consequence, FKBPs prefer
Xaa-Pro sequences when Xaa is not too bulky a hydrophobic amino acid (e.g. Leu,
Phe). In turn, the structural analysis of FKBP:macrolide complexes has shown
that FKBP isoforms hFKBP12 and hFKBP12.6 bind rapamycin via identical inter-
actions and display similar structures [143]. Subtle differences may account for
particular specificities, but all FKBPs, including multidomain enzymes such as
hFKBP51 and hFKBP52, adopt similar folds in their catalytic core. The multiplica-
tion of hydrophobic interactions versus intermolecular H-bonds might account
for the broad permissivity of FKBPs toward ligands since they bind a wide variety
of molecules, from highly constrained macrolides such as FK506 to very short
molecules. This has opened the way to the design of a rich variety of ligands that
bind FKBP with nanomolar affinities [6,144]. Surprisingly, there is no resolved
structure of an FKBP:substrate complex, but substrate binding has been modeled
by analogy with inhibitors. In particular, the crystal structure of the cytoplasmic
domain of the TGF-b receptor in complex with hFKBP12 showed that the PPIase
binds directly to the atypical Leu195-Leu196 moiety, the side-chains of which are
accommodated inside the hydrophobic pocket in a way that is very similar to that
of FK506 [145].
The exact catalytic mechanism of these PPIases is not fully understood. Many

hypothetical processes have been proposed and most of them are supported by
relevant data in small molecule models (see Chapter 8). All data rule out a nucleo-
phile-assisted CTI that involves a tetrahedral covalent intermediate, and experi-
mental arguments as well as calculations suggest that CTI is initiated by the
H-bond-assisted tetrahedralization of the proline nitrogen by the Arg55 guanidi-
nium moiety, while the Gln63 c-amide and Asn102 backbone amide might assist
the subsequent rotation of the deconjugated (keto-amine state) peptide bond
[8,12,140] (Fig. 12.4). Therefore, CTI might occur via a concerted mechanism
which involves limited side-chain motion [146] as well as more extended protein
vibrations [141,142].
In contrast to cyclophilin, the hydrophobic FKBP active site is anticipated to

bind the substrate in a type VIa b-turn (whereas hCyp18 induces a typeVIb b-turn
conformation) which favors the formation of intramolecular H-bonds and thus
might facilitate the isomerization process via the partial tetrahedralization of the
proline nitrogen [8,12]. Although this hypothesis is supported by numerous exam-
ples of self-assisted isomerization in constrained peptide models [147,148] and
folding tetrahydrofolate reductase (see Chapter 8), the recent observation by
Fischer and coworkers that the active sites of hCyp18 and hFKBP12 have marked
structural similarities (superimposition of several residues which coat the active
sites of both enzymes) shows that identical or equivalent side-chains adopt similar
conformations [12]. However, some significant differences in term of geometries
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(in particular for hCyp18 Arg55 and hFKBP12 Arg42) might explain why the two
families of enzymes have distinct mechanisms. Three-dimensional structural rela-
tionships might therefore reflect similarities in terms of function and substrates
rather than an evolutionary process toward a common mechanism (Fig. 12.4).

12.3.3
Parvulins

Among the different structures of Pin1 available, only one shows this PPIase
bond to the Ala-Pro dipeptide, which fits inside the putative catalytic site [149]. In
fact, Pin1 is highly specific for SerP-Pro and ThrP-Pro sequences and, to a less
extent, for the Glu-Pro moiety. Therefore, the relevance of this structure for under-
standing the Pin1-catalyzed CTI mechanism is controversial, though it gives
important structural information (Fig. 12.4). A similar situation has been ob-
served with hCyp18:dipeptide complexes whose structures are not identical to
those of larger substrates in terms of functional interactions and positioning in-
side the active site [150,151]. Starting from the structure of the Pin1:Ala-Pro com-
plex and mutagenesis experiments, Ranganathan and coworkers proposed a basi-
cally different picture. In contrast with other PPIases, the Pin1 transition state
might involve a covalent tetrahedral intermediate through nucleophilic attack
from Cys113. In this scheme, His59 and His157 act as H-bond acceptor and
H-bond donor, respectively, in a general acid–base catalysis [149]. The importance
of the cysteine residue is supported by the inactivation of Pin1 by juglone, which
irreversibly reacts with Cys113, although the real effect of cysteine alkylation is
still unclear [152,153].
Here again, Fischer’s team demonstrated that unexpected similarities exist be-

tween hCyp18 and Pin1 active site residues, though Pin1 Arg68 strongly deviates
from the overall orientation of hCyp18 Arg55 [12]. However, the existence of a
cluster of positively charged residues in the region that is anticipated to bind the
phosphoric ester moiety of the substrate strongly suggests that the evolutionary
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Fig. 12.4 Putative transition states of hCyp18- (A) hFKBP12-
(B) and Pin1-catalyzed CTI (C); residues putatively implicated
in the catalytic process are in bold.
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convergence of PPIase active sites only reflects substrate similarities and does not
preclude the coexistence of distinct mechanisms.
Other NMR and X-ray structures were obtained from Pin1 either in the free

state [154] or in complex with phosphorylated Ser/Thr-Pro sequences that bind
the Trp-Trp domain on the enzyme [155,156]. However, binding of phosphorylated
sequences to this domain seems to be disconnected from PPIase activity, though
it participates in the specific binding of hyperphosphorylated proteins [47].
Other parvulins also give important structural and mechanistic information. In

particular, Pin1At, the Pin1 homolog from Arabidopsis thaliana, displays a high
degree of similarity with Pin1 despite the absence of the Trp-Trp site. In particular,
all residues defined as essential in Pin1 are represented in Pin1At. In this
enzyme, however, binding of the substrate seems to cause the Cys70 side-chain to
protrude outside the catalytic site, making it unlikely to interact with the amino
acyl proline peptide bond [157].
The human parvulin Par14, which exhibits a particular specificity for positively

charged Xaa-Pro sequences, differs considerably from Pin1. In particular, the clus-
ter of positively charged side-chains is replaced by two negatively charged resi-
dues, a situation that is consistent with the binding of a positively charged
sequence. In addition, Cys113 is replaced by Asp74 while a serine residue is
exchanged with an important phenylalanine [158]. However, although Pin1 and
other parvulins are structurally related, they may act via basically different catalyt-
ic mechanisms.

12.4
PPIase Inhibitors: From In Vitro Inhibitors to Novel Therapeutics

12.4.1
Natural PPIase Inhibitors and Their Analogs

CsA, the most potent peptide inhibitor of many members of the cyclophilin family
(Ki hCyp18 = 6 nmol L–1), is a cyclic 11-mer that contains exclusively hydrophobic
amino acids, most of them N-methylated. Moreover, it displays an atypical MeBmt
residue which is essential for CsA activity though it does not interact with cyclo-
philins. The interaction network that stabilizes Cyp:CsA complexes was resolved
by NMR and X-ray crystallography more than 10 years ago and, as anticipated,
involves five H-bonds and a set of hydrophobic contacts in a way very similar to
that observed in Cyp:substrate complexes (Fig. 12.5) [9,159]. In particular, Arg55,
Gln63, and Asn102, which are likely to play a direct role in the catalytic process,
are involved in the interaction. Trp121 also binds CsA via a H-bond with the
MeLeu9 carbonyl, an interaction also observed with many peptide substrates
where Trp121 binds the S2¢ carbonyl [11,12]. The large Abu pocket which accom-
modates Abu2 seems to be able to accept larger side-chains (as seen in CsB, C, D,
G, and H as well as synthetic analogs), although the site is filled with several water
molecules which are responsible for a lower affinity and a dramatic fall in immu-
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nosuppressive potency [160]. The opposite side of the molecule (in particular resi-
dues 4, 5, and 6) protrudes from the protein surface and is available to interact
with calcineurin in order to induce immunosuppression [6,8,9] (Fig. 12.5).
Consequently, a large number of nonimmunosuppressive analogs have been

prepared by modification of either the MeBnt1 or MeLeu4 side-chain (see Fig.
12.1) or simple alkylation of the secondary amide nitrogen of Val5. As an example,
MeIle4 cyclosporine 2 inhibits hCyp18 as well as CsA but has an immunosuppres-
sive effect 0.1% of that of CsA [8]. Other compounds modified at position 3, 7 or 8
(these positions are between the cyclophilin-binding domain and the calcineurin-
binding domain) retained a significant affinity for CypA and had decreased
immunosuppressive effects. Curiously, 3 simultaneous modifications gave a more
potent inhibitor of hCyp18 (Ki = 3 nmol L–1) which exhibited an immunosuppres-
sive activity comparable to that of CsA [8,9,159,161]. The nonadditive effects of
modifications might be the consequence of constraints that lock the cyclic pep-
tide. However, NMR experiments have shown that CsA exists as multiple confor-
mers in DMSO, suggesting the existence of an amide cis-trans equilibrium. In
fact, CsA must isomerize from cis to trans at MeLeu9-MeLeu10 prior to binding to
Cyp to form a collisional complex (Kd = 4 lmol L–1) which undergoes a dramatic
time-dependent (t1/2 = 30 min) conformational change (all-trans) to give a tighter
complex (Ki = 6 nmol L–1) [8,162,163] (Fig. 12.5).
CsA is mainly used to prevent allograft rejection, but also shows interesting

anti-HIV-1 activity which has prompted an intensive search for nonimmunosup-
pressive analogs [164]. Conversely, Fischer and coworkers have recently described
Ca-branched CsA analogs that inhibit calcineurin independently of hCyp18 bind-
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Fig. 12.5 Schematic representation of the interaction between CsA
and cyclophilin hCyp18; structure of CsA analog 1 (SDZ NIM 811).
CsA bonds that isomerize during hCyp binding are indicated with
rotating arrows.
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ing [165]. However, to the best of our knowledge, use of CsA and its analogs is still
limited to posttransplantation chemotherapy, owing to their liver and kidney toxic-
ity [166,167]. Moreover, CsA has been shown to initiate apoptosis [90] and to facil-
itate certain cancers [32,168].
Other cyclic peptides such as cyclolinopeptide c(Pro-Pro-Phe-Phe-Leu-Ile-Ile-

Leu-Val (CLA) and its analogs [169], antamanides, and cycloamanides [170] have
been shown to bind tightly to hCyp18 and display strong immunosuppressive
activities [10]. In particular, CLA was reported to be a potent inhibitor of cyclo-
philin (Ki = 7 nmol L–1) [30]. The biological activity of these peptides is not clearly
related to their hydrophobic character since sulfonated CLA also binds cyclophilin
[171]. Although their mode of action at the molecular level is far less documented
than that of CsA, these compounds might be useful in designing novel cyclophilin
inhibitors.
Linear peptides derived from the capsid domain of the Gag polyprotein

[111,123] and the V3 loop of the Gp120 protein [111] from HIV-1, which all have a
Gly-Pro moiety, have been shown to bind to hCyp18 with submicromolar to sub-
millimolar affinities despite additional interactions relative to CsA (in particular
H-bonds with Asn71, Gly72, His54, Ala102, and His126) [150,172,173], and some
of them inhibit the PPIase activity of this enzyme [111]. In particular, fluorimetric
titration experiments showed that the modified peptide iBuCO-His-Ala-Gly-Pro-
Ile-NHBn binds to hCyp18 with an apparent affinity constant of 3 lmol L–1 and
the PPIase kinetic assay indicated that it reversibly inhibits the enzyme with an
IC50 of 6 lmol L–1 [174]. Docking experiments suggest that this peptide interacts
inside the catalytic site in a way that is common to substrate peptides and CsA
[175]. Therefore, all attempts to introduce nonisosteric Gly-Pro mimetics led to a
complete loss of affinity [174]. Other peptides containing the Gly-Pro sequence
are also cyclophilin inhibitors: a 9-mer selected from a phage display library binds
to hCyp18 (Kd = 50 lmol L–1) and inhibits the PPIase activity [176], while Ac-Pro-
Gly-Pro-Phe-NH2 exerts powerful neurotrophic activity on chick sensory neurons
at 1 mmol L–1, an effect which is related to PPIase inhibition [177].
In 1999, a new class of potent immunosuppressive molecules called sanglifeh-

rins (SFs) was isolated from Streptomyces A92-308110. Of the 20 SFs isolated, SFA
is the most abundant and has an affinity for hCyp18 in a cell-free assay that is 60
times that of CsA and exhibits potent immunosuppressive activity on T cells and
dendritic cell lines [27,28]. SFA has a unique chemical structure that consists of a
22-membered macrocycle including a short peptide sequence composed of valine,
m-tyrosine and piperazic acid (Fig. 12.1). The degradation studies of Sedrani and
coworkers showed that the pendant spirolactam system is not essential for activity.
Preparation of a library of analogs demonstrated that the free piperazic motif and
the m-hydroxyphenyl group both play a critical role in binding [31]. This was ratio-
nalized with the structural elucidation of hCyp18:SFA complex which showed
that SFA binds cyclophilin through the formation of a network of multiple
H-bonds and hydrophobic contacts that resemble those observed with CsA (Figs.
12.6 and 12.7) [178], except for Trp121 which seems to interact in an unusual way
[179]. Overlay of the two structures suggests that the peptide moieties of both mol-
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ecules have similar interaction patterns. However, SFA does not bind calcineurin
or FKBP12-rapamycin-associated protein (FRAP) when bound to cyclophilin and
it seems that a third PPIase-dependent immunosuppressive pathway does exist
[27].
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Fig. 12.6 Overlay of X-ray structures of SFA (red) and CsA
(blue) shows similarities in the conformations of both peptide
moieties that interact tightly with the hCyp18 binding site.

Fig. 12.7 Schematic representation of the interaction between
SFA and cyclophilin hCyp18; structure of SFA analog 2.
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Although CsA has a complex chemical structure, several potentially interesting
analogs have emerged and display affinities that are equivalent to that of SFA. For
example, compound 2 inhibited the PPIase activity of hCyp18with IC50 = 5.7 nmol L–1

despite a simplified structure relative to the parent molecule [31].
Macrolides such as cymbimicins A and B have been reported to bind to cyclo-

philin and to produce strong immunosuppressive effects, although their mode of
action has not been elucidated [180]. Other nonpeptide macrocyclic compounds
such as FK506, RAPA, and ascomycin selectively inhibit FKBPs and there is no
cross-reaction with CsA though they share some structural similarities with it
[9,181]. In particular, the time-dependent inhibition of hFKBP12 by FK506 was
suggested to be the result of the CTI of the ketoamido pipecolinyl moiety [182].
The structure of the hFKBP12:FK506 complex was resolved by X-ray crystallogra-
phy and NMR, and the structural requirements for PPIase inhibition on the one
hand, and for immunosuppression on the other, have been delineated [183]. The
hemiketal-ketoamide pipecolinate fragment seems to mimic a Leu-Pro moiety.
The six-member ring penetrates deeply into the hydrophobic active site while the
orthogonal dicarbonyl motif is suspected to be an analog of the twisted transition
state [8]. The hemiketal structure interacts with a cluster of hydrophobic side-
chains. In addition, the carbonyl amide and the hemiketal hydroxide contract a
series of H-bonds with Tyr82 and Asp37. There are many similarities between
FK506 and CsA when interacting at the active site of hFKBP12 and hCyp18,
respectively. In particular, the effector-binding chain protrudes outside the bind-
ing site and is available for calcineurin binding. As anticipated, reduction in size
of this chain causes a complete loss of immunosuppressive effect, as observed
with synthetic analog 3 (Fig. 12.8) [9].
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Fig. 12.8 Schematic representation of the interaction between FK506
and hFKBP12; structure of nonimmunosuppressive analog 3.
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The synthetic peptide cESA 4 (Fig. 12.8) characterized by the coexistence of a
cis-cis and trans-cis-Gly-Pro-Pro sequence was expected to be an analog of FK506.
However, little deviation of the structure relative to the macrolide chain interact-
ing with FKBP as well as conformational heterogeneity might account for the
apparent 1000-fold lower affinity [184].
Quinones such as juglone and plumbagine (Fig. 12.9) were the first molecules

found to inhibit parvulins, in particular Pin1 [153,185]. They react with Cys113 at
the catalytic site, which is irreversibly inactivated. The consequence of the nucleo-
philic attack of the thiol group is still unclear and several hypotheses have been
proposed: (1) Cys113 might be essential for CTI and therefore cannot catalyze
isomerization anymore after alkylation; (2) juglone-Cys113 adduct might hinder
the binding site; (3) covalent binding of juglone is suspected to destabilize the
active site and to cause a partial unfolding of the protein [152]. Interestingly, this
was also observed with tetraoxobenzophenanthrolines, which are able to inhibit
Pin1 and Par14 in a competitive and noncovalent way [186].

Fig. 12.9 Pin1 inhibitors juglone 5 and tetraoxobenzophenanthrolines 6.

12.4.2
Mechanism-Based Inhibitors

Resolution of the structures of several PPIase:effector complexes by X-ray crystal-
lography and NMR as well as SAR studies have opened the way to the develop-
ment of pseudopeptide and peptidomimetic inhibitors which bind PPIases in the
1–50 lmol L–1 range. The ketoamide motif redundant to all natural FK506-like
macrolides was proposed to be a mimic of the twisted transition state since both
carbonyl groups lie in orthogonal planes. Therefore, two independent research
groups synthesized Alaw(COCO-NH)Pro-containing peptides, which were used to
produce catalytic antibodies that displayed PPIase activity and were able to inhibit
both FKBP and hCyp18 with an IC50 of about 10–15 lmol L–1 [187]. Tetrapeptide 7
containing the Glyw(PO(OEt))Pro motif was able to inhibit hCyp18 selectively
(Fig. 12.10), suggesting that the phosphonamide group is a transition state analog
of the enzyme [188]. Conversely, the corresponding phosphinates, characterized
by a CH2/N substitution in the five-member ring, do not have any effect on the
enzymatic activity [189].
The slowly isomerizable thioxoamide bond also provides an interesting basis for

the design of potent inhibitors of PPIases. Fischer’s group reported that a thioxo
analog of the substrate moderately inhibited the PPIase activity of both hFKBP12
and Pin1. Introduction of a phosphoserine residue at P1 gives a good Pin1 inhibi-

282



12.4 PPIase Inhibitors: From In Vitro Inhibitors to Novel Therapeutics

tor (IC50 = 4 lmol L–1) provided at least three amide bonds are conserved (Fig.
12.10). It is noteworthy that replacement of the l-Ser(PO3H2) by its d-enantiomer
also causes a potent PPIase inhibition of Pin1 (IC50 = 1 lmol L–1) and a complete
resistance to phosphatase activity in cell lysate [190].
Nonisomerizable substrate analogs containing an ethylene group instead of the

amide bond also display interesting activities towards hFKBP12. Recently, Etzkorn
and coworkers described a SerPw((Z)CH=CH)Pro- peptide 9 which inhibits Pin1
in the low micromolar range (Fig. 12.10). The cis isomer is 23 times more potent
(Ki = 1.74 lmol L–1) than the corresponding trans isomer in competitive inhibition
of Pin1. Moreover, this compound exhibits an antiproliferative activity toward a
human ovarian cancer cell line [191]. In fact, Pin1 and hFKBP12 are permissive to
large modifications of the pyrrolidine ring of proline (see compound 9) whereas
hCyp18 does not tolerate substitutions at C4 and C5 except with fluorine, nor
nitrogen suppression or other modification that may affect both the H-bond net-
work and the pyrrolidine puckering [8].

Fig. 12.10 Mild affinity transition state analog 7 and substrate analogs 8, 9,
and 10 which inhibit hCyp18 (7, 10) and Pin1 (8, 9).

A series of constrained ground-state analogs of a cis-Gly/Ala-Pro dipeptide (i.e.
compound 10) displayed micromolar affinities for hCyp18, but the exact mode of
interaction with the PPIase is not clear, although fluorescence intensity enhance-
ment at 350 nm strongly suggests the existence of an interaction with the S2¢–S3¢
subsite. However, no data regarding an inhibition of the enzymatic activity were
reported [192].
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12.4.3
Library Screening Versus in Silico Design: Current Status and Future Prospects

Considering the formal demonstration that PPIases are directly implicated in
major diseases and are interesting targets for novel therapeutics, a growing num-
ber of synthetic molecules have been reported to inhibit PPIase activity. Based on
the partition of FKBP’s binding site, which recognizes only limited motifs on
FK506, the combinatorial synthesis of acyclic FKBP inhibitors produced a huge
number of active molecules devoid of immunosuppressive effects and exhibiting
neuroprotective and neuroregenerative activities. Most of them were developed
by the Hamilton’s group at Guilford Pharmaceutical and show chemical motifs
that clearly differ from the canonical ketoamide motif, such as amine 12, sulfon-
amide 13, and urea 14 (Fig. 12.11). Compounds V-10367 11 and GPI-1046 15 dis-
played nerve-regenerating properties comparable to that of FK606 and were active
orally [7].
In 1996, Fesik and coworkers reported an alternative and versatile strategy (SAR

by NMR) for the direct identification of hFKBP acyclic inhibitors exhibiting nano-
molar affinities by simple connection of two independent modules that display
moderate affinities [193]. Stabilization of the effector:protein complex resulted
from the additive DG of each module alone plus an additional entropic contribu-
tion [194].

Fig. 12.11 Some examples of cyclic FKBP inhibitors that exhibit neurotrophic activity.
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Systematic screening of large collections of small molecules has provided novel
PPIase inhibitors with unexpected structures. Once again, most of the leads that
have emerged are directed towards hFKBPs and Pin1, which are much more per-
missive to modifications of their ligands than cyclophilins. In particular, many
FKBP ligands (Fig. 12.12) greatly differ from the FK506-derived pharmacophore.
This is the case of sulfonylindazole 16 [195], which inhibits hFKBP52 in the
micromolar range. Curiously, heterocyclic compounds, such as phenylsulfonylin-
doline 17 [196], were found to inhibit simultaneously CypB and IL-2 secretion,
while simple heterocyclic compounds were patented as Pin1 inhibitors usable for
the treatment of cancer [197]. The antibiotic cycloheximide also displayed FKBP-
binding properties and alkylation of the imide nitrogen strongly reduced the cyto-
toxicity of molecule 18 without affecting its potency. Lactone 19, which does not
possess the characteristic phosphate motif recognized by Pin1, was recently
patented as a novel inhibitor of this enzyme (Fig. 12.12) [198].

Fig. 12.12 Chemical structures of some PPIase inhibitors selected by screening of libraries.

Screening of virtual libraries through molecular docking has also given new
leads whose structure diverges considerably from the peptide/pseudopeptide
motifs usually found in immunophilin ligands (Fig. 12.13). The steroid 5-b-preg-
nan-3,20-dione 20 inhibits hFKBP12 (Kd = 7 lmol L–1), but the biological signifi-
cance of the binding remains to be elucidated [199]. Other compounds character-
ized by a hydrophobic core, such as thioether 21 [200] and diazabicyclo[3.3.1]no-
nane 22 [201], were designed to bind hFKBP12 in the micromolar to submicromo-
lar range. In particular, the bicyclic motif of 21 is expected to make van der Waals
contacts that are very similar to those observed in the FKBP:FK506 complex.
The bicyclic motif was also found in the recently patented hFKBP12 inhibitor di-
amide 23 (Ki = 18 nmol L–1) which stimulates growth and proliferation of neurons
(Fig. 12.13) [202].
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Fig. 12.13 Chemical structures of some PPIase inhibitors selected by virtual screening.

The finding that aromatic diamines (Fig. 12.14) fit inside the narrow hydropho-
bic pocket of cyclophilin [203] has opened the way to the development of achiral
polycyclic compounds which inhibit PPIase activity with submicromolar affinities.
The symmetric bis-urea 24 (IC50 = 0.49 lmol L–1) was the most potent inhibitor in
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Fig. 12.14 Polyphenyl aniline derivatives that inhibit hCyp18 in the micromolar range.
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this series and promoted significant neurite outgrowth at 10 nmol L–1 concentra-
tion (EC50 about 100–1000 nmol L–1) in spinal motor neurons previously treated
with the glutamate reuptake inhibitor threo-hydroxyaspartate. Other nonsymme-
trical polyphenyl compounds such as 25 [204] and 26 (Fig. 12.14) [205] also
showed interesting biochemical properties, suggesting that a large number of
variations on the aniline moiety might be used to develop a novel generation of
nonpeptide cyclophilin inhibitors. The most intriguing cyclophilin inhibitor, how-
ever, probably remains the gold (AuI) complex AuP(Et)3Cl which blocks Cyp3
(C. elegans) PPIase activity through the binding of the metal to the active site histi-
dine nitrogen, as clearly shown in the X-ray structure of the protein soaked in a
solution of gold complex [206].
In silico docking studies have been used to design several novel molecules that

effectively inhibit PPIases (Fig. 12.15). Surprisingly, none of them contain a pro-
line residue, and although information about the mode of interaction is lacking,
all possess a hydrophobic motif, which might be buried inside the active site.
This is the case of the dimedone amino acid derivative 27 which binds hCyp18
with quite good affinity (Kd = 2 lmol L–1) [207]. Very recently, a series of peptides
derived from pepticinnamin E exhibited potent inhibition of Pin1 (28: IC50 =
0.6 lmol L–1) and induced apoptosis in transformed cell lines. Interestingly, these
inhibitors seem to destabilize hPin1 in a juglone-like manner but without cova-
lently modifying the protein [208] and might constitute a basis for the design of
potent Pin1 inhibitors.

Fig. 12.15 Amino acid derivatives and peptides binding to
hCyp18 (compounds 27 and 28) and Pin1 (compound 29).
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12.5
Conclusion and Perspectives

In the past decade, numerous studies have highlighted the essential role of
PPIases in a growing number of diseases. Beyond immunosuppression, PPIases
have been shown to be involved in major biological processes including cell multi-
plication, gene expression, viral and bacterial infectivity as well as regulation of
the function of receptors and ion channels. They are consequently implicated in a
large number of illnesses such as cancer, genetic diseases, neurological disorders
as well as infections by pathogenic agents such as HIV-1.
The design of selective and potent inhibitors of PPIases is of interest and nu-

merous molecules have been designed or selected from chemical libraries with a
view to curing these major diseases. The study of Pin1, which is clearly distinct
from other members of the PPIase family on the basis of structure, binding site,
catalytic mechanism, and biological implications, has opened up new perspectives
in the biological chemistry of PPIases. The recent discoveries of the secondary am-
ide peptide bond cis-trans isomerase (APIase) DnaK [209] and of a novel class of
FK506 and cyclosporine-sensitive PPIase [210] are also major advances in this
field.
Although most patents and publications still concern the neurotrophic effects

of FK506 analogs, there are an increasing number of molecules with unprece-
dented structures. Most of them have relatively simple motifs, however, and
should be seen as leads for the development of active compounds rather than real
therapeutics, since none of them exhibit potencies comparable to that of complex
peptides and macrolides. In this respect, the design of simple and acyclic analogs
of SFA might provide potent inhibitors of hCyp18 with simplified structures. In
the future, one major challenge for the medicinal chemistry of PPIases will be the
selective inhibition of prokaryotic enzymes without affecting their eukaryotic
equivalents with a view to designing the antibiotics of tomorrow.
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13
Other Cis-Trans Isomerizations in Organic Molecules
and Biomolecules
Muriel Gondry and Christophe Dugave

13.1
Introduction

The concept of cis-trans (Z-E) isomerism, originally used for the description of the
relative geometry of olefins, has been extended to many other functions which fea-
ture a double bond character (pseudo double bonds), such as amides, as well as
single bonds with a partial or complete limited rotation due to steric or stereoelec-
tronic effects. Cis-trans isomerization (CTI) therefore exists in non-p-bonded or
overcrowded molecules that switch from a given stable conformational state to
another. This is the case of biaryl compounds which have been utilized in organic
chemistry as the basis of molecular switches and rotors [1,2]. Nature has also
exploited CTI of single bonds to increasing molecular diversity, in particular with
the bulky thyroxin, a thyroid hormone, and the well-known disulfide bond which
plays a critical role in the structure of peptides and in the conformation of proteins.
Other particular groups that contain a permanent or transient p-bond have

been found in biomolecules, such as Schiff bases, dehydroamino acids, and dehy-
dropeptides, which all display particular chemical and biological properties.
Organic and medicinal chemists have also exploited the large panel of cis/trans-
isomerizable groups which can be used for synthetic purposes and for biologic
and therapeutic applications.

13.2
Cis-Trans Isomerization around Single Bonds

13.2.1
Cis-Trans Isomerism of Aryl Compounds

Cis-trans isomerism around single bonds has been widely used in supramolecular
chemistry, in particular with bulky biaryl compounds such as the metal-chelating
agents bipyridines and sterically hindered binaphthyl motifs. In these com-
pounds, a moderate barrier to rotation exists due to the resonance of the two con-



jugated aryl moieties and hence two cis (or cisoid) and trans rotamers (or transoid)
may coexist in solution.
In simple compounds, the trans form of bipyridines is favored due to nitrogen

electronic doublet repulsion, and addition of a metal cation initiates the CTI pro-
cess to give the cis conformer, which is stabilized by the coordination of the metal
(Fig. 13.1A). This concept was mainly utilized for the design of cation-tunable mo-
lecular switches that isomerize through a fully reversible pathway [3]. In fact, non-
complexed cis-bipyridines deviate greatly from planarity (Fig. 13.1B) and protona-
tion strongly influences the geometry of the molecule [4,5].

Fig. 13.1 Cis-trans isomerization of bipyridine 1 and aryl compounds 2–4.

The transoid–cisoid equilibrium in crowded binaphthyl compounds generates
two enantiomeric cisoid forms which may interconvert. For these compounds,
CTI requires heating to proceed (i.e. DG‡ = 23.5 kcal mol–1 for compound 2,
t1/2 = 14.5 min at 50 �C). Introduction of substituents increases the barrier to rota-
tion and hence stabilizes the chiral configuration [6]. For example, (S)-1,1¢-
binaphthyl-2,2¢-dicarboxylic acid 3 could not be racemized at 175 �C in DMF (Fig.
13.1B). Depending on substituents, racemization may be favored by steric/electro-
static repulsions and CTI of dicarboxylate 4 occurs at a lower temperature
(DG‡ = 24.4 kcal mol–1 for compound 2, t1/2 = 51.5 min at 50 �C).
Thyroid hormones display a canonic diaryl ether motif characterized by two or

more iodine atoms which restricts the relative positioning of the aromatic cycles.
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In solution, thyroxin exists as two distinct cisoid and transoid isomers in a roughly
50:50 ratio (Fig. 13.2) which results from oxygen doublet–iodine interactions as
well as iodine–iodine repulsion.
Crystallographic resolution of the thyroid receptor:thyroxin complex has demon-

strated that the active conformation of thyroxin 5 is the transoid form and that the
cisoid isomer is not bound and cannot isomerize inside the binding site. Variable
temperature 1H NMR experiments have shown that the CTI process seems to
involve a relative motion of the aromatic cycles via a concerted rotation about
f and f¢ (Fig. 13.2) rather than a rotation of the alanyl moiety (DG‡ = 8.7–
8.9 kcal mol–1) [7].

13.2.2
Disulfide Bonds

Disulfide bonds are true single bonds, the rotation of which is mainly limited by
interactions of the sulfur lone pair. Consequently, limitation of conformational
freedom around the C–S–S–C bond enables the existence of cisoid, rectangular

29713.2 Cis-Trans Isomerization around Single Bonds

Fig. 13.2 Sketch of interconversion of transoid to cisoid rotamer
of thyroxin 5 around the f and f¢ dihedral angles [7].
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[8,9], transoid and trans conformations [10], though several intermediary confor-
mations may coexist [11]. A similar tendency was also observed in trisulfide (C–S–
S–S–C)-containing compounds, which have been reported to adopt a preferential
helical (transoid) conformation [12]. In disulfides, the transoid and trans confor-
mations (–100� £ x £ 180�) are by far the most abundant in acyclic systems as
well as vicinal disulfide turns, whereas the cis rotamer does not usually exist due
to strong electronic interactions (Fig. 13.3).

Fig. 13.3 Cisoid–transoid–trans isomerism about the disulfide bond.

The cisoid conformation is only found in compounds that feature particular
strains [13] or contain unusually long S–S bonds such as (TMS)3–S–S–(TMS)3 [14]
and when the barrier to rotation is relatively low, in particular with 4,4¢-dithiopyr-
idine [15,16], a motif currently used for the assembly of bimetallic supramolecular
structures [17]. In contrast, bis(diphenylthiophosphoryl)disulfide showed a cisoid
geometry whereas bis(diphenoxythiophosphoryl)disulfide was in a transoid con-
formation, all of which suggests a pretty high barrier to interconversion. As antici-
pated, the S2–S2¢ bond in 6 (2.027 
) was shorter than the S2–S3 bond in 7
(2.070 
) [18].
Disulfide bonds play an important part in the structure and stabilization of pep-

tides and proteins. They are usually formed by spontaneous oxidation of the corre-
sponding sulfide, but the reaction is catalyzed by a family of ubiquitous proteins
called protein disulfide isomerases (PDIs) through a complex sequence of reac-
tions that involves many partially folded intermediates [19]. This explains how the
unfavored cisoid conformation may be represented for a given disulfide bond [20]
though the transoid and trans isomers are much more frequently observed, as are
intermediary rotamers [21].

13.2.3
Amide Surrogates with Restricted Rotation of a r-Bond

Amide surrogates such as aminimides, phosphonamides, and sulfonamides (Fig.
13.4) display high conformational flexibilities and have been used to mimic the
tetrahedral transition state of proteases. The intriguing aminimides display inter-
esting biological properties [22] and have been introduced in peptidomimetic inhi-
bitors of elastase [23] and HIV-1 protease [24] and are found in the diuretic agent
besulpamide. In these compounds, the high resonance O=C–N– « –O–C=N fixes
the amide bond in trans (x = 180�) while energy minima have been found for
f = 60, 180 and 300� with an energy barrier of about 8.5 kcal mol–1.
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Fig. 13.4 Amide surrogates aminimides, phosphonamides,
and sulfonamides and associated dihedral angles.

The P–N bond of phosphonamides and the S–N bond of sulfonamides have a
lower p-bond character than amides. Consequently, free rotation of the x dihedral
angle is restricted due to the deconjugation with a p-system (2p(N) fi 3d(P or S)
and free electron doublet interactions, and they may exist as mixtures of multiple
diastereomeric rotamers though they do not display a cis-trans isomerism [25–27].
The nonisostere ketoamide surrogate displays a particular structure with the
ketone carbonyl orthogonal relative to the planar amide bond (w = –90�). To our
knowledge, nothing is known about the possible rotation about the O=C–C=O
bond, which may exist as two enantiomeric forms. Phosphonamides and keto-
amide surrogates have been utilized for the design of PPIase transition state ana-
logs and, in such a way, indirectly confirm the deconjugated tetrahedral transition
state proposed for amide CTI [14].
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13.3
C=N-containing Compounds

13.3.1
Oximes and Nitroso Compounds

Oximes and oxime ethers exist as a mixture of E and Z isomers with a relatively
low difference of DG� and a moderate energy barrier to isomerization
(<10 kcal mol–1) [28]. They show some similarities with imines and may intercon-
vert at room temperature, spontaneously, by an acid- or base-catalyzed isomeriza-
tion involving a nitronium ion, and photochemically [29,30]. Oxime ethers have
been employed as amide surrogates in peptides where they display a marked Z-E
isomerism which is mainly controlled by the formation of H-bonds, which stabi-
lize a given isomer. As an example, the structure of pseudopeptide 6 was investi-
gated by Fourier transform infrared spectroscopy (FTIR) and NMR spectroscopy
which both showed that Z-6 is folded in a b-like conformation by a strong bifur-
cate hydrogen bond whereas the E isomer adopts an extended conformation (Fig.
13.5) [31].

Fig. 13.5 Structures of Z- and E-6.

C- and N- nitroso compounds may exist as two Z and E (major) isomers due to
the tautomeric effect which restricts the rotation about the C–N and N–N bonds.
Thus CTI can occur via free rotation of the tautomeric form, doublet inversion etc.
[29,14]. In this respect, C-nitroso compounds are the tautomeric form of the corre-
sponding oximes (CH–N=O fi C=N–OH). The energy barrier is usually between
12 and 27 kcal mol–1 [32], however, many factors may influence CTI, such as sub-
stituents, solvents, and pH [33]. For example, alkyl-substituted C- and N-nitroso
compounds usually exist as a mixture of Z and E isomers [33], whereas acylnitroso
[34] and nitrosocarbamate [35] species have an exclusive E relative stereochemistry
due to oxygen–oxygen electronic repulsion.

13.3.2
Imines and Schiff Bases

The imine group is widely employed in synthetic organic chemistry and combina-
torial chemistry, and is found in many proteins bearing a prosthetic group as the
standard linkage between a protein-derived amine moiety and a carbonyl from the
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prosthetic group. CTI of imines and their tautomeric isomers, enamines, has
been studied for a long time and many CTI pathways have been observed, though
the barrier to isomerization is pretty high (DG‡ » 23 kcal mol–1) and the isomeri-
zation rate is slow on the NMR time-scale [36]. The imine/enamine tautomerism
accounts for CTI in simple imines [37,38] since the X=Y–Z system is considered
as a potential dipole [39]. The process is strongly accelerated in push–pull imines
[40] and push–pull enamines [41] or in the presence of bases [42,43], acids and
Lewis acids [44], polar solvents [45] and metals [46]. Photoisomerization of enal
Schiff bases via a singlet state was also reported [47]. Locked enamines found in
cyclidene dioxygen carriers isomerize spontaneously at room temperature [48]
and the formation of the trans isomer has been proposed to cause a decreased oxy-
gen affinity [49].
The main studies of Schiff base CTI in proteins concern the retinal-bound chro-

moproteins, in particular rhodopsin and bacteriorhodopsin, which are G protein-
coupled photoreceptors (see Chapter 4). In rhodopsin, the main visual pigment in
animals and algae, the 11-cis-retinal chromophore, is bound to a lysine residue of
the protein via a Schiff base in a C15=N anti-configuration. Upon absorption of a
photon, the rhodopsin retinyl moiety isomerizes from 11-cis-15-anti to all-trans-15-
anti, while bacteriorhodopsin isomerizes from an all-trans-anti to a 13-cis-anti con-
figuration via an ultrafast CTI process which initiates a multi-intermediate isom-
erization pathway characterized by sequential modifications in the protein–chro-
mophore interaction that trigger the signal [50]. The protein environment as well
as the imine protonation state influence the position of CTI [51], controls the
imine cis-trans interconversion [52] and, in bacteriorhodopsin, acts as a light-driv-
en proton pump [53]. In particular, Touw et al. have reported that the C14–C15
bond has an enhanced double bond character, while C13–C14 and C15=N have a
reduced double bond character [51]. Very recently, Sheves and coworkers have
demonstrated that 9-cis-15-syn, 11-cis-15-syn intermediates (obtained from light
induced isomerization of the meta III intermediate) undergo a thermal CTI to the
corresponding 15-anti isomers while prolonged illumination of metarhodopsin
III (all-trans-15-syn) isomerizes to the corresponding 15-anti isomers meta I (pro-
tonated) and meta II (neutral) (Fig. 13.6) [54,55].
It is noteworthy that despite the highly conjugated structure of the retinal Schiff

base, back-isomerization necessitates the hydrolysis of the imine and the release
of retinal from the opsin protein. Enzyme-catalyzed isomerization of retinal is an
endothermic reaction (DDG� = +4 kcal mol–1) which involves several enzymes and
is still under investigation. Tritium release experiments have unambiguously
shown that back-isomerization must occur at the alcohol oxidation stage. This first
requires the reduction of the aldehyde and further esterification of the allylic alco-
hol. CTI itself is catalyzed by an isomero-hydrolase via an addition/elimination/
addition/isomerization process (Fig. 13.7) which might provide the energy to drive
CTI (DDG� = –5 kcal mol–1). Conjugated addition of water to the substrate–
enzyme covalent adduct enables CTI and release of the enzyme nucleophilic
group [56].
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Fig. 13.6 Thermal and light-induced imine cis-trans isomerization in rhodopsin [55].

Fig. 13.7 Isomerization of 11-trans-retinol ester to
the 11-cis-retinol catalyzed by the isomero-hydrolase.



13.4 Dehydroamino Acids and Dehydropeptides

Hydrazones are closely related to imines though the presence of an additional
nitrogen atom which decreases the C=N double bond character and facilitates
isomerization. Hydrazone CTI proceeds via photochemical and thermal pathways,
the latter being accelerated by polar solvents, acid–base catalysis and electron-
donating substituents. This suggests the conversion to the tautomeric form di-
azene, which can rotate freely about the C–N bond. In most cases, the lowest ener-
gy conformation is E, though H-bonds and molecular strains may affect the Z:E
ratio [14].
In conjugated (aromatic) imines, the imine–enamine tautomerism (CH–C=N

fi C=C–NH) plays a critical role in the formation of H-bonds that may regulate
CTI [33]. Enamines are also found in dehydroamino acids and dehydropeptides,
which we tackle next.

13.4
Dehydroamino Acids and Dehydropeptides

13.4.1
Acryloyl Peptides, Acrylates and Related Molecules

Synthetic furylacryloyl peptides are commonly used as substrates for the determi-
nation of the kinetic parameters of many proteolytic enzymes. However, the rapid
photoisomerization of the acrylate moiety in plain daylight yields cis and trans iso-
mers that are hydrolyzed with distinct catalytic efficiencies. This was clearly dem-
onstrated with the hydrolysis of 3-(2-furylacryloyl)-Phe-Leu by carboxypeptidase Y
[57] (Fig. 13.8).

Fig. 13.8 Trans to cis photoisomerization of 3-(2-furylacryloyl)-
Phe-Leu influences the catalytic efficiency of carboxypeptidase
Y (CPY).
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Natural acryloyl compounds can also undergo CTI catalyzed by enzymatic sys-
tems. In this way, the CTI of maleylacetoacetate, a degradation product of phenyl-
alanine and tyrosine, to fumarylacetoacetate was achieved by the cis-trans isomer-
ase glutathione system. The reaction seems to involve a nucleophilic attack at the
C2 carbon rather than a conjugated addition and the subsequent rotation of the
single bond [58].
Ionic interactions can catalyze CTI of acrylates and a,b-unsaturated carbonyl

compounds such as the aroma component geranial (E-form) which isomerizes
into neral (Z-form) in alkaline aqueous solution. This process is significantly
accelerated by the zwitterionic forms of asparagine or glutamic acid which pre-
sumably stabilize the cation/enolate intermediate [59]. Norbadione A 7, a pigment
known to complex cesium cations, is a pulvinic acid derivative which undergoes a
pH-dependent Z-E isomerization of the two pulvinic moieties, leading to four pos-
sible stereomeric forms (Fig. 13.9). Each diastereomer is associated with an indi-
vidual protonation state: protonation of the enol favors the E configuration,
whereas deprotonation causes an E fi Z isomerization [60].

Fig. 13.9 One of the four possible isomers E,Z-norbadione A 7
in the protonated/deprotonated enol state.

Geldanamycin, an antibiotic which specifically binds to molecular chaperone
heat shock protein 90 (HSP90), displays an enzyme-catalyzed CTI. The X-ray
structure of bound geldanamycin indicates that the amide group bonded to the
benzoquinone has a cis configuration, whereas that of unbound geldanamycin
shows that the same amide group is in a trans configuration. A recent study using
quantum chemical calculations and mutational analysis suggests that HSP90
itself catalyzes the CTI of geldanamycin according to the mechanism shown in
Fig. 13.10 [61].
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Fig. 13.10 Geldanamycin trans to cis isomerization
catalyzed by Lys112 and Ser113 residues of HSP90. R and R¢
indicate the portion of the ansa ring of geldanamycin.

13.4.2
Naturally Occurring Dehydroamino Acids and Dehydropeptides

ab-Dehydroamino acids (D-residues) are widely distributed in naturally occurring
peptides of prokaryotic and lower eukaryotic origin [62–65]. In some cases, they
are key intermediates in the biosynthesis of microbial peptide metabolites in
which they are masked by further conjugated additions to the double bond. For
example, lantibiotics like epidermin from Staphylococcus epidermidis or nisin from
Lactococcus lactis feature thioether bis-amino acid motifs called lanthionines and
3-methyl-lanthionine, resulting respectively from the addition of the thiol group
of a cysteinyl residue to the double bond of DAla and Dbutyrine [66,67]. D-Amino
acids are also found in proteins but few examples have been reported to date:
DAla is present in the 4-methylidene-imidazole-5-one moiety found in the active
site of several enzymes such as histidine ammonia lyase (HAL), phenylalanine
ammonia lyase and tyrosine aminomutase [68,69]; DTyr belongs to the p-hydroxy-
benzylidene-imidazolidone chromophore of green fluorescent protein (GFP) [70]
(Fig. 13.11). The mechanism of photoisomerization associated with the GFP chro-
mophore is detailed in Chapter 5.
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Fig. 13.11 Structures of the electrophilic motif of the HAL
active site (A) and the GFP chromophore (B).

Natural dehydro-metabolites display a large diversity of structures and various
biological activities. Most of them have a cyclic structure and they are predomi-
nantly formed of Z-dehydroamino acids (DZ-residues). For example, the diketopi-
perazine albonoursin 8 produced by Streptomyces noursei contains both DZPhe-
and DZLeu residues [71] (Fig. 13.12) and exhibits an antibiotic activity towards
some Bacillus species [72]. Phenylahistin 9 isolated from Aspergillus ustus is an iso-
prenylated DZHis-containing diketopiperazine which possesses antitumor activity
[73] (Fig. 13.12). Tentoxin 10 produced by Alternaria alternata is a DZPhe-contain-
ing cyclotetrapeptide [74] which exhibits phytotoxic activity by causing chlorosis in
the seedlings of many plants [75] (Fig. 13.12).

Fig. 13.12 DZ-residues in albonoursin (8), phenylahistin (9), and tentoxin (10).

Many other examples of DZ-peptides are listed in the literature and suggest that
DZ-amino acids are usually more stable than the E isomers [76]. However, some
dehydropeptides like the neurotoxins roquefortine 11 and oxaline 12, isolated
from Penicillium roqueforti and Penicillium oxalicum, respectively, both contain a
DEHis residue (Fig. 13.13) [77]. Phomopsin A 13 (Fig. 13.13), an antimitotic agent
produced by Phomopsis leptostromiformis, is also a DE-peptide as it contains DEAsp
and DEIle residues [78,79].
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Fig. 13.13 DE-residues in roquefortine (11), oxaline (12), and phomopsin A (13).

The widespread occurrence and diversity of natural dehydropeptides suggests
that many specific enzymes are involved in the biosynthesis of D-amino acyl resi-
dues. However, amino acyl ab-dehydrogenase activities remain poorly document-
ed and only five enzymes have been characterized [80]. These are structurally
unrelated and use different mechanistic pathways (Fig. 13.14). First, l-tryptophan
2¢,3¢-oxidase from Chromobacterium violaceum was postulated to catalyze the direct
ab-dehydrogenation of a tryptophan residue via a cis-elimination leading to a
DZTrp (Fig. 13.14, pathway a) [81,82]. A similar mechanism was described for
cyclopeptine dehydrogenase from Penicillium cyclopium which catalyzes the forma-
tion of a DZPhe residue at an intermediary stage of the biosynthesis of various
alkaloids [83,84]. Similarly, Epi D from Staphylococcus epidermidis catalyzes the
ab-dehydrogenation of a cysteinyl residue to produce the C-terminal DZCys of the
lantibiotic epidermin [85,86]. On the other hand, pristinamycin synthase from
Streptomyces pristinaespiralis catalyzes the transient b-hydroxylation of a d-prolyl
residue, immediately followed by a dehydration reaction leading to the DZPro
motif of pristinamycin IIA (Fig. 13.14, pathways b–b¢) [87]. Finally, cyclic dipeptide
oxidase from Streptomyces noursei was postulated to use a two-step mechanism
involving the transient formation of an intermediate imine followed by its subse-
quent rearrangement to yield the DPhe or DLeu found in albonoursin 8 (Figs
13.12 and 13.14, pathways c–c¢). The D-products were predominantly obtained in
Z configurations but the other isomers (Z–E, E–Z, E–E) were also produced; this
might arise from a free rotation around the Cb carbon prior to the formation of
the a–b double bond [80]. This mechanism was originally hypothesized by Bycroft
to explain the frequent occurrence of D- and d-amino acids in microbial peptides
[88].
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Fig. 13.14 Possible pathways for enzymatic synthesis of D-residues in peptides [80].

Natural dehydropeptides have interesting biological activities and, therefore, the
production of synthetic dehydropeptides appears to be very attractive for the gen-
eration of new potential pharmacological tools and drugs. The enzyme-based syn-
thesis of dehydroamino acyl moieties is currently poorly developed due to our lim-
ited knowledge of amino acyl ab-dehydrogenases. However, the enzymatic synthe-
sis of DZTrp-containing peptides was successfully achieved using l-tryptophan
2¢,3¢-oxidase [82,89]. In the same way, various DZ,Z-, DZ,E-, DE,Z-, and DZ,E-diketopi-
perazines were synthesized using cyclic dipeptide oxidase [80]. The chemical prep-
aration of dehydropeptides is far more developed than enzymatic synthesis, and
thus has enabled the extensive study of chemical and biological properties of
dehydropeptides.

13.4.3
Synthetic Dehydroamino Acids and Dehydropeptides

Numerous studies dealing with dehydropeptides have used model DZPhe-peptides
owing to their easy chemical synthesis [76]. Preparative procedures are now avail-
able to produce various dehydroamino acids such as DLeu [90] and DVal [91] and
efficient stereoselective methods are described for the synthesis of DE-amino acids
[92–94]. In particular, photoisomerization of DZPhe is a straightforward route to
produce DEPhe-containing peptides [95,96]. For example, UV irradiation of the tri-
peptide Boc-Ala-DZPhe-Val-OMe gave Boc-Ala-DEPhe-Val-OMe (Fig. 13.15) [97].
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Fig. 13.15 Photoisomerization of Boc-Ala-DZPhe-Val-OMe.

The incorporation of a dehydroamino acyl residue inside a peptide generally
causes dramatic changes in the chemical, conformational and biological proper-
ties of the peptide. Generation of the a–b unsaturation generally increases the hy-
drophobicity of the peptide and introduces structural modifications and con-
straints which account for the improved resistance of these peptides to proteolysis
[98]. Moreover, the dehydroamino acid moiety acts as a fairly reactive Michael
acceptor which readily reacts with soft nucleophiles such as thiol or amine groups
[3,4] (see Section 13.4.2). Therefore, many biologically active peptide analogs con-
taining D-amino acids have been described [99,100]. In many cases, receptors fre-
quently discriminate between Z or E isomers. For example, [DLeu2]-enkephalin
[64] exhibits a higher affinity for the l-receptors in brain [101] while [DZPhe4]-
enkephalin displays an enhanced interaction with the d-receptors [102,103]. The
DZPhe residue of phytotoxin tentoxin 10 (Fig. 13.12) is crucial for chlorosis since
its natural saturated precursor dihydrotentoxin has almost no chlorotic effect
[104]. Moreover, the DEPhe-tentoxin isotentoxin, produced by UV irradiation,
seems not to result in chlorosis [95]. In the same way, in phomalide E-14, a cyclic
depsipeptide phytotoxin produced by Phoma lingam which contains an E-config-
ured 2-amino-2-butenoic (Aba) motif (Fig. 13.16), the double bond configuration
has been shown to be crucial for toxicity [105]. Interestingly, isomerization of the
toxic phomalide into the nontoxic Z isomer isophomalide Z-14 could explain the
host-selective phytotoxicity since the CTI process would not occur in susceptible
plants [105].

Fig. 13.16 Molecular structures of phomalide E-14 and isophomalide Z-14.

The conformational effects introduced by D-amino acyl residues in synthetic
dehydropeptides have also been extensively studied and were shown to generate
and/or to stabilize particular secondary structures in peptides. Much more is
known about the conformational preferences of peptides containing DZ-residues
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[106–109] than those containing their E isomers, although both conformers have
been used as peptide conformation modifiers [110–112].
The effect of Ca–Cb unsaturations in dehydropeptides may also be critical in

metal ion binding, in particular in stabilizing the metallopeptide complexes much
more efficiently than the corresponding saturated peptides. In particular, the con-
figuration of the D-amino acyl moiety influences the ability of the peptide to bind
Cu(II) and Ni(II) ions [113]. For example, the Z isomer of Gly-DPhe-Gly has a
higher affinity for Cu2+ than the E isomer [114].
Finally, synthetic dehydropeptides appear to be attractive tools for the design of

new bioactive molecules. CTI of dehydropeptides modulates or drastically modi-
fies the structural characteristics and biological activities of these molecules.

13.5
Phototunable Biomolecules Containing an Azobenzene Moiety

Arylazo and, to a less extent, triazene compounds, are well known to isomerize at
higher wavelengths than the corresponding olefins (320–350 nm for diarylazo
compounds compared with 290–300 nm for stilbene derivatives) due to the lower
energy of their excited states and their ability to undergo CTI through several dis-
tinct processes including S0 fi S2 p–p* rotation, S0 fi S1 n–p inversion as well as
an ultrafast cleavage–recombination mechanism (cf. Chapter 2). Moreover, cis to
trans interconversion usually occurs either by simple heating or irradiation above
400 nm and this double control enables a fine tuning of the configuration of the
Ar–N=N–Ar motif. In general, however, isomerization is not complete and gives a
mixture of isomers with a largely predominant cis or trans form. Moreover, the
relatively slow isomerization rates might be a major drawback to the use of these
compounds. Novel azobenzene derivatives requiring irradiation times under one
second were described in the late 1990s [115]. Azo compounds are also usually
easier to prepare than their C=C equivalents. As a consequence, a large collection
of molecules bearing a diarylazo group including peptides, nucleic acids and poly-
mers have been synthesized and open novel perspectives in biochemistry in terms
of structural control and modulation of dynamics.

13.5.1
Phototunable Ligands

In the late 1960s, Erlanger and coworkers reported the photoregulation of bioactiv-
ity of an azo-containing analog of carbamylcholine, an agonist of the nicotinic
acetylcholine receptor (AChR). In particular, the photochromic reagent was able
to photoregulate the AChR-dependent membrane potential: the trans isomer
proved to be a stronger inhibitor of innervated membrane depolarization than the
cis isomer [116]. Photochromic activator of AChR 15 only acted in its trans form in
the submicromolar affinity range, whereas the cis isomer was almost devoid of
bioactivity [117] (Fig. 13.17). Use of phototunable depolarizing ligands provided
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important information on the acetylcholine binding site more than 25 years
before the structure of AChR was resolved by Unwin et al. [118].

Fig. 13.17 Isomerization of phototunable AChR ligand 15 and structure of Congo Red 16.

Azo compounds have been widely utilized as dyes and their use as additives in
food is strongly challenged due to toxic side effects, such as those of tartrazine.
On the other hand, diazenes and triazenes [119,120] have shown interesting
biological activities as protein ligands. In particular, the old-fashioned dye and
pH indicator Congo Red 16 binds strongly and specifically to amyloid aggregates
[121,122], though to the best of our knowledge no study of the effect of CTI
on such binding has been performed. Also, methyl yellow (4-dimethylaminoazo-
benzene) and analogs are known to activate the yeast aryl hydrocarbon receptor
[123].
The coating of surfaces with photoswitchable RGD peptides was recently pro-

posed as a new way to tune cell adhesion by changing the distance and relative
orientations of ligands upon light irradiation [124]. Phototunable self-assembly of
cylindrical peptides was investigated by Ghadiri and coworkers. A photoswitchable
diarylazo moiety tethering two octapeptides was used to photoregulate the supra-
molecular arrangement of the peptide. The peptide sequence was designed to
form a planar ring which tends to stack via hydrogen-bonding to form very stable
flat layers at the air–water interface. Therefore, the trans isomer was shown to
form regular multimolecular systems which dissociate upon UV light irradiation
to give a monomeric form stabilized by intramolecular H-bonds. The trans to cis
isomerization was induced by UV light and the back process was triggered by visi-
ble light irradiation in a very reproducible way, leading to a remarkable variation
of 70 
 of the molecular surface (Fig. 13.18) [125,126].
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Fig. 13.18 Stylized sketch of cis-trans isomerization of photoswitchable
hydrogen-bonding in self-organized cylindrical peptide systems.

13.5.2
Phototunable Conformation of Peptides

Large structural modifications caused by CTI of the diarylazo moiety have been
used for the photoregulation of the conformation of peptides. In particular, cycli-
zation of peptides such as PRP [127], RGD, GnRH, tuftsin and VIP through diazo-
tization has been proposed for the development of novel photoswitchable peptide
analogs [128]. This was done either by azoic coupling of Phe/Tyr analogs [127,129]
or by introduction of an exogenous photoisomerizable cross-linker through
thioether, disulfide or amide bonds [130]. In the latter case, judicious choice of
motifs connecting the azobenzene core (alkyl, amide, carbamate, and urea)
allowed fine adjustment of the conformation of a test peptide by a combination of
heating and irradiation. Very recently, Hamm and coworkers reported the design
and study of photoswitchable peptides which interconvert from a loop (cis-azo)
conformation to an a-helix (trans-azo) conformation upon light irradiation
(Fig. 13.19). Peptide conformational transitions were monitored by time-resolved
IR spectroscopy [131].
The concept of photomodulation of peptide conformation was also applied to

the photoinduction of a b-hairpin formed by 10 amino acids which mimic a
12-mer peptide inside which the original Pro-Gly sequence was replaced with a
diarylazo moiety [132,133]. The rate of light-induced cis fi trans isomerization of
the peptide was only 30% slower than that of the free chromophore, suggesting
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that it is possible to investigate and control the folding and stability of hairpin
structures. One of the most interesting applications of photoresponsive peptides
was the development by Moroder and coworkers of cyclic octamers related to
E. coli thioredoxin reductase containing a Cys-Ala-Thr-Cys sequence. Significant
peptide backbone modifications were triggered upon light irradiation at 360 nm,
resulting in a dramatic rise in redox potential (trans: E¢0 = –200 mV to cis:
E¢0 = –146 mV). From this point of view, the cis isomer was very similar to the
native enzyme PDI (E¢0 = –147/–159 mV) and has a disulfide isomerization activ-
ity reminiscent of the foldase properties of the natural protein disulfide iso-
merases. A structural study by NMR spectroscopy showed that the bicyclic peptide
flip-flops between multiple conformational states with a helix-like structure in-
volving the Cys-Ala-Thr-Cys motif and correlates very well with the variation of
redox potential [21]. Large and reversible structural reorganizations were also ob-
served with azobenzene-containing peptide dendrimers and photoinduced CTI
seems to produce local geometrical modifications that are proportional to the size
of the molecule [134] and which might be used for tuning of molecular recogni-
tion processes. Poly-lysine and poly-aspartate/glutamate oligomers grafted with
diarylazo moieties also display some interesting properties which we shall just
mention in passing as they fall outside the scope of this chapter [14]. In particular,
photoisomerization of azobenzene-grafted poly-aspartate at wavelengths below
400 nm led to a dramatic amplification of the signal. Above 10% of azo groups in
the cis configuration, the left-handed helix (100% trans form) switches to a 70%
preference for a right-handed helix [1,135]. A similar transition was observed with
an azobenzene-sulfonyl-grafted poly-lysine polymer which reversibly photo-
switches from coil to a-helix [1]. This was also observed with oligomers bearing
other photoisomerizable groups such as merocyanines [135]. Photoinduced stack-
ing of azobenzene motifs was employed to control peptide aggregation/disaggre-
gation, which modulates peptide solubility. Irradiation of the aggregated trans
isomer around 350 nm caused a complete dissolution of the polymer, whereas
irradiation of the solution completely reversed the tendency. In fact, photostimu-
lated aggregation/dissolution processes are relevant to molecular mechanisms
implicated in photoregulated biological processes such as phytochrome aggrega-
tion (cf. Chapter 4) [135].

13.5.3
Modifications of Proteins with Photoisomerizable Motifs

Several approaches to the photoregulation of proteins have been employed,
including photoisomerizable ligands and inhibitors, casting the protein inside a
photoisomerizable polymer, and chemical modification of the protein itself [136].
Several azobenzene protein effectors have been reported to act as photoregula-

tors of enzymes and receptors. Photoregulation of cysteine and serine proteases
was carried out using simple photoswitchable inhibitors which block the active
site in their trans form only [137]. Conversely, the cis isomers of a-ketoester-based
inhibitors were more potent inhibitors of a-chymotrypsin than the trans forms
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[138,139]. Screening of a library of photoswitchable peptides selected a single pep-
tide in which the cis and trans isomers bind the nuclear import receptor karyo-
pherin a differentially [140]. In fact, photoisomerization of the azobenzene spacer,
which acted as a phototelastic linker, regulated the ability of binding sequences to
interact with the two distinct karyopherin a subsites simultaneously. A diarylazo
derivative bearing an N-ethylmaleimide group on the one extremity and a quater-
nary ammonium motif on the other was employed for the specific modification of
a cysteine residue properly positioned at the edge of the pore of the voltage-gated
“Shaker” K+ channel. Photoirradiation of the azo moiety induced the displacement
of the ammonium group from the center (E isomer) to the edge (Z isomer) of the
pore and thus relieved pore blockade and allowed ion conduction. Reverse CTI
upon long-wavelength light irradiation restored the blocked state [141].
Although the trans to cis photoisomerization of merocyanins leads to a revers-

ible cyclization reaction (see Chapter 2), use of these photoswitchable motifs may
be mentioned herein. A photoisomerizable FAD analog was employed to modify
glucose oxidase in such a way that electron transfer resulting from glucose oxida-
tion occurs in the spiropyran form and not in the merocyanin form, probably due
to the variation of positioning of the FAD moiety [142].
Covalent incorporation of a photoactivatable molecular switch in proteins can

be carried out either via the selective modification of the sequence or by specific
derivatization of the active site. Phototunable type S ribonucleases that display
enzymatic activity were obtained by noncovalent assembly of the S-protein (result-
ing from the action of subtilin on ribonuclease A) together with azobenzene deriv-
atives of the complementary S-peptide synthesized chemically bearing a phenyl-
azophenylalanine residue at various positions [143,144]. Several azobenzene
photoisomerizable amino acids have been synthesized (see Ref. [140]) such as
l-phenylazophenylalanine (Pap or azoAla) 17 which has been inserted inside
numerous peptides and proteins, in particular streptavidin, using in vitro protein-
synthesizing systems [145]. Pap and a Pap analog were incorporated into a specific
position of the dimer interface of the restriction enzyme BamHI, where they
blocked the activity in the trans form. Photoirradiation at 366 nm and subsequent
CTI induced the specific cleavage of DNA by the enzyme (Fig. 13.20) [146].

Fig. 13.20 Structures of E- and Z-Pap 17.
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The specific modification of the active site was also performed with an inverse
substrate bearing a photoswitchable moiety. Acylation of trypsin allowed the
photocontrol of deacylation rates: the cis form was shown to deacylate more
quickly than the trans form [147]. The photoisomerizable motif may be grafted
onto proteins via the selective modification of an accessible amino acid side-chain
such as amidation of lysine [148] or thioalkylation of the endoglucanase 12A
mutant N55C with a photoswitchable polymer which hides the active site when
packed in the cis form and unfolds in the trans form in such a way that the sub-
strate can access the active site upon specific light irradiation [149]. Ten years ago,
Willner and coworkers reported the immobilization of a-chymotrypsin in poly-
acrylamide gels containing various photoswitchable copolymers and a dramatic
rise in catalytic rates of substrate hydrolysis was observed upon isomerization
from trans to cis [150].

13.5.4
Other Phototunable Biomolecules

Photoswitching of azobenzene motifs has been employed for the photoregulation
of various self-assembly processes, in particular phospholipid analogs. Recently, a
photoisomerizable phospholipid surrogate bearing two diarylazo moieties was
shown to activate a bacterial mechanosensitive channel of large conductance upon
UV irradiation [151]. It is noteworthy that in this case, CTI elicited a large reshap-
ing of the phospholipid analog and hence causes a change in membrane lateral
pressure which is suspected to trigger channel activation via a mechanism that
might be very similar to that observed in bacteria.
Photoregulation of DNA duplex and triplex formation has been widely investi-

gated by Komiyama and coworkers. The binding of the trans form of an 8/14-mer
oligonucleotide bearing an azobenene motif to a single-strand DNA [152,153] or a
double-strand DNA helix [154,155] to form respectively a duplex or a triplex was
weakened by trans to cis isomerization by UV light irradiation (the melting tem-
perature Tm fell by 10 �C) and resulted in a rapid dissociation of the phototunable
oligonucleotide. Such photoswitchable oligonucleotides have also been used to
photoregulate the transcription reaction of T7 RNA polymerase by impeding gene
expression in the trans form and switching on transcription upon CTI [156]. DNA
elongation from a primer DNA by DNA polymerase proceeded to completion only
when the photomodulator oligonucleotides were in the cis form and dissociated from
the larger DNA strand which is used for elongation [157]. Very recently, a series of
photoswitchable oligonucleotides carrying azobenzene, spiropyran, or stilbene deriv-
atives were shown to regulate electron transfer in DNA hairpins [158] and RNA
digestion by DNA enzymes with improved RNA cleavage activity [159].
Other photoisomerizable molecules including azobenzene-capped b-cyclodex-

trins, dendrimers, aza-crown and calixarene compounds have been reported
[14,160,161] and, though they are not used for studying biomolecules, they open
up new perspectives in the field of supramolecular chemistry and help to under-
stand basic concepts that have been validated in biochemistry.
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In the first part of the twentieth century, azo-related compounds were proposed
as therapeutic agents and in recent years they seem to have attracted attention as
cytotoxic agents and photoactivatable bioconjugates usable for photodiagnosis and
phototherapy. As an example, bis(2-phenylazopyridine)rutheniumII complexes
display cytotoxic antitumor activities that are comparable to that of cisplatin [162].
Azocompounds including azoxanthenes, azoacridines, and azocoumarins and
their peptide bioconjugates (i.e. somatostatin, neurotensin, bombesin) have been
patented recently as photosensitizers which act via the specific reaction of the
corresponding radical species with tumor cells [163]. Azo dyes may also be used
as biosensors, in particular for the detection of monosaccharides [164].
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14
Cis-Trans Isomerism in Metal Complexes*
Alzir Azevedo Batista and Salete Linhares Queiroz

14.1
Introduction

The stereochemistry of coordination compounds is as old as coordination chemis-
try itself. The Swiss chemist Alfred Werner (1866–1919) derived the theory of
coordination, published in 1893, to a large extent from stereochemical arguments.
Thus, the geometrical model for chemical compounds was necessary to give

support to Werner’s theory on coordination chemistry. A fundamental pillar in
the development of coordination chemistry that gave support to Werner’s theory
was, without doubt, the discovery of isomers in metal complexes. This brilliant
scientist used the octahedral coordination geometry of many metals as one of the
very basic facts from which he deduced his theory. Werner’s generalizing way of
thinking was clearly demonstrated by the fact that besides the octahedron he also
introduced square-planar geometry. Werner realized that an octahedral surround-
ing a central atom would explain the two isomers of complexes of type [MA4B2]
and square-planar geometry would explain those for complexes of type [MA2B2].
Indeed, at the time Werner proposed his theory, only one isomer of the
[CoCl2(NH3)4]Cl complex was known, the green complex (Fig. 14.1A). Based on
his theory Werner predicted that another isomer should exist and his discovery in
1907 of the violet complex (Fig. 14.1B) was crucial in convincing scientists who
were still critical of his model for coordination chemistry.
Chemists were only totally convinced that Werner’s point of view was to be tak-

en seriously when, in 1911, he resolved six-coordinate compounds, such as
[CoCl(NH3)(en)2]Cl2, into enantiomers, which in accordance with his prediction,
should be optically active if the groups are located at the vertices of an octahedron
[1]. This was probably the major reason that Werner was awarded the Nobel Prize
for chemistry two years later in 1913.
The cobalt atoms in Fig. 14.1 are stereogenic and the site symmetries are C2v and

D4h, for (A) and (B), respectively. The term “stereogenic center” is at present used
to designate a coordinated atom that was formerly called an asymmetric atom [2].

*) Please find a list of abbreviations at the end of this chapter.
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+
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Fig. 14.1 The [CoIIICl2(NH3)4]+ ion complex: (A) is green and (B) is violet.

To consider Werner’s model for coordination compounds totally consistent, it
is imperative to show not only the existence of the other isomer for complexes of
the [CoCl2(NH3)4]+ type but also for others containing different ligands like
[Co(NO2)2(en)2]+, and [Co(NH3)2(en)2]3+ or [Co(NH3)4(py)2]3+, where the species in
the inner coordination sphere of the metal are neutral. Thus, for this purpose by
about 1913 approximately two dozen cobalt isomers complexes had been synthe-
sized and characterized [3]. Undoubtedly this material was enough to prove the
veracity of Werner’s belief and to give scientific basis to his coordination theory, as
well as the existence of different isomers for hexacoordinated compounds of the
type [MA4B2]. The structures of these complexes, which are called isomers, differ
in the orientation of the two ligands around the metal center. According to Wer-
ner’s model of isomerism, certain complexes such as [CoCl(OH)(NH3)4]Cl also
present cis-trans isomers. Thus, isomers of a given compound are commonly
defined as substances having the same stoichiometric composition, the same
“molecular weight,” and the same chemical formula but different structures,
which behave generally differently with respect to most chemical and physical
properties. This definition excludes polymorphism of solids, and molecules with
different isotopic composition, which are called “isotopomers.” Complex A in Fig.
14.1, which shows the two chlorines occupying adjacent positions is called the cis
isomer while complex B, which shows the two chlorines occupying positions
across from one another, or on opposite sides in the octahedron, is called the trans
isomer. Cis-trans isomers are called geometrical isomers (or diastereomers). Speci-
fically, diastereomers are a subset of stereoisomers. The other subset of stereoiso-
mers are the enantiomers, sometimes called “optical isomers,” owing to their abil-
ity to rotate the plane of linearly polarized light in opposite directions.
Four-coordinate complexes can present tetrahedron or square-planar geome-

tries. While square-planar complexes allow cis/trans isomers, the same is not pos-
sible for tetrahedron complexes. Again, Werner was correct in his conclusions
concerning the tetrahedron structure; he stated that only one isomer would be
produced for this composition, since, if one of the four corners is occupied than
the three remaining ones are equivalent. Werner studied a series of four-coordi-
nate complexes of palladium and platinum and two isomers had been actually iso-
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lated for compounds of formula [MA2B2]. Since he was able to isolate two nonelec-
trolytes of formula [PtCl2(NH3)2], formed by reactions of PtCl2 with NH3 and HCl,
and knowing that they cannot be tetrahedral, they should be, in fact, square-planar
geometrical isomers. The dichlorodiamminoplatinum(II) complex is a classical
example of this pair of isomers (Fig. 14.2).

CIH3N

(B) trans- [PtCl2(NH3)2], μ = 0(A) cis- [PtCl2(NH3)2], μ ≠ 0

CI

Pt

H3N

H3N CI

Pt

Cl NH3

Fig. 14.2 The [PtCl2(NH3)2] complex: (A) (cis isomer) is
orange and (B) (trans isomer) is yellow-brown.

With the knowledge and understanding on isomerization of transition metals,
the numbers of this kind of compound have grown enormously and many iso-
mers of Pt(IV), Ir(III), Ir(IV), Cr(III), Ru(III), and Rh(III) have been obtained and
characterized. In 1938 Breuel and Gleu [4,5] synthesized the [RuCl2(NH3)4]+ and
[RuBr2(NH3)4]+ complexes, which are still used mainly as precursors for the syn-
thesis of ruthenium compounds. Isomers of rhodium were first synthesized
almost 25 years later, in 1960 by Anderson and Basolo [6], who obtained the two
isomers of the [RhCl2(en)2]+ complex. From the early 1960s until today the num-
ber of geometrical isomers synthesized and characterized by several techniques
has increased tremendously. Some of these complexes have become very impor-
tant in giving support for theories or even for practical applications.
As mentioned previously, in the 1950s many inorganic isomers had already

been synthesized and well characterized. It was not by accident that at this time
chemists started to look systematically at the reaction mechanisms of inorganic
systems. It is true that inorganic chemistry is, by itself, multifaceted, since it
involves more than 100 elements, most of which can assume several different oxi-
dation states. Each of these oxidation states can be associated with a wide range of
coordination numbers, and each coordination number may be associated with
more than one geometry. In this case, the knowledge of the geometries that the
transition elements can assume for each coordination number of a determinated
metal was very helpful in understanding or developing theories in the field of
inorganic chemistry. It was also useful for synthetic purposes; in spite of this
widely studied area, it was not yet possible to achieve total understanding of the
reaction mechanisms in inorganic chemistry. This can be attributed to the inher-
ent difficulties involved in trying to systematize the reactions of more than 100
elements that can assume different oxidation states, coordination numbers, and
geometries. In an ideal world, chemists would like to comprehend and to have
control of chemical reactions involving a diverse variety of metals and ligands to
produce only desired compounds. Despite these difficulties, some level of under-
standing has now been achieved for substitution in four-coordinate square-planar
complexes that can be used for the synthesis of desired isomer.
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Having been through an overview of chemistry since the beginning of the last
century, starting with Werner’s work until the present, we can see that isomeriza-
tion is involved in all fields of inorganic chemistry.
The development of coordination theories, such as ligand valence theory (LVT),

gives us a better understanding of the geometry of metal ions. Thus, it is well
known that tetrahedral complexes (sp3 hybridization) are preferred over higher
coordination numbers if the central atom is small or the ligands large, such as
halogens, for then steric effects take priority over the energy advantage of forming
further metal–ligand bonds. For those ligands that can form p-bonds, accepting
electrons from the metal, the d8 configurations favor square-planar (dsp2 hybrid-
ization) over the tetrahedral geometry. From this, it is easy to conclude that four-
coordinated complexes containing d8 configurations present cis/trans isomers
mostly when in the presence of metals belonging to the second and third rows of
the d block. These complexes are almost invariably square planar. The elements of
the first row of the d block are capable of forming square-planar geometry when
they are coordinated to strong bonding ligands. The crystal field (CF) theory and
the molecular orbital (MO) theory explain that, in general, tetrahedral structures
are not stabilized by a large crystal field stabilization energy (CFSE). Considering
the above mentioned it is accurate to say that the study of the phenomenon of cis/
trans isomerism of transition metals can find support in the coordination chemis-
try theories.
In the forthcoming discussion, it will be assumed that the reader is familiar

with the basic concepts of ligand field theory in order to understand the prefer-
ences of a given central metal for certain coordination geometry. In general d5 and
d6 complexes are octahedral and d8 are square-planar.
Geometrical cis/trans isomers can be obtained in different ways as pure com-

pounds or as a mixture and, when possible, they can be separated one from other.
The synthesis of isomers can involve some difficulties and a great amount of
work, since the stereochemistry of these isomers can be controlled by tiny changes
in the reaction conditions which have to be carefully selected. Solvent, tempera-
ture, reaction time, and presence or not of light are generally the keys for the suc-
cessful synthesis of the desired isomer. Thus, the synthesis of trans-[RuCl2(bi-
py)(dppb)] can be easily carried out starting from [RuCl2(dppb)(PPh3)] in dichloro-
methane, at room temperature (dppb = 1,4-bis(diphenylphosphine)butane) [7].
However, if this reaction is promoted at reflux for 24 h, the cis isomer will be
obtained. This means that although the trans isomer is kinetically preferred, the
cis form is the thermodynamically more stable. In this special case the isomeriza-
tion process also occurs in the presence of light. Moreover, the cis isomer reacts
quickly with coordinating solvents, which is why they have to be avoided [8,9].

14.1.1
Trans Effect

Without doubt, no other factor has been studied more exhaustively than the effect
of the trans ligand on the leaving group, which is known as the trans effect.
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Depending on the nature of this ligand, it is possible to carry out the reaction to
obtain the desired product and cause rate changes of many orders of magnitude.
Furthermore, the trans effect can be wisely used in designing syntheses, mainly
for four-coordinate complexes. For example, in the reaction shown in Fig. 14.3
only the cis-diamminodichloroplatinum(II) complex was found as product.

CI
+NH3

CI

Pt

CI

Pt

Cl NH3CI

CI Cl

Cl

Cl

Pt

NH3

NH3

-Cl−
+NH3

-Cl−

2- -

Fig. 14.3 Trans effect in the synthesis of the cis-diamminodichloroplatinum(II).

This reaction can be rationalized in terms of the following: in step 1 there is a
simple displacement since all four groups present in the [PtCl4]2– are identical. In
this case only one compound, [PtCl3(NH3)]–, is formed. In the second step, which
gives direction to the reaction, two products could potentially be formed, but in
practice only the cis product is found. Thus, it is easy to conclude that the product
formed is by substitution of a trans ligand to a chlorine, independent of the nature
of the nucleophile. This is a consequence of the trans effect, which can be defined
as the labilization of trans ligands to certain other ligands. Indeed the ligand with
the larger trans effect plays the dominant role in defining the product of the reac-
tion; it is therefore called the trans-directing ligand [10].
To obtain trans-diamminodichloroplatinum(II), the other possible complex that

theoretically could be formed in the above reaction, the rational approach, taking
in account the trans effect, is to start with [Pt(NH3)4]2+, as shown in Fig. 14.4.
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H3N

H3N H3N

H3N NH3

Fig. 14.4 Trans effect in the synthesis of the trans-diamminodichloroplatinum(II).

After carrying out a large number of reactions, the approximate order of ligands
in a trans-directing series is: CN–, CO, NO, C2H4 > PR3, H– > CH3

–, C6H5
–,

SC(NH2)2, SR2 > SO3H– > NO2
–, I–, SCN– > Br– > Cl– > py > RNH2, NH3 > OH– >

H2O. In this list there are groups that can act as simple r-donors and others that
can act as p-electron acceptors. In order to understand the possible effects operat-
ing in the trans effect series at an atomic level we have to consider not only effects
in the ground state of the metal center, but also effects that may operate in the
transition state of the reaction. The use of the trans effect as a tool in the synthesis
of coordination complexes is very useful and has to be kinetically controlled since
an increase in rate of one reaction over another can arise from a destabilization of
the ground state or a stabilization of the transition state. Because of this, the ther-
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modynamically most stable isomer is not always produced in the reaction. Thus,
pure p-bases and preferably small, such as hydride, ligands are strongly polarizing
and are able to pull electron density towards themselves, depriving the trans
group, thus increasing its lability. This destabilizes the ground state of the metal–
trans-ligand bond.
The trans effect is also strongly present when the metal is coordinated to p-acids

which are able to form back donation, accepting electron density from the metal
center. In this case, the trans effect probably takes place because the p-acids can
provide a pathway for the removal of electron density from the vicinity of the trans
ligands and hence stabilize the transition state, facilitating the nucleophilic attack
on the metal center.
The trans-[RuCl(dppe)2(NO)]2+ complex was synthesized and characterized by

the authors and its bulk electrolysis, at –150 mV, in CH3CN produces the trans-
[Ru(CH3CN)(dppe)2(NO)]3+ (dppe = 1,2-bis(diphenylphosphine)etane) [11]. The
origin of the mono acetonitrile complex is perhaps the one-electron reduction of
nitrosyl followed by a solvolysis reaction to give the detected product. The solvent
complex formation observed here can be understood if it is assumed that the
nitrosyl ligand has an electronic interaction through the metal to the trans chlo-
ride ligand, facilitating its dissociation. In other words, when a chloride ligand is
coordinated trans to the NOo group in the RuII-NOo species the NO no longer
behaves as a strong p-acid, and the chloride ligand is easily dissociated.
Presumably a cis effect also exists, but it is very small compared to the trans

effect and does not significantly affect the direction of the reaction.

14.1.2
Protonation of the Leaving Group

The synthesis of four-coordinate compounds of d8 metals is much simpler than
for other ions, however, some effective strategies can be used for this proposal and
one of them is the protonation of the leaving group. Thus, the strategy for synthe-
sis of tetracoordinate complexes starting from hexacoordinate precursors involves
the dissociation of the coordinate chelate ligand by an acid-catalyzed dissociation
(Fig. 14.5).

Fig. 14.5 Reaction using a protonation of the leaving group in the [MCl2(P–P)2] complex.

In this reaction, for the bidentate ligand to be dissociated in the presence of
acid, the protonation of the pendant donor atom needs to compete with the ring-
closure reaction by binding to the lone pair of electrons successfully blocking its
re-coordination to the metal, leading to the loss of the chelate. This type of reac-
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tion is very general and is found in a wide range of metals, oxidation states, and
coordination geometries.
There are many other routes of synthesis for cis/trans isomers but because they

are not general it is impossible to list all of them here.

14.1.3
Separation or Purification of Cis-Trans Isomers

The separation of cis from trans isomers has always been a challenging problem
for coordination chemists. Adsorption chromatography and thin layer chromatog-
raphy (TLC) are valuable techniques that have been applied to the solution of this
problem. The pioneers in this area were probably Linhard et al. [12], who separat-
ed cis from trans isomers of the [Co(N3)2(NH3)4]+ ion on an alumina columm. Cis
and trans isomers of cobalt(III) complexes can be successfully separated by using
either acidic, basic, or buffer solutions as eluents and TLC on silica gel [13–16].
Overwhelming evidence shows that for octahedral complexes, developed with an
acid or water-containing solvent, the trans isomer is more mobile than the corre-
sponding cis isomer. This is a generalization, considering that the cis isomer can
be retained more strongly on silica gel or on a resin bed than the trans isomer
since the former can have two points of attachment to the silanol sites of the silica
gel or to the acidic sites of an ion exchange resin, whereas the trans groups, being
on opposite sites of the complex, can attach at only one point. If the mechanism is
one of adsorption rather than of ion exchange, then this trend should also prevail
since the cis isomer would be more polarized than the trans isomer.
This mechanism has been used to separate isomers, but contrary to the above

argument, the reverse order of RF values has also appeared in the literature [17–
23]. The differences in RF values for cis and trans isomers may originate in the
differences in dipole moments, solubilities, ion-pair formation between the com-
plex cation and the anion present in the species, stability, steric hindrance, adsorp-
tivity and symmetry of the complexes. All these physical differences allow the use
of the solubility of complexes to separate their isomers.

14.1.4
Identification of Cis-Trans Isomers

The identification of isomers is as important as their synthesis and purification.
The technique to be used for this purpose depends on the species to be analyzed
and if it is in solution or in solid state. Without doubt if there are crystals of the
material to be analyzed the best way to do it is by X-ray diffraction, but there are
other techniques that can be used, such as infrared and Raman spectroscopy, elec-
tronic paramagnetic spectroscopy, nuclear magnetic resonance, and electronic
spectroscopy. The choice of which technique to use depends on the intrinsic prop-
erty of the material to be analyzed, and whether it presents paramagnetic or mag-
netic properties.
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Bearing in mind that the intensity and position of the spectral bands are related
to the structure of the compound, the interpretation of the spectra of transition
metal complexes, in most cases, can be used in the distinction between cis and
trans isomers. Thus, from the crystal field theory, it is found that the two absorp-
tion bands (1A1g fi 1T1g, 1A1g fi 1T2g) are expected for octahedral symmetry (Fig.
14.6). Theory shows that if the octahedral symmetry is changed to tetragonal by
replacement of two of the equal ligands by different ones, the resulting geometri-
cal isomers can be cis or trans. In this case the 1T1g state is split into two states
with the splitting for the trans isomer being approximately twice that of the cis
isomer [24]. If the splitting is large, which depends on the position of the ligands
in the spectrochemical series, three absorptions bands are possible, mainly for the
trans isomers where the first two bands are result of the splitting of the 1T1g state.
These three bands appear mostly when the original ligand in the complex is sub-
stituted by those that are separated from it in the spectrochemical series. Since
the split of the 1T1g state is usually smaller for the cis isomers only broadening of
the band occurs. While the 1T2g state is also split into two states, no resolution is
observed even for trans isomers.
A classical example of cis-trans isomers that can be identified by electronic spec-

troscopy is the [CoCl2(en)2]+ complex. In this case the trans-[CoCl2(en)2]+ isomer
presents bands at 16 425 cm–1, 22 250 cm–1, and 25 000 cm–1 while for the cis-
[CoCl2(en)2]+ the bands are at 19 850 cm–1 and 27 000 cm–1 [25]. A diagram of en-
ergy for cis-trans isomers of general formula [MX4Y4] can be seen in Fig. 14.6.
This diagram explains the transitions observed for the cis-trans cobalt isomers.

Fig. 14.6 Diagram of energy levels for the bands in [MX6] complexes
and cis/trans [MX4Y2 ] isomers. Adapted from ref. [25].
Reproduced by permission of the American Chemical Society.

Group theory combined with infrared spectroscopy is very useful in the deter-
mination of the stereochemistry of metal complexes. There is a general rule for
active vibrations in the infrared spectra: the more symmetric the molecule, the
fewer infrared active bands are to be expected. Thus for the cis-[M(CO)4(L)2], that
has a C2v symmetry, four CO frequencies are observed, while only one CO fre-
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quency is active in the infrared spectrum for the trans isomer, which belongs to a
D4h symmetry [26–27].
The change in the pattern of spectra is also observed using 1H NMR, as can be

observed in the Fig. 14.7 for the cis and trans [Os(O)2(bipy)2]ClO4 complexes. This
change in the pattern of resonances is consistent with the change from C2 to D2h

symmetry upon isomerization from the cis to trans isomers [28].

Fig. 14.7 1H NMR of [Os(O)2(bipy)2](ClO4)2: (A) cis-(CD3CN) and (B) trans-(Me2SO-d6).
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14.2
The Cis-Trans Isomerization of Metal Complexes: Mechanisms and Effects

14.2.1
Cis or Trans Isomer?

As shown above, several factors can determine the preference for the cis or trans
isomer. Although kinetic and thermodynamic effects drive the reactions, the elec-
tronic and steric influences present determine the products to be formed. Thus,
surprisingly, the reaction of [IrH(CO)(PPh3)3] with equivalent amount of the
1,3-bis[(diisopropylphosphino)methyl]benzene at 60 �C in THF or C6H6 gives the
trans-[IrH2(CO){C6H3(CH2P(i-Pr2)2}] isomer [29] (Fig. 14.8).

Fig. 14.8 Synthetic reaction of the trans-[IrH2(CO){C6H3(CH2P(i-Pr2)2}] isomer [29].

It is known that while cis-dihydride complexes are abundant, few stable trans-
dihydride complexes have been reported [29]. In this case, in spite of the large
trans influence of the hydride ligand, which should afford the more stable
cis-dihydride configuration, the dominant steric factors of the CO with the
bulk phosphine ligand disfavors it. For the same reason, when the cis isomer
is heated at 90 �C under 35 psi of H2 it is quantitatively converted to trans-
[IrH2(CO){C6H3(CH2P(i-Pr2)2}], showing that in this special case the dihydride
complex is thermodynamically more stable than the cis isomer (Fig. 14.9). The
hydride ligands are forced to be trans to each other when the phosphines present
in the complex are bulky, but when a less bulky phosphine, such as PMe3, is used
the electronically more favorable cis isomer is the major product in solution. This
process was also observed for platinum complexes where steric factors play a
major role in the stabilization of four-coordinate platinum trans-dihydrides
[30–33]. In this case the higher thermodynamic stability of the trans isomer in
comparison to the cis isomer does not follow the well-known very strong trans
influence of the hydride ligand.

Fig. 14.9 Isomerization process of the [IrH2(CO){C6H3(CH2P(i-Pr2)2}] complex [29].

330



14.2 The Cis-Trans Isomerization of Metal Complexes: Mechanisms and Effects

This isomerization process is thought to occur through the phosphine arm
opening, but the Ar–H reductive–elimination–oxidative–addition pathway is not
excluded [29].
There is great interest in understanding the preference of different transition

metals for cis or trans isomers or the way in which these complexes undergo geo-
metrical isomerization. Indeed, the course of many reactions of these species,
such as nucleophilic substitution, electron transfer, oxidative addition, reductive
elimination, thermal decomposition, interaction with molecules of biological
interest, and so on, is dictated by the geometry of these compounds.

14.2.2
Isomerization Processes

The relative reactivity of cis-trans isomeric pairs is related to their physical and
chemical properties. Thus, information concerning isomerization barriers is
essential for rational synthetic design and for understanding the reactivity of the
isomers.
Isomerization of transition metal complexes is frequently observed to occur for

octahedral d6 or square-planar d8 systems. Although the interconversions between
isomers are commonly achieved thermally, they are also induced photochemically
or by oxidation/reduction. In the latter case, the thermodynamically favored iso-
meric distribution is dependent upon the oxidation state of the metal center of the
complex.
Some complexes, such as the [RuCl2(dppm)2] (dppm= bis(diphenylphosphine)-

metane) can be interconverted by all three types of processes: photochemical, ther-
mal, and redox reactions [34]:

1. Thermal interconversion (trans/cis) – trans to cis occurs
quantitatively in 1,2-dichloroethane under reflux (bp 83.3 �C)
(Fig. 14.10).

2. Photochemical interconversions (trans/cis) – The photolysis
of cis-[RuCl2(dppm)2] in CH2Cl2 solution with white light or
with the 436 nm line of a high-pressure Xe arc lamp with a
monochromator resulted in a quantitative conversion to
trans-[RuCl2(dppm)2]. The photoisomerization in this case
is induced by direct photolyses of a d-d excited state
(Fig. 14.10).

3. Oxidative isomerization (trans/cis) – The one-electron oxida-
tion process of trans-[RuCl2(dppm)2] and subsequent reduc-
tion produces the cis isomer (Fig. 14.11).
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Δ

λ

Fig. 14.10 General process of thermal and photochemical interconversions.

The isomerization processes of trans–cis in the [RuCl2(dppm)2] complex are
summarized in Fig. 14.11.

Fig. 14.11 Cis-trans isomerization processes in the [RuCl2(dppm)2] complex.
From Ref. [34]. Reproduced by permission of the American Chemical Society.

The inorganic chemistry is so sensitive that while the ruthenium complex can
be converted to the cis form from the trans form by all the three types of processes
mentioned above, the trans-[OsCl2(dppm)2] complex undergoes the same conver-
sion either with more difficulty or not at all. Thus, trans-[OsCl2(dppm)2] can also
be thermally converted from trans to cis in the same way as shown for the ruthe-
nium complex, but it requires more drastic conditions than its ruthenium analog,
i.e., heating at reflux in 1,2-dichlorobenzene (bp 180.5 �C). Under the same condi-
tions used for the photochemical or electrochemical isomerization of the ruthe-
nium complex, isomerization was not observed for the osmium compound.
Almost certainly these isomerization processes involve the dissociation of the
chlorine in both complexes and in this case the trans effect plays a dramatic role.
Indeed, the substitution reaction occurs much faster for the ruthenium complex
than for the osmium (Fig. 14.12). Thus, the easy labilization of chloride ion in the
cis Ru isomer provides an good example of a great kinetic trans effect in RuII-phos-
phine complexes [35]. Additionally, the contrast in substitutional labilities between
cis-[RuCl2(dppm)2] and cis-[OsCl2(dppm)2] demonstrates the diminution in the
trans effect going from the harder to softer metal, which is in accordance with the
general increase in substitution inertia for heavier transition metal down a gen-
eral series.
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Fig. 14.12 Substitution trans effect.

Thermodynamically, [RuCl2(dppm)2] prefers the cis orientation. There are at
least two reasons for this fact. First, since chlorine is a good r/p donor and is not
a p acceptor, when two of them are mutually trans, the axis containing them and
the metal center becomes very rich in electrons, and as a consequence the
involved Ru–Cl bonds are expected to be weaken, facilitating the isomerization
process. On the other hand, the r/p donation from the chlorine through the
ruthenium to a trans located phosphorus, a good p acceptor atom, stabilizes the cis
isomers in comparison to the trans. This could lead the reader to think that there
is a contradiction in that the more stable isomer allows easier dissociation of the
chlorine in substitution reactions. It is interesting to bear in mind that according
to recent work of the authors trans to cis isomerization from the [RuCl2(dppb){4–
4¢-(X)2-2,2¢-bipy}] (X = -H, -NO2, -Me, -COOH, -SMe, -O=Me, -Cl, -OMe) complexes
occur through a twist mechanism where there was no real dissociation of the chlo-
rine, but just a relaxation of the Ru-Cl bonds [36]. The suggested mechanism was
supported mainly by the thermodynamic data (DH‡ and DS‡) of the isomerization
processes.
The authors have also recently used pulse differential voltammetry to follow the

rate of substitution of one chlorine in the cis-[RuCl2(bipy)(dppb)] complex by het-
erocyclic ligands, according to the reaction shown in Fig. 14.13 [37]. This reaction
efficiently occurs only with the cis isomer. In all reactions, the dissociated chlorine
was always that one trans to the phosphorus, showing the effective trans effect of
this atom. The lack of the strong trans effect of the nitrogen atom is shown in the
substitution reactions in the cis-[RuCl2(bipy)2] complex, where the chlorines are
trans to nitrogen atoms. In this case, a drastic condition of reaction, such as tem-
perature, is necessary for the substitution of a chlorine by a DMSO or pyridine
ligand [38–40]. In both case the cis configuration of the precursor is retained.

Fig. 14.13 Substitution reaction in the [RuCl2(bipy)(dppb)] by N-heterocyclic ligand (L).
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14.3
Cis-Trans Isomers of Metal Complexes as Potential Therapeutics

Recent advances in medicinal inorganic chemistry have demonstrated significant
prospects for the utilization of metal complexes as drugs, presenting a prosperous
field for inorganic chemistry. The compounds to be used as drugs have to present
low toxicity and high specificity. Some geometrical isomers of different transition
metals can present these characteristics and they have been extensively studied,
mainly after the discovery by Rosenberg that the cis-diamminodichloroplatinum(II),
cis-[PtCl2(NH3)2], and cis-diamminotetrachloroplatinum(IV), cis-[PtCl4(NH3)2], com-
plexes may play role in cell division [41–43]. The reactivities and efficiencies of cis/
transplatin complexes in cancer treatment are not the same. While cisplatin is effec-
tive in treating a variety of cancers, and is one of the most widely used anticancer
drugs, especially for testicular cancer, for which it has a greater than 90% cure rate,
the trans isomer does not have the same effectiveness. This may originate in part
from its kinetic instability and consequent susceptibility to deactivation. Substitution
of one or both ammine ligands in transplatin by more bulky ligands, which can slow
down ligand substitution reactions of the two chloride ions, has produced compounds
with better anticancer efficacy. Efforts have been directed toward a rational design of
compounds with specific characteristics that could allow them to be administered
orally or to avoid knownmechanisms of platinumdrug resistance.
cis-Amminedichloro(2-methylpyridine)platinum(II), ZD0473, is hydrolyzed

more slowly than cisplatin. This is a consequence of an effect well described in
the literature, which depends on the structure of the compound; the pyridine ring
is tilted by 102.7� with respect to the PtCl2N2 square plane which leads to the
slower rate of substitution reaction [44–49].
The majority of the complexes tested as drugs to date have been structural ana-

logs of cisplatin, having a cis geometry, two or at least one amine donor group and
two anionic leaving groups, as shown in Fig. 14.14.
There are a few platinum compounds in clinical trials or recently approved for

clinical use (Fig. 14.15) but none of them have yet demonstrated significant
advantages over cisplatin.
In this new class of platinum complexes some examples do not present the nec-

essary cis configuration with respect to the chlorines. Oxaliplatin has been
approved for clinical use in France and China for colorectal cancer. The interest in
developing platinum complexes that bind to DNA in a fundamentally different
manner to cisplatin is an attempt to overcome the resistance pathways that have
evolved to eliminate the drug.
The cytotoxity of complexes depends not only on the isomer used but on the

entire coordination sphere of the metal center. Thus, the sterically crowded
platinum complex cis-[PtCl2(bmic)] [bmic = bis-(N-methylimidazol-2-yl)carbinol)]
was reported to have significant cytotoxicity in L1210 leukemia-bearing mice,
while cis-[PtCl2(bmi)] (bmi = N1,N1¢-dimethyl-2,2¢-biimidazole), which has less
steric bulk around the metal, was found to be inactive. The greater steric hin-
drance around the platinum metal in cis-[PtCl2(bmic)] caused it to be less reactive
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than cis-[PtCl2(bmi)] and rendered it less susceptible to deactivation by cellular
thiols [48].

Fig. 14.14 Some geometrical cis-platinum drugs [48,49].

Fig. 14.15 Some platinum compounds in clinical trials [50].
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Trans complexes with the general formulas [PtCl2(L)2] (L = pyridine, N-methyl-
imidazole and thiazole) or [PtCl2(L)(L¢)] (L = quinoline and L¢ = RR¢SO where
R = methyl and R¢ = methyl, phenyl benzyl or L = quinoline and L¢ = NH3)
(Fig. 14.16) showed comparable activity to cisplatin and greater activity than trans-
platin in cisplatin-sensitive and -resistant cell lines [51–54].

Fig. 14.16 Trans-[PtCl2(L)(L¢)] complexes (L= L¢= pyridine,
N-methylimidazole, thiazole, quinoline; L= quinoline and
L¢= NH3 or RR¢SO where R = methyl and R¢ = methyl, phenyl
benzyl) [51–54].

In cisplatin-sensitive and -resistant L1210 cell lines, the trans isomers exhibited
greater activities than their cis counterparts [51–52].
The cytotoxicity of cisplatin originates from the hydrolysis facility of the chlo-

rine, its binding to DNA, and the formation of covalent cross-links. One disadvan-
tage of cisplatin is its limited solubility in aqueous solutions and its intravenous
administration. Platinum complexes with distinctively different DNA binding
modes from those of cisplatin may provide higher antitumor activity against cis-
platin-resistant cancer cells.
From the above it is clear that geometrical isomerism is far from being of only

academic interest, since complexes can bind to the bases of DNA and can be effec-
tive as drugs in cancer treatment. Ruthenium complexes with oxidation states of
+2 or +3, for example, exhibit antitumor activity, especially against metastatic can-
cers [55]. The Ru(III) complex Na [trans-RuCl4(Im)(Me2SO)] (NAMI) is currently
in a second clinical phase. For Ru(III) compounds, in vivo reduction to Ru(II)
may be required for activity. This requirement probably has to do with the fact
that the cytotoxicity of ruthenium complexes correlates with their ability to bind
DNA, but its analog (ImH)[trans-RuCl4(Im)(Me2SO)] (NAMI-A) does not appear
to involve DNA binding. It has been suggested that the presence of less basic
N-heterocyclic than imidazole in this complex reduces the loss of DMSO thereby
increasing its antitumor action [56]. The trans effect is also present in the promis-
ing pharmacological properties of nitrosyl ruthenium complexes. Thus, trans-

336



14.4 Applications of Cis-Trans Isomerization of Metal Complexes in Supramolecular Chemistry

[Ru(NH3)4P(OEt)3(NO)](PF6)3 exhibits reduced toxicity and similar hypertensive
activity compared with sodium nitroprusside, which is used to treat cardiovascular
disorders in animal studies. This property is due to the strong trans effect of the
P(OEt)3 ligand, which is responsible for the release of the NO group [57]. With
trans-[RuCl(cyclam)(NO)](PF6)2, prolonged blood pressure reduction was observed
(cyclam= 1,4,8,11-tetraazacyclotetradecane) [58].

14.4
Applications of Cis-Trans Isomerization of Metal Complexes in
Supramolecular Chemistry

Supramolecular chemistry is a subject of current research interest with regard to
information storage, molecular electronic devices, as models of biological energy.
The ability of a metal ion to organize a ligand around its coordination sphere has
led to the design of several intramolecularly organized recognition sites. Excep-
tionally impressive self-assembled species have been generated from tetraphenyl-
porphyrin derivatives, in which two adjacent or opposite phenyl groups are
replaced by para-substituted pyridines. Thus starting from the cis/trans-
[PtCl2(NCPh)2] or cis/trans-[PdCl2(NCPh)2] complexes the corresponding porphy-
rin derivatives can be obtained (Fig. 14.17) [59].
Four-coordinate complexes are particularly well suited to act as square tetramer

supramolecular structures formed by the coordination of cis and trans square-
planar PtII and PdII complexes by the 4¢-pyridyl groups of the mixed phenyl/
pyridyl porphyrins (Fig. 14.18).
Polymetallated porphyrins obtained by attaching [Ru(bipy)2Cl]+ complexes to

the peripheral pyridyl residues are able to act as efficient catalysts in multi-elec-
tron transfer reactions [60–66] Thus, porphyrins bound to [Ru(bipy)2Cl]+ in cis or
trans positions (Fig. 14.19) can also be used for the electrocatalysis of sulfite.
Ruthenium square species where the bridging ligands are in cis positions were

also obtained by the authors, starting from the [RuCl2(dppb)PPh3] complex with
alterdentate ligands such as pyrazine, 4,4¢-bipyridine and 1,2-bis-trans-(4-pyridyl)-
ethylene (Fig. 14.20) [68].
The size of the cavity of these molecularly organized complexes can be con-

trolled by the length of the 4,4¢-bipyridine ligands used in the syntheses.
The controlled mechanism of substitution of the chlorine in the cis-[RuCl2-

(bipy)(dppb)] allows the synthesis of polymethalated porphyrins such as {H2TPyP-
[RuCl(N-N)(dppb)]4}4+ and {M-TPyP[RuCl(N-N)(dppb)]4}4+ [M = Co2+, Zn2+ and
Mn2+; N-N = 2,2¢-bipyridine] with the structure shown in Fig. 14.21.
These species have been used to modify electrodes to be used as sensors for the

detection of molecules of pharmacological interest, such as dopamine.
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Fig. 14.17 Cis/trans-[PdCl2(phenyl/pyridyl)] porphyrin dimers.
From Ref. [59]. Reproduced by permission of the Royal Society of Chemistry.
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Fig. 14.18 Square tetramers of trans-PdCl2(phenyl/pyridyl) porphyrins
and cis-[PtCl2 (phenyl/pyridyl)] porphyrins. From Ref. [59]. Reproduced
by permission of the Royal Society of Chemistry.
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Fig. 14.19 Structures of cis-{Co[5,10-di(4-pyridil)-15,20-(phenyl)porphyrin}
[RuCl(bipy)2]2 and trans-{M2+[5,15-di(4-pyridil)-octaethylporphyrin]}[RuCl(bipy)2].
From Ref. [67]. Reproduced by permission of Elsevier Science.
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14.5
Final Remarks

In this chapter the discussion on isomerization in transition metal complexes had
to be limited to a choice of certain subjects. There is no difficulty in finding other
interesting faces of isomerism but here we tried to give some information on the
synthesis, purification, stability, and applications for isomers of transition metal
chemistry. The goal in this chapter was to show the remarkable and widespread
potential for cis/trans isomers, including supramolecular chemistry.

List of Abbreviations

Ar aromatic
bipy 2,2¢-bipyridine
bmi N1,N1¢-dimethyl-2,2¢-biimidazole
bmic bis-(N-methylimidazol-2-yl)carbinol)
bp boiling point
CF crystal field theory
CFSE crystal field stabilization energy
cisplatin cis-dichlorodiamminoplatinum(II)
CTI cis-trans isomerization.
cyclam 1,4,8,11-tetraazacyclotetradecane
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DMSO dimethyl sulfoxide
dppb 1,4-bis(diphenylphosphine)butane
dppe 1,2-bis(diphenylphosphine)etane
dppm bis(diphenylphosphine)metane
en ethylenediamine
Im imidazole
LVT ligand valence theory
MO molecular orbital theory
NAMI Na [trans-RuCl4(Im)(Me2SO)]
NAMI-A (ImH)[trans-RuCl4(Im)(Me2SO)]
pz pyridine
THF tetrahydrofurane
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