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Preface

Though most colleges and universities now have courses and degree programs related
to materials chemistry, there is a need for a textbook that addresses inorganic-,
organic-, and nano-based materials from a structure vs. property treatment. As I
quickly discovered, trying to fill this void represented a daunting task of providing
a suitable breadth and depth coverage of the rapidly evolving field of materials —
all in a concise format. The material contained herein is most appropriate for
junior/senior undergraduate students, as well as first-year graduate students in chem-
istry, physics, and engineering fields. In addition, this textbook will be extremely use-
ful for researchers in industry as an initial source to learn about materials/techniques,
with references provided for more detailed investigation.

After providing a historical perspective for the field of materials in the first chapter,
the first concentration of the textbook focuses on solid-state chemistry. Though
there are many popular textbooks that deal with this topic, my approach contains
some unique perspectives. In addition to colored illustrations of archetypical crys-
talline unit cells, digital photos of models are also provided to add clarity to their
structures. Further, a large section on amorphous solids including sol—gel techniques
and cementitious materials is provided — largely left out of most solid-state textbooks.
The next chapter on metals contains a thorough treatment of traditional and powder
metallurgical techniques, with a focus on the complex phase behavior exhibited by
the Fe—C system and steels. However, also left out of most metallurgy textbooks,
I cover topics such as corrosion inhibition, magnetism, hydrogen storage, and the
structure/properties of other metallic classes, such as the coinage metals and other
alloys, such as those exhibiting shape-memory properties.

The next chapter deals with semiconducting materials, which consists of a discus-
sion of band theory and semiconductor physics. Unique among other texts, I also
describe in great detail the evolution of the transistor, with a discussion of current
limitations and solutions currently being investigated by researchers in the field. Also
described in this chapter is IC fabrication, including vapor deposition techniques,
photolithography, and ion implantation. The current trends in applications such as
LEDs/OLEDs, thermoelectric devices, and photovoltaics (including emerging tech-
nologies such as dye-sensitized solar cells) are also provided in this chapter.

1X
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Polymers and organic-based “soft” materials represent one of the largest materials
classes; however, these materials are often left out of solid-state textbooks. Herein,
I cover the chemistry of the five classes of polymers, from simple chains to com-
plex branched dendritic architectures. Again, the approach is unique in that it covers
traditional mechanisms and structure/property relationships for polymers, in addi-
tion to advanced topics such as homogeneous catalysis, polymer additives, and self-
healing polymers. A detailed discussion of “molecular magnets” is also provided in
this chapter, due to their relatively mild syntheses and “soft” properties relative to
traditional inorganic-based magnets.

I devoted a significant effort in the next chapter to nanomaterials, due to their
increasing popularity and relevance for current/future applications. In addition to
structure/property descriptions and applications, essential topics such as nomen-
clature, synthetic techniques, and mechanistic theories are described in detail.
The last chapter is also of paramount importance for the materials community —
characterization. From electron microscopy to surface analysis techniques, and
everything in between, this chapter provides a thorough description of modern
techniques used to characterize materials. A flowchart is provided at the end of
the chapter that will assist the materials scientist in choosing the most suitable
technique(s) to characterize a particular material.

At the end of each chapter, a section entitled “Important Materials Applications”
is provided, along with open-ended questions and detailed references/bibliography.
Appendices are also provided that contain an interesting timeline of major mate-
rials developments, the complete Feynman speech “There’s Plenty of Room at the
Bottom,” and a preliminary collection of materials-related laboratory modules. These
additions were provided to promote student engagement through effective student—
instructor interactions. Though I attempted to hit all of the “high notes” in the
materials world, an obvious omission would be a detailed discussion of biomateri-
als — of increasing importance throughout the world. Applications such as biomimet-
ics and drug delivery are presented in this edition; however, a detailed discussion
of this topic was beyond the scope of providing a concise first edition — a separate
chapter on this topic will appear in future editions.

The realization of a major milestone such as the completion of a textbook would
not have been possible without the influence of many people in my life. First and
foremost, I wish to thank my precious wife Diyonn for her patience and support
during the many months of seclusion, as I crouched behind the laptop monitor. I
am eternally grateful to my parents Frank and Pearl for their continuing support and
godly wisdom, to whom I attribute all of my many blessings and successes. I must
also acknowledge my Ph.D. advisor Andy Barron (Rice University) for his guidance
and advice. I truly have never met anyone with as much drive and excitement for
both materials research and teaching (as well as professional autoracing!). I thank
him for being such an effective role model for the challenging and rewarding life of
academia.

Of course, this textbook is the compilation of input from a number of my profess-
ional colleagues. I wish to thank Profs. Anja Mueller, Bob Howell (at CMU),
Richard Finke (Colorado State University), and Jean-Claude Thomassian (at Georgia
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Southern University) for their input and suggestions regarding various sections of
this textbook. I am also very appreciative for the input provided by the first stu-
dents to have access to evolving versions of the textbook — Nick Bedford, Jesse
Thompson, Brandon Rohde, Brian Smith, Dan Denomme, Jason MacDonald, Laura
Slusher, David Moyses, Michael Todd, Leontios Nezeritis, and Megan McCallum.
The administration at CMU has also been a constant source of support. In particular,
I wish to thank President Michael Rao, Dean Bob Kohrman, chemistry Chairman
David Ash, and my faculty/staff colleagues from the chemistry department. I cannot
express in words what their support has meant to me.

The close proximity to Midland, MI, a leading center of the chemical industry, has
also provided much inspiration for this textbook and my research projects. In partic-
ular, Petar Dvornic (Michigan Molecular Institute) is a constant source of inspiration
and also provided much feedback for this textbook. I also gratefully acknowledge
Don Tomalia (Dendritic Nanotechnologies, Inc. at CMU) for his support since my
arrival at CMU in 2002. Thanks for putting CMU on the map in the dendrimer field!
I would also like to acknowledge the funding agencies of the Dreyfus Foundation,
Research Corporation, and the Army Research Laboratory who provided support for
my research interests during my first years at CMU.

Last, but certainly not least, I thank every reader of this book, and solicit your
comments to my email fahlmlb@cmich.edu. Please let me know what you think of
this edition; I will earnestly try to incorporate your suggestions to strengthen future
editions.

Bradley D. Fahlman, Ph.D.
Mount Pleasant, Michigan
March 2007



CHAPTER 1
WHAT IS MATERIALS CHEMISTRY?

Life in the 21st century is ever dependent on an unlimited variety of advanced mate-
rials. In our consumptive world, it is easy to take for granted the macro-, micro-, and
nanoscopic building blocks that comprise any item ever produced. We are spoiled
by the technology that adds convenience to our lives, such as microwave ovens, lap-
top computers, digital cell phones, and improved modes of transportation. However,
we rarely take time to think about and appreciate the materials that constitute these
modern engineering feats.

The term material may be broadly defined as any solid-state component or device
that may be used to address a current or future societal need. For instance, simple
building materials such as nails, wood, coatings, efc. address our need of shelter.
Other more intangible materials such as nanodevices may not yet be widely proven
for particular applications, but will be essential for the future needs of our civiliza-
tion. Although the above definition includes solid nanostructural building blocks that
assemble to form larger materials, it excludes complex liquid compounds such as
crude oil, which may be more properly considered a precursor for materials.

A general description of the various types of materials is illustrated in Figure 1.1.
Although this indicates sharp distinctions between various classes, there is often
ambiguity regarding the proper taxonomy for a specific material. For example, a thin
film is defined as having a film thickness of less than 1 wm; however, if the thickness
drops to below 100 nm, the dimensions may be more accurately classified within the
nanoscale regime.!! Likewise, liquid crystals are best described as having proper-
ties intermediate between amorphous and crystalline phases, and hybrid composite
materials involve both inorganic and organic components.

The broadly defined discipline of materials chemistry is focused on understanding
the relationships between the arrangement of atoms, ions, or molecules comprising
a material, and its overall bulk structural/physical properties. By this designation,
common disciplines such as polymer, solid-state, and surface chemistry would all be
placed within the scope of materials chemistry. This broad field consists of studying
the structures/properties of existing materials, synthesizing and characterizing new
materials, and using advanced computational techniques to predict structures and
properties of materials that have not yet been realized.
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Materials
Natural Synthetic
Inorganic Organic Bulk Microscale Nanoscale
(minerals, clays,  (wood, leather, (MEM devices, thin films, (fullerenes, nanotubes, nanofibers,
sand, bone, teeth) sugars, proteins) integrated circuits) dendritic polymers, nanoparticles,
inorganic-organic nanocomposites
nanoelectronic devices)

Amorphous Crystalline

(semiconductors, optical crystals, zeolites,
solar panels, gemstones, LCDs)

Inorganic Organic
(glasses, fiber optics, (composites, polymers, plastics,
iron, alloys, steel, elastomers, fabrics, fibers, OLEDs)

ceramics, cement)

Figure 1.1. Classification scheme for the various types of materials.

1.1. HISTORICAL PERSPECTIVES

Although the study of materials chemistry is a relatively new entry in both undergra-
duate and graduate curricula, it has always been an important part of chemistry. An
interesting timeline of materials developments from Prehistoric times to the present
may be found in Appendix A. By most accounts, Neolithic man (10,000-300 B.C.)
was the first to realize that certain materials such as limestone, wood, shells, and
clay were most easily shaped into materials used as utensils, tools, and weaponry.
Applications for metallic materials date back to the Chalcolithic Age (4,000-1,500
B.C.), where copper was used for a variety of ornamental, functional, and protective
applications. This civilization was the first to realize fundamental properties of met-
als, such as malleability and thermal conductivity. More importantly, Chalcolithic
man was the first to practice fop-down materials synthesis (see later), as they devel-
oped techniques to extract copper from oxide ores such as malachite, for subsequent
use in various applications.

Metal alloys were first used in the Bronze Age (1,400 B.C.-0 B.C.), where
serendipity led to the discovery that doping copper with other compounds drastically
altered the physical properties of the material. Artifacts from the Middle East dating
back to 3,000 B.C. are found to consist of arsenic-doped copper, due to the wide
availability of lautite and domeykite ores, which are rich in both arsenic and copper.
However, due to arsenic-related casualties, these alloys were quickly replaced with
tin—copper alloys (bronze) that were widely used due to a lower melting point, higher
hardness, and lower brittleness relative to their arsenic forerunner.

The Iron Age (1,000 B.C.—1,950 A.D.) first brought about applications for iron-
based materials. Since the earth’s crust contains significantly more iron than
copper (Table 1.1), it is not surprising that bronze was eventually abandoned for
materials applications. An iron silicate material, known today as wrought iron, was
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Table 1.1. Natural Abundance of Elements in the Earth’s Crust?

Oxygen 46.1%
Silicon 28.2%
Aluminum 8.2%
Iron 5.6%
Calcium 4.2%
Sodium 2.4%
Magnesium 2.3%
Potassium 2.1%
Titanium 0.57%
Hydrogen 0.14%
Copper 0.005%
Total 99.8%

4 Data taken from Reference [2].

accidentally discovered as a by-product from copper processing. However, this
material was softer than bronze, so it was not used extensively until the discovery
of steel by the Hittites in 1,400 B.C. The incorporation of this steel technology
throughout other parts of the world was likely an artifact of the war-related emigra-
tion of the Hittites from the Middle East in 1,200 B.C. The Chinese built upon the
existing iron-making technology, by introducing methods to create iron alloys that
enabled the molding of iron into desired shapes (i.e., cast iron production). Many
other empirical developments were practiced in this time period through other parts
of the world; however, it must be stated that it was only in the 18th and 19th century
A.D. that scientists began to understand why these diverse procedures were effective.

Figure 1.2 presents the major developmental efforts related to materials science,
showing the approximate year that each area was first investigated. Each of these ar-
eas is still of current interest, including the design of improved ceramics and glasses,
originally discovered by the earliest civilizations. Although building and structural
materials such as ceramics, glasses, and asphalt have not dramatically changed since
their invention, the world of electronics has undergone rapid changes. Many new
architectures for advanced material design are surely yet undiscovered, as scientists
are now attempting to mimic the profound structural order existing in living creatures
and plant life, which is evident as one delves into their microscopic regimes.

As society moves onto newer technologies, existing materials become obsolete, or
their concepts are converted to new applications. A prime example of this is related
to phonographs that were commonplace in the early to mid-1900s. However, with
the invention of magnetic tape by Marvin Camras in 1947, there was a sharp drop
in record usage due to the preferred tape format. The invention of compact disk
technology in 1982 has driven the last nail in the coffin of records, which may now
only be found in antique shops and garage sales. The needles that were essential
to play records no longer have marketability for this application, but have inspired
another application at the micro-and nanoscale regime: atomic force microscopy,
more generally referred to as scanning probe microscopy (SPM, see Chapter 7). This
materials characterization technique uses a tip, analogous to the record needle that
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Bone and animal skins (clothing, cookware)
10,000 B.C.
Stone/Clay (weaponry and shelter)
3,500B.C. T
Metallurgy (wecaponry, cookwarc)
1,000 B.C.
Glassblowing (eyeglasses, telescopes, microscopes, thermometers)
1774 +
Electrical communications (telegraph, telephone)
1872 +
Polymers/Tibers
1885 —
Automobiles
1936 +—
Computational Electronics
1985 <
Nanostructural Materials
2002+
Nanomaterials Applications

Figure 1.2. Timeline of major developmental efforts related to materials science.

was once used in phonographs, to create images of the surface topology of a sample
— even including the controlled placement of individual atoms (Figure 1.3)! Hence,
even though the needs and desires of society are constantly changing, the antiquated
materials that are being replaced may still be of benefit toward the design of new
materials and technology.

The early world of materials discovery consisted solely of empirical observations,
without an understanding of the relationship between material structure and proper-
ties. Each civilization had specific needs (e.g., materials for shelter, clothing, war-
fare), and adapted whatever materials were available at the time to address these
desires. Although this suitably addressed whatever issues were of societal concern at
the time, such a trial-and-error manner of materials design resulted in slow growth.

Interestingly, until the 19th century, the practice of chemistry was viewed as a
religion, being derived from alchemical roots that focused on a spiritual quest to
make sense of the universe.3] The alchemists searched for a number of intrigu-
ing discoveries including the keys to immortality, a “philosopher’s stone” to trans-
form base matter into higher matter, methods to synthesize gold (or transform any
other metal into gold), and magic potions to cure diseases. However noble these pur-
suits were, they remained unaccomplished due to the lack of an underlying chemical
theory to guide their experimentation. In addition, their trial-and-error methodology
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Figure 1.3. A 40-nm wide logo for NIST (National Institute of Standards and Technology), made by the
manipulation of Co atoms on a Cu(111) surface. The ripples in the background are due to electrons in
the fluid-like layer at the copper surface, bouncing off the cobalt atoms — much like the patterns produced
when pebbles are dropped in a pond. Image provided courtesy of J. A. Stroscio and R. J. Celotta (NIST,
Gaithersburg, MD).

involved only qualitative characterization, and it was extremely difficult to control
the reaction conditions, making it virtually impossible to repeat the exact procedure
a number of times.

As a result, from 1,000 B.C. to 1,700 A.D., only a few new substances were
discovered which later turned out to be elements such as copper, iron, and mer-
cury. Although this foundation resulted in the development of many experimen-
tal techniques of modern chemistry, it is not hard to see that true progress toward
new material design may only be accomplished through foresight, based on an in-
timate understanding of specific relationships between the structure and property of
a material. However, as you will see throughout this text, even with such knowl-
edge, many important materials discoveries have been made by accident — the result
of an unplanned occurrence during a carefully designed synthesis of an unrelated
compound!

1.2. CONSIDERATIONS IN THE DESIGN OF NEW MATERIALS

The development of new materials is governed by the current societal need and
availability of resources. However, the adoption of a material depends primarily on
its cost, which is even observed by changes in the chemical makeup of currencies
through the years. Coins currently comprise worthless ferrous alloys rather than high
concentrations of metals such as gold, silver, copper, and nickel that comprised early
coins. When a new technology or material is introduced, there is almost always a
high price associated with its adoption. For example, consider the cost of computers
and plasma televisions when they first became available — worth tens of thousands of
dollars!

The market price of a device is governed by the costs of its subunits. Shortly
after the invention of germanium-based transistors in the late 1940s, the price of
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an individual transistor was approximately US $8-10. However, as germanium was
substituted with silicon, and fabrication techniques were improved, the price of these
materials has exponentially decreased to its current price of one-millionth of a penny!
This has allowed for an unprecedented growth in computational expediency, without
a concomitant increase in overall price.

There are two rationales for the synthesis of materials — “top-down” and “bottom-
up”; Figure 1.4 illustrates examples of materials synthesized from both approaches.
Whereas the transformation of complex natural products into desirable materials
occurs primarily via a top-down approach (e.g., gemstones from naturally occur-
ring mineral deposits, etching features on silicon wafers for chip production), the
majority of synthetic materials are produced using the bottom-up approach. This lat-
ter technique is the easiest to visualize, and is even practiced by children who assem-
ble individual LEGO™ building blocks into more complex architectures. Indeed,
the relatively new field of nanotechnology has drastically changed the conception
of bottom-up processes, from the historical approach of combining/molding bulk
precursor compounds, to the self-assembly of individual atoms and molecules. This
capability of being able to manipulate the design of materials from the atomic level
will provide an unprecedented control over resultant properties. This will open up
possibilities for an unlimited number of future applications, including faster elec-
tronic devices, efficient drug-delivery agents, and “green” energy alternatives such
as hydrogen-based and fuel cell technologies.

The recent discovery of self-repairing/autonomic healing structural materials is an
example of the next generation of “smart materials.” Analogous to the way our bodies
are created to heal themselves, these materials are designed to undergo spontaneous
physical change, with little or no human intervention. Imagine a world where cracks
in buildings repair themselves, or automobile bodies actually appear in showroom
condition shortly following an accident. Within the next few decades, these materials
could be applied to eliminate defective parts on an assembly line, and could even
find use in structures that are at present impractical or impossible to repair, such as
integrated circuits or implanted medical devices. This is the exciting world that lies
ahead of us — as we learn more about how to reproducibly design materials with
specific properties from simple atomic/molecular subunits, the applications will only
be limited by our imaginations!

1.3. DESIGN OF NEW MATERIALS THROUGH A “CRITICAL
THINKING” APPROACH

Although it is essential to use critical thinking to logically solve problems, this
method of reasoning is not being taught in most baccalaureate and postbaccalau-
reate curricula. Unfortunately, the curricular pattern is focused on memorization and
standardized-exam preparation. Further, with such a strong influence of television,
movies, and the Internet on today’s society, the practice of invoking a deliberate
flowchart of thought is not generally applicable.

From the MD that must properly diagnose an illness, to the lawyer that must prop-
erly follow logic to defend his/her client, critical thinking skills are a necessity for
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a)

b)

Figure 1.4. Nllustrations for the “top-down” and “bottom-up” approach to materials synthesis. (a) The top-
down route is often used to transform naturally occurring products into useful materials. Representations
shown above include the conversion of wood into paper products, as well as certain golf ball covers.[4]
(b) The bottom-up route of materials synthesis is most prevalent. The representation shown above is the
fabrication of plastics and vinyl found in common household products and automotive interiors, through
polymerization processes starting from simple monomeric compounds (see Chapter 5).

any career path. These skills are also very applicable for the design of new materials
— the topic of this textbook. Figure 1.5 illustrates one example of a critical thinking
flowchart that could be applied for the design of a new material. Although there are
many possibilities for such development, the following are essential components of
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[ What is the target need/application? ]

!

What materials are currently used for
this application?

!

LIT SEARCH What property(ies) need to be |mproved/developed’7]

'

Are there currently any materials under development
with these desired properties?

I

Evaluation of the structure vs. property relationships
in similar materials

Method development, based on past precedents (bottom-up/top-down, precursor
design, synthetic pathways, choice of solvents, theoretical calculations, etc.)

!

Synthesis of the material, with suitable characterization
(to prove it is what you think it is)

Interesting side reactions? ¢
What is the mechanism?

Physical property measurements
ADDITIONAL STUDIES (does the material do what you anticipated?)

i

Revision of the synthetic pathway to improve properties, yield, purity, etc.
Experiment with other starting materials, catalysts, etc. to see if a better
procedure could be used

!

‘ File patent on the procedure, followed by publication of results in

an appropriate scientific journal.

!

Find licensor for technology, to scale-up production of the
material

Figure 1.5. An example of a critical thinking scheme for the design of a new material.

any new development:

(i) Define the societal need, and what type of material is being sought. That is,
determine the desired properties of the new material.

(i) Perform a comprehensive literature survey to determine what materials are
currently being used. This must be done in order for the new product
to successfully compete in the consumer/industrial market. It is essential
to search both scientific (e.g., http://www.pubs.acs.org — for all journals
published by the American Chemical Society) and patent literature (e.g.,
http://www.delphion.com), so that extensive research efforts are not wasted by
reinventing something that already exists.
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(iii) It should be noted that any exercise in critical thinking will result in more
questions than originally anticipated. This is illustrated in the flowchart above,
where one will look for interesting products/reactions, and begin to think about
the mechanism of the process. Such a “first-principle” understanding of the
process is essential in order to increase yields of the material, and scale-up the
technology for industrial applications.

(iv) After the new technology is protected by filing patents, publication in scientific
literature is also important to foster continual investigations and new/improved
materials. Top journals such as Nature, Science, The Journal of the American
Chemical Society, The Chemistry of Materials, Advanced Materials, Nano Let-
ters, and Small publish articles every week related to new developments in the
most active areas of science. In recent years, the number of materials-related
papers has increased exponentially. The continual compounding of knowledge
fosters further development related to the synthesis, characterization, and mod-
eling of materials. However, this may only take place as active researchers share
their results with their worldwide colleagues.

The objective of Materials Chemistry is to provide an overview of the vari-
ous types of materials, with a focus on synthetic methodologies and relationships
between the structure of a material and its overall properties. Each chapter will
feature a section entitled “Important Materials Applications” that will describe an
interesting current/future application related to a particular class of material. Topics
for these sections include fuel cells, depleted uranium, solar cells, “self-healing”
plastics, and molecular machines (e.g., artificial muscles).

The following major classes of materials will be investigated:

Metals

Semiconductors

Superconductors

Glasses and ceramics

Magnetic materials

Soft materials, such as polymers and composites

Nanostructural materials

e Thin films
The atomic and molecular architectures of each of these materials will be intimately

described, to understand their respective properties. Without such an appreciation of
these relationships, we will not be able to progress our civilization with new and
improved materials, further improving our way of life.

Any field of chemistry must make use of extensive characterization techniques.
For instance, following an organic synthesis, one must use nuclear magnetic reso-
nance (NMR) or spectroscopic techniques to determine if the correct compound has
been produced. The world of materials chemistry is no different; characterization
techniques must also be used to verify the identity of a material, or to determine
why a certain material has failed in order to guide the developments of improving
technologies. Hence, characterization techniques will also be provided in this text,
which will illustrate the sophisticated techniques that are used to assess the struc-
tures/properties of modern materials. Since common techniques such as UV-visible
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absorption spectroscopy, atomic absorption/emission spectroscopy, infrared spec-
troscopy, mass spectrometry, and NMR are covered in a variety of other textbooks,!*!
Materials Chemistry will focus on the techniques that are frequently used by modern
materials chemists, such as:

Surface/nanoscale analysis (partial list)
— Photoelectron spectroscopy (PES)
— Auger electron spectroscopy (AES)
— Scanning electron microscopy (SEM)
— Transmission electron microscopy (TEM)
— Energy-dispersive spectroscopy (EDS/EDX)
— Secondary ion mass spectrometry (SIMS)
— Scanning probe microscopy (SPM)
— X-ray absorption fine structure (XAFS)

— Electron energy-loss spectroscopy (EELS)
Bulk characterization
X-ray diffraction (powder and single crystal)
— Gel-permeation chromatography (GPC)
Thermogravimetric analysis (TGA)
— Differential scanning calorimetry (DSC)
Small-angle X-ray scattering (SAXS)

References and Notes

1

There is often a “grey area” concerning the best definition for small particulate matter. In particular,
most structures are automatically referred to as “nanoscale materials,” fueled by the popularity of the
nanotechnology revolution. However, the most precise use of the “nano” prefix (e.g., nanoparticles) is
only for materials with architectural dimensions (e.g., diameters, thicknesses, efc.) of less than 100 nm;
intermediate dimensions between 100 and 1,000 nm should instead be referred to as “submicron.”
CRC Handbook of Chemistry and Physics, 84th ed., CRC Press: New York, 2004.

For a thorough background on alchemy, refer to the following website: http://www.levity.com/
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Balata golf ball covers may be fabricated from sap extracts of balata/bully trees in South America to
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Most sophomore organic chemistry undergraduate textbooks provide a thorough coverage of these
techniques, including the interpretation of example spectra. For more specialized books on solid-state
NMR and MALDI-MS, see (respectively): Duer, M. J. Introduction to Solid-State NMR Spectroscopy,
Blackwell: New York, 2005 and Pasch, H.; Schrepp, W. MALDI-TOF Mass Spectrometry of Synthetic
Polymers, Springer: New York, 2003.

Topics for Further Discussion

1.

‘What are the differences between “Materials Chemistry” and “Solid-State Chemistry”?

2. What is meant by “top-down” or “bottom-up” synthetic approaches? Provide applications of each

(either man-made or natural materials).

Are complex liquids such as crude oil or detergents considered materials? Explain your reasoning.
After reviewing Appendix A, is there a relationship between the major materials-related discoveries
and societal foci/needs? Elaborate.
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. Current problems/needs in our world are related to drinking water availability, “green” renewable

energy sources, increasing computational speeds, and many others. What are some current areas of
research focus that are attempting to address these issues? One should search Chemical Abstracts, as
well as books and Web sites for this information.

. Science is rapidly becoming an interdisciplinary. Describe the origin of chemistry disciplines (inor-

ganic, organic, physical), to their current status including multidisciplinary programs.

. When a new technology is introduced, the consumer price is astronomical. What are the factors that

govern when and how much this price will be lowered? Cite specific examples.
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CHAPTER 2
SOLID-STATE CHEMISTRY

Of the three states of matter, solids possess the most structural diversity. Whereas
gases and liquids consist of discrete molecules that are randomly distributed due
to thermal motion, solids consist of molecules, atoms, or ions that are statically
positioned. To fully understand the properties of solid materials, one must have a
thorough knowledge of the structural interactions between the subunit atoms, ions,
and molecules. This chapter will outline the various types of solids, including struc-
tural classifications and nomenclature for both crystalline and amorphous solids. The
material in this key chapter will set the groundwork for the rest of this textbook,
which describes a variety of materials classes.

2.1. AMORPHOUS VS. CRYSTALLINE SOLIDS

A solid is a material that retains both its shape and volume over time. If a solid
possesses long range, regularly repeating units, it is classified as a crystalline ma-
terial. Crystalline solids are only produced when the atoms, ions, or molecules
have an opportunity to organize themselves into regular arrangements, or lattices.
For example, crystalline minerals found in nature have been formed through many
years of extreme temperature and pressure, or slow evaporation processes. Most
naturally occurring crystalline solids comprise an agglomeration of individual
microcrystalline units; single crystals without significant defects are extremely
rare in nature, and require special growth techniques (see p. 24).

If there is no long-range structural order throughout the solid, the material is best
described as amorphous. Quite often, these materials possess considerable short-
range order. However, the lack of long-range translational order (periodicity) sepa-
rates this class of materials from their crystalline counterparts. Since the majority of
studies have been addressed to study crystalline solids relative to their amorphous
counterparts, there is a common misconception that most solids are crystalline in
nature. In fact, a solid product generated from many chemical reactions will be
amorphous by default, unless special procedures are used to facilitate molecular
ordering (i.e, crystal formation). Although the crystalline state is more thermody-
namically favorable than the disordered state, the formation of amorphous materials
is favored in kinetically bound processes (€.g., chemical vapor deposition, sol—gel,
solid precipitation, etc.).!!

13
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Table 2.1. Glass Transition Temperatures

Material Intermolecular bonding Tg(°C)
SiO; Covalent 1,430
Borosilicate glass Covalent 550
Pdg 4Nig4Pg.2 Metallic 580
BeF, Ionic 570
AsyS3 Covalent 470
Polystyrene Van der Waal 370
Sexo Covalent 310
Poly(vinyl chloride) Van der Waal 81
Polyethylene Van der Waal -30

Some materials featuring extended networks of molecules such as glasses may
never exist in the crystalline state. In these solids, the molecules are so entangled
or structurally complex that crystallization may not occur as the temperature is
slowly decreased. Due to the rigidity of the solid, but proclivity to remain in the
amorphous state, these compounds are best referred to as supercooled liquids. It was
once thought that a slow flow of glass over 100s of years has caused 19th century
stained glass windows to have a proportionately thicker base. However, it is now
well understood that the glass structure remains in tact unless its threshold transition
temperature is exceeded. This parameter is known as the glass transition tempera-
ture, Ty, and corresponds to the temperature below which molecules have very little
mobility.

Other amorphous solids such as polymers, being rigid and brittle below. Ty, and
elastic above it, also exhibit this behavior. Table 2.1 lists the glass transition temper-
atures of common solid materials. Although most solid-state textbooks deal almost
exclusively with crystalline materials, this text will attempt to address both the crys-
talline and amorphous states, describing the structure/property relationships of major
amorphous classes such as polymers and glasses.

2.2. TYPES OF BONDING IN SOLIDS

Every amorphous and crystalline solid possesses certain types of inter- and
intramolecular interactions between its subunits that govern its overall properties.
Depending on the nature and strength of these interactions, a variety of physical,
optical, and electronic properties are observed. As expected, these associations not
only govern the behavior of a material in the solid state, but also for the less ordered
liquid phase. For example, the hydrogen bonding interactions between neighboring
water molecules within an ice lattice are also important in the liquid phase, resulting
in high surface tension and finite viscosity. For the gaseous state, intermolecular
forces have been overcome, and no longer have an impact on its properties.

2.2.1. Ionic Solids

These solids are characterized by cationic and anionic species that are associated
through electrostatic interactions. All purely ionic salts possess crystalline structures,
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Figure 2.1. Tonic model for sodium chloride. This is a face-centered arrangement of chloride ions (white),
with sodium ions occupying the octahedral interstitial sites (red). The attractive electrostatic forces, a,
between adjacent Na™ and Cl1~ ions, and repulsive forces, r, between Na™ ions are indicated.

as exhibited by common Group 1-17 or 2—17 binary salts such as NaCl and CaCl,
(Figure 2.1). The melting points of these solids are extremely high, as very strong
electrostatic attractions between counterions must be overcome. Although oppositely
charged ions have attractive interactions, like charges repel one another. In the deter-
mination of the lattice energy, U, the sizes and charges of the ions are most impor-
tant (Eq. 1). That is, the lattice energy for MgO would be much greater than BaO,
since the ionic bonding is much stronger for the magnesium salt due to its high
charge/small size (large charge density). By contrast, the salt MgN does not exist,
even though Mg+ and N3~ would be very strongly attracted through electrostatic
interactions. The ionization energy required to produce the trivalent magnesium ion
is too prohibitive.

(1) U= NM Zcation Zanion ( e ) (1 14 ) ,

Iy 47 &g lo

where: N = Avagadro’s number (6.02 x 10?*> molecules mol~')
Z cation, anion= magnitude of ionic charges;
ro= average ionic bond length
e= electronic charge (1.602 x 10~1° C)
47 &0, permittivity of a vacuum (1.11 x 10710 C2 J=! m~1)
M= the Madelung constant
p=the Born exponent

The Madelung constant and Born exponent appearing in Eq. 1 are related to the
specific arrangement of ions in the crystal lattice. The Madelung constant may be
considered as a decreasing series, which takes into account the repulsions among
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ions of similar charge, as well as attractions among oppositely charged ions. For
example, in the NaCl lattice illustrated in Figure 2.1, each sodium or chloride ion is
surrounded by six ions of opposite charge, which corresponds to a large attractive
force. However, farther away there are 12 ions of the same charge that results in
a weaker repulsive interaction. As one considers all ions throughout the infinite
crystal lattice, the number of possible interactions will increase exponentially, but
the magnitudes of these forces diminishes to zero.

Ionic solids are only soluble in extremely polar solvents, due to dipole—dipole
interactions between component ions and the solvent. Since the lattice energy of the
crystal must be overcome in this process, the solvation of the ions (i.e., formation of
[(H,0)nNa]™) represents a significant exothermic process that is the driving force
for this to occur.

2.2.2. Metallic Solids

Metallic solids are characterized by physical properties such as high thermal and
electrical conductivities, malleability, and ductility (i.e., able to be drawn into a
thin wire). Chemically, metals tend to have low ionization energies that often result
in metals being easily oxidized by the surrounding environmental conditions. This
explains why metals are found in nature as complex geological formations of oxides,
sulfates, silicates, aluminates, etc. It should be noted that metals or alloys may also
exist as liquids. Mercury represents the only example of a pure metal that exists as
a liquid at STP. The liquid state of Hg is a consequence of the electronic configura-
tions of its individual atoms. The 6s valence electrons are shielded from the nuclear
charge by a filled shell of 4f electrons. This shielding causes the effective nuclear
charge (Z.f) to be higher for these electrons, resulting in less sharing/delocalization
of valence electrons relative to other metals. Further, relativistic contraction of the 6s
orbital causes these electrons to be situated closer to the nucleus, making them less
available to share with neighboring Hg atoms.[2] In fact, mercury is the only metal
that does not form diatomic molecules in the gas phase. Energetically, the individual
atoms do not pack into a solid lattice since the lattice energy does not compensate
for the energy required to remove electrons from the valence shell.

Metallic bonding

The bonding in metals is best described as a close-packed array of atoms, with
valence electrons delocalized throughout the extended structure. This close chemical
association among neighboring atoms in the solid gives rise to physical properties
such as high melting points and malleability. The nondirectional bonding in metals
allows for two modes of deformation to occur when a metal is bent. Either the atomic
spacing between neighboring metal atoms in the crystal lattice may change (elastic
deformation), or planes of metal atoms may slide past one another (plastic deforma-
tion). Whereas elastic deformation results in a material with “positional memory”
(e.g., springs), plastic deformation results in a material that stays malformed.
Chemists are familiar with the traditional linear combination of atomic orbitals—
molecular orbital (LCAO-MO) diagrams for diatomic metals such as Li or Na. The
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Figure2.2. Illustration of d-orbital overlap between adjacent metal atoms in an extended metallic network.

overlap for metals containing d orbitals (Figure 2.2) is more complex than those
involving simple s and p orbitals. In the LCAO-MO bonding theory, there must
be the same number of molecular orbitals formed as the number of atoms that are
combined (e.g., there are two bonding and two antibonding MOs formed when four
atoms interact covalently). As a real-world example, in 63.5g (1 mol) of copper,
there will be an Avagadro’s number of copper atoms, corresponding to 6.022 x 1073
closely spaced molecular orbitals!

As the number of atoms increases to infinity, as within a crystal lattice, the
AE =~ 0 between energy levels within bonding and antibonding regions. This is
due to more interactions among neighboring atoms in a crystal lattice, relative to less
static atoms in gas or liquid phase molecules. Figure 2.3 shows the energy levels for
a homonuclear diatomic Ti, molecule; as the number of titanium atoms increases
to infinity, the description of the energy levels in solids is best described as bands,
rather than discrete MO energy levels. For metals, there is no gap between the high-
est occupied molecular orbitals (HOMOs) and lowest unoccupied molecular orbitals
(LUMO:s). The electron-occupied band is known as the valence band, whereas the
unfilled band is referred to as the conduction band. The energy gap between these
levels is known as the bandgap, E,. Although E; < 0.01eV (ca. < 1kJ mol ™)
for metals and alloys, the values for semiconductors and insulators are on the order
of 190kJ mol~! and >290kJ mol~!, respectively. Specific details of the decreased
electrical conductivity of these other materials will be presented in subsequent chap-
ters (€.9., semiconductors in Chapter 4).
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Figure 2.3. Band diagram for titanium metal, illustrating the continuum between valence and conduction
bands (i.e., no bandgap). The Fermi level corresponds to the highest occupied energy state at absolute
zero (think of pouring coffee (electrons) into a mug (valence band) — the top of the fluid level represents
the Fermi level/energy).

Since the delocalization of electrons occurs more readily for valence electrons
farther from the nucleus (experiencing a lesser Z.fr), “metallic character” increases
going down a Group of the Periodic Table. Perhaps the best example of this phenom-
enon is observed for the Group 14 congeners. As you move from carbon to lead, the
elemental properties vary from insulating to metallic, through a transitional range of
semiconducting behavior for Si and Ge.

Although metals are mostly characterized by crystalline structures, amorphous
alloys may also be produced, known as metallic glasses. A recent example of such
a material is the multicomponent alloy Zr4;Ti14Ni; »CujoBess.Bl These materials
combine properties of both plastics and metals, and are currently used within electric
transformers, armor-piercing projectiles, and even sports equipment. The media have
recently been focused on this latter application, for LiquidMetal™ golf clubs, tennis
racquets, and baseball bats. Unlike window glass, metallic glass is not brittle. Many
traditional metals are relatively easy to deform, or bend permanently out of shape,
because their crystal lattices are riddled with defects. A metallic glass, in contrast,
will spring back to its original shape much more readily.

Amorphous metallic materials may be produced through a variety of procedures.
Pure individual metal powders may be melted at high temperatures in an arc furnace.
Depending on the composition of the melt, supercooling may be possible, resulting in
a vitreous solid rather than a crystalline form. Although facile glass-forming solids
such as BoO3 will form amorphous solids even upon relatively slow cooling (e.g.,
1K s~1), metals generally require very high rates (>10°K s~!) to prevent crystal
growth. These high rates are accomplished by placing a material with high thermal
conductivity (e.g., copper) in contact with a molten metal or alloy. This method is
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referred to as “melt spinning” or “melt extraction,” and results in metallic ribbons
up to 15 cm wide and 30 um thick.

Another common procedure uses a vapor deposition technique to form amorphous
metallic thin films (see Chapter 4). Upon thermal annealing, the irregularly deposited
atoms in the film have an opportunity to assemble into a crystalline array. A proce-
dure referred to as ball-milling may also be used to create amorphous metal alloy
powders. This method uses a mixture of crystalline powders that is vigorously agi-
tated with a stainless steel ball within a round vessel. This results in regions of high
pressure that cause local melting of the crystalline powders, breaking apart metallic
bonds, and facilitating atomic diffusion along preferential crystallite interfaces.

2.2.3. Molecular Solids

This class of solids features discrete molecules that are held together by rather
weak intermolecular forces such as dipole—dipole, London Dispersion, and hydrogen
bonding. Since these forces are much weaker than ionic or metallic bonding inter-
actions, molecular solids are usually characterized by low melting points. Examples
include dry ice (CO»), ice (H;0), solid methane (CHy4), sugar (comprising various
arrangements/conformations of C¢H120¢ molecules), and polymers. For polymeric
materials, the melting points vary significantly depending on the nature of interac-
tions among the polymer subunits. As Chapter5 will delineate, these interactions
also greatly affect many other physical properties of these materials.

Molecular solids may exhibit either crystalline or amorphous structures, depend-
ing on the complexity of the individual molecules comprising the bulk material. As
with all solids, the more complex the subunits are, the harder it is for them to orga-
nize themselves in a repeatable fashion, resulting in an amorphous structure. Unlike
purely ionic solids, molecular compounds may be soluble in either nonpolar or polar
solvents, as long as the solvent polarity between solute and solvent is matched (“like
dissolves like™).

Both dipole—dipole and London Dispersion forces are subclasses of van der Waal
interactions. When two polar molecules approach one another, a natural attraction
known as dipole—dipole forces is created between oppositely charged ends. The rela-
tive intensity of dipole—dipole forces may be represented by Eq. 2:

-

KTR®’

where p is the molecular dipole moment (Debyes); R, the average distance of sep-
aration (A); T, the temperature (K); and K is the Boltzmann constant (1.38065 x
1072 JK ).

In addition to the mutual attraction between polar molecules, there may also be
an interaction between the solute molecules and liquid or gaseous solvent. In highly
polar solvents such as water or alcohols, a dense shell of solvent molecules will
surround the polar molecules. Although this solute/solvent interaction assists in the
solubility of the molecules in the solvent, the dipole—dipole interactions between
individual molecules are suppressed.

(2)  dipole—dipole =
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In contrast to dipole—dipole forces, London Dispersion interactions are much
weaker in nature since they involve nonpolar molecules that do not possess perma-
nent dipole moments. The only modes for molecular attraction are through polariza-
tion of electrons, which leads to the creation of small dipole—dipole interactions and
mutual attractive forces. Since electron polarization occurs much more readily for
electrons farther from the nucleus, this effect is more pronounced for molecules that
are larger with a greater number of electrons, especially positioned on atoms with
a high atomic number, consisting of more diffuse orbitals. These “induced dipole”
forces are responsible for the liquefaction of gases such as He and Ar at low temper-
atures and pressures. The relative strength of London Dispersion forces is described
by Eq. 3:

o2
E 5
where | is the ionization potential of the molecule; and a is the polarizability of the
molecules.

If both polar and nonpolar molecules are present, a dipole-induced dipole interac-
tion may occur. For this situation, the strength of association may be represented by
Eq. 4, which is dependent on both the dipole moment of the polar molecule, and the
polarizability of the nonpolar component. Once again, this relation does not include
the interactions between the polar molecule and solvent molecules:

2

(4)  Dipole—induced dipole = %'

(3)  London Dispersion =

Hydrogen bonding may be considered a special case of dipole—dipole forces,
where there exist relatively strong interactions between extremely polar molecules.
This interaction is often designated by A — H--- B, where the hydrogen bond is
formed between a Lewis basic group (B) and the hydrogen covalently bonded to
an electronegative group (A). In general, the magnitudes of these interactions (ca.
12-30kJ mol~") are much less than a covalent bond. However, the linear F-H—F an-
ion present in concentrated hydrofluoric acid has a bond energy of ca. 50kJ mol ™!,
representing the strongest hydrogen bond ever discovered (Figure 2.4). The degree

y /O\ y St 5t /O\

R N L + -
by H—F----- H—F —> H F—H—F

Figure 2.4. Examples of hydrogen bonding in (a) water/ice and (b) the HF, ™ ion in liquid hydrogen
fluoride. As with all dipole—dipole interactions, the intermolecular attraction may occur through simplistic
linear or more complex modes.
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of hydrogen bonding has an influence on many physical properties of a compound
such as melting and boiling points, dielectric constants, vapor pressure, thermal
conductivity, index of refraction, viscosity, and solubility behavior.

2.2.4. Covalent Network Solids

These solids are characterized by very strong, directional covalent bonds between
their constituent atoms. This bonding array generally leads to high melting points
and bulk hardness. Due to the arrangement of the atoms comprising these solids, a
variety of physical properties may be observed, as evidenced by the very different
properties exhibited by the three allotropes (i.e., discrete structural forms) of carbon.
For instance, diamond is an extremely hard, insulating material that is transparent to
light, whereas graphite is a soft, black solid that is capable of conducting electricity
along the graphitic layers of the extended solid. Buckminsterfullerene (Cgg) is very
different from either of these carbon forms, being soluble in aromatic solvents,
and thereby capable of undergoing chemical reactions. Other examples of covalent
network solids are quartz (SiO2)x, (BN)y, (ZnS)x, (HgS)x, and the two allotropes
of selenium — grey (Ses) and red (Seg)x.

2.3. THE CRYSTALLINE STATE

Single crystals comprise an infinite array of ions, atoms, or molecules, known as a
crystal lattice. The strength of the interactions between the species comprising the
crystal is known as the lattice energy, and is dependent on the nature and degree of
interactions between adjacent species. For example, the extremely high melting
points of salts are directly associated with the strength of the ionic bonds between
adjacent ions. For molecular species, it is the degree of intermolecular interactions
such as van der Waal and hydrogen bonding forces that controls the lattice energy.
Tonic and covalent crystals have similar lattice energies (ca. 700-900 kJ mol ™),
followed by metallic crystals (ca. 400-500kJ mol~'). By contrast, molecular
crystals such as solid carbon dioxide are much more readily broken apart (ca.
5-20kJ mol™!); a consequence of the weak Van der Waals interactions consisting
between the discrete molecules that comprise the lattice.

The ions, molecules, or atoms pack in an arrangement that minimizes the total free
energy of the crystal lattice. For ionic crystals, there is an overall balance of charge
among all ions throughout the lattice. Nonionic crystals exhibit a greater variety
of packing interactions between constituent molecules. One of the most influential
forces found in these lattices is hydrogen bonding. The molecules will pack in such a
manner to balance the number of hydrogen bond donor and acceptor groups. Often,
a residual polar solvent, capable of participating in hydrogen bonding, will play an
important role in the observed packing arrangement. Depending on the polarity of
the encapsulated solvent, a variety of arrangements of molecules will be observed
in the crystal lattice, with hydrophobic and hydrophilic groups being preferentially
aligned with respect to each other and the solvent. The arrangements of molecules
throughout the crystal may be observed empirically. While X-ray diffraction is used
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to determine the locations of most atoms, neutron diffraction is more diagnostic for
locating the positions of hydrogen atoms. Diffraction techniques will be discussed in
more detail in Chapter 7, dealing with materials characterization.

Depending on how strongly a solvent is contained within the crystal lattice, some-
times the encapsulated solvent is lost, an occurrence referred to as efflorescence. By
contrast, if the solid contains ions with a high charge density (high charge/size ratio)
and is soluble in water, the crystals will readily adsorb water from the atmosphere and
may even be transformed to a solution. An example of such a deliquescent crystal is
calcium chloride, which is employed as a dehydrating agent for removal of moisture
from a flow of inert gases.

The overall shape or form of a crystal is known as the morphology. Often, there
is more than one crystalline form of the same substance. Each form is known as
a polymorph, differing in both the arrangement of constituents as well as unit cell
dimensions. Although polymorphs differ in both the shape and size of the unit cell,
most compounds may exhibit this behavior, under appropriate experimental condi-
tions. Common reasons for a varying crystal structure are similar ionic ratios for
anions and cations in ionic crystals, or variations in temperature or pressure during
crystal growth. These latter effects alter the amount of disorder within the crystal
lattice, allowing for the migration of atoms/ions/molecules into lattice positions that
are thermodynamically disfavored at lower temperatures and/or pressures.

If the solid is an element, polymorphs are known as allotropes. One of the best-
known examples for elemental polymorphism (allotropy) is observed for Group 16
elements (Chalcogens). For instance, sulfur may exist in the common yellow powder
form, consisting of arrangements of 8-membered rings. However, at higher tempera-
tures a polymeric substance is formed that may be quenched to yield infinite chains
of disordered sulfur atoms (catenasulfur, or “plastic sulfur’’). The other Group 16
congeners also possess this structural diversity, with the relative thermodynamic sta-
bility of a particular allotrope being governed by the structure with the lowest overall
free energy. Most often, the energy for the interconversion between polymorphs is
small, resulting in phase changes that occur after only moderate changes in temper-
ature or pressure. In general, exposing a crystal to an applied pressure forces neigh-
boring atoms closer together, causing a decrease in the volume of the unit cell, and
an increase in the coordination number of individual atoms. For instance, silicon is
transformed from a 4-coordinate polymorph at ambient pressure to the 12-coordinate
“SI VII” phase at pressures in excess of 50 GPa.

If the chemical contents of a polymorph are different than other forms, it is
designated as a pseudopolymorph.l*! Most often this occurs due to the presence
of differing amounts of solvent, and may alter physical properties of the crystals
such as melting points and solubilities. Polymorphism and pseudopolymorphism
may be observed when different experimental conditions are used for synthesis. For
example, if crystals are grown by sublimation, changing the temperature will often
yield different crystal structures, possibly even metastable phases that are kinetically
favored.

A subclass of polymorphism known as polytypism is found for one-dimensional
close-packed and layered structures such as SiC, Cdl;, GaSe, micas and clay
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minerals such as kaolins. These crystal structures exhibit differing three-dimensional
lattices that vary depending on the stacking order of the two-dimensional sheets that
comprise the crystal, known as modular layers.

When different compounds yield almost identical crystals, the forms are referred
to as isomorphs. The word “almost” is indicated here, as isomorphs are not exactly
the same; although the arrangement of atoms/ions in the lattices are identical, one
or more of the atoms in the lattice have been replaced with another component. For
example, alums of the general formula (M), (SO4) - (M)2(SO4)3 - 24H,0 may crys-
tallize as isomorphs where one of the monovalent or trivalent metals is substituted
with another.

The conversion between polymorphs may be observed by differential scanning
calorimetry (DSC), which shows peaks corresponding to endothermic or exother-
mic events associated with structural changes. Since there is an activation energy
that must be overcome, an increase in temperature often accompanies such a con-
version. The rate of a polymorphic transition depends on the mobility of atoms in
the solid state. When steel is tempered, it is heated to high temperatures and then
rapidly cooled to temperatures far below its melting point. This low temperature is
necessary to slow down the rate of transition to the stable phase at room temperature.
Sometimes pressure is used to convert one form into another. When this medium is
used, a polymorph with higher density will result, due to the relative confinement of
lattice species through the externally applied pressure.

2.3.1. Crystal Growth Techniques

Crystal growth involves a phase change from liquid or gas to a solid, such as the
precipitation of a solute from solution or the formation of a solid from conden-
sation of a gas. This occurs through two processes, nucleation and growth, being
favored by using supersaturated solutions and/or temperature gradients. When sev-
eral molecules in the gas phase or in solution approach each other in appropriate
orientations, they form a submicroscopic nucleus upon which additional molecules
may adsorb en route toward an ordered extended crystal structure. The probability
that a crystal will form depends on the nature and concentration of the solute (i.e.,
the distance between solutes), as well as solvent conditions such as temperature,
pH, ionic strength, viscosity, polarity, etc. To grow single crystals suitable for X-ray
diffraction analysis, relatively few nuclei should be formed rather than multiple sites
of nucleation that will yield microcrystalline solids.

High quality crystals may only be obtained when the rate of deposition onto a
nucleation site is kept at a rate sufficiently low to allow oriented growth. A high
growth rate may lead to defects in the crystal, forming multibranched or dendritic
crystallites through rapid growth in too many directions. As molecules in the gas-
phase or solvent interact with the surface of the growing crystal, they may or may
not be preferentially adsorbed. That is, a nucleation site that contains steps, ledges,
or surface depressions is able to provide more efficient crystal growth due to the
prolonged interaction of suspended molecules with a greater surface area.
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Figure 2.5. Schematic of three common methods used to grow single crystals. Shown is (a) diffusion
where vapors from a volatile “nonsolvent” meet the crystallization solvent; (b) interfacial where the non-
solvent is layered on top of the crystallization solvent; (c) sublimation where the solid mixture is heated
and the vapors form crystallites on the surface of a cold finger. For this latter technique, the crystallization
flask may be opened to vacuum throughout the sublimation process (dynamic vacuum), or closed after
maintaining initial vacuum to allow slower crystal growth (static vacuum).

Experimentally, the successful growth of single crystals on the order of
0.01-0.1 mm? is not trivial, and has long been considered as a “black art”! Figure 2.5
illustrates common techniques that may be applied for crystal growth via sublima-
tion or from solution. Perhaps the most important starting point is with a solution
that is filtered to remove most suspended nuclei. For air-sensitive solutions, this
requires careful manipulation using filtering cannulas and Schlenk techniques. Most
of the solvent is then removed to create a nearly supersaturated solution, and then
left undisturbed. Another method that is used to grow single crystals from saturated
solutions consists of layering a “nonsolvent” onto the top of the saturated solution.
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Since the compound of interest is not soluble in the layered nonsolvent, crystal
formation may begin at the interfacial region. If the nonsolvent is volatile, vapor
diffusion may provide another route for the growth of crystals.

Depending on the nature of the suspended molecules, crystal formation may begin
immediately, or may even take months to occur. Many organometallic chemists have
been surprised to find large crystals at the bottom of flasks placed in the back of
the freezer, after months of observation and concluding that no crystals would ever
be realized. Sometimes, fortuitous crystal growth may also be realized from unex-
pected sources. Crystals may be formed from the incorporation of impurities such
as dust or vacuum grease, or from surface scratches on the inside walls of the flask.
Surprisingly, NMR tubes are notorious for the formation of large crystals, discovered
only as the tubes are about to be cleaned! Quite often, chemists set these tubes aside
for weeks after the analysis, creating an undisturbed environment for crystal growth.
NMR tubes are long and narrow, suppressing convection currents, and solvents very
slowly evaporate through the low-permeable cap. Hence, the overall take-home mes-
sage for crystal growth is to exercise patience; in the process of impatiently checking
for crystal growth, additional nucleation sites are often introduced, resulting in the
formation of small crystals. Fortunately, many institutions now possess CCD X-ray
diffractometers that allow for enough data to be obtained from even microcrystalline
solids, in a fraction of the time required for older 4-circle instruments.

Although much crystallization from a solution is performed at low temperatures,
crystals may also be formed from molten solids. For example, the Czochralski
method for purification of silicon uses a seed crystal on the surface of the melt
maintained slightly above its melting point. As the crystal is slowly pulled from
the melt, there is extension of the crystal due to preferred alignment of other silicon
atoms present in the melt (see Chapter 4). The empirical use of seed crystals is fre-
quently used for crystal growth at all temperature regimes. Scratching the inside of
the flask, or even using boiling stones has been successful at inducing crystal forma-
tion, through the introduction of sites for nucleation. It must be noted that pH is often
not an important factor for inorganic or organic crystals; however, for protein crys-
tallization, which is beyond the scope of this book, many such atypical conditions
must also be considered.

2.3.2. The Unit Cell

The smallest repeating unit of an extended crystal lattice is known as the unit
cell, which governs the symmetry and structure of the overall bulk crystal. Often-
times, it is possible to define a number of possible repeat units for a crystal lattice
(Figure 2.6). The proper selection of a unit cell represents the smallest repeatable
unit that possesses the same symmetry elements of the bulk crystal, and if translated
along the X, y, and z axes, will generate the entire extended crystal lattice.

Figure 2.7 provides a schematic of a general structure for a unit cell. It is conve-
nient to describe these units as having three vectors (&, b, and €) that may or may not
be aligned along the Cartesian axes, depending on the values of unit cell angles.



26 2.3. The Crystalline Sate

I S

4 4 4
4 4

Figure 2.6. Representation of some unit cell selections from a two-dimension lattice arrangement. The
triangle and smaller rhombus selections are known as “primitive” unit cells, as each contains one object
per unit cell (3 x 1/3 for the triangle, 4 x 1/4 for the rhombus). By contrast, there are four objects per unit
cell for the larger rhombus (4 x 1/4 for corner objects; 4 x 1/2 for those on the edges; one in the center).
When each of these selections is translated along the two-dimensional axes, they reproduce the positions
of all objects in the lattice.
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Figure2.7. Schematic of a unit cell. The angles and side lengths shown above are not representative of all
unit cells; seven types of cell dimensions are possible (see text).

Depending on the geometry and volume of the unit cell, there are seven crystal
systems that may be generated (Table 2.2).

For simplicity, fractional coordinates are used to describe the lattice positions in
terms of crystallographic axes, @, b, and c. For instance, the fractional coordinates are
(1/2,1/2,1/2) for an object perfectly in the middle of a unit cell, midway between all
three crystallographic axes. To characterize crystallographic planes, integers known
as Miller indices are used. These numbers are in the format (hkl), and correspond
to the interception of unit cell vectors at (a/h, b/k, c/l). Figure 2.8 illustrates
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Table 2.2. Unit Cell Definitions for the Seven Crystal Systems

Crystal system Unit cell vector lengths Unit cell vector angles
Cubic |al = |b| = [§ a=p=y =90°
Tetragonal |al = |b| # [&| a=p=y =90°
Orthorhombic 13| # |b| # [&] a=p=y =90°
Trigonal 13 = |b| = €] a=pB=y #90°,

y <120
Hexagonal |a| = |b| # |T| a=p=90°y =120°
Monoclinic |al # |b| # I8 a =y =90° B #90°
Triclinic |a] # |b| # [€] aEpEy

examples of the (011) and (001) plane/face of a crystal; since (hkl) intercepts the
unit cell at {(a, b, c) : (1/h, 1/k, 1/1}, a zero indicates that the plane is parallel to
the particular axis, with no interception along +o00.15! A Miller index with capped
integers such as (011) indicates that the crystallographic axis is intercepted in the
negative region (interception of the ¢ axis at —1, in this case).

a)

b)

Figure 2.8. (a) Representation of the (011) plane in a unit cell. Based on the Miller indices, the plane does
not intersect the a axis, and passes through (0,1,0), and (0,0,1). (b) Illustration of a (001) plane in a unit
cell, which does not intersect either the a or b axes.
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2.3.3. Crystal Lattices

Definitions and nomenclature

For crystals comprising ions and metal atoms, the lattice may be thought of as regular
packing of hard spheres. In three dimensions, there are only two ways that spheres
may pack: either simple cubic or close-packed (Figure 2.9). Whereas the coordi-
nation number (i.e., number of nearest neighbors) of individual species for cubic
packing is 6, the coordination number for close-packing is 12.

The Periodic Table shown in Figure 2.10 demonstrates that the close-packing
motifs are the most prevalent for natural forms of the elements. That is, think about
dropping marbles into a large beaker partially filled with water. As the marbles set-
tle at the bottom of the container, they will seek their most stable resting position.
These positions are within the voids formed between three spheres (cf. B or C sites
in Figure 2.9¢), rather than on top of the crests of individual spheres. Since a sim-
ple cubic arrangement has a significant amount of excess void-space, this would
present a much less efficient manner to pack individual spheres. This larger volume
of empty space in simple packing would result in a lower density for the solid relative
to its close-packing analog. It should also be noted that the sliding of one layer over
another would be more preferred for simple cubic relative to close-packing. This
corresponds to a greater degree of crystal defects that are possible for these solids.

Although marble migration is only mentioned as an example, this process is not far
removed from the crystallization process. In the formation of single crystals, individ-
ual ions/atoms/molecules slowly come into contact with one another, and nucleate
from thermodynamically favored positions. Sometimes metastable phases may be
obtained if one does not allow such preferential migration to occur, through rapid
cooling events, for instance.

Figure 2.9. Representation of (a) simple cubic packing and (b, ¢) close-packing. The two sites that may
be occupied by subsequent layers in close-packing, B and C sites, are shown. This results in two types of
packing: ABABAB. .. (hexagonal close-packing, hcp), and ABCABC... (cubic close-packing, ccp).
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Figure2.10. Preferred crystal structures of the elements. Shown are the ordinary forms of each element in
its solid state (€.9., graphite, o-iron, etc.). The following abbreviations are used: fcc, bee (body-centered
cubic), hep, cubic (simple cubic), diam (diamond or zinc blende), monoc (monoclinic), rhomb (rhombo-
hedral), tetrag (tetragonal), and orthor (orthorhombic).

To aid in the visualization of sphere packing sequences in three-dimensions, con-
sider the following arrangement of something more tangible such as baseballs or
oranges. After a few spheres (in A sites) are arranged in a close-packed arrange-
ment (Figure 2.9b), the next layer packs into B sites, formed as voids above three A
spheres (Figure 2.9¢). For the third layer of spheres, there are two possibilities that
may occur. The atoms/ions in the third layer may sit directly above the spheres in
the A layer, or may be placed in C sites (Figure 2.9¢). If the packing is described by
the former case (ABABAB. . .), the crystal lattice is described as a hexagonal close-
packed (hcp) arrangement. By contrast, if the packing scheme occupies all possi-
ble sites (ABCABCABC....), then the arrangement is termed cubic close-packed, or
face-centered cubic (fcc).

Since hep crystals have vacant C sites, there are uniaxial channels through the
channels that may influence physical properties of these crystals. For example, Mg
and Ti that crystallize in hcp arrangements possess extremely low densities, while
other hep metals (e.g., Co) have the possibility for anisotropic magnetic properties.

Although it is easy to visualize a fcc unit cell, with atoms/ions on each corner and
on each face of a cube, the ABCABC... packing scheme is more difficult to unravel.
Once the unit cell is viewed along the cell corners, perpendicular to the (110) plane,
the packing layers are readily observed (Figure 2.11a). When viewed along a vector
perpendicular to the packing planes, the atoms/ions occupying the B and C sites are
observed as inverted triangles (Figure 2.11b). Common examples of this packing
scheme are diamond, ZnS (zinc blende form), HgS, Cul, AlSb, BeSe, etc.
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Figure 2.11. Schematic of sphere packing for cubic close-packed (face-centered cubic, fcc). Shown is
solid carbon dioxide (dry ice), that consists of individual CO, molecules that pack in an fcc lattice. The
black carbon atoms shown in (a) illustrate a traditional representation of the lattice, consisting of a cube
with atoms on each of the faces. The packing layers are shown from two different views; (a) parallel to
the ABC... layers (i.e, (111) planes) and (b) perpendicular to these layers.

Hexagonal close-packing is illustrated in Figure 2.12, showing a unit cell, with
translation to form a hexagonal arrangement with a sixfold rotation axis. Using sim-
ple geometry, it may be proven that the coordinates of the B sites are {(a, b,c) =
(2/3,1/3,1/2) or (1/3,2/3,1/2)}. There are two possibilities due to lattice equiv-
alency; however, once one of these is designated for B sites, the other positions are
designated as C sites and remain vacant in hep crystal lattices. Although the packing
sequence is different between hep and fec lattices, there is a similarity between these
close-packed structures. The atoms in the (111) planes of B and C layers shown in
Figure 2.11 are arranged in a hexagonal pattern, analogous to the stacking planes for
hep shown in Figure 2.9¢.

For hexagonal crystal planes, a slightly different indexing nomenclature is used
relative to cubic crystals. To index a plane in the hexagonal system, four axes are
used, called Miller—Bravais indices. In addition to both a and b axes, another axis
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Figure 2.12. Schematic of the packing in an hcp unit cell, showing equivalent close-packed B sites. The
hexagon of A atoms is referred to as the basal plane, as this plane marks the top and bottom of a unit cell.
The fractional coordinates of each set of B sites are {(a, b, ¢): (1/3,2/3,1/2) — shown, or (2/3,1/3,1/2)}.

is used, that bisects the y-angle on the hexagonal basal plane (Figure 2.12). This
additional axis is designated ab’ in Figure 2.12.16] The use of three axes on the basal
plane is required due to the threefold rotation axis present in the lattice. Examples
of hexagonal plane indices are shown in Figure 2.13; lattice directions are indexed
analogously to cubic crystals, only using &, b, and ¢ crystallographic axes.

Although ccp and hcp arrangements have been shown in detail, there are many
other possibilities for the packing of species in a crystal lattice. In 1849, Bravais dis-
covered that there are only 14 possible arrangements of points in three-dimensional
space, assuming that each point has an identical environment. Hence, regardless of
the identity of the species comprising an infinite crystal lattice, the unit cell must be
described by one of these Bravais lattices (Figure 2.14). Other designations that are
not listed are not oversights, but may be further simplified. For instance, a “base-
centered tetragonal” unit cell does not appear in Figure 2.14, as it may be reduced to
a simple (primitive) tetragonal unit cell by repositioning the base-centered atoms to
the unit cell corners.

Interstitial crystal lattices

Thus far, we have considered crystal structures consisting of one type of identi-
cal atom, ion, or molecule. For crystal lattices consisting of more than one type
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Figure 2.13. Examples of planes (in parentheses) and directions [in brackets] of a hexagonal unit cell.
Reproduced with permission from Cullity, B. D. Elements of X-Ray Diffraction, 2nd ed., Addison-Wesley:
Reading, MA. Copyright 1978 Prentice-Hall.

Table 2.3. Tonic Radii Ratios Corresponding to Interstitial Sites

Radii ratio range (r/r—) Geometry of interstitial site
(coordination number)

<0.225 Trigonal (3)

<0.414 Tetrahedral (4)

<0.732 Octahedral (6)

>0.732 Cubic (8)

of species, the unit cell is best described as one of the 14 Bravais lattices for the
larger component, with the smaller species occupying vacant sites within the lattice,
known as intertitial sites. Based on the number of nearest neighbors immediately
surrounding these positions, interstitial sites may exist with coordination numbers of
3 (trigonal), 4 (tetrahedral), 6 (octahedral), and 8 (cubic). An example of a cubic site
is a species that is housed within the (1/2,1/2,1/2) position of a unit cell, surrounded
by eight nearest neighbors.

For ionic crystals, the preference of a cation to occupy a certain interstitial site
is primarily governed by the ionic radius ratio of the cation/anion (r,/r_). Since
anions are most often larger than cations, this ratio is usually less than 1 (Table 2.3).
An exception may be found for unusually large cations with small anions such as
CsCl (ry/r— = 1.08). As the value of this ratio decreases, the size of the anions
become significantly larger than the cations, and the cation will prefer to occupy
a smaller interstitial site. To rationalize this preference, consider a simple cubic
arrangement of bowling balls (cf. large anions) with a small golf ball (cf. small
cation) in the middle. Due to the large size difference, this arrangement would not be
stable, as the golf ball would rattle around the cubic “cage” formed by the bowling
balls. Rather, a smaller close-packed interstitial site such as trigonal or tetrahedral
would best contain the smaller golf ball.
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Figure 2.14. Models of the 14 Bravais lattices. The various types of Bravais centering are given the sym-
bols P (primitive/simple), F (face-centered), | (body-centered), and C (base-centered). The primitive
rhombohedral Bravais lattice is often given its own symbol, R, and corresponds to a primitive unit cell
possessing trigonal symmetry.

For compound unit cells, it is important to point out the occupation of the
atoms/ions occupying the Bravais framework and the other species in interstitial
sites. For example, the CsCl structure is best described as consisting of a simple
cubic arrangement of C1~ ions, and a Cs™ ion in a cubic interstitial site. Alterna-
tively, one could also designate this structure as having Cs™ ions at the corners of
a cube, and C1™ in the interstitial cubic site. Even though the overall arrangement
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of ions in this structure is bec, such a compound unit cell cannot be assigned to this
arrangement since the ions are not equivalent.

It is not immediately apparent why many different values for individual ionic radii
appear in reference books. The value for an ionic radius is dependent on its lattice
arrangement, and is determined from electron density maps and empirical X-ray
diffraction data. Some general trends for cationic radii are:

1. For a given species and charge, the radius increases as the coordination number
increases.

2. For a given charge, the radius decreases with increasing effective nuclear charge,
Zeff'[ﬂ

3. For a given species, the radius decreases with increasing ionic charge.

4. For a given species and charge, the radius is larger for high-spin (weak field) ions
than for low-spin (strong field) ions.

Most inorganic chemistry texts list cut-off values for the r /r_ ratios corresponding

to the various geometries of interstitial sites (Table 2.3). However, it should also be

pointed out that deviations in these predictions are found for many crystals due to

covalent bonding character. An example for such a deviation is observed for zinc

sulfide (ZnS). The ionic radius ratio for this structure is 0.52, which indicates that

the cations should occupy octahedral interstitial sites. However, due to partial cova-

lent bonding character, the anions are closer together than would occur from purely

electrostatic attraction. This results in an “effective radius ratio” that is decreased,

and a cation preference for tetrahedral sites rather than octahedral.

The crystal structure for this complex lattice (wurtzite structure) is shown in
Figure 2.15. This is best described as an hcp lattice of sulfide ions, with zinc ions
occupying one-half of the available tetrahedral interstitial sites. For this lattice, there
are two units of ZnS per unit cell:

2S%~ jons/unit cell (8(1/8) + 1) {at corners (€.g., (0,0,0) and (2/3,1/3,1/2)}
27Zn* ions/unit cell (4(1/4)+1) { at (0,0,5/8), (1,0,5/8), (0,1,5/8), (1,1,5/8),
and (2/3,1/3,7/8)}

It is noteworthy to point out that bonding character for compounds is rarely purely
covalent or ionic in nature, especially for inorganic species. Rather, a combination
of both bonding modes provides the best description of the electron density for these
solids. As you might expect, this will also affect the physical properties of the solid;
for instance, the hardness of ZnS is significantly greater than what would be expected
for a purely ionic solid.

If the cation in the crystal lattice exhibits a cubic environment (coordination num-
ber of 8), the fluorite structure is commonly observed (Figure 2.16). Lattices of this
variety consist of an fcc arrangement of cations, with all 8 tetrahedral interstitial
sites (e.g., (1/4,1/4,1/4), etc.) occupied by the anionic species. Of course, this will
only be prevalent when the size of the anion is much smaller than the cation, such
as CaF;. For structures with relatively smaller cations, the anions will form the fcc
lattice, with cations situated within the interstitials. Since the relative positions of
cations and anions are reversed in the latter case, the anti prefix is used, designating
the structure as antifluorite.
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Figure 2.15. Model of the wurtzite (ZnS) crystal structure. The framework is based on an hcp lattice of
S2~ anions (yellow; the unit cell consists of A and B ions) with zinc ions occupying tetrahedral interstitial
sites (white, labeled as X and Y ions).

Metal oxide lattices

The vast majority of catalysts used in heterogeneous catalytic processes are based
on mixed metal oxides. There is ongoing interest in the preparation of these
catalysts with specific reproducible properties; a challenge that has been possible
through increasing knowledge regarding the structure/property relationships of these
materials.

There are a number of important crystals that comprise a close-packed array of
oxide anions, with cations situated in vacant interstitial sites. Often, there are two or
more different types of cations that occupy the vacancies. Some useful iron oxides
with this architecture are used in magnetic tapes, containing octahedrally coordinated
Fe3t ions (e.g., MFe;04, MFe 2019, or MzM/zFequz, where M, M’ = divalent
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Figure 2.16. Unit cell representation for the fluorite structure of CaF,.

Figure 2.17. Unit cell of a normal spinel lattice for CrFe;O4.

metals such as Ba2t, Sr2+, Ca2+, Mn2+). These magnetic iron oxides have the spinel
structure, consisting of a ccp array of oxide ions, with 1/8 of the tetrahedral holes
occupied by M?* jons, and 1/2 of the octahedral holes occupied with Fe’™ ions
(Figure 2.17).

It should be noted that there are three types of spinel lattices:

M**M,3T04 — e.g., CrFe;04, CoC0204
M**M,2T04 — e.g., TiZnyO4, SnC0,04
M M0, - e.g., Na;MoO4, Ag,MoOy4

In addition to the simple binary spinels, more complex ternary ferrite spinels have
also been synthesized, of the general structure:

(5)  Mi—i*TFei*T1(Mi*TFey—i> )0y

where the cations in brackets are in tetrahedral sites, and the cations in parentheses
are in octahedral sites. In the case of i = 0, the normal spinel structure will be
obtained. In the other extreme case, i = 1, the structure is known as the inverse
spinel lattice.
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Figure 2.18. Unit cell of the perovskite BaTiO3, illustrating the ABO3 stoichiometry.

The equilibrium distribution of cations in the spinel lattice depends on the size
of the ionic radii, electrostatic energies, and polarization effects. As one would
expect, the degree of cation disorder will significantly influence the magnetic proper-
ties of magnetic ferrite spinels.[¥! One may intentionally prepare spinels containing
nonequilibrium cation distributions through rapid quenching techniques of sintered
powders. For instance, when ground mixtures of MnO and Al,O3 powders are sin-
tered and quenched the resulting (MnyAl;_x)304 spinel has an oxygen-deficient
metal:oxygen ratio of 3:3.7.1%

The Boltzmann distribution (Eq. 6) relates the dependence of temperature on the
amount of cation disorder, where E; is the activation energy required to exchange
interstitial sites of M2 and Mt cations (i.e., between octahedral and tetrahedral
sites). Energy values for these interchanges generally fall in the range 0.11-0.14 eV:

i(L+0) kT

— =€ .
(1—1i)?
Another prominent category of mixed metal oxide crystals is the perovskites. These
oxides have the general formula ABOs3, where A is a cation of larger size than B.
These lattices consist of a ccp arrangement of both oxide anions and the larger
cation (Figure 2.18). The smaller cation occupies the octahedral hole at the posi-
tion (1/2,1/2,1/2). The broad range of perovskites is attributed to the fact that around
90% of the metallic elements of the Periodic Table are known to form stable oxides
with this structure. It is also possible to partially substitute A and B cations to
yield a perovskite of the formula Aj_xA’xB;_xB'xO3. It should be noted that the
perovskite structure is not only obtained for oxides, but also for some nitrides
(e.0., Ca3GeN), halides (e.g., KMgF3), hydrides (e.g., BaLiH3), and carbides (e.g.,
MgCNij). Recently, oxynitride perovskites (€.9., BaTaO,N) have received consid-
erable attention due to their potential applications for nontoxic inorganic pigments
and photocatalysts.[10 The reduced electronegativity of the nitride ion, relative to

(6)
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Figure 2.19. Photograph of the Meissner effect for a rare-earth magnet above a sample of YBCO
immersed in liquid nitrogen (from http://www.physics.brown.edu/physics/demopages/Demo/em/
demo/5G5050.htm). The onset of strong diamagnetism (“superdiamagnetism,” as observed by the
repulsion of an external magnetic field) is the most reliable method to determine superconductive
behavior.

the oxide anion, increases the covalency of the cation—anion bonds thus affecting its
overall structure and physical/optical properties.

In addition to catalytic applications, the perovskite backbone is a key component in
modern high-temperature superconductive materials. By definition, a superconductor
exhibits no resistance to electrical conductivity, and will oppose an external mag-
netic field, a phenomenon referred to as the Meissner effect (Figure 2.19). Many
pure transition metals (e.g., Ti, Zr, Hf, Mo, W, Ru, Os, Ir, Zn, Cd, Hg) and main
group metals (e.9., Al, Ga, In, Sn, Pb) exhibit superconductivity, many only when
exposed to high-pressure conditions. These materials are referred to as Type I or soft
superconductors.

Binary and ternary alloys and oxides of these elements, as well as pure V, Nb, Gd,
and Tc are referred to as Type II or high-field superconductors. In contrast to Type
I, these materials exhibit conductive characteristics varying from normal metallic
to superconductive, depending on the magnitude of the external magnetic field. It
is noteworthy to point out that metals with the highest electrical conductivity (e.g.,
Cu, Au) do not naturally possess superconductivity. Although this behavior was first
discovered in 1911 for supercooled liquid mercury, it was not until 1957 that a theory
was developed for this phenomenon.!!!!

In order to exhibit superconductive behavior, early Type I and II materials needed
to be cooled below a critical temperature (T.) ranging from 0.015K (for W) to
23K (for Nb3Ge). An intriguing goal of current research is to increase the T
to room temperature (“high-temperature superconductors,” HTS), which would
trivialize resistance-free applications such as power grid lines and widespread
levitated trains. In 1986, Muller and Bednorz at IBM made an important discov-
ery toward this goal — the first high-temperature superconductor, Lay_xSryCuO4
(LSCO), with a critical temperature of 35K. A year later, the first material with
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Figure 2.20. Comparison of the crystal structures of (left-right) LSCO, YBCO, and BSCCO supercon-
ductors, respectively. Reproduced with permission from Prof. Hoffman’s webpage at Harvard University:
http://hoffman.physics.harvard.edu/research/SCmaterials.php

a critical point above the boiling point of nitrogen (77 K) was discovered, known
as YBayCu307_g (YBCO), with a critical point of 92 K. In more recent years, the
highest-temperature cuprate based superconductors have been synthesized with a
general formula M, N, CaxCuyOz (where M = Y, Bi, T, or Hg; N = Baor Sr; v = 1
or2;w=2o0r4;x=0,1,or2;y=1,2,0r3;2=3,4,6,7,9, 10, or 15). To date, the
highest-temperature superconductive materials are thallium (e.g., TIBayCa;Cu3Oo,
T. = 133 K), mercury (e.g., Hg, 3 Tlp 2BayCayCu30g 33, T, = 138 K), or lead-doped
(e.g., (Hgy 75Pbo.15Tlp.1)BayCayCusOg4, Te = 142K).112]

Figure 2.20 shows a comparison between the major stacked cuprates that have
played an important role in the ongoing development of a room-temperature super-
conductor. The presence of three or four metals in the crystal structure is referred to
as a ternary or quaternary metal oxide, respectively. The lattices for these compounds
are distorted perovskites, where “CuO,” layers are responsible for the superconduc-
tive behavior, and the other metal and metal oxide layers act as charge reservoirs,
inducing redox behavior in the copper oxide layers. If we consider the formal charges
on the ions, YBCO may be written as: Y3t(Ba?*),(Cu®*),Cut (0%~ )s. The Cu™
ion is square planar with an electronic configuration of [Ar]3d® (one unpaired elec-
tron, S = 1/2). For YBa;Cu3zO7_s at an oxygen concentration corresponding to
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Figure 2.21. Schematic of Cooper pair formation for a metallic superconductor. At a certain critical tem-
perature, T, the electrons within thermal energy (kT;) of the Fermi level are able to correlate their motion
in pairs (Cooper pairs). This process is referred to as condensation. At absolute zero, the condensed
Cooper pairs form a single energy state that lies kT below the Fermi level. As a consequence of conden-
sation, a number of forbidden energy levels (bandgap, Eg) appear within the conduction band, centered
about the Fermi level. The energy of this bandgap corresponds to the minimum energy required to break
up a Cooper pair and release the electrons into the vacant quantum levels. At 0 < T < T, the supercon-
ductor metal is in an excited state, wherein a number of electrons, primarily from broken Cooper pairs,
have been promoted across the bandgap into vacant energy states. Reproduced with permission from Hurd,
C. M. Electronsin Metals, Wiley: New York, 1975. Copyright John Wiley & Sons Limited.

0 > 0.7, the solid is insulating. This is due to effective antiferromagnetic ordering of
the unpaired electron spins among neighboring Cu’* ions in the CuO; layer.

However, as additional O is added to the lattice, YBCO undergoes the Mott tran-
sition of insulating to metallic conductivity — resulting from a change in the crystal
symmetry from tetragonal to orthorhombic. The additional electronegative O atoms
in the lattice serve to inject excess “holes,” residing in states associated with the
CuO; layers. At 0 < 0.4, the excess holes form Cooper pairs, which is respon-
sible for superconductive behavior (v. strong diamagnetism). This is in contrast to
a metal (Type I) superconductor, in which correlated electrons form Cooper pairs
(Figure 2.21).

There are already commercial applications that employ superconductive materials;
for example, MAGLEV trains have been operable for many years in Japan and
England. However, reports of deleterious effects of radio waves may slow the wide-
spread use of this technology. In 2001, three 400-ft HTS cables were installed at
the Frisbie Substation of Detroit Edison, capable of delivering 100 million watts of
power. This marked the first time commercial power has been delivered to customers
of a US power utility through superconducting wire. Similar plans are underway to
install an underground HTS power cable in Albany, New York, in Niagara Mohawk
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Figure 2.22. Unit cell of the hcp-based rutile allotrope of titanium oxide.

Power Corporation’s power grid. The 350-m cable, believed to be four times the
length of any previously installed HTS cable, will be designed to provide more power
and operate at significantly lower loss levels than other HTS installations.

Another important oxide lattice is the rutile structure, common for both oxides
and fluorides with the general formula MO, and MF, (e.g., TiO;, SnO;, FeF,, NiF,,
Zr03). This structure (Figure 2.22) consists of an hcp arrangement of oxide ions,
with metal ions occupying 1/2 of the available octahedral holes. In a space-filling
view of the lattice, the metal occupation causes the structure to expand so that the
oxide ions are no longer in contact with one another. Although we have focused on
the interstitial sites within ccp lattices, it should be noted that an hcp lattice, defined
by atoms at (0,0,0) and (2/3,1/3,1/2), will have two octahedral sites at (1/3,2/3,3/4)
and (1/3,2/3,1/4). Four tetrahedral sites will be located at (2/3,1/3,1/8), (2/3,1/3,7/8),
and 8 additional sites (each 1/4 inside the unit cell) at positions (0,0,3/8), (1,0,3/8),
(0,1,3/8), (1,1,3/8), (0,0,5/8), (1,0,5/8), (0,1,5/8), (1,1,5/8).

The nickel arsenide (NiAs) structure is also based on an hcp array; in this case,
the cations form the backbone lattice, and the larger anions occupy both octahedral
sites. This structure, also associated with metal sulfides, selenides, tellurides, and
antimonides, is only adopted for weakly ionic compounds. Since the octahedral sites
are extremely close to one another, purely ionic compounds would be much too
unstable due to strong anion—anion repulsions.

2.3.4. Crystal Imperfections

The previous section focused on archetypical unit cells for ideal crystals. In reality,
all crystals above absolute zero will possess a variety of defects in isolated or more
extensive areas of the lattice. Surprisingly, even in solids with a purity of 99.9999%,
there are ca. 6 x 10'® impurities cm 3! Such impurities are not always a disadvan-
tage. Often, these impurities are added deliberately to solids in order to improve its
physical, electrical, or optical properties.

There are four main classifications of crystalline imperfections that exist in crys-
talline solids:
(a) Point defects— voids, interstitial/substitutional dopants, Schottky/Frenkel defects
(b) Linear defects— edge and screw dislocations
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Figure 2.23. Illustration of grain boundaries between individual crystalline domains.

(c) Planar defects— grain boundaries, surfaces

(d) Bulk defects— pores, cracks

Of these four types, (a)—(c) are observed at the atomic level, whereas bulk defects are
easily observed by the naked eye, or using a light microscope. These bulk defects are
produced through the propagation of the microscopic flaws in the lattice. For crystals
with a planar defect such as polycrystalline solids, the grain boundary marks the
interface between two misaligned portions of the bulk crystal (Figure 2.23).

The size of the individual microcrystals (or grains) that comprise a larger aggre-
gate greatly affects many properties of the bulk crystal. Both optical microscopy and
X-ray diffraction are used to determine the grain sizes; most commercial metals and
alloys consist of individual crystallites with diameters ranging from 10 to 100 um,
each corresponding to millions of individual metal atoms. A decrease in the size of
these microscopic particles results in an increase in both strength and hardness of the
bulk material, due to closer packing among neighboring grains. The density of atoms
at a solid surface, or in the region surrounding a grain boundary is always smaller
than the bulk value. This is due to atoms at these regions containing dangling bonds,
known as coordinatively unsaturated (Figure 2.24). Hence, surfaces and interfaces
are very reactive, often resulting in the concentration of impurities in these regions.
Since energy is required to form a surface, grains tend to grow in size at the expense
of smaller grains to minimize energy. This growth process occurs by diffusion, which
is accelerated at high temperatures.

Although a solution is typically thought of as a solid solute dissolved in a liquid
solvent, solid solutions are formed upon the placement of foreign atoms/molecules
within a host crystal lattice. Solutions that contain two or more species in their crystal
lattice may be either substitutional or interstitial in nature (Figure 2.25). If the regu-
lar crystal lattice comprises metal atoms, then this mixture is referred to as an alloy.
Substitutional solids feature the actual replacement of atoms/ions in the regular lat-
tice with solute species, known as dopants. In most substitutional solid solutions, the
dopant species are arranged in a random fashion among the various unit cells of the
extended lattice. Examples of these types of lattices are illustrated by metal-doped
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Figure 2.24. Schematic of a polycrystalline solid, with grain boundaries formed from dangling bonds
between neighboring metal atoms.
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Figure 2.25. Illustration of the difference between (a) interstitial and (b) substitutional defects in crys-
talline solids.

aluminum oxide (alumina — Figure 2.26), constituting gemstones such as emeralds
and rubies (both due to Cr-doping). For these solids, small numbers of formal A3+
lattice sites are replaced with solute metal ions.

The movement of atoms within a crystal lattice occurs through a diffusion process,
which is easiest when atomic vibrations are present at high temperatures. That is,
atoms must move from their lattice positions in order to let the diffusing atoms pass.
As one would also expect, smaller atoms diffuse more readily than larger ones. If the
interstitial atom is identical to the lattice atoms, the occupancy is referred to as self-
interstitial. Empirically, the likelihood of an atom occupying interstitial sites of the
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(a) (b)

Figure 2.26. Representation of the structure of a-alumina (corundum). (a) AP jons (filled circle) are
shown to occupy the octahedral sites between the hep layers of O2~ ions (open circle). (b) The stacking
sequence of A3t jons as viewed in the direction of the arrow in (a). Reprinted from Greenwood, N. N.;
Earnshaw, A. Chemistry of the Elements, 2nd ed., Copyright 1998, with permission from Elsevier.

— Extent of the migration ({) ———=

Figure 2.27. Tllustration of the energetics involved for the atomic diffusion of interstitial impurities.

solvent lattice may be predicted by comparing the radii of the interstitial dopant and
solvent atom (Eq. 7):

r
(7)  Interstitial Solubility = —2¢ < 0.59.

I'solvent

For an atom to migrate from one position to another within a lattice, an energy
barrier must be overcome. The magnitude of this barrier, known as the activation
energy (E,), is directly proportional to the rate of atomic diffusion (Figure 2.27).
As the temperature of the crystal is increased, the atoms in the crystal vibrate about
their equilibrium positions. The Arrhenius equation (Eq. 8) is used to calculate the
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probability of an atom having a suitable energy to overcome E,. It should be noted
that this equation may also be applied to predict the number of vacancies or voids
in the crystal lattice created by thermal equilibrium. Since the activation energy is
significantly greater than the thermally induced kinetic energy of lattice atoms, the
most pronounced atomic migration occurs along dislocations and voids in the crystal,
since fewer atoms are involved in the atomic displacement (i.e., E, much lower):

® N Bk,

T

where N; is the number of impurities with E > E,; Nr, the total number of impurity

atoms in the crystal lattice; E,, the activation energy for the diffusion process; Kk, the

Boltzmann constant (1.38 x 10723 J atom™! K~!); and T is the temperature (K).

In contrast to interstitial defects, the replacement of lattice atoms with dopant
species is referred to as substitutional disorder. Since this type of displacement
involves extensive diffusion of solvent and solute atoms, a number of requirements
must be satisfied. These are known as the William Hume-Rothery Rules!!!:

1. The percentage difference between solute and solvent atomic radii should be less
than 15% (Eq. 9). If there were a larger mismatch between the dopant and solvent
atomic radii, the rate of diffusion would either be too slow (for large rgopute),
or the dopant would position itself in an interstitial site rather than replacing a
solvent atom (for small rgoue). For instance, although most gemstones feature
the replacement of formally AI’T ions in an aluminum oxide (alumina) based
crystal with M3T ions (M = Cr, Ti, Fe), the substitution of aluminum ions with
Li*t or W3+ ions would cause too drastic a perturbation of the crystal structure.
Whereas small lithium atoms/ions would have an opportunity to diffuse into the
lattice, forming interstitial solutions, the large tungsten ions would only adsorb to
the surface of individual crystals:

r —r
(9) | solute solvent| % 100% < 15%.

I'solvent
2. The crystal structures of the dopant and solvent atoms must be matched. That is,
the density of the host solvent unit cell must be voluminous enough to accommo-
date the solute atom. In order of highest solubility,

FCCsolute — FCCsolvent > FCCsolute — BCCisolvent
> FCCsolute — HCPsolvent > BCCsolute — HCPsolvent-

3. In order for dopant atoms to be stabilized within a host lattice, both types of atoms
must have similar electronegativities. If this prerequisite were not met, electron
density would transfer to the more electronegative atoms, forming a compound
between lattice and dopant atoms. For instance, the exposure of an iron lattice
to chlorine gas would result in a yellow compound of FeCl; instead of reddish
crystals of Cl-doped iron.

4. The solute and solvent atoms should have similar valences in order for maximum
solubility. For instance, if a divalent atom were to replace a hexavalent solvent
atom, the solvent lattice would be incapable of stabilizing the dopant atom, since
too few bonding interactions would be possible between solute and solvent atoms.
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Figure 2.28. Illustration of a unit cell of an ionic crystal with Frenkel and Schottky defects.

Two point defects are observed for ionic crystals (Figure 2.28). Schottky defects are
formed through the migration of a cation—anion pair to the surface, leaving behind
a vacancy. The other type of imperfection is known as a Frenkel defect, occurring
when a lattice ion migrates into an interstitial position, leaving behind a vacant site.
For ionic crystals, the overall charge of the crystal must be charge-balanced. That
is, if trivalent ions such as La3" are substituted with divalent cations such as Ca2™,
there must be concomitant placements of divalent anions (e.g., O>~) to balance the
crystal charge. This is an important consideration of solid electrolytes, the topic of
this end-of-chapter “Important Materials Application.”

When the composition of a crystal is defined by a distinct chemical formula (e.g.,
Si0,), it is known as a stoichiometric compound. If the composition of the crystal
is altered upon doping or thermal treatment, the resulting solid may deviate from
the original chemical formula, forming a honstoichiometric solid. Nonstoichiometry
and the existence of point defects in a solid are often closely related. For instance,
the formation of X anion vacancies per each quartz unit cell will result in the nonsto-
ichiometric compound SiOp_y.

An external pressure (stress) that is exerted on a material causes its thickness to
decrease. This change is referred to as strain, and is related to the bonding scheme
of the atoms comprising the solid. For example, a rubbery material will exhibit a
greater strain than a covalently bound solid such as diamond. Since steels contain
similar atoms, most will behave similarly as a result of an applied stress. If a stress
causes a material to bend, the resultant flex is referred to as shear strain. For small
shear stresses, a material will generally deform elastically, involving no permanent
displacement of atoms and reversal of the deformation upon removal of the shear
stress. However, for a large shear stress, a material will deform plastically, involving
the permanent displacement of atoms, known as dlip.

Edge and screw dislocations are abrupt changes in the regular ordering of atoms
along an axis in the crystal (Figure 2.29). These line defects are introduced during
the crystallization process, and may not always be detrimental. As we will see in
Chapter 3, it is the dislocation interactions within a metal that are responsible for
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Figure 2.29. Tllustration of (a) edge and (b) screw dislocations.
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the deformation and strengthening of metals. In single crystals, there are preferred
planes where dislocations may occur.

2.3.5. Phase-Transformation Diagrams

All matter consists of different arrangements, or phases, of its subunits upon changes
in its ambient temperature and/or pressure. These phases each have distinct phys-
ical and/or chemical characteristics. Phase diagrams for a material illustrate such
structural transformations between liquid, solid, and gaseous states, as well as more
subtle changes within its solid state. Even for a pure substance such as water, the
solid state becomes increasingly more complex under particular conditions, such as
low temperature/high pressure. Figure 2.30 shows the phase diagram for water and
ice, showing the regions of stability for the 11 distinct forms of ice, each comprising
strong hydrogen bonding interactions among neighboring water molecules.

As you may recall from physical chemistry, the thermodynamic spontaneity of a
reaction is governed by the Gibbs free energy, G. For a phase transformation from
an initial to final state, the AG (Eq. 10; Ggnal — Ginitial) must be < 0 for the process
to be spontaneous:

(10) AG=AH —TAS(atcst.PandT).

This thermodynamic approach may be used to predict whether a system is in equi-
librium (AG = 0), and to assess whether a particular phase transformation will
occur. For instance, the AG for the transformation between graphitic and diamond
allotropes of carbon shown below is —2.9 kJ mol ™.

However, even though this transformation is thermodynamically favored, the
diamond allotrope still exists at high pressures and over long time periods. That
is, if a particular phase transformation is predicted as spontaneous, the actual rate of
that process will depend on the kinetics of the transformation. Since the sp> carbon
bonds in diamond are extremely strong, the kinetics governing the migration of car-
bon atoms between diamond—graphite is extremely slow at normal temperatures and
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Figure 2.30. Phase diagram for water, showing the complexity of the solid region. Reproduced with
permission from Prof. M. F. Chaplin (http://www.sbu.ac.uk/water/phase.html).

pressures. As one would expect, such a change is facilitated at higher temperatures
and pressures when atoms exhibit their greatest vibrations within the lattice.

Phase transitions in solids progress through two processes: nucleation and growth.
In response to changes in external conditions, atoms or molecules comprising the
solid first migrate to thermodynamically favored positions in the lattice. Quite often,
this occurs at crystal defect sites such as grain boundaries and dislocations. Once
these nuclei are formed in the solid, they begin to grow through further atomic dif-
fusion. Whereas nucleation may occur most easily at low temperatures, atomic mi-
gration and new phase growth may only exist at relatively high-temperature regimes.
When a material is introduced to fast heating or cooling rates, intermediate phases
known as metastable states are formed, since the phase change is slow relative to the
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temperature change. Although these phases are often quite stable, they do not appear
in phase diagrams since they are not formed at equilibrium.

2.3.6. Crystal Symmetry and Space Groups

Crystallography, or the nomenclature of crystalline solids, uses two terms to describe
the symmetry of the crystal lattice: point groups and space groups. Chemists should
be quite familiar with the notion of point groups, as this designation is used to predict
molecular reactivities and IR absorption bands, among other diagnostics. A flow-
chart for the assignment of the molecular point group is shown in Figure 2.31.
Examples of this notation, given by Schoenflies symbols, are C3, for ammonia
and Os3(CO)9(CsHg), On for [CoFs]>~, and Dsp for (CH3)gSisOg molecules
(Figure 2.32).

By definition, a symmetry operation is an event that results in the transposing
of one item into another that is indistinguishable from the original. This operation
may take place about a point, line, or plane of symmetry. When a set of symmetry
operations is applied to components of the unit cell of a crystal lattice, the result-
ing symmetry is designated as a crystallographic point group. Whereas a molecular
point group operation will reproduce an individual molecule, a crystallographic point
group operation must leave the entire crystal unchanged.

Does molecule have high symmetry
(tetrahedral , octahedral , icosahedral , spherical)?

YES NO

Is there a proper rotation axis (C,.n> 1)?
Il more than 1, choose one with largest n

Is the molecule linear?

YES NO
YES NO
lolfh?i:zliémf;o;xﬁlsafg )Jq' IT‘” 0"1’( Are there n 2-fold rotation Does the molecule have a plane
e uy OF axes L to principle axis? of symmctry?
YES nNOo YES, NO YES,
Dy Cov Is there a plane of symmetry Is there a planc of C, Doces the molccule have
L to principle axis (G,)? symmetry L an inversion center (1)?
to principle axis (o,)?

NO YIS YES NO
Arc there n diagonal plancs (o) Dan YES S C; C,
containing the principle rotation axis? Cnh ‘Are there n vertical mirror planes
(o,) containing the principle axis?
YES NO
Dng D n YES No

CDv

Is there an improper axis
of order 2n (S,,)?

Figure 2.31. Scheme for determining the point group symmetry of a molecule.



50 2.3. The Crystalline Sate

(CH3)gSi50

E: identity
2 C5 rotation axes G
3 C, rotation axes

2 S; improper rotation axes
3 g, vertical mirror planes
oy, horizontal mirror plane

[CoFgI*
E: identity
9 C, rolation axes

0s;3(C0)4(CHy) BC; mtzllti(m axes
i inversion center
E: identity 6 S, and 8 S improper rotation axes
2C; |-t11afi¢)n axes 3 o, horizontal mirror planes
3 o, vertical mirror planes 6 0y dihedral miror planes

Figure 2.32. Examples of symmetry group elements and molecular point group assignments.

[lustrative examples of crystallographic symmetry operations are shown in
Figure 2.33. An integer label, n, indicates the regeneration of an equivalent lattice
point when an object in the crystal lattice is rotated 360°/n about an axis. A rotation-
inversion axis is designated by N, featuring rotation about an axis (360°/n), followed
by inversion about a center of symmetry. In contrast to axes of rotation, if individual
lattice points are reflected through a plane of symmetry, the operation is symbolized
by m, denoting the presence of a mirror plane. Although individual atomic and
ionic lattice points are not affected by N and m operations, molecular lattice points
exhibit a change in handedness following these operations (see Figure 2.33b,¢). Point
groups that include these operations, known as improper symmetry operations, must
exclude all chiral molecules, as they would then be superimposible on their mirror
images. Two important restrictions apply to crystallographic point group symmetry
operations:

1. The symmetry operations must be compatible with infinite translational repeats

in a crystal lattice.

2. A symmetry operation cannot induce a higher symmetry than the unit cell has.
The point group symmetry describes the nontranslational symmetry of the crystal.
The rest of the crystal is then generated by translational symmetry. Only two-, three-,
four-, and sixfold rotation axes are compatible with translational symmetry, so point
groups containing other types of rotation axes (i.e., 5 or 5) are not relevant. Further-
more, since there is no such thing as a linear three-dimensional crystal, the linear
point groups are also irrelevant. The remaining point group symmetry operations
yield a total of 32 crystallographic point groups, designated by Hermann—Mauguin
(H-M) symbols (Table 2.4). As they can be deduced from the macroscopic crystal
symmetry, they are also referred to as the 32 crystal classes. For the same reason, the
symmetry elements that give rise to the crystal classes are sometimes referred to as
external symmetry elements.
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Figure 2.33. Tllustration of crystallographic point group operations. Shown are (a) rotation axis,
(b) rotation-inversion axis, and (c) mirror plane.

Both glide planes and screw axes feature translation in addition to mirror and
rotation operations, respectively (Figure 2.34). For glide planes, the translation is
designated as a, b, or ¢ if movement is halfway along the a, b, or ¢ unit cell axes,
respectively. If the translation is along the diagonals %(a +b), %(a +c), or %(b +0),
the glide plane is designated as n. Lastly, if the translation is along }‘(a~|— b), %(a—i— 0),
or %(b + ©), the glide plane is given the symbol d.l'3] For screw axes, the nomen-
clature is of the form ny, indicating a 360/n rotation, followed by a X/4 translation
along one of the unit cell vectors, &, b, or . For example, if there is a sixfold axis
of rotation followed by 3/4 translation along a, the symmetry designation is 63.

It is noteworthy to point out that two sequential screw-axis or glide-plane opera-
tions will yield the original object that has been translated along one of the unit cell
vectors. For example, a 63 axis yields an identical orientation of the molecule only
after 6 repeated applications — 4.5 unit cells away (i.e.,, 6 x 3/4 = 4.5). However,
since glide planes feature a mirror plane prior to translation, the first operation will



52 2.3. The Crystalline Sate

Table 2.4. The 32 Crystallographic Point Groups

Crystal system (bravais lattices) Crystallographic point groups?
(molecular point groupsb)
Cubic (P, I, F) 23, m3, 432, 43m, m3m
(T, Th, O, Td, On)
Tetragonal (P, |) 4,4,4/m, 422, 4mm, 42m, 4/mmm
(C41 &a C4h> D4’ C4l)’ D2d, D4h)
Orthorhombic (P, C, |, F) 222, mm2, mmm (D3, Cy,, Dop)
Trigonal/Rhombohedral (P) 3,3, 32,3m,3m(Cs, Csi, D3, Cs,, D3q)
Hexagonal (P) 6,6, 6/m, 622, 6mm, 6m2, 6/mmm
(C6> C3h’ Cf)h: D6’ Cf)l)’ D3h’ D6h)
Monoclinic (P, C) 2, m,2/m(C,, Cs, Copn)
Triclinic (P) 1,1(C(,Cp)

3The H-M symbolism derived from crystal symmetry operations. For image and
movie representations of each point group, see the website: http://neon.mems.cmu.
edu/degraet/pg/index.html

bThe analogous Schoenflies symbolism derived from molecular symmetry operations.

Figure 2.34. Illustration of translational symmetry elements. Shown is (a) screw axis and (b) glide plane.

cause a change in handedness of the molecule. By contrast, screw axis operations do
not alter the stereoisomerism of the molecule.

Both glide and screw axes are not point group operations because they involve
translations. That is, one cannot distinguish between analogous rotation and screw
axes, or between glide and mirror planes, by just looking at the crystal faces. You
may notice that of the symmetry elements discussed, both glide planes and screw
axes are absent from the list of point group symbols, listed in Table 2.4. For the



2 Solid-Sate Chemistry 53

purposes of determining the crystallographic point group, glide planes are treated as
mirror planes, and screw axes as rotation axes.

When the symmetry elements are applied to species arranged periodically on a
crystal lattice, the result is a space group. The combination of the 32 crystallographic
point groups with the 14 Bravais lattices yields a total of 230 possible space groups
for crystals, designated by the H-M symbol. The 73 different space groups that can
be generated from point groups only, without using glide planes and/or screw axes,
are called symmorphic space groups. The first letter of the H-M symbol is a single
letter that refers to the Bravais lattice type. The letters used are P (primitive), A ((100)
face centered), B ((010) face centered), C ((001) face centered), F (face centered),
and I (body centered). The remaining three letters refer to the point group symme-
try of the unit cell. The most common space groups are P2;/c, P2;/n, P1, C2/c,
C2/m, C¢, Pbcn, and Pnma. For optical activity considerations, a space group with
enantiomorphous symmetry must be present (i.e., 222, 422, 32, 622, 432, 1, 2, 3,
6, 23).

Example 1: Pnma (also indicated by P2;/n2;/m2;/a) indicates a primitive ortho-
rhombic unit cell, with a glide plane L to the a axis (translation along diagonal
%(b + €)), a mirror plane L to b, and another glide plane L to c (translation of a/2).
Example 2: P2;/a indicates a primitive monoclinic unit cell with a twofold screw
axis along b, and a glide plane L to this axis with a translation of a/2.

Example 3: C2/m indicates a c-centered unit cell with a twofold rotation axis along
a, and a mirror plane L to this axis.

2.3.7. Physical Properties of Crystals

Hardness

Thus far, we have examined the arrangements and associative interactions of atoms,
ions, or molecules comprising a crystal lattice. The macroscopic physical properties
of crystalline materials are related to these arrangements. The overall hardness of a
crystal depends on the nature of the interactions between components of the crystal
lattice. Those crystals possessing covalent interactions (€.g., diamond) will have a
high hardness, whereas those containing only van der Waals forces will be soft (e.g.,
talc). A variety of scales (Table 2.5) may be used to assign the relative hardness of
a material. The Mohs scale is generated by a qualitative assessment of how easily a
surface is scratched by harder materials, with the hardest material (diamond) given a
value of 10. The hardness of a material is directly proportional to its tensile strength;
depending on which method is used, proportionality factors may be calculated. For
instance, if the Brinell hardness value is known, the tensile strength is simply 500
times that value.

Tests such as Vickers, Knoop, and Brinell use an indentation technique that
impinges a hard tip (€.g., diamond) into the sample with a known load (Figure 2.35a).
After a designated period of time, the load is removed, and the indentation area
is measured. The hardness, H, is defined as the maximum load, L, divided by the
residual indentation area, A; (Eq. 11). The coefficient, F, varies depending on which
indentation method is used. This value (14.229 for Knoop and 1.854 for Vickers)
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Table 2.5. Hardness Scales

Solid Mohs Vickers Knoop
Talc 1 27 N/A
Graphite 1.5 37 N/A
Gypsum 2 61 N/A
Fingernail 2.5 102 117
Calcite 3 157 169
Fluorite 4 315 327
Apatite 5 535 564
Knife blade 5.5 669 705
Feldspar 6 817 839
Pyrex glass 6.5 982 929
Quartz 7 1,161 N/A
Topaz/Porcelain 8 1,567 N/A
Sapphire/Corundum 9 2,035 N/A
Diamond 10 N/A N/A

N/A indicates the hardness value is above/below the acceptable range of the particular
hardness scale. Values were obtained from the conversion site: http://www.efunda.com/
units/hardness/convert_hardness.cfm?HD=HM & Cat=Steel#ConvInto

is related to the geometry of the pyramidal probe, which will affect the penetration
depth under the same load. Since a spherical probe is used for the Brinell test, a more
complex formula is used to calculate the hardness (Eq. 12), where D is the diameter
of the spherical indentor, and Dj is the diameter of the indentor impression (both in
mm):

Il
-

( ) Ar,
L

%D(D—,/DZ— Df).

Quite often, an indentation is so small that it is difficult to resolve with a normal light
microscope. To circumvent these problems, software is now capable of monitoring
the load and displacement of the probe during the measurement, and relating this
to the contact area. Such an analysis without the need for visual confirmation is
necessary for nanoindentation techniques for thin films and other surface hardness
applications. As its name implies, the hardness of a material is evaluated by the
depth and symmetry of the cavity created from controlled perforation of a surface
with a nanosized tip (Figure 2.35b). It should be pointed out that although we have
discussed crystalline solids in great detail thus far, hardness measurements are also
easily performed on amorphous solids such as glasses and other ceramics.

(12) H=

Cleavage and fracturing

The intermolecular forces in a crystal lattice are often not homogeneous in all
directions. If the solid consists of strong interactions among neighbors in specific
layers, and weak interactions among molecules in neighboring layers (€.g., graphite),
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Figure 2.35. Examples of indentation processes to determine surface hardness. Shown are (a) Vickers
indentation on a SIC-BN composite, (b) atomic force microscope images of the nanoindentation of a silver
nanowire, and (c) height profile and load—displacement curve for an indent on the nanowire. Reproduced
with permission from Nano Lett. 2003, 3(11), 1495. Copyright 2003 American Chemical Society.

a cleavage planeis created where little force is needed to separate the crystal into two
units (Figure 2.36). Since the cleavage planes are parallel to crystal faces, the frag-
ments formed upon cleavage will retain the symmetry exhibited by the bulk crystal.
Whereas cleavage describes the formation of a smooth piece of the original crys-
tal when subjected to an external stress, a fracture refers to chipping a crystal into
rough, jagged pieces. Figure 2.36¢,d shows photos of cleavage and fracture of a NaCl
crystal subjected to stress at oblique angles to the cleavage plane. Although prefer-
ential cracking will occur along the cleavage plane, smaller fractured pieces will also
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Figure 2.36. Example of cleavage and fracture at the atomic (a, b) and macroscopic (c, d) levels. In images
(c, d), a crystal of NaCl is exposed to a stress along an oblique angle to the cleavage plane, resulting in both
cleavage and fracturing. Images taken with permission from the Journal of Chemical Education online:
http://jchemed.chem.wisc.edu/JCESoft/CCA/CCA2/SMHTM/CLEAVE.HTM

be formed. In general, as one increases both the magnitude and obliqueness of the
applied stress, the amount of fracturing will increase, relative to cleavage.

On occasion, the cleavage plane may be easily observed due to a fibrous net-
work lattice. One example of such a crystal is ulexite, sodium calcium borate of the
chemical formula NaCa(Bs5O¢)(OH)g-5H;O. It is quite obvious that upon external
stress, the crystal will preferentially cleave in directions parallel to the crystallite
fibers (Figure 2.37a). However, more intriguing is the interesting optical properties
exhibited by this crystal, commonly designated as the “T.V. rock” (Figure 2.37b, c).
If the crystal is surrounded by a medium of a lower refractive index (e.g., air), light
is propagated through the individual fibers by internal reflection. This is analogous
to fiber optic cables that will be described a bit later in this chapter. Figure 2.37b
shows that light passing through the crystal will exhibit concentric circles. This is
due to the difference in the effective path lengths of light passing either directly
through individual fibers, or crossing grain boundaries en route through the crystal
via adjacent fibers.[14]

Color

In a previous section, we discussed substitutional impurities within crystal lattices
without mentioning the changes in physical properties that this creates. Perhaps the
most obvious outcome of a crystal impurity is the resultant color. In this section,
we will answer the common question: “why are some crystals colorless, and others
colored?”
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Figure 2.37. Optical properties of ulexite, the “T.V. rock.” Shown are (a) the fibrous morphology of the
crystal, and projection of the words “T.V.” on the surface of the rock from transmission through parallel
fibers,; (b) passage, and (c) blockage of a green laser beam when impinged on the crystal at angles parallel
and perpendicular to the fibers, respectively.

Many crystals such as diamonds, quartz and corundum are normally colorless
upon inspection. In these crystals, the constituent atoms form a rigid, regular frame-
work of covalent or ionic interactions. Since visible light (350—700 nm) is not ener-
getically sufficient to cause bond rupturing and/or electronic transitions of the
constituent metal atoms/ions, this energy is not absorbed by pure crystals, giving
rise to a colorless state. However, when an impurity is added to the lattice, visible
radiation may be suitably energetic to cause lattice alterations and/or electronic
transitions, yielding an observable color change.

Colored crystals need not be gemstones; in fact, a colorless crystal of potassium
chloride may be suitably altered to exhibit color. When solid KCl is heated to 500°C
in the presence of potassium vapor, the crystal becomes a violet color. This occurs
due to the ionization of gaseous potassium atoms that abstract a CI™ anion from the
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crystal lattice. The electron formed in the oxidation process becomes trapped in the
anion vacancy, as this will rebalance the overall charge of the crystal (Eq. 13).

-
(13)  [KCD,KCD] + Ky ——  [(KCD,K)E)], + KCl,

Another process that may be used to generate an anion vacancy is through irradiation
of the crystal with ionizing radiation such as X-rays. This high-energy radiation
will cause the removal of a halide ion from the lattice and will excite some of
the lattice electrons from valence to conduction bands. At this point, the electrons
are free to diffuse through the crystal, where they remain mobile until they find an
anion vacancy site. At low temperatures (e.g., in liquid nitrogen), electrons may even
become localized by polarizing their surroundings; that is, displacing the surround-
ing ions, to give self-trapped electrons.

For each type of electron trap, there is a characteristic activation energy that must
be overcome for the release of the electron. As an irradiated crystal is heated, elec-
trons are released from their traps by thermal activation, leading to visible light emis-
sion. The free electrons are able to migrate once again through the crystal until they
recombine with an anion hole. Exposure to light of appropriate wavelengths may
also cause release of electrons from traps and thus give rise to light emission. This is
the active process that occurs in self-darkening sunglasses, in which the ultraviolet
wavelengths present in sunlight produce a darkening effect, and room temperature
leads to fading as soon as the UV source is removed.

Another example of the coloration phenomenon is demonstrated by transition
metal doping of crystals exhibited by gemstones such as ruby. Table 2.6 lists some
common gemstones, and the respective host crystal and dopants that give rise to their
characteristic colors. Whereas crystals of pure corundum (a-alumina) are colorless,

Table 2.6. Active Dopants in Gemstone Crystals

Gemstone Color Host crystal Impurity ion(s)

Ruby Red Aluminum oxide crit

Sapphire Blue Aluminum oxide Fe2t, Titt+

Emerald Green Beryllium it
aluminosilicate

Aquamarine Blue-green Beryllium Fe2t
aluminosilicate

Garnet Red Calcium Fe3t
aluminosilicate

Topaz Yellow Aluminum Fe3t
fluorosilicate

Tourmaline Pink/red Calcium lithium Mn2+
boroaluminosilicate

Turquoise Blue-green Copper phospho Cu?t

aluminate
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a small amount (<1%) of chromium doping yields the familiar reddish/pink color.
This color change is only possible if the periodic framework of the crystal is altered,
through the incorporation of additional dopant atoms/ions or vacancies in the lat-
tice. For ruby, a transition metal ion, Cr’T, replaces A’ yielding electronic d—d
transitions that were unattainable for the original main-group ion.

In a pure crystal of Al,03, each aluminum ion is surrounded by six oxygens in
a slightly distorted octahedron. The formal electronic configuration of AI** ions
is [Ne], indicating that all electrons are paired. Since the irradiation of the crys-
tal with visible light is not energetic enough to cause promotion of electrons into
empty excited-state orbitals, the crystal appears colorless. However, if AT ions
are replaced with Cr’*, each of the transition metal ions will have a configuration of
[Ar]3d3. Although general chemistry tends to simplify the d-orbitals as being a set of
five degenerate orbitals, transition metal complexes exhibit splitting of the d-orbital
energy levels. This results in facile electronic transitions upon exposure to visible
light, explaining the bright colors exhibited by many transition metal compounds.

A simple theory, referred to as crystal field theory,1!3] is often used to account
for the colors and magnetic properties of transition metal complexes. This theory
is based on the electrostatic repulsions that occur between electrons in d-orbitals
of a transition metal, and electrons contained in ligand orbitals. Figure 2.38 shows
the splitting of the d-orbitals resulting from the electrostatic repulsions between the
metal and ligand electrons for an octahedral Cr** complex. Since the d,> and da_ye
orbitals are located directly on the internuclear bonding axis, a greater electrostatic
repulsion will occur resulting in an increase in energy. Visible light is capable of
being absorbed by the complex, causing the excitation of electrons into empty d,»
or d2_» orbitals. Since the AE (10 Dq) between d-orbitals is in the violet region
of the visible spectrum, the reflected complementary red color is observed for ruby
crystals.

d,2 o
T e y
z

E| +4+4——e AE (10|D,)

Isolated ion e dyy dy, dy,
y y z

Octahedral ligand field

Figure 2.38. Energy splitting diagram for an octahedral Cr37 ion in the ruby lattice.
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Figure 2.39. Crystal structure of the beryl lattice, showing the location of Al octahedra. Reproduced with
permission from http://www.seismo.berkeley.edu/~jill/wisc/Lect9.html

Interestingly, if Cr’™ is substituted for AI** in the BesAl>SigO1g base lattice, the
crystal will appear green rather than red for an Al,O3 lattice. Since both coordination
spheres about the Cr’* center are distorted octahedra, the shift in the absorption
wavelength must result from the lattice structure. In the beryl lattice (Figure 2.39),
the Be>* ions will pull electron density away from the oxygen ions, which will cause
less electron—electron repulsions between the Cr>* d-orbitals and lone pairs of the
oxygen ligands. This will correspond to a decrease in the 10 Dq value, the absorption
of lower-energy wavelengths, and a shift of the reflected color from red to green.

Not only does the observed color depend on the nature of the transition metal
impurity, but on the oxidation state of the dopant. For instance, the color of a
beryl-based crystal changes from blue to yellow, upon doping with Fe’* and Fe3*+
(Aquamarine and Heliodor), respectively. For Mn>* and Mn3* impurities (Morgan-
ite and Red Beryl), the color changes from pink to red, respectively. As a general rule,
as the oxidation state of the transition metal ion increases, the ligand ions are drawn
in closer to the metal center. This will result in more electron—clectron repulsions
between the metal and ligand, and a larger 10 Dq. The increase in the energy gap
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between d-orbitals causes the absorption of higher energy wavelengths, and a corre-
sponding red shift for the observed/transmitted color. As you might expect, it should
be possible to change the color of such a crystal through heating in an oxidizing or
reducing environment. This is precisely the operating principle of “mood rings” that
respond to differences in body temperature. The color change resulting from a tem-
perature fluctuation is referred to as thermochromism. When the application of an
external pressure causes a color change, the term piezochromismis used.

Another factor that must be mentioned relative to our discussion of color is the
wavelength of light used to irradiate the crystal. For alexandrite, another Cr>* doped
beryl-based lattice, the crystal will appear green upon exposure to blue light or UV
radiation. However, upon exposure to red light, it will appear a deep red color.
Whereas the high-energy UV—Visible radiation is enough to promote a d-electron,
red light is not sufficiently energetic for excitation, resulting in a simple reflection of
the incoming red light through the internal reflection from the multifaceted crystal
faces.

Thus far, we have only considered the colors responsible for doping a crystal with
one type of metal ion. However, crystals such as blue sapphire contain two metal
dopants that yield the desirable deep blue color due to charge-transfer effects. If two
adjacent AI** sites in alumina are replaced with Fe>* and Ti**, an internal redox
reaction may occur, where the iron is oxidized and the titanium is reduced (Eq. 14).

(14) Fe*t + Ti*t - FSt + T3

As this process requires energy corresponding to yellow wavelengths of visible light,
the complementary color of blue is reflected. Although blue sapphire is an example
of heteronuclear charge transfer involving two different transition metal ions, there
are also precedents for homonuclear charge transfers involving two oxidation states
of the same metal (e.g., Fe>* and Fe’* in magnetite). Lastly, it should be noted that
charge transfer may also occur between the metal and ligands. For instance, the blue
color of the gemstone lapis lazuli (i.e, (Na, Ca)g(Al, Si)12024(S, SO4)), is due to
ligand-metal charge transfer initiating from the sulfur atoms in the ligand.

Properties resulting from crystal anisotropy

Crystals are classified as being either isotropic or anisotropic depending on the
equivalency of their crystallographic axes. All crystals that do not belong to the
cubic crystal system possess anisotropic symmetry. Since electromagnetic radiation
partially comprises an electrical component, the velocity of light passing through a
material is partially dependent upon the electrical conductivity of the material. The
relative speed at which electrical signals travel through a material varies with the
type of signal and its interaction with the electronic structure of the solid, referred to
as its dielectric constant (¢ or «).

Anisotropic crystals are composed of a complex crystal lattice orientation that has
varying electrical properties depending upon the direction of the impinging light ray.
As aresult, the refractive index will vary with direction when light passes through an
anisotropic crystal, giving rise to direction-specific trajectories and velocities. This
effect is most easily observed in crystals when there are large differences in the
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Figure 2.40. Tllustration of the double refraction phenomenon exhibited by calcite crystals.

refractive indices of the crystallographic axes. This phenomenon is referred to as
birefringence and is illustrated by the double refraction exhibited by optical calcite
shown in Figure 2.40. Examples of the two distinct refractive indices for representa-
tive crystals are calcite (1.6584 and 1.4864), tourmaline (1.669 and 1.638), and rutile
(2.616 and 2.903). The birefringence exhibited by a crystal is dependant on the dif-
ference in the refractive indices experienced by the extraordinary and ordinary rays
as they propagate through a crystal.

Crystals that do not possess a center of symmetry (i.e., noncentrosymmetric)
exhibit interesting properties when exposed to pressure — a phenomenon known as
piezodlectricity. As pressure is applied, the crystal changes shape slightly by the
movement of ions. The ionic migration causes some of the positive and negative
ions to move in opposite directions, causing a polarization of charge. Conversely, if
a piezoelectric crystal is placed in an electric field, the ions move toward opposite
electrodes, thereby changing the shape of the crystal. All noncentrosymmetric crystal
classes will exhibit piezoelectricity, with the only exception of 432.

Piezoelectricity is the operating principle of quartz watches. In these devices, a
tiny crystal of quartz oscillates at a frequency of 32 kHz in response to an electrical
charge generated from the battery. In general, the overall size and composition of a
piezoelectric crystal will affect its oscillation frequency. Since quartz loses very little
energy upon vibration, the integrated circuit (IC, see Chapter4) within a watch is
used to reduce the repeatable oscillations into electric pulses, which are displayed as
hours, minutes, and seconds on the watch face.

Other noncentrosymmetric crystals that alter their shape in response to changes
in temperature are referred to as pyroelectric. These crystals are used in infrared
detectors; as an intruder passes the detector, the body warmth raises the temperature
of the crystal, resulting in a voltage that actuates the alarm. Even for such minis-
cule temperature changes of a thousandth of a degree, a voltage on the order of
15mV may result, which is readily measured by electronic components. Crystals
that exhibit this effect are BaTiO3 (barium titanate), PbTij_xZrxO3 (lead zirconate
titanate, PZT), and PVDF (polyvinylidene fluoride). Of the 32 crystal classes dis-
cussed earlier, 20 are piezoelectric and ten are pyroelectric.
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2.4. THE AMORPHOUS STATE

Thus far, we have focused on solids that have a well-ordered crystalline structure.
It is now time to turn our attention to some examples of amorphous solids. We
already discussed the synthesis of amorphous metals; those obtained through fast
nonequilibrium conditions. However, there are two other classes of materials that
exhibit an amorphous structure, that our society is indebted to for countless appli-
cations — glasses, ceramics, and cementitious materials. Although the majority of
ceramic materials exhibit an amorphous structure when synthesized at low tempe-
ratures, these materials are converted to crystalline phases as their temperature is
increased, a process referred to as annealing. This results in a ceramic material that
is extremely hard with a high melting point, desirable for structural applications or
those occurring within extreme environments such as high temperatures and/or pres-
sures. In this section, we will describe some important classes of amorphous glasses,
ceramics, and cement with a particular focus on the conditions required for, and
structural implications of, their conversion to a well-ordered array.

2.4.1. Sol-Gel Processing

The sol-gel (solution—gelation) process is a versatile solution-based process for
making ceramic and glassy materials. In general, the sol-gel process involves the
formation of a sol (colloidal suspension of ca. > 200 nm solid particles) and subse-
quent crosslinking to form a viscous gel. Though this technique has been in practice
since the 1930s, until only recently have the complex mechanisms involved in sol—
gel been investigated.['%] The most common starting materials, or precursors, used
in the preparation of the sol are water-sensitive metal alkoxide complexes (M(OR)x,
where R = alkyl group (e.g., CH3z, CoHs, CF3, etc.). Although original formula-
tions used sodium silicates, the use of alkoxide precursors avoids undesirable salt
byproducts that may only be removed through long, repetitive washing procedures.
In addition, the nature of the metal and associated R groups may be altered to affect
the rate and properties of the ultimate oxide material.

Sol—gel syntheses are typically carried out in the presence of polar solvents such as
alcohol or water media, which facilitate the two primary reactions of hydrolysis and
condensation (Egs. 15 and 16, respectively). During the sol—gel process, the mole-
cular weight of the oxide product continuously increases, eventually forming a highly
viscous three-dimensional network (step-growth polymerization — Chapter 5).

(15) M-OR + H,O — M-OH + ROH
(16) M-OR + M-OH — [M-O-M], + ROH

The most widely used metal alkoxides are Si(OR)4 compounds, such as tetra-
methoxysilane (TMOS) and tetraethoxysilane (TEOS). However, other alkoxides of
Al, Ti, and B are also commonly used in the sol—gel process, often mixed with TEOS.
For instance, aluminum silicates may be generated through hydrolysis/condensation
of siloxides (Eq.17), which proceed through an intermediate AI-O—Al network
known as alumoxanes. Alumoxanes are important for applications in antiperspirants,
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Figure 2.41. Comparison of the core structure of (a) siloxy- substituted alumoxane gels with (b) diaspore,
and (c) boehmite minerals. The aluminum and oxygen atoms are shown in blue and red, respectively.
Reproduced with permission from Chem. Mater. 1992, 4, 167. Copyright 1992 American Chemical
Society.

catalysts, and paint additives. Their structure is best described as AI(O)(OH) particles
with a core structure analogous to the minerals boehmite and diaspore (Figure 2.41),
and organic substituents on the surface.

Al(OSiR3)3 + HoO — [AI(O)(OH)x — (OSiR3)1—x]n(gel)
(A7) -2 (ALO3)m(SiO2)n

As one would expect from the similar electronegativities of Si and O, the hydrolysis
of silicon alkoxides are significantly slower than other metal analogues. For identical
metal coordination spheres and reaction conditions, the general order or reactivity
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Figure 2.42. Relationship between a siloxy precursor and its control over the three-dimensional shape of a
gel. Reproduced with permission from Chem. Rev. 2004, 104, 3893. Copyright 2004 American Chemical
Society.

for some common alkoxides is: Si(OR)s <« Sn(OR)4 ~ AI(OR)3 < Zr(OR)4 <
Ti(OR)4. That is, larger and more clectropositive metals are more susceptible to
nucleophilic attack by water. As a result, the hydrolysis of most metal alkoxides is too
rapid, leading to uncontrolled precipitation. Although the ratio of H,O/M(OR),, may
be tuned to control the hydrolysis rate, the nature of the metal alkoxide (e.g., altering
the OR groups or metal coordination number) is the most powerful way to control
the rate of hydrolysis. It is also possible to control the stepwise hydrolytic pathway,
which governs the ultimate three-dimensional structure of the gel (Figure 2.42).
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It should be noted that a sol—gel process may also take place through nonhydrolytic
pathways. In these systems, a metal halide reacts with an oxygen donor such as
ethers, alkoxides, etc. to yield a crosslinked metal oxide product (Eq. 18).

(18) M-OR + MX — [M-O-M], + RX

In stark contrast to other metal alkoxides, the kinetics for the hydrolysis of Si(OR)4
compounds often require several days for completion. As a result, acid (e.g., HCI,
HF) or base (e.g., KOH, amines, NH3) catalysts are generally added to the mixture,
which also greatly affects the physical properties of the final product. Under most
conditions, condensation reactions begin while the hydrolytic processes are under-
way. However, altering the pH, [HoO/M(OR)p] molar ratio, and catalyst may force
the completion of hydrolysis prior to condensation.

A likely mechanism for an acid-catalyzed system is shown in Figure 2.43. The
protonation of the alkoxide group causes electron density to be withdrawn from
Si, allowing the nucleophilic attack from water. In contrast, the base-catalyzed
hydrolysis of silicon alkoxides proceeds through the attack of a nucleophilic
deprotonated silanol on a neutral silicic acid (Figure 2.44). In general, silicon
oxide networks obtained via acid-catalyzed conditions consist of linear or randomly
branched polymers; by contrast, base-catalyzed systems result in highly branched
clusters (Figure 2.45).

As condensation reactions progress, the sol will set into a rigid gel. Since the
reactions occur within a liquid alcoholic solvent, condensation reactions result in a
three-dimensional oxide network [M-O-M]y that contains solvent molecules within
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Figure 2.43. Reaction schemes for the acid-catalyzed hydrolysis and condensation of a silicon alkoxide
precursor.
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Figure 2.45. Comparison of the morphology with the pH of the sol-gel process. Reproduced with
permission from Chem. Rev. 2004, 104, 3893. Copyright 2004 American Chemical Society.

its pores. The product at its gel point is often termed an alcogel, recognizing the
trapped solvent. At this stage, the gel is typically removed from its original con-
tainer, but remains saturated with the solvent to prevent damage to the gel through
evaporation. It is worthwhile to note that at the gel point, the -O—Si—O- framework
still contains a number of unreacted alkoxide moieties. Hence, sufficient time (typi-
cally 48 h+) must be allotted to allow for complete hydrolysis and polycondensation,
so the network is suitably strengthened to prevent cracking — a process referred to as
aging, or Syneresis.
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Figure 2.46. Illustration of the products obtained through sol-gel processing.

Depending on the post-treatment used for the sol, a wide variety of materials
may be synthesized: ultra-fine powders, thin film coatings, ceramic fibers, micro-
porous inorganic membranes, ceramics and glasses, or extremely porous materials
(Figure 2.46). Thin films are easily generated on a substrate through simple spin-
coating or dip-coating of the gel, followed by slow evaporation to prevent extensive
cracking. Alternatively, the gel may be retained in a mold and heat-treated to convert
the material into a dense ceramic or glass. If the solvent of an alcogel is removed
through slow evaporation, a porous material known as a xerogel is formed. By con-
trast, if supercritical CO,!17! is used to remove the solvent, a highly foam-like,
porous, transparent material called an aerogel is formed. Silica aerogels consist of
99.8% air, and have a density of 1.9 x 107> mg L~! and a thermal conductivity of
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Figure 2.47. Comparison of the three-dimensional shape of an aerogel and xerogel formed from a gel.
Reproduced with permission from Chem. Rev. 2004, 104, 3893. Copyright 2004 American Chemical
Society.

1.7 x 1072W m~! K~!. The properties of aerogels afford a range of applications,
among which include sound dampening, catalysis, desiccation, and thermal insulat-
ing (e.g., windows, refrigerators, walls).[!8] Due to the complex, crosslinked struc-
ture of aerogels, the insulating ability is an order of magnitude greater than com-
monly used fiberglass. As a testament to the unique properties of silica aerogels, the
Guinness Book of World Records recognizes this material as the best insulator and
least-dense solid.

Aerogels retain the original shape and volume of the alcogel — typically > 85% of
the original volume. By contrast, xerogels exhibit significant shrinking and cracking
during drying, even under room-temperature conditions (Figure 2.47). It is important
that the water be removed prior to the drying event. This is easily accomplished
through soaking the alcogel in pure alcohol. The soaking time is dependent on the
thickness of the gel. Any water left in the gel will not be removed by supercritical
drying, and will lead to a dense, opaque aerogel. Similarly, water will not be removed
as readily as alcohol by simple evaporation; hence, water-containing gels will result
in heavily cracked and heterogeneous xerogels.

Inorganic gels are rarely used in their as-dried state. The gel is first dehydrated
through thermal removal of surface —OH groups, thus preventing rehydration reac-
tions. Most often, this step is followed by high-temperature annealing (T > 800°C),
in order to convert the amorphous material into a desired crystalline phase. As an
example for alumoxanes, it has been shown that the gel is initially transformed to
v-Al, O3, en route to its highest crystalline form, o-Al,03.1'%1 During the sintering
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Figure 2.48. Representations of zeolite structures. Shown are molecular and crystal representations of
a polyhedron (A) formed from 24 SiOy4 tetrahedra. Also shown is the three- dimensional array of LTA,
Linde A: [Naj,(Al12Si12048)]-27H; O formed from interlocking SiO4 and AlO4 polyhedra of (pore size,
B: 4.1 A). Reprinted from Greenwood, N. N.; Earnshaw, A. Chemistry of the Elements, 2nd ed., Copyright
1998, with permission from Elsevier.

(or firing) process, the pore size is also diminished and organic moieties are removed.
Hence, this results in significantly better mechanical properties, as desired for dense
ceramics and glasses.

An extremely useful class of sol-gel synthesized porous materials is called zeo-
lites. These materials are best described as hydrated aluminosilicate minerals that
consist of interlocking tetrahedrons of SiO44_ and AlO4°~. The three-dimensional
structure of zeolites is characterized by a complex system of interconnected chan-
nels, resulting in low density. By definition, the (Si + Al)/O ratio in zeolites must
equal 0.5, resulting in a negatively charged polyhedron structure. Therefore, other
cations (e.g., NaT, K+, Ca®t, Mg?*, etc.) must occupy the large spaces or cages of
the zeolite structure in order to maintain overall charge neutrality. Depending on the
type of zeolite, these voids may also be large enough to accommodate larger mole-
cular species such as water, ammonia, and anions such as CO32_ and NO3 ™. The
structural rigidity and channel system of zeolites allow facile movement of ions and
molecules into and out of the structure. Hence, zeolites are able to adsorb and desorb
water without damage to the crystal structure, and ion-exchange takes place readily
among the chelated cations.

There are 48 naturally occurring zeolites (even found on Mars!), and more than
150 synthetic varieties (Figure 2.48).12°1 The natural varieties are mostly used in
applications such as concrete, soil treatment (“zeoponics” — e.g., controlled release
of fertilizer or nutrients such as K™ or N»), and even Kkitty litter that are not affected
by their high levels of compositional and structural heterogeneity. However, syn-
thetic zeolites possess a uniform and precise composition and structure, which is
best suited for applications such as catalysis, molecular sieves, laundry detergents,
and water purification. Both natural and synthetic zeolites are being explored for an
intriguing adsorptive application as a blood clotting facilitator (e.g., QuikClot™ and
Hemosorb™),
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Figure 2.49. Molecular structure of amorphous SiO;, comprising randomly corner-linked SiOy4
tetrahedra.

2.4.2. Glasses

From drinking vessels and windows to eyeglass lenses, materials comprising glass
have long played an important role in our society. In fact, it is estimated that appli-
cations for glass date back to Egypt in ca. 3,500 B.C. Though we are most familiar
with transparent silica-based (SiO,) glass (Figure 2.49), there are many other types
of glass that may be fabricated for various applications. For instance, infrared- trans-
mitting chalcogenide glasses such as AsyE3 (E = S, Se, Te) are suitable for special-
ized applications such as optical storage, sensors, and infrared lasers. As we will see
in Chapter 3, even metals may be suitably synthesized to possess a bulk-disordered
structure. By definition, the term glassis actually not a specific material, but a general
architectural type — an amorphous solid that has cooled to rigidity without crystalliz-
ing. Glasses are most commonly made by rapidly quenching a melt; accordingly, the
constituent atoms are not allowed to migrate into regular crystalline lattice positions.

It is noteworthy to point out why a material as disordered as glass is transparent.
That is, the amorphous structure of glass should actually facilitate opacity, which is
the extent to which visible radiation is blocked by the material it is passing through.
If we think about single crystals, these will appear translucent if the lattice spacings
are smaller than the visible range of wavelengths (ca. 300-700 nm). By the same
measure, glass also appears transparent since the degree of disorder actually cov-
ers a distance less than a wavelength of visible light (Rayleigh scattering, Eq. 19).
However, if the glass contains imperfections, and/or inclusions of metals or larger
particles, it will become increasingly opaque.

3

(19) scattering o< (Aﬂ/{)#’
where Ay is the change in the refractive index and d is the spatial distance covered
by the disorder (d < 1).
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Figure 2.50. Unit cell of the a-quartz crystal lattice. Reproduced with permission from the Naval
Research Laboratory — Center for Computational Materials Science website: http://cst-www.nrl.
navy.mil/lattice/struk.picts/sio2a.s.png

The most straightforward method to make common SiO; glass, known as fused
silica or quartz glass, is through melting sand at a temperature of 1,800-2,000°C.
Unlike other glasses, that require a rapid quenching event, quartz will automatically
form a glassy solid at all but the slowest cooling rates —a consequence of its complex
crystal structure (Figure 2.50). For example, it is estimated to take 100,000 years
to form natural quartz! Fused silica is thermally stable at temperatures up to ca.
1,665°C. Further, the coefficient of linear expansion is 5.5 x 10~/ cm ecm™! K~!;
by comparison, the softening point and coefficient of linear expansion for normal
window pane glass are ca. 500°C and 9.0 x 107® cm cm™! K™, respectively:

Although the mechanical properties of quartz are desirable for high-temperature
applications, this glass is relatively difficult to mold into desired shapes through con-
ventional glass-blowing techniques. Quartz glass is transparent toward ultraviolet
radiation (4 = ca. 190-300 nm), indicating that the spatial range of structural dis-
order is less relative to other glasses that contain additional additives (videinfra). As
a result, quartz windows are used for ultraviolet lamps that are employed in a number
of important applications in chemistry, biology, engineering, and materials science.

The chemistry of glass making is now a mature field, with many types available
through combination of oxides. In order to decrease the prohibitively high melting
point of SiO,, ca. 18% of sodium carbonate (“soda,” NayCO3) is often added to
sand. This is another useful exploitation of the freezing-point depression colligative
property, as taught in introductory physical chemistry (e.g., adding salt to icy roads
in the winter). The Na™ ions are detrimental to the finished glass, since they are
easily solvated by water leading to corrosion. To prevent such weathering, ca. 10%
of limestone (CaCO3) is added to effectively replace the Na't ions with Ca>*. When
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this mixture is heated to its melting point (ca. 1,000°C), a mixture of calcium silicate
(CaSi0O3) and sodium silicate (Na;SiO3) results. Upon cooling, the most prevalent
type of glass, called “crown glass” or soda—lime glass, is generated. This type of
glass accounts for over 90% of the glass used worldwide. Interestingly, our current
synthetic procedure has not deviated from the earliest glassmaker’s recipe, which
also used white stone pebbles (quartz, SiO) and plant ash containing sodium- and
calcium-based additives (NayO and lime (CaQ)).

There are a number of other glass recipe variations that may be used to yield
desired properties. Most likely, these formulations were discovered by accident or
in a trial-and-error manner, using materials from their locale and measuring the
resultant properties. For instance, the Europeans were the first to discover that K,O,
obtained locally from plant ash, could also be combined with lime and quartz to
yield a potash-lime glass, later exploited for stained-glass windows. Another popu-
lar variation substitutes boric oxide (B,O3) for lime and soda to yield borosilicate
glass. The physical properties of this glass resemble fused silica (e.g., coefficient of
thermal expansion: 3.3 x 1077 cm cm~! K1), except that its softening temperature
is only ca. 700°C. Borosilicate glass is the variety that is sold in stores as Pyrex ™
cookware and laboratory equipment. These applications demand a glass that resists
thermal expansion (i.e., cracking) as a result of significant changes in temperature.

It was not until the late 17th century that PbO was substituted for lime in glass
formulations. This “soda—lead” glass is what we know as crystal (referred to as
flint glass in pre-Civil War America), and has always been a symbol of wealth and
extravagance such as expensive glassware and chandeliers. In order for crystal to be
legally given the “full lead” designation, at least 24% of lead oxide must be present
in its structure. The addition of the heavy element lead adds significant weight to the
glass, while increasing its refractive index. This latter property results in the familiar
clear, sparkling appearance of crystal glassware. The presence of lead also makes the
glass softer than regular types that must be cut with a diamond saw. Black crystal is
truly one of the most fabulous materials for modern artistic design. The lack of trans-
parency is caused by a combination of additives — typically Fe; O3, CuO, MnO,, and
Co0,03.

Colored glass has been used since the construction of the first churches, prior to
the 10th century. Although decorative applications represent the majority of uses for
colored glass, there are some other recent functional applications such as traffic light
signals. The colors imparted by glass are a result of dopant species that are added dur-
ing its fabrication (Table 2.7). Both transition metal ions and colloidal suspensions
yield an observable color, with the hue dependent on the concentration used. Varia-
tion of the color and intensity is also extremely sensitive toward the heating regime
(both temperatures and exposure times) used during the glassmaking process. In gen-
eral, the observed color is the complement of the color that is absorbed by the ion.
That is, the absorption of short wavelengths will result in an observable red color.

For colloidal dopants, the particle size must be smaller than a wavelength of visi-
ble light, or an opaque glass will result. If one would prefer a cloudy glass, a number
of additives (e.g., SnO,, TiO,, CaF,) may be used that result in a suspension that
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Table 2.7. Colors of Glass Resulting From Doping

Additive Color

Coy03 Blue

Fe, O3 Yellow-green
FeO Bluish-green
Colloidal Se? Red

Colloidal Au? Red

Colloidal Cu?® Red

CuO Turquoise

NiO Blue/violet/black
SnO, White

Sby 03, AsyO3 White

TiOy Yellow-brown
U0, Fluorescent yellow/green
AgNO; Orange-red
PbO/Sby 03 Yellow (opaque)
K»>Cry O7 Dark green/black
Mn, O3 Purple

aWith average particle diameters of ca. 50-100 nm.

changes the overall index of refraction. Colloidal metals yield a deep red color, with
colloidal gold first used in the late 17th century. Alternatively, a metal salt such as
AuCl; may be added to glass followed by thermal or chemical (e.g., using NaBHy)
reduction to metallic Au. It is important to note that a red color will only result if
an agent is also added to prevent particle agglomeration. In general, the observed
color will shift toward the blue portion of the spectrum as the average particle size
decreases (€.g., blue color results from diameters of <50nm). Chapter 6 will pro-
vide more details related to the scattering properties and other applications of nano-
particles.

In comparison, transition metals are added to a molten glass matrix as soluble
oxides. As you may see from Table 2.7, the observed color is a consequence of the
metal ion type/concentration, as well as its oxidation state. To obtain a desired color,
oxidizing agents such as NaNOj3, or reducing agents such as carbon powder may
be added to afford the desired oxidation state. An intriguing form of glass, referred
to as vaseline glass contains UO; and is slightly radioactive. Since UV radiation is
sufficient to excite the weakly bound outer electrons of U, this additive results in a
fluorescent green color. Although this is observable under normal light, it is most
pronounced upon irradiation with a UV lamp. Interestingly, UO, was also added
to ceramic glaze to yield bright orange dinner plates and tableware in the 1930s.
However, it was later discovered that heat and acidic foods caused uranium to leach
from the glaze, resulting in an immediate disband of this application. As one might
expect, UO,-doped materials are not currently manufactured for decorative applica-
tions, making such acquisitions a collector’s item.[2!]

Thus far, we have considered the varying chemical compositions and properties of
glasses. In this last section, we will examine an important architecture — glass fibers,
of paramount importance in our society. The synthesis of glass fibers dates back to
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Figure 2.51. Cross-section image of an optical fiber. Shown is the propagation of light waves through an
(a) step-index multimode fiber, (b) graded-index multimode fiber, and (c) single-mode fiber.

the early 18th century, and applications for surgical lamps were prevalent as early as
the 19th century. We are all familiar with the bright pink bags of fiberglass insulation
that may be purchased from home improvement stores. In fact, insulation represents
the leading application for fibrous glass materials.

In contrast to fiberglass, which consists of a disordered array of needle-like
fibers, extremely long, one-dimensional cylindrical glass structures may be carefully
fabricated to allow the transmission of light from one end to the other. Although the
diameters of optical fibers are less than a human hair (i.e., 8—10 um), these fibers
are stronger than steel and are able to withstand being buried underground. The fiber
consists of a core surrounded by a cladding layer (Figure 2.51). The silica core is
doped with other oxides such as B,03, GeO,, and P> Os, resulting in a slightly higher
refractive index than the cladding. The boundary between the core and cladding may
either be abrupt (step-index fiber), or gradual (graded-index fiber).

There are two types of optical fibers: single-mode or multiple-mode, referring to
the simultaneous transmission of single or multiple light rays, respectively. Single-
mode fibers have much smaller diameters than multimode analogues (Figure 2.51a—c),
resulting in a simpler pathway for light through the fiber. Whereas multimode fibers
are used to transmit information short distances (e.g., LAN applications), single-
mode fibers are used for the long-distance transmission of cable television and
telephone signals. It is not hard to see why fiber optics are desirable for transmission
applications. The amount of information transmitted through 0.25 Ib of optical fiber
would take 33 tons of copper wire! Further, optical fibers are able to transmit signals
at lightning speeds — unmatched by any other material. For example, three half-hour
T.V. episodes may be transmitted in 1s.

In a step-index fiber, wavelengths of light are transmitted through the fiber core by
total internal reflection (Figure 2.51a). Depending on the angle of incidence of the
light, the rays may either be transmitted through the fiber to the detector, or refracted
from the core into the cladding resulting in signal loss. The desired angle (acceptance
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angle) required for total internal reflection is determined by the difference in index
of refraction between the core and cladding materials. In a graded-index fiber, the
refractive index in the core decreases continuously between the axis and the cladding.
This causes the light rays to bend smoothly as they approach the cladding, rather than
reflect abruptly from the core-cladding boundary.

A fiber optic system typically consists of a transmitting device that generates the
light signal, a fiber cable that transmits the light, and a receiver. The information
(voice, data, or video) is encoded into electrical signals. At the light source, these
electrical signals are converted into either digital or analog light signals. Once the
signals are converted to light, they travel down the fiber until they reach a detector,
which changes the light signals back into electrical signals. Finally, the electrical
signals are decoded into the original voice, data, and/or video information.

The most common method to make optical fibers is heating a rod (preform), of the
desired refractive index, to temperatures of ca. 2,000°C. The preform is made from
the high-temperature reaction of SiCly in the presence of dopant gases such as BCls,
GeCly. Once the tip of the preform is melted, it falls by gravity to form a thin strand.
This wire is threaded through a coating reel, and then pulled into an optical fiber of
the desired diameter. The draw towers used for this process are impressive buildings,
often 810 stories in height. The speed of the pulling process (typically 10-20m s~!)
governs the ultimate diameter of the fibers. For subsequent applications, the fiber is
spooled onto shipping reels and cut to the desired length.

Another interesting application for glasses is for light control, referred to as “smart
glass.” We are all familiar with movie scenes where a top-secret meeting takes place,
and a flip of the switch instantly darkens the windows. More routinely, it is now
commonplace to have self-dimming mirrors that react to trailing vehicle headlights.
Two main technologies are responsible for these intriguing materials applications:
electrochromic devices (ECDs) and suspended-particle devices (SPDs).

As its name implies, electrochromic materials change color as a result of an
injection of electrons. The typical ECD has a number of layers, sandwiched between
glass (Figure 2.52a). When no voltage is applied to the device, the incoming light

a) llncuming light
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. ~ o
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Tungsten oxide layer Incoming e Incoming | — .
gsten oxide layer ncoming | - ncoming | — | Transmitted
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s ayer between plates between plates
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Figure 2.52. Cross-section schematic of an (a) electrochromic device and (b) suspended-particle device.
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will pass through undisturbed (ca. 70-80% transmittance). However, when a nega-
tive voltage is applied, the positive Li* ions are injected into the WOs3 layer of the
distorted perovskite structure. A redox reaction takes place, where some of the tung-
sten sites are reduced from W to W>T and an electron is placed into the conduction
band. Charge balance is maintained through the interstitial placement of Li* ions in
the Iattice. Since the electron becomes delocalized, metallic behavior is induced in
the tungsten oxide layer changing the transparent layer to a dark reflective color (ca.
10% transmittance of incoming light through the device). The dark color will remain
even if the applied voltage is removed, since the reverse reactions are not sponta-
neous. If the reverse bias is applied to the device, lithium ions flow from the WO3
layer reoxidizing the W+ ions and restoring transparency.

More recently, thin films of Ni/Mg hydride alloys have also been developed for
light attenuation using electrochromic or gas-chromic (injection of H, and O, gases)
technology.[?2] Although they can technically be classified as electrochromic ma-
terials, the new reflective hydrides that are being developed behave in a noticeably
different way. Instead of absorbing light, they reflect it. Thin films made of nickel—
magnesium alloy are able to switch back and forth from a transparent to a reflective
state. The switch can be powered by low voltage electricity (electrochromic technol-
ogy) or by the injection of hydrogen and oxygen gases (gas-chromic technology).
Furthermore, this material has the potential to be even more energy efficient than
other electrochromic materials.

By comparison, SPDs operate through the behavior of rod-like particles (e.g., lig-
uid crystals, see Appendix C.3) toward an applied voltage (Figure 2.52b). When no
voltage is applied, the particles are randomly aligned, and do not allow light to pass
through the device. However, an electric charge will polarize the particles to align
with the field. We will describe the molecular behavior of polarizable particles in
more detail later (Chapter 4), related to dielectric materials placed in a parallel plate
capacitor.

2.4.3. Cementitious Materials

The use of cementitious materials for structural applications dates back to ancient
Egypt. A type of cement was used to hold together the limestone blocks of the
great pyramids that still stand today. During the time of the Roman Empire, an
improvement of the cement formulation was developed, which used a fine, vol-
canic ash known as Pozzolana found in various parts of Italy. Although they did
not realize it at the time, the hardening process occurred due to the reaction of the
aluminosilicate-based ash with Ca(OH); in the presence of water to yield a calcium—
silicate-hydrate (CSH) rigid gel. Amazingly, thousands of years later, the CSH struc-
ture is not yet completely understood — it is likely a disordered form of the hydrated
calcium silicate mineral tobermorite (Figure 2.53).

The last major development in cement technology occurred in the early 19th cen-
tury in England. Bricklayer Joseph Aspdin first made a variety of cement known
as Portland cement — not in a laboratory, but on his kitchen stove! His patent in



78 2.4. The Amorphous Sate

Silicate layer

‘Inter-layer’ Ca & H,0

Ca octahedral
layer

Calcium ion

A Silicate tetrahedron

Figure 2.53. The crystal structure of tobermorite, viewed along the be plane. The amorphous gel produced
during cement formation likely contains defects such as missing/disordered silicate tetrahedra and/or
water sites. Reprinted from Chem. Geol. 2000, 167, 129, Copyright 2000, with permission from Elsevier.

1824 changed the world forever, as this form of cement is the basic ingredient
in concrete — essential for the erection of virtually all buildings and many roads
throughout the world. In fact, concrete is the most heavily used man-made material
in our world — in 2005, it was estimated that the worldwide annual production of
concrete amounts to 1 ton for every man, woman, and child on earth!

It is interesting to note the development timeline for cement/concrete, which has
addressed many important societal needs. For example, if we consider road con-
struction, stones were used as early as 4,000 B.C., and were still prevalent in early
America — still evident in some historical cities such as Boston, MA. As motor-
cars became more abundant and faster in the early 20th century, replacements were
sought for dirt, gravel, and stone roads. Asphalt!23] and simple road tarring were
the first alternatives that addressed the environmental problem of dust as well as
road smoothness, and the majority of highways across North America still comprise
asphalt pavement. Comparatively, a large proportion of city streets and highways,
especially in the warmer locales, are made from concrete. Since concrete is more
apt to crack relative to asphalt under significant temperature changes, this material
is not greatly used to construct roadways in northern climates (€.g., North Dakota,
Montana, Minnesota, Michigan, Canadian Provinces).
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Figure 2.54. Cross-section representation of a powdered cement particle. Dicalcium silicate (CaySiOy4),
tricalcium silicate (Ca3SiOs), tricalcium aluminate (Ca3Al;Og), and tetracalcium aluminoferrite
(CagAlnFe(a_n)O7) crystallites are abbreviated as C28, C3S, C3A, and C4AF, respectively. Reproduced
with permission from Chem. Mater. 2003, 15, 3074. Copyright 2003 American Chemical Society.

Portland cement is produced from the sintering of minerals containing CaCOs3,
Si0,, Al,O3, FeyO3, and MgO in a ceramic kiln, held at a temperature of ca.
1,500°C. Equations 20-24 show the reactions that occur during the processing of
cement. The resulting complex material is referred to as clinker (Figure 2.54), and
may be stored for many years under anhydrous conditions before its use in concrete.
As one can see from Eq. 20, this process releases the greenhouse gas CO,, causing
environmental concerns over the world’s increasing production of cement. It is esti-
mated that Portland cement manufacturing accounts for over 10% of the world’s total
emission of CO,. As a result, there is an increasing focus on cements fabricated with
fly ash (e.g., by-product from coal-fired power plants), that possess the same qualities
as Portland cement clinker without the need for the calcination step (Eq. 20). When
water is mixed with Portland cement, the product sets in a few hours and hardens
over a period of 3—4 weeks. The initial setting reaction is caused through reaction
between water, gypsum (CaSO4-2H,0 — added to clinker to control the hardening
rate), and C3A forming calcium and aluminum hydroxides. The crystallization of
these hydroxides results in an observable hardening within the first 24 h. The sub-
sequent reactions between the formed hydroxides and C3S result in formation of a
crosslinked CSH gel (vide supra); this provides further strengthening over the first
week. The reaction between hydroxides and C2S proceed the slowest, and result in
hardening/strengthening of the material in latter stages of setting.[?4! The harden-
ing of concrete is actually a consequence of individual grains of aggregates being
cemented together by the clinker—water byproducts. Aggregates that are present in
concrete are of two or more size distributions — typically coarse gravel/stones and fine
sand. As a general rule, 1 m® of concrete contains over 4,400 Ib of gravel and sand.
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(20) CaCO3; — CaO + CO,

(21) 3CaO + SiO; — Caz(Si05)“C3S”

(22) 2CaO0 + Si0; — Cay(Si04)“C2S”

(23) 3CaO + Al,0O3 — CazAl,06“C3A”

(24) 4Ca0O + A1203 + F6203 — Ca4A12F62010“C4AF”

IMPORTANT MATERIALS APPLICATIONS I: FUEL CELLS

By definition, a fuel cell is any device that generates electricity by chemical reac-
tions that occur at the cathode (positively charged) and anode (negatively charged).
Figure 2.55 illustrates the general operating principle of fuel cells. As opposed to
batteries that store a limited amount of energy, fuel cells operate with a continuous
fuel flow that allows prolonged periods of electricity generation. In addition, these
systems may be easily scaled-up to power large electrical grids.

An electrolyte is an essential component within fuel cells, used to facilitate the
selective migration of ions between the electrodes. Fuel cells are typically classified
according to the electrolytes used: alkaline fuel cell (AFC), polymer electrolyte (or
proton exchange membrane) fuel cell (PEMFC), phosphoric acid fuel cell (PAFC),
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Figure 2.55. Illustration of the operation of proton exchange membrane (PEM) fuel cell. In this design,
the electrolyte facilitates the transfer of protons across its membrane.
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Table 2.8. Comparative Data for Fuel Cells

Fuel cell Operating Efficiency (%) Output current
temperature (°C) (kW)
Alkaline 100-200 70 0.3-5
Polymer 80 40-50 50-250
Phosphoric acid 150-200 40-80 200-11,000
Molten 650 60-80 2,000+
carbonate
Solid oxide 800-1,0004 60 100

molten carbonate fuel cell (MCFC), and solid oxide fuel cell (SOFC). Typical
efficiencies, operating temperatures and output voltage for the various types of fuel
cells are shown in Table 2.8. It should be noted that none of these fuel cells are
yet cheap/efficient enough to widely replace traditional ways of generating power,
such as coal- and natural gas-fired, hydroelectric, or nuclear power plants. Fuel cells
are currently being tested and marketed for the replacement of traditional internal
combustion engines in automobiles. The high efficiencies and low emissions of fuel
cells are extremely intriguing, but problems with emission-free production, and safe
storage of hydrogen gas remain the primary stumbling blocks for widespread incor-
poration of this technology.

Alkaline fuel cells have been used the longest, since the 1960s by NASA for space
shuttles. In fact, this application illustrates the utility of fuel cells. Hydrogen and oxy-
gen gases are used to power the fuel cell, which powered the electrical components
of the space shuttle. Water, the only byproduct of the reaction, was used as onboard
drinking water for the crew. Although AFCs are the most inexpensive to produce
and have some of the highest efficiencies, they require high-purity oxygen to prevent
catalyst poisoning by carbon dioxide. PEMFC designs also suffer from catalyst poi-
soning. The presence of small concentrations of CO (> 1 ppm) in the reformate of
fuels drastically alters the performance of the anodic catalyst (e.g., Pt, Pt/Ru).

In this section, we will consider SOFCs, the most relevant to our discussion of
crystal structures. These ceramic-based fuel cells are perhaps best suited for large-
scale stationary power generators that could provide electricity for entire cities. This
is a consequence of its high operating temperature, often greater than 1,000°C. In
addition to the primary electricity generated from the electrodes within the fuel cell,
the steam byproduct may be used to turn turbines, generating secondary electricity.
The SOFC can operate on most any hydrocarbon fuel, as well as hydrogen gas:

(25) Hy + 0’" — H»0 + 2e¢~ (at anode),
(26) 1/20, +2¢~ — O*~(at cathode).

The electrochemical reactions occurring within a SOFC are shown in Equations
25 and 26. The anode consists of a porous mixture of a Ni or Co catalyst on
yttria-stabilized zirconia. Such a mixture of metal and ceramic is referred to as a
cermet. The zirconia acts to inhibit grain growth of the catalyst particles of nickel or
cobalt and protects against thermal expansion. The cathode is generally a Sr-doped
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Figure 2.56. Types of solid oxide fuel cell (SOFC) designs. Reproduced with permission from Elec-
tronic Materials Chemistry, Bernhard Pogge, H. ed., Marcel Dekker: New York. Copyright 1996 Taylor &
Francis.

LaMnOj3 perovskite. The Sr dopant provides for oxygen transfer to the cathode—
electrolyte interface.

Figure 2.56 shows a variety of stacked cell designs employed by SOFCs. Since
an individual fuel cell produces a low voltage (typically <1 V), a number of cells
are connected in series forming a fuel cell stack. An interconnect comprising a high-
density material is used between the repeating {anode—electrolyte—cathode} units of
the stack.

The electrolyte in a SOFC must have the following characteristics:

High oxide conductivity

Stability in both oxidizing and reducing environments

Chemical compatibility with other cell components

High density to prevent mixing of fuel and oxidant gases

Desirable thermal expansion properties, to prevent cracking of the fuel cell at high
temperatures

M
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Figure 2.57. Comparison of unit cells of cubic zirconia and yttrium stabilized zirconia (YSZ), showing
transport of oxide ions through a lattice via vacant sites in neighboring YSZ unit cells.

One such material that satisfies all of the above requirements is yttrium-stabilized
Zr0;. In a SOFC, the electrolyte must allow oxide-ion transport between the anode
and cathode. In its high-temperature cubic form, zirconia is not able to conduct oxide
ions. That is, there are no suitable interstitial sites in the lattice to trap oxide ions.
However, when a lower valent metal oxide such as Y03 (i.e, Y3+) is substituted
for ZrO; (i.e., Zr*T), a vacancy is created in the unit cell of the extended lattice
(Figure 2.57). This site is able to accept an O®~ ion generated at the cathode, and
deliver it to the anode where it is transformed to H»O. As illustrated in Figure 2.57,
the oxide ion is transferred among adjacent zirconia unit cells en route from the
cathode to anode compartments of the fuel cell. By contrast, the “holes” created
by Y3t substitution may be envisioned to move in the opposite direction, from the
anode to cathode.
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Topics for Further Discussion
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11.
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13.

Considering that Si has the zinc blende crystal structure, draw the (111), (110), and (100) planes of
Si. Place these planes in order of highest atomic density, from least to greatest. What impact would
the structures of these planes have on their relative surface reactivities?

Show the relationship between 4] and 43 crystallographic point group operations.

What are the differences between amorphous and crystalline materials? Cite examples of each.
Describe some techniques used to fabricate amorphous or crystalline materials.

What is the difference between point groups and space groups?

Is it possible to have a material that is both an ionic solid and a molecular solid? Explain your
reasoning, and cite examples of such hybrids (if possible).

Consulting a Periodic Table and Table of Atomic Radii, what atoms would be suitable (a) interstitial
dopants and (b) substitutional dopants within a Mn lattice? Show your calculations and rationale.
Using diagrams, determine whether (111) or (110) planes are more densely packed with atoms for
FCC crystals.

What are the benefits of fuel cells, as compared to batteries and other “standard” power sources such
as fossil fuel power plants?

Why do acid-catalyzed and base-catalyzed sol-gel processes result in linear and branched metal
oxides, respectively?

We have all seen cement trucks that have a distinctive rotating tank. Why is this constant rotation
necessary, and what would happen if the tank stopped rotating?

Why are coarse and fine aggregates needed for the overall strength of concrete?

Explain why the reaction of C2S with hydroxides occurs much slower than the C3S/hydroxide reac-
tion during cement hardening.
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CHAPTER 3
METALS

Of all the 115 elements listed in the Periodic Table, 70% exhibit metallic character.
Since the discovery of copper and bronze by early civilizations, the study of metals
(i.e., metallurgy) contributed to most of the early investigations related to materials
science. Whereas iron-based alloys have long been exploited for a variety of appli-
cations, there is a constant search for new metallic compositions that have increasing
structural durability, but also possess sufficiently less density. The recent exploitation
of titanium-based alloys results from this effort, and has resulted in very useful mate-
rials that are used for applications ranging from aircraft bodies to golf clubs. Indeed,
there are many yet undiscovered metallic compositions that will undoubtedly prove
invaluable for future applications.

In Chapter 2, you learned how individual atoms pack in crystal lattices. Moreover,
the nature of metallic bonding was described, which is responsible for characteristic
physical properties of these materials. This chapter will continue this discussion,
focusing on the relationship between specific metallic lattice structures and their
impact on overall physical properties.

3.1. MINING AND PROCESSING OF METALS

Before we examine the structures and properties of metallic classes in further detail,
it is useful to consider the natural sources of the metals, generally as oxide and/or
silicate-based mineral formations. If the mineral deposit contains an economically
recoverable amount of a metal, it is referred to as an ore. The waste material of
the rock formation is known as gangue, which must be separated from the desired
portion of the ore through a variety of processing steps.

There are three main types of rocks, grouped according to their form of origin.
Igneous rocks are those formed from the solidification of molten mass following
volcanic activity. Common examples include granite, feldsar, and quartz; metals
such as the alkali and alkaline earths, gold, platinum, and chromium are isolated
from these formations. Sedimentary rocks are those formed through compaction of
small grains deposited as sediment in a riverbed or sea. Common examples include
limestone, sandstone, and dolomite. Metals such as copper, iron, zinc, lead, nickel,
molybdenum, and gold may all be found together within sulfur-based sedimentary
deposits. Metamorphic rocks are those formations that have changed composition
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88 3.1. Mining and Processing of Metals

and morphology over time through the influence of temperature and pressure.
Examples of these rocks include marble, slate, and gneiss, and yield similar metals
as igneous formations.

Most metals are obtained through physical and chemical modification of ores that
contain a sufficiently high concentration of the desired metal. Table 3.1 lists some
metals, regions of their primary occurrence, and some applications for the metallic
materials. Quite often, the processing steps used to isolate and purify metals from
ores have a significant impact on the overall microstructure, which will affect the
physical properties of the materials fabricated from them.

To obtain the ores in sufficient quantities needed to recover a desirable amount of
metal, either open pit or shaft mining is used depending on how accessible the ore is
located. We are all familiar with the picture of treacherous mine shafts that have
even been featured in movies such as Coal Miner’s Daughter. However, such “brute
force” is sometimes not required. For instance, to recover coal that is used in power
plants to generate electricity, there are often sufficient resources near the surface that
may be obtained using large cranes. Pit mining for metals such as copper, iron, and
precious metals is commonly used throughout the US and Canada.

Of course, once the ore is obtained from its deposit, the actual work of extracting
the desired metal has yet to be accomplished. In addition to metals, a variety of
other substances comprise natural minerals. Since aluminum and silicon are the
most prevalent elements in the Earth’s crust, most of the metals exist naturally as
aluminates, silicates, or aluminosilicates. The most common minerals are feldspars
and clays. These materials have been used since ancient times for the produc-
tion of materials such as pottery, brick, and china. An example of a feldspar is
K»Al;Si6016, which corresponds to a mixture of potassium superoxide, alumina, and
silica (K20-Al;03-6Si03). Upon contact with water and carbon dioxide, a weather-
ing reaction results in kaolinite, an aluminosilicate clay (Eq. 1). However, in addition
to these oxidized sources of metals, there are substances such as alkaline carbon-
ates, sulfates, phosphates, as well as organic matter that need to be removed to yield
the desired metal. As you would expect, the yield for this process is quite low; ores
typically possess less than 1% of the desired metal!

(1) K»>AlSigO16 + 3H,0 4+ 2C0Oy — Al SipO7 +2H,0 4+ 2KHCO3 + 4510,

(kaolinite)

The variety of procedures that are used to obtain metals from their ores is known as
extractive metallurgy. Usually, a flotation process is first used where the ore is ground
into a powder, mixed with water, oil, and surfactants (i.e., collectors) and vigorously
stirred into a frothy mixture. The most common collector molecules are alkali salts
of the O-alkyl dithiocarbonates (I) commonly known as xanthates, which are widely
used for the concentration and separation of metals from sulfide-based ores. The
coated grains then attach themselves to air bubbles that float to the solution surface,
where they are removed through a skimming/filtration process. This technique is very
useful in the separation of lead and zinc components, often found together in natural
sulfide deposits.
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Table 3.1. Natural Occurrence of Selected Metals and Materials-Based Applications

Metal Selected applications? Primary locations®

Li Batteries, glasses, aerospace US, Chile, China, Argent
components

Na Dyes, pigments, lamps, Chile, Peru, US
photoelectric cells

K Nuclear reactors, respiratory Ger., Can., France, Spain
equipment

Be X-ray tubes, ship/aircraft navig. US, Africa, Brazil, Rs.
systems

Mg Auto parts, coatings, US, Can., S. Amer., Asia
photoengraving

Ca Lighter flints, lights, plastics US, Can., S. Amer., Asia
stabilizer

Sr Glasses, ceramics, paints, TV tubes Mexico

Sc High-intensity lamps, nuclear China, US, Aus., Ind.
reactors

Y Coatings, capacitors, China, US, Aus., Ind.
superconductors, lasers

Ti Golf clubs, surgical implants, jet US, Aus., S.A., Norway
engines

Zr Prosthetic devices, nuclear reactors Ind., US, Aus., S.A.

\% Tools, ceramics, batteries, magnets US, Mex., Peru, Rs., S.A.

Nb Heat shields, electromagnets, Japan, Rs., Can., Brazil
spaceships

Ta Aircraft turbines, rocket nozzles, Aus., Brazil, Thailand, Can.
HT vessels

Cr Corrosion-resistant coatings, tools S.A., Turk., Rs., Cuba, Phil.

Mo Lubricants, lamp filaments, integ. US, Aus., Swe.
circuits

w Filaments, coatings, missiles, tools, US, Asia, S. Amer., Rs.
paints

Mn Steels, paints, batteries US, Can., France, Ger., Ind.

Fe Autos, tools, structural materials US, Can., China, Brazil, Rs.

Ru Coatings, superconductors, S.A., Rs., US
electrodes

Os Fountain pen tips, pacemakers, S.A,, Rs., US
forensics

Co Magnets, batteries, recording media Can., N. Africa, Swe.

Rh Catalytic converters, coatings, S.A., Rs., US
crucibles

Ir HT crucibles, spark plugs S.A, Rs., US

Ni Batteries, coatings, currency Can., Rs., Aus.

Pd Jewelry, dental crowns, surgical S.A., Rs., US
instruments

Pt Jewelry, coatings, surgical implants, S.A., Rs., US
lighters

Cu Conductive wire, pipes, currency Chile, US, Can.

Ag Jewelry, dental fillings, Mex., Peru, US, Can.
photography

Au Jewelry, integ. circuits, heat shields, S.A., US, Aus., Can.

coatings
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Table 3.1. Continued

Metal Selected applications? Primary locations?

Zn Coatings, pipes, highway guard US, Can., Aus., China
rails

Cd Alloys, batteries, nuclear reactors Canada, Aus., Mex.

Al Auto parts, ceramics, coatings, Brazil, Jamaica, Asia
paints

Sn Alloys, plating, flat glass Bolivia, Brazil, Malaysia

Pb HT vessels, pipes, sound abs. Aus., US, China, Peru
materials

Ce Lighter flints, ceramic capacitors, China, US, Aus., Ind.
magnets

Eu Television screens, nuclear reactors China, US, Aus., Ind.

Er Lasers, catalysts, phosphors China, US, Aus., Ind.

4These selected applications may be for the pure metal or other compounds/alloys.
bCan. = Canada, Rs. = Russia, Aus. = Australia, Ind. = India, S.A. = South Africa.
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Once the bulk ore is concentrated from its many impurities, the metal (M) is
reduced from its natural oxides. The most common method that is used is referred
to as smelting, where the ore is heated in the presence of a reducing agent such as
a carbonaceous material, or carbon monoxide (Egs. 2 and 3, respectively). Although
carbonaceous material was used exclusively by early civilizations, modern extrac-
tive methods commonly employ other reducing agents such as Na, Mg, Ca, Al, or
alloys such as Zn/Mg. However, with the advent of biomass as an alternative fuel,
the organic-based waste materials are now being used as an effective reducing agent.

@)  M,0y + yC 2220 M+ yco

3) M0, +yCO 2220%C M+ yC0,
If the ore consists of metal sulfides, it must first be converted to the oxide through
reaction with oxygen at high temperature (Eq. 4):

@) 2MS + 30, 222076 oMO 4250,

The above techniques that involve high-temperature processes are known as pyromet-
allurgy. Another common technique involves the electrolytic reduction of metal
compounds, often referred to as hydrometallurgy or electrorefining, depending on
whether the procedure is carried out before or after the metal has already been sepa-
rated from its ore, respectively.

Figure 3.1 illustrates examples of electrolytic purification reactors for the isolation
of sodium and aluminum metals. For the purification of sodium, a fused salt is used at
high temperatures. As is often necessary for ionic salts, a solid solution is necessary
to reduce the melting point of the salt. The addition of calcium chloride effectively



3 Metals 91

NaCl inlet

a)

Molten NaCl

Iron screen to
prevent Na and
Cl, from coming
together

Carbon anode + Iron cathode
2CIT —Cly(g) + 26~ 2Na*+ 2e” ——2Na(/)

b) =®

Graphite
anodes

PsS)

wy/ | | Al,Oz dissolved
o in molten
cryolite

-—— Carbon-lined
iron

Figure 3.1. Schematic of electrometallurgical processes used to purify metals. Shown is the (a) Downs cell
used to purify sodium metal and (b) Hall cell used to purify aluminum metal. Reproduced with permission
from Chemistry: The Central Science, 8th ed., Brown, LeMay, Bursten. Copyright 2002 Prentice-Hall.

reduces the melting point of the solution from 800 (for NaCl alone) to 600°C.
To circumvent the high melting point for aluminum (2,030°C), anhydrous aluminum
oxide (i.e., alumina, m.p. 2,050°C) is dissolved in molten cryolite (Na3AlFg, m.p.
1,009°C) and excess AlF3, resulting in a more reasonable operating temperature
(920-980°C) for the electrolytic process.

It is estimated that iron constitutes 90% of all applications that involve metals.
Hence, it is not surprising that the purification and postprocessing for iron is the
most widely practiced. The most primitive method that was used in the 19th cen-
tury to purify iron from its ore is called bloomery. This method used pure carbon
in the form of charcoal to reduce the metal (Eq.2). In this process, the temperature
is not sufficient to completely melt the iron, so a spongy mass consisting of iron
and silicates are formed. Through heat/hammering treatments, the silicates mix into
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the iron lattice, creating wrought iron. This form of iron was used exclusively by
early blacksmiths, since the heating of wrought iron yields a malleable, bendable,
and extremely easy compound to work with.

Figure 3.2 shows a flowchart for the various types of procedures that are used
for iron metallurgy. Modern techniques employ a blast oven that uses large jets of air
that mix with iron ore, charcoal, and calcium sources (from limestone and dolomite),
in combination with the silicates in the ore, to form slag. The composition of slag
is 30-40 wt% SiO2, 5-10 wt% Al>O3, 35-45 wt% CaO, and 5-15 wt% MgO. The
molten iron collects at the bottom of the blast furnace and is cooled into a form
known as pig iron. This form of iron contains between 4 and 5 wt% C, making it
too brittle and hard for any application. If pig iron is reheated, remixed with slag,
and hammered to remove most of the carbon, wrought iron is created. However, it is
often most useful to convert this form into high-strength steel. While impurities such
as silicon, calcium, aluminum, and magnesium were removed in the slag, phosphorus
and sulfur impurities remain behind, and are dissolved into the molten iron. A basic
oxygen furnace is used to oxidize these impurities, which would greatly weaken steel
if not removed during processing. Another process known as the Bessemer process
is used in modern steel-making plants that use a specially lined reactor that provides
an efficient method at removing impurities, all in approximately 15-20 min!

3.1.1. Powder Metallurgy

Although the origin of making metallic materials through flame sintering dates back
to ca. 3,000 B.C., this method was not widely applied until the late 18th century.
Until only recently, metallurgy focused on doping and strengthening bulk metallic
materials. Nowadays, powders are frequently used as precursors for metallic mate-
rials. For instance, tantalum powder is used in the fabrication of capacitors for elec-
tronics and telecommunications applications, including cell phones. Iron powder is
used as a carrier for toner in electrostatic copying machines; over 2 million pounds
of iron powder is incorporated each year in iron-enriched cereals! Copper powder is
used in antifouling paints for boat hulls and in metallic pigmented inks for printing
and packaging. Indeed, the list of applications for metal powders goes on and on, and
must constantly be updated as new discoveries occur.

Modern powder metallurgy consists of placing metal powder(s) into a closed metal
cavity, or die, repeatedly compacting under high pressure (typically 200-300+ MPa),
and sintering in a furnace to yield a metal with desired porosity and hardness charac-
teristics. The sintering process effectively results in the welding together of powder
particles to form a mechanically strong finished material.

Metal and alloy powders may be produced through the following routes, with the
last three accounting for the most common methods currently employed:

1. Grinding and pulverization of a metallic solid or oxide-based ore
2. Reductive precipitation from a salt solution

3. Thermal decomposition of a chemical compound

4. Electrodeposition

5. Atomization of molten metal
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For relatively brittle materials such as intermetallic compounds, and ferro-alloys,
mechanical pulverization is sufficient to produce metallic powders. This process uses
a ball or rod mill, a cylindrical-shaped steel container filled with ceramic balls or
rods, respectively. As the grinding mill is rotated, the grinding media collides with
the ore/metallic compound effectively grinding the material into a fine powder. Either
alumina or zirconia represents the most common ceramic materials used within
grinding mills. This procedure is commonplace for the fabrication of iron powder,
from the co-grinding and postannealing of the ore with carbon (Eq.2). Refractory
metals are normally produced through the reduction of oxides with hydrogen gas.

Chemical precipitation of metal from a solution of a soluble salt may also be used
to form metallic powders. In this procedure, a reducing agent such as sodium boro-
hydride is added to the metal ions in solution (Eq.5). As we will see in Chapter 6,
this is the most widely used procedure for the synthesis of nanoparticulate metallic
powders.

(5)  M"t 42X~ + 2NaBHs — M? + 2NaX + BoHg + Ha

Another useful means of producing metal powders is through thermolysis of a chem-
ical precursor, such as metal carbonyl complexes. This process was originally deve-
loped to refine nickel from its crude metal extracted from its ore. Carbon monoxide
gas readily reacts with late transition metals, due to the synergistic effects of ¢ elec-
tron donation from the ligand to metal, and ® back-donation from the metal to the
ligand (Figure 3.3). Hence, by passing CO gas over impure nickel at 50°C, Ni(CO)4
gas is formed, leaving the impurities behind. The carbonyl decomposes upon heating
to ca. 250°C, forming the pure nickel powder. Industrially, the Mond process uses
the same chemistry, using nickel oxides from the natural ore. Upon reaction with a
mixture of Hy and CO gases, the nickel is first reduced to impure metal, and then
converted to high-purity metal through the Ni(CO)4 byproduct.

Electrolysis may also be used to produce metallic powders, through redox re-
actions at electrode surfaces. By choosing suitable reaction conditions — composi-
tion and strength of the electrolyte, temperature, current density, efc. — many metals
can be deposited in a spongy or powdery state. However, most often a brittle de-
posit is formed, requiring extensive postprocessing such as washing/drying, reduc-

a
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Figure 3.3. The synergistic stabilizing effect of metal carbonyl complexes. Shown is (a) ligand-to-metal
¢ donation from the carbon lone pair to the metal dzz orbital and (b) metal-to-ligand back-donation from
the dxz_yz orbital to the empty ©* orbital on CO. This weakens the C-O bond, while concomitantly
strengthening the M—C interaction.
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Figure 3.4. Electrodeposition of (a) silver nanoparticles and (b) silver nanowires. Reproduced with
permission from J. Phys. Chem. B. 2002, 106, 3339. Copyright 2002 American Chemical Society.

tion, annealing, and crushing. Although this technique could be used for virtually
all metals, it has been replaced with other less expensive methods such as solu-
tion reduction. Nevertheless, metallic powders of copper, chromium, and manganese
are still mostly produced through electrolytic means. Toward the ongoing search for
structures at the nanoregime (Chapter 6), electrodeposition has recently been applied
for the intriguing synthesis of metal nanoparticles and nanowires (Figure 3.4).

The last method for generation of metallic powders that we will consider is
atomization. In this high-temperature process, molten metal is broken up into small
droplets and rapidly quenched to prevent wide-scale agglomeration (Figure 3.5).
The atomization process occurs through the bombardment of a stream of molten
metal with a high-energy jet of gas (e.g., air, N», Ar) or liquid (e.g., H>O, hydro-
carbons). Argon gas is used extensively to prevent the oxidation of reactive metals
and alloys such as chromium or tungsten. Atomization is very different than ioniza-
tion. Whereas the former consists of gaseous ground-state and excited-state metallic
atoms, the latter contains electrons and metallic ions that are much more reactive.

By varying parameters such as jet design, pressure and volume of the atomizing
fluid, and density of the liquid metal stream, it is possible to control the overall
particle size and shape. In principle, atomization is applicable to all metals that can
be melted, and is commercially used for the production of iron, steels, alloy steels,
copper, brass, bronze, and other low-melting-point metals such as aluminium, tin,
lead, zinc, and cadmium.

Atomization is particularly useful for the production of homogeneous powdered
alloys, since the constituent metals are intimately mixed in the molten state. Further,
this process is also useful to produce powders of difficult compositions. For instance,
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Figure 3.5. Illustration of an atomizer for the production of metallic powders. The molten metal/alloy
is sprayed into a cooling tower under the flow of an atomizing gas. The particulates are allowed
to cool as they descend downward, and are collected in a hopper at the bottom of the tower.
Reproduced with permission from Crucible Materials Corporation (http://www.cruciblecompaction.com/
process/atomization.cfm).

copper—lead powders may not be formed through simple precipitation from liquid
solutions. Upon solidification, the lead will preferentially precipitate, resulting in a
copper-rich metallic powder. By comparison, atomization of a Cu/Pb molten solution
results in a copper powder containing a very fine and uniform distribution of lead
inclusions within each powder particle.

For powder metallurgy, the density of the powder strongly influences the strength
of the material obtained from compaction. As one would expect, the density of the
powder depends on both the shape and porosity of individual micron-sized particu-
lates. We saw in Chapter 2 that close-packed metals will have higher densities than
simple cubic materials (Figure 3.6). Among the close-packed metals, the theoretical
percentages of total space occupied by atoms, relative to voidspace for bee (coor-
dination number 8), fcc (coordination number 12), and hcp (coordination number
12) unit cells are 68%, 74%, and 74%, respectively. Even if the metal particulates
have the same diameter and are completely spherical, the actual packing density
is typically on the order of 55-60%. This value may be improved by introducing
nanosized particles that will fill the voids among the larger particles. During sub-
sequent high-temperature sintering, the larger particles will grow at the expense of
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Figure 3.6. Space-filling models showing the occupancy and available interstitial sites within cubic unit
cells. Reproduced with permission from Chemistry: The Central Science, 8th ed., Brown, LeMay, Bursten.
Copyright 2002 Prentice-Hall.

the nanoparticles, leaving behind relatively small voids that are closed during the
thermal treatment.

A lubricant may also be mixed together for co-pressing with the composite
powders. The most common lubricants are stearic acid (octadecanoic acid), stearin,
zinc stearate, and other waxy organic compounds (e.g., palmates). The name stearate
should be vaguely familiar, as the sodium salt is often employed as the active
ingredient in soap. The primary use for the lubricant is to reduce friction between
the powder mass and the surface of the die walls. For this purpose, it is often suffi-
cient to apply lubrication to the walls of the die, rather than introducing the organic
compound to the metallic powders. If a significant amount of organic residue is left
following compaction, it will be removed upon sintering, leaving behind large voids
that will greatly detract from the finished material’s overall strength.

The density of the bulk material following the pressing event is referred to as the
green density, coined more frequently for ceramic processing. It is most desirable to
have a powder with lower density, as this will undergo a greater change in volume
during compaction (Figure 3.7). The intimate pressing together, or alloying, of metals
during the pressing process is known as cold-welding. Sometimes, the powder is too
dense for efficient cold-welding; for these samples, such as heavy metal alloys, a
greater pressure (i.e., larger presses and stronger dies) is required. It should be noted
that powders under pressure do not behave as liquids; the pressure is not uniformly
transmitted and very little lateral flow takes place within the die.

The compacted powder will only be as pure as the initial components. The addition
of small impurities will cause dramatic differences in the resultant metallic material,
following the pressing and sintering steps. The presence of bound vs. free impurities
may also result in observable differences in the compaction behavior for powders.
For iron powders, the presence of iron carbide (Fe3C) will increase the hardness of
the matrix, requiring higher pressures for compaction. However, free graphite parti-
cles will act as a lubricant, increasing the pressing efficiency at lower pressures.

Unless handled under an inert atmosphere, metal powder grains will be coated
with a thin oxide film. Unless excessively strong SiO, or Al;O3 films are produced,
the coating will rupture during the pressing process, exposing the clean underlying
metal surfaces. It should be noted that for alloying metals such as copper and zinc,



98 3.1. Mining and Processing of Metals

B B

L8 ———

Figure 3.7. The effect of matrix density on the compaction volume yielded from pressing.

pressing is not necessary. The powders are simply placed in a mold and sintered, a
process aptly referred to as loose-powder sintering.

The major applications for powder metallurgical products center around the auto-
motive industry, specifically for engines, transmissions, and brake/steering systems.
Following pressing, the compacted metals may be injected into a mold, or pressed un-
der vacuum at high temperature within a hot isostatic press. A great deal of consumer
products are fabricated using these techniques; high-tech plastics and other compos-
ite parts represent a significant market share for powder metallurgical materials. This
is especially the case since the soaring gas prices and stringent environmental regu-
lations dictate the design of lighter vehicles, to improve gas consumption. Outside of
automotive applications, other uses are prevalent; for instance, Canadian nickels are
made from strips rolled from pure nickel powder.

There are a number of attractive benefits for powder metallurgy:

Lack of machining eliminates scrap losses

. Facile alloying of metals

3. In situ heat treatment is useful for increasing the wear resistance of the finished
material

4. Facile control over porosity and density of the green and sintered material

5. Fabrication of complex/unique shapes which would be impractical/impossible
with other metalworking processes

6. Rapid solidification process extends solubility limits, often resulting in novel
phases

Although we have described powder metallurgy as being an ideal process, without
limitations or hazards, it does pose some serious safety risks and limitations. The
majority of metallic powders and other finely divided solids are pyrophoric, meaning

N =
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that they will spontaneously ignite in air, at temperatures below 55°C. Unlike black
powder, which contains both the fuel (C and S) and oxidizer (potassium nitrate),
it is not immediately apparent why metallic powders would ignite, since both key
components are not present within the powder matrix.

There are two primary reasons for this pronounced reactivity. The extremely large
exposed surface area of powders relative to the bulk results in rapid oxidation upon
exposure to air, especially for metals that form stable oxides such as aluminum,
potassium, zirconium, efc. Also, there is enhanced internal friction among the indi-
vidual micron- or nanosized individual particulates comprising the powder. Simply
pouring the powder onto a table will yield sparks that may or may not be visible to
the naked eye. Indeed, if one does not physically see the spark, he or she will soon
know if there was one! As you would imagine, both the pulverizing and pressing
steps in powder metallurgy are especially dangerous, as the particles are forced into
contact with one another and the equipment surfaces (another purpose for an added
lubricant during compaction). NASA recently published a technical paper that des-
cribes the production of rocket propellants!!!; this is definitely worth a read, to find
out how one prepares mixtures of such reactive components.

3.2. METALLIC STRUCTURES AND PROPERTIES

We are now in a position to investigate a question that will be assessed throughout
this textbook: What is the relationship between the microstructure of a material, and
its overall properties? If our world wishes to stay on our current path of unprece-
dented growth in areas of electronics, building materials, homeland security devices,
and future “smart” materials, it is essential that we become familiar with the proper-
ties of individual classes of materials and current applications. Only then will we be
able to extrapolate these properties into new and exciting applications for the future.

In Section 3.1, we saw that a wide variety of applications employ metallic sub-
stances (Table 3.1). In this section, we will examine the various classes of metals and
alloys in more detail, focusing on phase transitions, changes in the microstructure,
and atomic packing of the materials. With this insight, you will be in a good posi-
tion to evaluate why a particular metal is more suited than others for an existing or
future application. It should be noted that, analogous to metals, certain organic poly-
mers may also exhibit high electrical conductivities. However, this chapter will only
discuss inorganic-based metallic classes; organic-based electrical conductors will be
detailed in Chapter 5.

3.2.1. Phase Behavior of Iron—-Carbon Alloys

In general, for a mixture of two or more pure elements, there are two types of solid—
solution alloys that may be obtained. Type I alloys are completely miscible with one
another in both liquid and solid states. As long as the Hume-Rothery rules are satis-
fied, a random substitutional alloy will be produced. We will see many examples of
these alloys in this section for a variety of metal dopants in stainless steels. By com-
parison, type II alloys are only miscible in the molten state, and will separate from
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Temperature

Time

Figure 3.8. Representative cooling curves for an alloy, A-B. The terms LCT and UCT refer to lower and
upper critical temperatures, respectively. TA and TB designate the melting points of pure A and pure B,
respectively.

one another upon cooling. These alloys are usually associated with compound forma-
tion from the alloying of metals or metals/nonmetals that are too dissimilar in their
reactivities (e.g., Cu and Al to form CuAl, precipitates). The eutectic composition is
the lowest melting point of type II alloys.

Type I alloys contain two types of atoms that are arranged within a single lattice.
When solidification of the solution begins, the temperature may be higher or lower
than the freezing point of the pure solvent. Unlike a pure molten metal, most solid
solutions will solidify over a temperature range due to differing diffusion rates of the
metals en route toward their preferred crystal arrangement (Figure 3.8).

Pure iron exists as a variety of allotropes depending on the external temperature
or pressure. As the temperature is increased, iron undergoes allotropic transforma-
tion from a-Fe (ferrite, bce) to y-Fe (austenite, fcc), and finally to a narrow region
of 8-Fe (bcc) before melting. As the temperature of the standard bec crystal lat-
tice is increased, thermally induced atomic motion increases, and it becomes more
energetically favorable for atoms in the center of lattice unit cells to migrate into
face-centered positions of neighboring unit cells (Figure 3.9).

As seen earlier, the steps used to purify iron involves carbonaceous material to
remove the oxide-based impurities, through exothermic formation of CO and CO».
Hence, carbon will be pervasive in a variety of concentrations throughout all phases
of iron and steels, present as an interstitial dopant within these lattices. Experimen-
tal evidence shows that carbon-doped iron polymorphs are indeed interstitial solid
solutions. For instance, the carbon atoms in bcc ferrite are located only on empty
face-centered positions. However, very few of these positions are occupied through-
out the lattice, as the maximum solubility of carbon in o-Fe is only between 0.01
and 0.02 wt%. From a metallic-bonding standpoint, the addition of carbon in the lat-
tice acts as an “electron sink,” that is able to accept some of the delocalized electron
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Figure 3.9. Simplified schematic of the transformation from BCC to FCC, exhibited between the three
allotropes of iron. Corner atoms have been omitted for clarity.

Table 3.2. Unit Cell Dimensions of Iron Allotropes and Fe—-C Alloys?

Fe—C composition (crystal Unit cell parameters (A)
structure)
a-Fe (ferrite, BCC) a = 2.8665
v-Fe (austenite, FCC) a = 3.555 + 0.044xb
6-Fe (BCC) a=2.9323
Martensite (tetragonal) a=2.867—0.013xP

¢ =2.867 +0.116x°
Cementite (orthorhombic) a =4.525

b =15.083

¢ =6.740

4Values taken from Cullity, B. D. Elements of X-Ray Diffraction,
2nd ed., Addison Wesley: Reading, MA, 1978.

b — wt% C in interstitial sites of the iron lattice.

density from the metallic lattice. This results in a stronger interaction among all
atoms in the lattice that adds to physical hardness, but detracts from the overall elec-
trical conductivity, relative to pure (undoped) iron.

Table 3.2 compares unit cell dimensions for the various allotropes and Fe—C alloys.
Since the dopant species are entrained within individual unit cells, the volume of
each unit cell will increase concomitantly with the concentration of carbon. Although
the d-Fe lattice is isomorphous with ferrite, the difference in volume between these
allotropes corresponds to different concentrations of carbon in each solid solution.
That is, 8-Fe contains an order of magnitude greater concentration of carbon than
ferrite. Since a greater number of interstitial sites may be occupied by fcc unit cells
relative to bee, austenite may contain an even greater concentration of C in the lattice,
up to 2.1 wt%. It must be noted that the trend of increasing volume with dopant
concentration is not only exhibited by the Fe—C system, but is also followed by all
other interstitial alloys that we will examine later.
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Figure 3.10. The equilibrium phase diagram for the iron—carbon system.

In general, the density of interstitial solid solutions is given by Eq. 6. Since the
change in volume is usually more significant than the increase in number of unit
cell atoms, interstitial solids usually exhibit a decrease in density, relative to the pure
allotrope. For instance, the density of pure iron (7,874 kg m—>) shows a significant
decrease upon interstitial placement of carbon in cast irons (ca. 7,400 kg m™>).

1.6604 > (n1 A} + niA;
© p= ZV A0

where nj, n; are the number of regular lattice and dopant atoms, respectively, per
unit cell and A}, A; are the atomic weights of the regular lattice and dopant atoms,
respectively.

The complex binary phase diagram for the Fe—C system is shown in Figure 3.10,
and illustrates a number of important transitions. In particular, as the temperature is
increased from ambient to its melting point, pure iron exhibits a variety of allotropic
changes. At room temperature, the ferrite form is most stable; conversion to austenite
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occurs at 910°C. Austenite is much softer, being more easily formed into desired
shapes, relative to ferrite. At a temperature of 1,403°C, the fcc y-Fe allotrope con-
verts back to the bee form of 8-Fe before melting at 1,539°C. This behavior is quite
atypical; most metals do not alter their crystal structure en route toward their melting
points.

By definition, iron containing between 0.15 and 1.4 wt% C is typically referred
to as steel.?] Hence, although we typically think of steel as containing chromium
and other metal dopants, some - and 3-phases of pure iron could also be considered
forms of steel. Steels with a carbon concentration of 0.83 wt% undergo a transfor-
mation from austenite into two intimately mixed solid phases at a temperature of
723°C. Although this phase transformation looks like a eutectic, the material above
this point is a solid rather than a liquid. Hence, the transition is referred to as the
eutectoid. As its name implies, alloys with carbon concentrations greater or less than
the eutectoid are known as hypereutectoid or hypoeutectoid steels, respectively.

The eutectoid mixture of steel consists of pearlite in association with either ferrite
or cementite regions, depending on the carbon concentration of the matrix. Since
the pearlite phase is a lamellar mixture of ferrite and iron carbide, the interaction of
light gives rise to a “pearl-like” multicolored pattern when viewed through a light
microscope. Figure 3.11 illustrates the microstructural changes when austenitic steel
is slowly cooled. For hypoeutectoid steel, ferrite begins to form along the austen-
ite grain boundaries. Further cooling results in a ferrite-rich phase, with some re-
maining austenite crystals. At the eutectoid point of 723°C, the residual austenite is
converted to pearlite, yielding a phase that contains both ferrite and pearlite crystals
upon further cooling.

By comparison, hypereutectoid steel contains significantly greater carbon concen-
trations; cooling results in the precipitation of the excess carbon in the form of
hard/brittle cementite, Fe3C, nuclei that form along austenite grain boundaries.
It should be noted that cementite is actually a metastable phase, with graphite rep-
resenting the most stable form of carbon at equilibrium. However, it is difficult to
obtain stable graphite nuclei in steels (with <2% C) since the Fe/Fe3;C metastable
equilibrium is preferentially formed.

In Chapter 2, we showed how polycrystalline aggregates, always found in pure
metals and alloys, form grain boundaries due to misaligned crystallites. Since the
bonding character of neighboring atoms is broken across the grain boundary, the
diffusion of impurities occurs more readily in these areas. Considering the atomic
weights of Fe and C, pure cementite corresponds to 6.7% C by weight. It has been
determined experimentally that the strength of steel increases with carbon content up
to the eutectoid composition, and then begins to drop as cementite nuclei are formed
in the material. It should be noted that other Fe—C phases exist with greater carbon
concentrations than cementite. However, Figure 3.10 shows only the phases to the
left of cementite that are technically useful for materials applications.

The phases of austenite, pearlite, and ferrite are relatively soft; hence, the obser-
ved high hardness of steels is obtained through processing of these materials. For
instance, hypoeutectoid steel is first heated to form austenite and then slowly cooled
so the pearlite/ferrite phases may be worked into desired shapes. If the material is
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Figure 3.11. Comparison of the microstructural changes upon very slow cooling of hypoeutectoid (upper)
and hypereutectoid (lower) steel. Reproduced with permission from Machine Tools and Machining
Practices, White, W.; Wiley: New Jersey, 1977. Copyright John Wiley & Sons Limited.
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reaustenized and quickly quenched to room temperature, a very hard phase known as
martensite is formed. Some of the remaining pearlite and ferrite phases (if present)
would still remain in the matrix. Hence, only when the steel has been heated to
temperatures sufficiently high to convert all of the ferrite into austenite, that quench-
ing will result in pure martensitic steel. It should be noted that the martensite phase
does not appear in the above Fe—C phase diagram since it is a nonequilibrium phase.

As a final note regarding the Fe—C phase diagram, the eutectic temperature corre-
sponding to the minimum melting point of the Fe—C system is 1,130°C. As the liquid
is cooled at the eutectic temperature, solidification of ledeburite will occur. The mi-
crostructure of ledeburite is tiny austenite crystals embedded in a matrix of cemen-
tite. At carbon concentrations less than the eutectic (i.e., 4.3 wt% C), ledeburite and
austenite will form a solid solution. By contrast, increasing carbon concentrations
will result in ledeburite/cementite solutions.

The incorporation of carbon into an iron lattice affects the interactions between
neighboring iron atoms. As carbon is introduced at relatively low concentrations, the
carbon atoms rearrange themselves within interstitial sites of the iron lattice, creating
a strengthening effect. That is, metal atoms have a lesser range of movement due to
the “glue” formed by interstitial carbon atoms. As a result, external forces such as
temperature and pressure will not as readily cause atomic movement and surface/bulk
deformation or fracturing. This is the reason why pure iron is not particularly hard
or physically durable, but steels are significantly improved in these properties. Slow
cooling of carbon-rich iron will yield a supersaturated solid solution. The carbon
solubility in austenite decreases from about 1.7% at 1,150°C to about 0.7% at 715°C,
causing the precipitation of the excess carbon in the form of microscopic carbides or
graphitic nuclei.

Supersatured iron lattices yield a material known as cast iron, a ternary Fe—C—Si
alloy containing much higher carbon than steel, typically around 3-5 wt% C. As the
name implies, these materials are cast from their molten states into molds to yield the
desired shapes. Due to the oversaturation of carbon present in these solids, cast iron
is not suitable for structural applications. However, cast iron is extremely inexpensive
to produce, making this material one of the most heavily used materials in industry
for the manufacture of tools, valves, and automotive parts. Cast iron cookware has
been employed for culinary applications since the late 19th century. However, with
the advent of nonstick coatings such as Teflon in the 1940s, this application has
largely been abandoned in favor of coated aluminum pans. A useful form of cast iron
known as “Duriron,” features a high silicon concentration (13—16 wt% Si, relative
to standard cast irons with 1-3 wt% Si), and is resistant to strong acids and high
temperatures.

There are a variety of cast irons, each differing in the nature of the carbon impurity
associated with austenite within the iron lattice. For instance, white and gray cast
irons contain cementite and graphite nuclei within the microstructure, respectively.
The graphitic suspensions may be present as flakes (gray cast iron), or as spheres
(ductile and malleable cast iron) depending on the cooling conditions employed. For
gray cast irons, the formation of iron carbide must be minimized in order to prevent
localized hard spots that would degrade ductility and machinability.
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A number of dopants may be added to facilitate the preferential formation of
graphite rather than cementite. As we have discussed earlier, the excess carbon preci-
pitated from supersaturated iron will most often yield cementite. This is especially
intriguing, since the formation of graphite actually represents the lowest-energy alter-
native for the Fe—C system. As a carbon-rich pure Fe/C alloy is cooled, the localized
density of carbon atoms is never enough to serve as a nucleus for graphite formation.
Rather, since the carbon is distributed throughout the lattice, the intimate combina-
tion of iron and carbon atoms makes it relatively easy to form Fe3C nuclei, relieving
the supersaturation and lowering the overall energy of the system. On the other hand,
if a dopant is added to serve as a nucleation site, the formation of graphite will occur
due to the more favorable thermodynamics.

It is proposed that the major nucleation mechanism in cast iron doping, known as
inoculation, is the formation of sulfide species upon the addition of strong sulfide
formers such as calcium, barium, cerium, or strontium. These sulfides possess lattice
parameters very similar to the graphite crystal structure, serving as substrates for
nucleation/epitaxial growth of graphite. Other common graphitizer dopants are Si
(typically added as metal ferrosilicon compounds), Ni, and Cu; by contrast, Cr, Mo,
V, and W are antigraphitizers, promoting the formation of carbides (Cr;C3/Cr3Ce,
Mo, C/FesMo3C, VC-V4C3, W2C/FesW3C, respectively).

3.2.2. Hardening Mechanisms of Steels

As we have seen, it is not simply the carbon concentration, but rather the microstruc-
ture of Fe—C alloys that affect its physical properties. The size of the individual
microcrystals (or grains) that comprise these aggregates greatly affects many prop-
erties of the bulk crystal. Both optical microscopy and X-ray diffraction are used to
determine the grain sizes; most commercial metals and alloys consist of individual
crystallites with diameters ranging from 10 to 100 pum, each corresponding to mil-
lions of individual metal atoms. A decrease in the size of these microscopic particles
results in an increase in both strength and hardness of the bulk material. This can be
understood by the tighter packing of smaller spheres relative to larger ones, effec-
tively resisting atomic repositioning as a result of an external stress such as bending.

An external pressure (stress) that is exerted on a material will cause its thickness
to decrease. A shear stress is applied parallel to the surface of a material, and may
cause the sliding of atomic layers over one another. The resultant deformation in the
size/shape of the material is referred to as strain, related to the bonding scheme of
the atoms comprising the solid. For example, a rubbery material will exhibit a greater
strain than a covalently bound solid such as diamond. Since steels contain similar
atoms, most will behave similarly as a result of an applied stress. If a stress causes
a material to bend, the resultant flex is referred to as shear strain. For small shear
stresses, steel deforms elastically, involving no permanent displacement of atoms.
The deformation vanishes when shear stress is removed. However, for a large shear
stress, steel will deform plastically, involving the permanent displacement of atoms,
known as slip.
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Dislocation defects and thermal energy assist slip, allowing a sheet of atoms to slip
gradually past one another. To stop slip, one can either lower the temperature, or spoil
the crystal structure. A process referred to as work hardening (bending/hammering
the cold material) is used to break up crystallites, introducing dislocations in the
material. The more dislocations exist, the more they will interact with one another,
becoming pinned or entangled with one another. This will impede the movement of
dislocations and strengthening of the material. This is done at low temperature so the
metal atoms cannot rearrange themselves, which would negate the effect.

The introduction of other metals into the lattice through alloy formation intro-
duces alien crystallites that will also impede slip in steel crystals. In particular, if
the alloying agent is carbon, hard crystallites of iron carbide may form, changing
the microstructure to impede slip. By comparison, austenite usually does not contain
iron carbide, and is quite susceptible to slip.

Heat treatment of iron alloys will also affect the slip characteristics of the material
through changes in crystallite sizes. As the grain diameters become larger through
annealing, more grain boundaries will tend to form, resulting in a greater proclivity
for slip deformations. In general, as the grain size is decreased, the strength of the
alloy will increase. As an illustration, consider a bag filled with sand vs. a bag filled
with marbles. The extremely small granules of sand will be packed more efficiently
with respect to one another, providing a solid with significantly greater density and
less opportunity for individual granules to slide past one another, or change their
positions in response to a bending force (Figure 3.12).

We are all familiar with the picture of a blacksmith withdrawing red-hot iron
from a furnace and hammering it into the desired shape. Although these early la-
borers were not familiar with the microcrystalline changes they were imposing, they
knew through experience that heating/cooling regimes were effective means to im-

a)

b)

Figure 3.12. Schematic of the effect of grain size on ease of atomic movement. If a metal consists of
large grains shown in (a), much less external force would be necessary to cause atomic movement (i.e.,
bending), relative to a metal comprising small grains shown in (b).
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prove many properties of steel such as hardness, toughness, ductility, machinabil-
ity, and wear/stress resistance. The softening of steel at elevated temperatures is
due to the formation of large iron carbide crystallites that may undergo facile slip
deformations. The prolonged high temperature environment affects the microstruc-
ture through interrupting Fe—Fe and Fe—C bonds. This allows for cementite (FezC)
regions to agglomerate into spheres, yielding a new morphological structure referred
to as spheroidite. This process, referred to as precipitation hardening induces an in-
crease in hardness through the formation of homogeneous dispersions that reduce
slippage between grains. It should be noted that the heating of iron surfaces is now
often achieved by more energetic sources such as electron beams or lasers. Such a
focused thermal treatment allows for localized surface hardening to improve its wear
resistance.

The temperature range is not the only crucial variable affecting the properties of
the material, but rather the rate of heating and cooling. For example, when austenitic
steel is very slowly cooled to room temperature, the resulting solid will be soft
and malleable. However, when the same steel is rapidly quenched in cold water to
temperatures less than 250°F, the normal phase transformations to ferrite or pearlite
(depending on %C present) are suppressed. Rather, the y-Fe phase is converted to
martensite, the hardest and strongest of all possible Fe—C microstructures. Interest-
ingly, the formation of martensite may also occur through fast quenching of other
austenitic mixtures, such as ferrite- or cementite-rich austenite (Eq. 7).

rapid cooling
_—>

{y-Fe + a-Fe} martensite + (ot-Fe)

(7

rapid cooling

{y-Fe 4+ Fe3C} martensite + (FezC)

The slowest cooling rate that prevents formation of the above nonmartensitic de-
composition products is referred to as the critical cooling rate. Figure 3.13 shows
the general procedure to plot a time—temperature transformation curve. Thin metal
specimens are suitably heated to form austenitic steel. This temperature is held at
varying temperatures to ensure full conversion of the microstructure to austenite.
That is, to allow for metal carbides to dissolve in austenite; incomplete conversion
of carbides will result in ferrite grains that will ultimately weaken the material. The
austenized specimens are removed at specific times and quenched in cold water. Us-
ing optical microscopy, the nature of the decomposition products is determined (i.e.,
pure martensite, ferrite, pearlite, efc.). A large number of samples are required to de-
termine the time intervals required for the initial and full transformation of austenite
to other phases, making this process an extremely labor-intensive exercise.

A slow rate will give the greatest opportunity for controlled atomic migration
within the lattice, and growth of large ordered crystallites. However, in the rapid
nonequilibrium conditions used to form martensite, there is no time for carbon dif-
fusion to occur; this yields a supersaturated solution, with >2wt% C present as an
interstitial impurity. During this phase transition, the fcc lattice of austenite is trans-
formed to a distorted bec lattice, commonly referred to as body-centered tetragonal
bet (Figure 3.14). The degree of distortion from a perfect bee lattice (cubic lattice
axes ratio, ¢/a = 1) is amplified with increasing carbon concentration (Eq. 8).
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Figure 3.13. Method of generating a time—temperature transformation (TTT) diagram. Reproduced with
permission from Practical Metallurgy and Materials of Industry, Neely, J. E.; Bertone, T. J.; 5th ed.;

Prentice-Hall: New Jersey, 2000.
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The fcc—bct conversion, known as the Bain transformation, is a diffusionless process.
That is, unlike the previous high-temperature conversions we saw earlier (e.g.,
austenite to ferrite), martensite can form at temperatures significantly below room
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Figure 3.14. Crystallographic representation of the phase transformation from austenite to martensite.
Two neighboring fcc unit cells of austenite associate, resulting in a body-centered tetragonal (bct) unit
cell. A postanneal known as tempering converts the bet structure to o-Fe. Also shown is the placement of
an interstitial carbon atom, remaining in an octahedral site among lattice iron atoms.

temperature, within 1 x 10~ s. Such a fast growth rate precludes the deciphering of
the exact mechanism for the nucleation and growth of martensite. However, leading
theories suggest that the growth initiates from dislocations in the solid.

It is interesting to note that alloying metals that are present in austenite will
decrease the temperature required to start martensite growth. The effect of alloying
elements may be understood by examining the austenite/ferrite regions of the Fe—C
phase diagram with respect to the alloy concentrations (Figure 3.15). Ferrite-forming
elements such as Al, Si, W, Cr, and Mo result in a contraction of the austenite region,
forming a gamma loop. By contrast, austenite-stabilizing elements such as C, N, Mn,
Ni, and Cu cause an expansion of the austenitic phase boundary. Austenite stabiliz-
ers inhibit the nucleation and growth of ferrite and pearlite phases, assisting in the
formation of pure martensite upon quenching. In general, since bcc ferrite contains
more voidspace than fcc austenite, larger interstitial dopants may be incorporated
into these lattices. Hence, ferrite stabilizers tend to be larger in contrast to the smaller
size of austenite stabilizers. Most importantly, in accord with the “like dissolves like”
principle, bee and fce dopants will tend to stabilize ferrite and austenite, respectively.
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Figure 3.15. The phase diagram for the Fe—Cr system, illustrating the expanded ferrite region, relative to
the normal Fe—C diagram. Below is shown the “gamma loop” illustrating the size of the austenite region
from the presence of various dopants. Reproduced with permission from (top) Steels: Microstructure
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Equation9 quantifies the effects of dopant concentrations on the temperature
required for the onset of martensite formation, M. The greatest effects are seen for
the austenite-forming elements of C, Mn, and Ni where even small concentrations
result in a sharp decrease in Mg. Whereas pure y-iron may be converted to marten-
site at temperatures in excess of 500°C, hypereutectoid steel is not transformed to
martensite until a temperature of ca. 160°C is reached during quenching. At car-
bon concentrations above 0.7%, martensite is still being formed at temperatures well
below 0°C. Hence, high-C steels must be quenched in low-temperature media (e.g.,
dry ice/acetone, liquid nitrogen) to ensure full conversion of austenite to martensite.

M, (°C) = 539 — 423(%C) — 30.4(%Mn) — 17.7(%Ni)
) — 12.1(%Cr) — 7.5(%Mo)

Even though martensite has a pronounced hardness, the as-quenched material is
much too brittle and highly stressed for structural applications. The ductility and
toughness of martensite is greatly improved through postannealing, a process known
as tempering. This process relieves stresses in the solid through conversion of bct
martensite into bce ferrite, with precipitation of iron carbide particulates. It is imp-
ortant to note that the annealed structure is not simply pearlite/ferrite, but is best

referred to as tempered martensite. During the annealing process for martensite, a

number of key transformations occur:

(i) 50-250°C: Interstitial carbon atoms in martensite begin to diffuse within the
BCT lattice. This results in precipitation hardening from the formation of hexa-
gonal €-iron carbide crystallites, Fey C(2 <x <3). The martensite bct crystal lat-
tice begins to lose its tetragonality.

(i) 250-350°C: Decomposition of retained austenite to fine aggregates of ferrite
plates (acicular ferrite) and cementite crystallites. This intermediate microstruc-
ture is referred to as Bainife, nucleating from the surface of ferrite crystal-
lites. As the temperature approaches 300°C, cementite begins to dominate the
microstructure at the expense of the €-Fe particles. At temperatures approaching
350°C, the bct lattice is transformed to ferritic bec.

(iii) 350-700°C: The cementite particles undergo a coarsening process (between 300
and 400°C), and spheroidization (near 700°C). These processes drastically re-
duce the hardness of the material, but improve overall ductility and brittleness
characteristics (more desirable for particular applications).

Hence, to obtain high-strength tempered steels, it is essential to anneal at low tempe-

ratures (<350°C). As one might expect, the presence of alloying elements will have

a dramatic effect on the microstructure during annealing. For instance, if 1-2 wt%

Si is present, €-iron carbide particles are stabilized up to temperatures of 400°C,

yielding a much harder material at elevated temperatures. Further, transition met-

als such as Cr, Mo, V, W, and Ti will form stable carbides with higher enthalpies
of formation than Fe3C, typically at temperatures between 500 and 600°C. A high
temperature is required due to the relatively low diffusivity of the alloying elements
that must substitutionally diffuse through the iron lattice. By contrast, interstitial
dopants such as C, N, and B move between the iron lattice sites with a much greater
diffusivity. It is important to note that the alloy carbides remain as fine suspensions
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even after prolonged tempering. This results in substantial strengthening referred to
as secondary hardening.

From an analysis of various types of steels, only the following carbides will be
present: FesC, Mn3C, Cr3Cg, Cr7C3, FezsMo3C, FesW3C, Mo,C, W,C, WC, VC,
TiC, NbC, TaC, TayC, and ZrC. The occurrence of these species will depend on
the type and concentration of the transition metal dopants within the iron lattice.
For interstitial carbides, the size of the metal atoms will govern the type of carbide
formed. In general, the metal radius must be >1.35 A (e g., Ti, Zr, Hf, V, Nb, Ta, Mo,
and W) to generate an interstitial vacancy large enough to accommodate C atoms.
Metals with smaller radii (e.g., Cr, Mn, Fe, Co, Ni) do not form MC species, and form
carbides with relatively complex crystal structures (Figure 3.16). It should be noted
that metal carbides do not generally exist as isolated pure species. That is, carbides
of all alloying elements will exist as clusters that also contain iron. Further, when
several carbide-forming dopants are present that share the same crystal structure, the
resultant carbide will be present as a combination of those elements. As an example,
steel containing Cr and Mn dopants will contain particulates of the complex carbide
(Cr, Mn, Fe)»3Cg, rather than isolated Cry3Cg and Mn3C species.

We have seen that only certain transition metals will form stable carbides; as a
relevant digression, let us consider the chemical rationale behind such reactivity. The
general trend for increasing carbide-forming ability of transition metals is

Fe<Mn<Cr<Mo<W<V<Nb<Ta<Ti<Zr<Hf

If one follows this sequence using the Periodic Table, this grouping consists of early
transition metals that are relatively electron deficient. As you may recall, the valence
shell of zero-valent transition metals in a crystal lattice is [(ns®)((n — 1)d*))]. In the
bulk solid state, the outer s electrons are completely delocalized, whereas the wave
functions of the d electrons remain localized on the respective metal atoms. When
a carbon atom enters the crystal field it behaves as a ligand toward the metal, with
the ligand and metal electrons electrostatically interacting causing the d orbitals to
lose their original degeneracy.!?! Since this is an electrostatic effect, stronger metal—
carbon bonds will result from more diffuse metal d orbitals (5d vs. 4d vs. 3d), and
metals with fewer d electrons (i.e., both corresponding to less electron—electron
repulsions between ligands and the metal).

The transference of electron density from the metal to carbon will result in the
formation of a strongly polar covalent bond, between carbide ions (C,"~) and tran-
sition metal ions. It should be noted that only the portions of the alloying elements
and carbon that cannot be dissolved in austenite at a given temperature may be used
in carbide formation. Two types of carbides are possible. If the atomic radius ratio of
carbon/metal is <0.59, an interstitial phase will result; otherwise, carbides of com-
plex compositions will form, having a different crystal lattice from the host metal.
The latter carbides are characteristic of Cr, Mn, and Fe, which have five or more
d electrons and a correspondingly weaker interaction with ligands such as carbon.
Hence, such complex carbides (e.g., Figure 3.16a—d) will have lower melting points
and hardness than analogous interstitial carbides of the 5d and/or early transition
metals (e.g., W2C used as cutting blades).
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Figure 3.16. Crystal structures of typical carbides in steels. Shown are (a) orthorhombic Cr;C3 (space
group: Pnma), (b) cubic Cry3Cq (space group: Fm3m), (c) cubic Fe3W3C (space group: Fd3m), (d)
orthorhombic Fe3zC (space group: Pnma), and (e) cubic TiC (space group: NaCl) and hexagonal W,C
(space group: Cdl;). Reproduced with permission from Handbook of Ceramic Hard Materials, Riedel, R.
ed., Vol. 1. Copyright 2000 Wiley-VCH. (http://www.hardmaterials.de/html/_crystal_structures.html).
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One serious drawback of the above austenize/rapid quench method for martensite
formation is the possibility of distorting and cracking the metal due to the rapid
cooling event. During the quenching process, thermal stresses arise from the vary-
ing cooling rates experienced by outer and interior areas of the steel. In addition,
there is a volume change when austenite is transformed to martensite. Two methods
that have been used to reduce quenching stresses are martempering and austemper-
ing (Figure 3.17). Martempering allows the transformation of austenite to martensite
to take place at the same time throughout the structure of the metal part. By using
interrupted quench, the cooling is stopped at a point above the martensite transfor-
mation region to allow sufficient time for the center to cool to the same temperature
as the surface. Then cooling is continued through the martensite region, followed
by the usual tempering process. By comparison, in austempering, the austenized
steel is quenched at a rate faster than that required for pearlite formation, but above
the temperature required for martensite growth. Hence, rather than transforming to
martensite, the center and surface are converted to bainite — a strong material that
shares the hardness of martensite with the toughness of pearlite. Bainitic steels are
frequently used for the fabrication of gardening tools such as shovels.

The above changes in the microstructure upon annealing do not only apply to
the bulk material, but also for the surface. If an iron material is placed at high tempe-
rature in the presence of carbon vapor, a procedure known as carburization occurs,
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Figure 3.17. Schematic of (a) martempering and (b) austempering processes for steel. Courtesy of the
International Steel Group and Mittal Steel Company (http://www.mittalsteel.com).
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where carbon atoms diffuse into the surface of the steel, increasing the surface
hardness. There must be careful control of the annealing atmosphere; if the steel
is brought into contact with an oxidizing atmosphere, decarburization of the surface
will occur through preferential formation of COs,.

Other surface hardening techniques introduce nitrogen to steels containing metals
such as Al Cr, and V that form stable nitrides (Eq. 10). Surface hardening techniques
add a variety of attractive properties to steel components such as increasing wear
and stress resistances, decreasing the odds of fracturing, and increasing corrosion
resistance.

600°C
(10)  4Cr + 3NH3(g) —— CraN3 + JHa g

To summarize, there are five techniques that may be used to strengthen a metal.
It should be noted that these methods are applicable to all metal classes, not just the
iron alloys discussed in this section.

(1) Strain hardening — plastic deformation through cold or hot working of the mate-
rial increases the density of dislocations. This obstructs the movement of neigh-
boring dislocations in the solid.

(i1) Precipitation hardening — the formation of homogeneous suspensions of small,
finely dispersed particles in a matrix prevents grain slippage (e.g., formation of
carbide crystallites upon annealing martensite).

(iii) Grain size hardening — the reduction in grain boundaries through prolonged
thermal treatment also prevents movement among neighboring crystallites in
the lattice.

(iv) Solute hardening — the addition of alloying dopants such as Mn or Cu, or inter-
stitial atoms such as C, N result in a distortion of the metal lattice, increasing
the lattice energy in the vicinity of the dopant. Strengthening occurs since more
work is required to propagate a dislocation through these areas.

(v) Surface hardening — strengthening of the exterior of a material through either
diffusional incorporation of dopants (e.g., B, C, N), or selective portions of
the surface using flame, induction, laser, electron beam, or ion bombardment.
Strengthening occurs through either grain size reduction or solute hardening,
but occurs only on the periphery of the material due to the controlled, limited
exposure.

The typical method used to assess the strength of a metal is a tensile test, where the
metal is clamped to upper and lower jaws, and pulled until it fractures. Figure 3.18
illustrates typical stress vs. strain curves for iron, steel, and hardened steel. The elas-
tic limit (EL) is the greatest stress that a material may withstand and still revert back
to its original shape when the stress is removed. In general, the closer a material is
to its elastic limit, the longer it will take for the material to subsequently return to
its original size/shape. For a metal within its EL the crystal lattice will be elastically
lengthened, while becoming thinner at right angles to the applied stress. The ratio of
lateral change to the change in length is referred to as Poisson’s ratio.

When the elastic limit of a metal has been exceeded, it will undergo plastic flow
beginning at the yield point. It is this property of metals that is exploited for cold
and hot working into desired shapes. When a metal is deformed permanently from
the tension force, it exhibits a property known as ductility. By comparison, the term
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Figure 3.18. Comparative stress vs. strain curves for pure iron, steel, and hardened steel. Reproduced
with permission from Practical Metallurgy and Materials of Industry, Neely, J. E.; Bertone, T. J., Sth ed.,
Prentice-Hall: New Jersey, 2000.

malleability refers to the permanent deformation of a metal under a compression
force (e.g., hammering, cold-rolling, etc.). Although most ductile metals are also
malleable, the reverse is not always true. For example, lead is extremely malleable
but is not easily drawn into a wire without the use of die-extrusion techniques. It
should be noted that excessive cold working of metals may cause brittleness, where
the metal will fracture rather than exhibiting plastic flow under stress. As previously
mentioned, a high concentration of carbon in the metal lattice (e.g., cast iron) will
also cause brittleness, which explains the lack of structural applications for these
metals.

3.2.3. Stainless Steels

Technological advancements in iron ore processing and metal doping have resulted
in the fabrication of many types of high-strength steels for diverse applications.
By contrast, earlier generations worked exclusively with wrought iron, an infe-
rior material containing >20 wt% C, formed through simple annealing of the ore
with coal. We have seen that the concentration and form (e.g., Fe3C, graphite, efc.)
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of dopant species will alter the physical properties of the material. Hence, the bulk
and/or surface thermal and physical processing of steels is the most important con-
sideration for ultimate material performance, as these treatments greatly affect its
microstructure.

Thus far, we have focused primarily on Fe—C alloys, with carbon atoms positioned
within vacant interstitial sites within the iron lattice. As you may expect, a variety of
other elements may also be present in steel that will alter its overall physical proper-
ties. For example, all steels contain manganese that assists in hardening mechanisms,
as well as removing sulfur and oxygen atoms from the matrix. This prevents FeS
formation and removes bubbles in the molten state of steels, both of which would
greatly contribute to brittleness of the final product.

Typically, large transition metal dopants will exist as substitutional alloys, ran-
domly replacing iron sites throughout the lattice. Steel containing <0.30 wt% C and
chromium concentrations >10.5 wt% are referred to as stainless steels. The addi-
tion of Cr results in the formation of a native layer of CryO3, providing corrosion
resistance. As the concentration of Cr is increased, the material is concomitantly
less predisposed to rust. Such protection occurs from the comparative oxidation
potentials between Cr and Fe (Eq. 11). For redox processes, the spontaneity (Gibbs
free energy) is governed by Eq. 12, where a negative AG indicates a spontaneous
reaction at equilibrium. If both chromium and iron are present together, chromium
atoms are considered as a sacrificial anode, being preferentially oxidized leaving
the iron untouched. Other metals with large positive oxidation potentials such as
Zn (+0.763 V), Al (+1.68 V), Ni (4+0.257 V), and Ti (+2.00 V) are also useful ad-
ditives that serve as corrosion barriers.

Fe — Fe’* + 3¢ E° = —0.331V
Cr— Crt +3¢ E° = +1.32V
(12) AG° = —nFE°

Y

where n is the number of electrons involved in the redox process, F is Faraday’s
constant (9.64853 x 10* C mol~!) and E° is the reaction potential, measured at STP.

A major difference between stainless and plated steels is the former will actually
self-repair itself when scratched. Since the chromium is homogeneously dispersed
throughout stainless steel, a scratch will serve to expose additional Cr sites forming
additional layers of the protective oxide. By contrast, the application of a protective
coating over steel will only be an effective barrier as long as it remains intact. When
this coating is penetrated by a scratch/crack, the bare steel is exposed to the surround-
ing environment allowing the possibility for corrosion. Often, aluminum and silicon
are also added to steel that also form native oxides that are effective in preventing
surface corrosion of the underlying metal.

When some stainless steels are overheated (ca. 400-800°C) for a prolonged
period, there exists the possibility for chromium carbide formation. Most often this
results from an attempt to weld steels that are not suitable for such high-temperature
treatment. If such a precipitous reaction causes the bulk Cr concentration to fall
below 10.5 wt%, corrosion protection is drastically reduced. To make the situation
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worse, the carbide usually forms at grain boundaries, leading to intergranular
corrosion and stress cracking. Amazingly, this process is reversible, by reheating
the steel to temperatures in excess of 1,000°C for a period long enough to redis-
solve the chromium carbide particles and form a homogeneous solid solution. Rapid
cooling must then be introduced to suppress the reformation of carbide. Hence, if
one wishes to use a stainless steel at high temperatures, either low C compositions
must be used, or doping with carbide-forming metals such as V, Ti, or Ta that are
more easily oxidized than Cr. As a general rule of thumb, more chromium must
be added as the concentration of carbon is increased to ensure effective corrosion
resistance.

There are currently over 200 commercially available types of stainless steels.
Hence, there is an exact composition of stainless steel for virtually any applica-
tion. As we have already seen, a tremendous number of substitutional and interstitial
dopants may be alloyed with iron, resulting in significant changes in their physical
properties. In addition, varying the heat treatment of the bulk or surface of steels
will change these properties even further. It is truly mind-boggling to think of all the
combinations of dopant composition/postprocessing that are possible! Fortunately,
all of these combinations fall under the umbrella of four general types of stainless
steels, classified according to their microstructural phases/compositions (Table 3.3).

The industrial applications for austenitic stainless steels far outweigh the other
types due to their facile work hardenability and high corrosion resistance. As we have
seen, the fcc austenite phase is not stable at temperatures below 723°C; however,
austenite-stabilizers such as Ni, Mn, Cu, C, or N may be added to extend the stability
of this phase down to room temperature. Figure 3.19 shows the stable phases that
exist at room temperature, as a function of the Cr and Ni concentrations. An easy way
to think about the effect upon Ni alloying is the replacement of an increasing number
of iron atoms in the lattice with Ni (stable fcc lattice at room temperature), results
in the solid solution being “fooled” into crystallizing in an fcc array rather than bee
ferrite. Due to high concentrations of easily oxidizable elements such as Cr, Ni, and
Mn, the corrosion resistance is the greatest for austenitic stainless steels. However,
their Achilles’ heel is their reaction with chloride ions. Due to the large concentration

Table 3.3. General Types and Properties of Stainless Steels

Type Concentration Properties/applications

Martensitic  11-20 wt% Cr High hardness, magnetic/cutlery, blades, surgical
0.15-0.75wt% C  instruments, valves, springs

Austenitic 1626 wt% Cr High and low temperature resistance, ductility, superior
35 wt% Ni corrosion resistance/kitchen sinks, ovens, reaction vessels,
20 wt% Mn food processors, gutters

Ferritic 10.5-30wt% Cr  Magnetic, inexpensive/automotive exhaust and fuel lines,
<1wt% C,N, Ni cooking utensils, bank vaults, washing machines,

dishwashers
Duplex 18-26 wt% Cr Weldable, high tensile strength, CI™ ion resistance (acidic
(austenitic—  4-7 wt% Ni environments)/desalination plants, food pickling plants,

ferritic) 2-3 wt% Mo petrochemical plants, pulp and paper industries
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Figure 3.19. Relative phase stabilities of Ni—Cr steels. Reproduced with permission from Steels:
Microstructure and Properties, Honeycombe, R. W. K.; Bhadeshia, H. K. D. H.; 2nd ed., Wiley: New
York, 1995.

of transition metals, C1~ will preferentially react with the metal centers, forming
MCI, rather than a protective coating of M, O,,.

Since ferritic stainless steels contain more carbon than other classes, they are
relatively harder to weld and shape than other varieties, which have historically
limited their applications. However, since the 1960s, processes such as “argon
oxygen decarburization” have resulted in steels with less carbon, allowing for smaller
concentrations of chromium to be used. As a result, the price for ferritic stainless steel
has dramatically dropped, and a number of applications now employ these materials
— more than 2/3 of which include automotive exhaust systems.

Duplex stainless steels feature the “best of both worlds” since they contain both
ferritic and austenitic phases. The ferritic phase helps to circumvent the prob-
lems associated with stress-corrosion cracking in chloride environments, while the
austenitic component helps to improve the generally low strength and ductility of
purely ferritic steels. This biphasic steel is generated through careful heating/cooling
of the Fe—Cr—Ni alloy. When these materials initially solidify, they are 100% ferritic
in nature; subsequent cooling causes the precipitation of austenite within individual
ferrite crystals.

Strengthening of stainless steels is carried out through cold-working processes —
rolling into sheets or drawing into wires/rods at temperatures around 25°C. This
generates a strong material through formation of a distorted bcc lattice that is
roughly analogous to martensite. Although we indicated that austenite may be stabi-
lized at room temperature through alloying, this is only a metastable phase. In fact,
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Figure 3.20. The effect of carbon on the gamma loop. Reproduced with permission from Stainless Steels,
Lacombe, P.; Baroux, B.; Berauger, G. eds. Copyright 1993 EDP Sciences, Les Ulis, France.

if the steel is cooled to subzero temperatures or cold worked, the ferrite phase will
be generated. Since the austenite would have contained at least a small amount of
carbon, the resulting ferrite phase will also contain carbonaceous suspensions, i.e.,
resulting in a martensite-like structure that will possess high hardness.

From a re-examination of the gamma loop in Figure 3.15, one can see that heat-
ing stainless steel with typical Cr concentrations > 11 wt% will not yield austenite
upon heating, as this region is outside the loop. Hence, it is not possible to quench
harden these materials through transformation to the martensite phase. For example,
austenitic, ferritic, and duplex stainless steels may not be hardened through heat treat-
ment due to their high Cr/C ratios. Interestingly, increasing the carbon concentration
will extend the gamma loop (Figure 3.20), allowing one to austenize the stainless
steel and harden through fast quenching to martensite.

3.2.4. Nonferrous Metals and Alloys

Although we have focused on iron for the majority of this chapter, many of the mate-
rials we use on a daily basis comprise other metals. Applications that are particularly
suitable for other metals include those that require more lightweight, highly conduc-
tive, and/or corrosion-resistant materials (often at a lower cost), relative to iron-based
materials. Since metals comprise only one portion of this textbook, we do not intend
on discussing all of the other metal classes in as much detail as the iron system.
We may now expand our discussion a bit since the general structures and mecha-
nisms involved for alloying, surface/bulk hardening, annealing, efc. also apply for
other metals. For more information about the structure and processing of other metal
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classes that are not discussed herein, refer to the Further Reading section at the end
of this chapter.

The coinage metals

Let us begin our survey of other nonferrous metals with “show me the money!” The
coinage metals consisting of copper, silver, and gold represent the first metals known
to man. The first reports for copper purification date back to 3,500 B.C. in the Middle
East; bronze alloys were first introduced in ca. 3,000 B.C. in India and Greece. How-
ever, it is likely that earliest use for copper may have been much earlier for weaponry
applications. As a testament to the durability of the coinage metals, 5,000 years after
an Egyptian Pharaoh had copper pipes installed in his bath, those same pipes were
discovered, dug up, and were still in sufficient shape to carry water!

The first application for gold currency dates back to around 3,400 B.C. in Egypt;
however, gold was probably employed for decorative applications much earlier —
before 9,000 B.C. Although gold comprises an insignificant 0.004 ppm of the Earth’s
crust, its early widespread use was a consequence of its availability as the uncom-
plexed element. Hence, simple techniques such as panning along riverbeds were nec-
essary to isolate the gold, requiring no previously developed knowledge of refining.
Discovering any of the three coinage metals was as simple as noticing colors in
rocks!

Needless to say, the surface deposits of the coinage metals have long been expired,
and the metals must now be isolated in small quantities from sulfide-based ores. As
early as 3,000 B.C., a process known as cupellation was used to isolate the precious
metals from their ores — a method still in use today. In this technique, lead was added
to the ore and heated to a temperature of ca. 800°C in air. Any gold or silver in the
sample was dissolved in the liquid metal, separating it from the undissolved matter.
The insoluble material primarily containing iron, copper, and zinc compounds was
discarded, and the remaining precious metals were brought to a higher temperature
by blowing the fire with bellows. This raised the temperature to the point where lead
oxide formed rapidly. This was usually performed in a hearth comprising clay or
crushed bones; the PbO would be absorbed into the hearth, while the precious metal
deposited at the surface.

Another early process known as amalgamation was used by the Romans in
the Middle Ages. This simple procedure consisted of combining a precious
metal ore in mercury; the gold and silver content dissolved, forming liquid
alloys. The metals were then obtained through simple distillation of mercury. How-
ever, the method of choice for gold production is cyanidation that usually follows a
froth flotation process. The crushed ore is treated with an aqueous NaCN solution,
along with enough CaO to neutralize any acid present in the rock that would generate
highly toxic HCN. This results in the formation of a cyanoaurate complex (Eq. 13);
any silver that is present also forms the analogous cyanoargentate complex. Finely
divided zinc metal is then added to reduce the metal ions (Eq. 14). The addition of
base regenerates cyanide through formation of zinc hydroxide, much more stable
than Zn(CN)4 (Eq. 15).
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(13) 4Au+0s +2H>0 4 8CN™ — 4Au(CN), + 40H™
(14) 2Au(CN), + Zn — Zn(CN)4>~ + 2Au
(15)  Zn(CN)4>~ +40H™ — Zn(OH)4>~ + 4CN~

The electronic configuration of the coinage metals is nd!?(n + 1)s'. Hence, one
may suspect that Cu, Ag, and Au would share similar properties to the isoelectronic
alkali metals. However, it should be noted that a filled d shell is far less effective at
shielding an outer s electron from nuclear attraction than the less diffuse p shell. As a
result, the first ionization energy of the coinage metals is much higher than the alkali
metals, and their bonding is significantly more covalent in nature. This explains their
relatively higher melting points, hardness, density, and inertness relative to the alkali
metals.

The unreactivity of the coinage metals increases dramatically from Cu to Au;
whereas copper and silver readily react with sulfur and halogens, gold is completely
unreactive to all reagents except very strong oxidizing acids such as aqua regia (3:1
HCI/HNO3). Acid rain produced from gaseous sulfur compounds (SO ) react with
copper surfaces, eventually resulting in the formation of a basic copper sulfate film,
as evidenced by a green-blue-patina color. Another useful property of copper is its
antifungal behavior; fine granules of ceramic-coated copper oxide are now placed
within specialized asphalt shingles to prevent discoloration by algae. The activity
can last as long as the shingles, 25-30 years, until all of the Cu®" ions are leached
from the porous ceramic granule.

Although all metals possess metallic luster, the only metals that exhibit colors
in their bulk state are copper and gold. The familiar reddish and golden colors of
these elements arise from the filled d shell near the top of the conduction band of
the solid. By definition, the highest-occupied energy level at 0 K is referred to as the
Fermi level (Figure 3.21). For copper, the gap from the top of the 3d-band to the
Fermi surface is ca. 544 nm. Hence, energy in the green/blue region of the spectrum
may be absorbed, resulting in an observed red/orange color. For gold, the gap is
ca. 400 nm, corresponding to absorption in the blue region of the spectrum and an
observed golden color. By contrast, the analogous energy gap for silver is 311 nm,
resulting in UV absorption and an observed white/silver color (i.e., equal reflection
of all visible wavelengths).

In addition to high inertness, the coinage metals exhibit other desirable proper-
ties that are of tremendous use for materials applications. Silver and copper have
the highest electrical and thermal conductivities of all metals in the Periodic Table.
Gold is the most electronegative metal, behaving as a halogen through formation of
Au~ ions in the presence of strongly electropositive metals such as cesium. These
properties may all be rationalized by the band structures of the metals. As a con-
sequence of the filled d shells of the coinage metals, there is facile thermal promo-
tion of valence electrons into the delocalized s/p conduction band. In contrast, other
metals such as iron do not have a filled d shell (Figure 3.21), and electrons remain
within the partially filled d-band. This shell has more localized character than the
s/p band, which results in a lower electrical conductivity of the bulk solid relative to
Cu, Ag, or Au. In general, the population of the electronic energy levels (i.e., den-
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Figure 3.21. Calculated density of states (DOS) for the fcc phases of various transition metals. Reprinted
from Snow, E. C.; Waber, J. T. Acta Metall. 1969, 17, 623. Copyright 1969, with permission of Elsevier.

sity of states) immediately surrounding the Fermi level, Ef, is most important, as
typical thermal/electrical energy supplied to a solid is only sufficient to interact with
a small fraction (ca. 0.4%) of electrons. That is, the overwhelming majority of the
electrons are separated from the top of the Fermi surface by much more than thermal
energy.

If you have purchased jewelry (or watched television commercials!), you will have
heard the terms “carat,” “karat,” and “fineness.” Whereas “carat” refers to the weight
of precious stones (1 carat = 200 mg), the term “karat” is used to describe the purity
of metals. For example, 24 karats is the pure, unalloyed metal that is almost never
used for applications due to its softness. The term “fineness” refers to the weight
portion of the precious metal in the alloy; 24 karats represents 100% purity, and a
fineness of 1,000 whereas 18 karats represents a purity of 75% and a fineness of 750.
A number of alloying agents may be added to gold such as Ag, Cu, Zn, Ni, Pt, and
Pd. As required for solid solutions, each of these dopants is of a similar size, and has
an fcc crystal lattice that matches that of gold. In addition to improving the strength,
these dopants also impart colors to gold (Table 3.4).

Interestingly, “white gold” was developed in the 1920s as a substitute for platinum
jewelry. In order to retain a grayish-white color, these alloys are only available up to
a purity of 21 karats. Nickel and palladium are the most common dopants used for
white golds, although copper may also be added to improve the strength and decrease
the price. Due to cases of skin irritation through contact with nickel, European coun-
tries have already phased out the nickel whites from jewelry — not yet a policy in the
US. It should also be noted that the bright white color is actually an artifact of the
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Table 3.4. Commonly Used Alloys for Colored Golds

Composition  %Au  %Ag %Cu %Zn %Ni %Ti %Pd %Fe %Si %Co
(karat)

Yellow gold

23 99.0 0.9

18 750 13.0 120

18 750 150 10.0

14 583 4.0 312 64 0.1 0.05 0.01
14 583 248 268 0.14

10 417 11.7 40.8 5.83 0.03
10 417 55 438 9.0

White gold

18 75.0 223 547 178

18 75.0 15.0 10.0

14 58.3 283 48 8.6

14 583 322 9.5

10 41.7 292 121 151 2.0
10 417 474 0.9 10.0

Rose gold

18 750 5.0 20.0

14 583 21 39.6

10 417 28 55.5

rhodium plating that is usually applied to white golds; however, this film will wear
off over time diminishing the color and requiring reapplication of the coating.

As a more stringent application of the Hume-Rothery sizes of alloying metals,
if the difference in radii is less than 8%, the metals will be soluble throughout the
full range of compositions. This is the case for nickel and copper, whose radii are
1.49 and 1.45 A, respectively. Hence, there are over 20 different alloys that are used
in industry based on the mutual solubility of copper and nickel in all proportions.
Monel (68% Ni, 32% Cu) is used to handle corrosive materials such as F, or HF. US
currency coinage such as quarters and nickels are alloys of Cu/Ni, containing 91.7%
Cu and 75% Cu, respectively. By comparison, Canadian quarters and nickels are
predominantly steel, with only ca. 3.5% Cu and 2% Ni. Pennies are predominantly
nickel, with a thin layer of copper deposited through electroplating. High-strength
Cu/Ni alloys are produced from the addition of 1.5-2.5 wt% Al, which causes pre-
cipitate hardening through formation of Ni3 Al crystallites.

The atomic radii of Cu, Sn(1.45 A), and Zn(1.42 A) are also nearly identical, al-
lowing for a full gamut of Cu/Sn and Cu/Zn alloy concentrations to be produced,
known as bronze and brass, respectively. Although the use of bronze dates back to at
least 3,000 B.C., there are also early examples of brass artifacts that date back to ca.
2,200 B.C. in India. Most likely, the discovery of bronze resulted from the inquisitive
mixing of available metals at the time, only to discover that Au/Sn alloys possessed
a greater strength than iron; steels were not developed until thousands of years later.
Since zinc metal was not available until the mid-18th century, and tin was readily
obtained, the widespread production of bronzes occurred at the expense of brasses.
In the absence of pure zinc, early formulations of Cu/Zn alloys were most likely
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made through heating a mixture containing zinc oxide, copper metal, and a reducing
agent such as charcoal in a closed crucible. A temperature in excess of 950°C was
necessary to reduce ZnO, and even a trace amount of oxygen would preclude the
formation of the alloy.

The strength of a bronze increases with the tin content; however, its toughness
and malleability decreases. The maximum strength of bronze occurs at ca. 30% Sn,
but at this concentration the alloy is much too brittle for most applications due to
the formation of CuzSn particles. Recall that this phenomenon also occurred for
the formation of Fe3C in iron—carbon alloys — also involving a transition metal and
Group 14 dopant. If more than 15% Sn is used, the alloy is called “bell metal,” due
to its resonating sound when tolled.

Although the radii of Cu and Zn satisfy the Hume-Rothery constraints for solid
solutions, these metals do not share the same crystal lattice. Whereas the coinage
metals are fcc, zinc crystallizes in an hcp array. Hence, as we introduce more Zn
into the Cu lattice, there will be a shift in the overall structure. We may think of this
change as occurring as a result of the change in electron concentrations of the solid.
For instance, each Cu atom contributes one 4s electron to the valence shell of the
extended lattice; by contrast, each Zn atom contributes two 4s electrons. For small
concentrations of Zn, the fcc o-brass structure is formed. However, as the Zn con-
centration reaches 50%, the bce B-brass (CuZn) phase predominates. The electron
concentration, n, for the B-brass structure is 1.5 (i.e., le~ (for Cu) +2e~ (for Zn)/2
atoms). Due to the 1:1 combination of Cu and Zn, and the overpowering 2:1 elec-
tronic effect of Zn/Cu, the bce structure becomes more stable. Further increase in
the Zn concentration results in the complex y-brass, CusZng, with n = 1.615 (i.e.,
[5 x 1e™ (for Cu) + 8 x 2e~ (for Zn)]/13 atoms). Additional zinc may continue to dis-
solve in this phase until a concentration of ca. 75% Zn is reached, which results in
the final HCP phase referred to as €-brass, CuZn3(n = 1.75). Beyond this concentra-
tion, additional zinc results in the HCP m-brass phase which is no longer considered
an alloy, but pure Zn with n = 2. Only the o and B phases are useful alloys; the oth-
ers are too hard and/or brittle. The different alloy structures are often called electron
compounds since they are governed by the ratio of # electrons/# atoms.

In general, the constituent atoms of solid solutions will be randomly positioned
at any site in the lattice. However, as the temperature is lowered, each lattice posi-
tion may no longer be equivalent, and ordered arrays known as superlattices may be
formed. Examples of superlattice behavior are found for Au—Cu alloys used in jewe-
Iry, gold fillings, and other applications (Figure 3.22). For an 18-karat Au/Cu dental
alloy, a superlattice will be present at temperatures below 350°C; at higher tempera-
tures, a random substitutional alloy is formed. The AuCu I superlattice (Figure 3.22a)
consists of alternate planes of copper and gold atoms, resulting in a tetragonal unit
cell that has been elongated along both a and b axes. This is analogous to the harde-
ning mechanism we saw for the austenite to martensite transformation, which also
involved a tetragonal unit cell. In fact, the hardening of gold alloys is thought to
arise from the superlattice ordering and precipitation hardening mechanisms. A more
complex superlattice is also observed in Au—Cu alloys (Figure 3.22b) consisting of a
periodic array of multiple unit cells, with Cu and Au atoms exchanging positions bet-
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Figure 3.22. Unit cell representations of two varieties of AuCu superlattices. For the AuCu II superlat-
tice, M refers to the length of repeat unit, and APB indicates the antiphase boundaries between adjacent
periodic arrays. Republished with the permission of the International and American Associations for Den-
tal Research, from “Determination of the AuCu Superlattice Formation Region in Gold—Copper—Silver
Ternary System”, Uzuka, T.; Kanzawa, Y.; Yasuda, K. J. Dent. Res. 1981, 60, 883; permission conveyed
through Copyright Clearance Center, Inc.

ween corners and faces. In this case, hardening is thought to occur from the existence
of relatively high-energy antiphase boundaries (APBs) between adjacent arrays.

As we will see more in Chapter 7, the resolution of electron microscopes is now
suitable for the easy visualization of small atomic cluster arrays. Figure 3.22 illus-
trates a well-ordered array of Fe—Pd alloy nanoparticles. Interestingly, even though
Fe (bce) and Pd (fcc) do not share the same crystal structure, each nanoparticle crys-
tallite comprises only one lattice, indicating that the Fe and Pd metals form a solid
solution. It is actually common for the bcc lattice of iron to change to fcc when
alloyed with metals such as Pt, Pd, Cu, or Ni (Figure 3.23).

Aluminum alloys

It is hard to imagine a world without aluminum-based materials. From the foil that
we wrap leftovers with, to the cans that house beverages and deodorant aerosols,
our world is inundated with applications for aluminum. The widespread use of this
metal is a direct result of its availability — 8.3 wt% in the earth’s crust, making it the
most naturally abundant metal. The malleability of Al is second only to gold, and it
possesses other desirable characteristics such as nonsparking, high thermal/electrical
conductivity, corrosion resistance, and high ductility.

Unlike most metals, the strength of aluminum improves upon alloying, which ext-
ends its range of applications (Table 3.5). One of the most popular alloys is the binary
Mg/Al type, which is sometimes referred to as magnelium. Only a maximum of
5 wt% of Mg may be dissolved in Al to provide solid-state strengthening. However,
only 1.5wt% of magnesium may be dissolved at room temperature, implying that
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Figure 3.23. Transmission electron microscope image showing a 2D hexagonal superlattice of Fe—Pd
alloy nanoparticles. Image (b) confirms that each nanoparticle consists of only one type of crystal lattice.
Reproduced with permission from Chem. Mater. 2004, 16, 5149. Copyright 2004 American Chemical
Society.

Table 3.5. Types and Properties of Aluminum Alloys

Metal additive Resultant properties/applications

Cu (ca. 5%) Heat treatable, high strength to weight ratio,
limited corrosion resistance and
weldability/autowheels and suspension
components, aircraft fuselage, power lines

Mn (ca. 1.2%) Moderate strength without heat treating, high
workability/beverage cans, cooking utensils, heat
exchangers, storage tanks, furniture, highway
signs, roofing, side panels

Si (ca. < 12%) Low thermal expansion and m.p., high wear
resistance/forged engine pistons, welding rod,
brazing alloys, architectural products

Mg (ca. Good weldability and strength, good corrosion

0.3-5%) resistance/ornamental trim, cans, household
appliances, boats and ships, bridge railings, race
cars

Zn (ca. 3-8%) Heat treatable, moderate—very high
strength/airframe structures, high-strength
forgings
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supersaturation will often occur, with precipitation of Mg species. This should be
reminiscent of the Fe—C system, with precipitation hardening through dispersion of
metal carbides. Frequently, iron and silicon will be present as processing impurities
(or deliberately added), which will strengthen the alloy due to the formation of Mg, Si
and Fe3Si precipitates upon cooling. In the presence of Mn, the hardening effect is
even more pronounced, due to the formation of FeMnAlg crystallites.

Among the various Al-alloys at our disposal, many of them may not be heat-
treated. In particular, alloys such as pure Al (i.e., containing trace dopants), Al-Mn,
Al-Si, and Al-Mg alloys deleteriously form precipitates along grain boundaries.
However, Cu—Al and Al-Zn-Mg alloys are greatly strengthened by heat treatment,
through formation of CuAl, and MgZn, precipitates, respectively. Even lithium
may be added as a hardening agent — forming AlsLi precipitates. As with all age-
hardening techniques, the size and dispersion of the crystallites must be carefully
controlled through the heating/cooling regime.

Whereas the solubility of Cu in aluminum metal is ca. 5 wt% at temperatures in
excess of 500°C, the solubility drops to ca. 0.1 wt% at room temperature. Hence, a
metastable alloy is present when the high temperature alloy is rapidly quenched. Sub-
sequent annealing will result in further strengthening similar to what we discussed
for martensite. The strengthening effect is thought to occur due to the formation of
Cu-rich discs (approx. diameter of 100 atoms, and thickness of ca. 4 atoms) that
align themselves preferentially with selected planes of the host Al lattice, causing
coherency strains within the solid-state structure.

Refractory metals

By definition, refractory metals exhibit low thermal and electrical conductivities
and have equally low thermal expansion properties (Table 3.6). As a relative bench-
mark, common metals such as iron and copper have coefficients of linear ther-
mal expansion on the order of 12.1 and 17.7um m~'K~!, respectively. Also
for comparative purposes, the electrical/thermal conductivities for Fe and Cu are
9.71uQcm™!/782Wm™' K~ and 1.67 uQ cm~! /397 W m~! K~!, respectively.

However, it is the extremely high melting points (>1,650°C) of the refractory
metals that separate this class from the others. As a result, these metals may not be
processed through cold or hot working; powder metallurgy must be used to form
the metals into desired shapes. Although we also generally associate the refracto-
ries with high hardness, it is worthwhile to point out that these metals are all soft
and ductile in their pure states. However, the metals are rarely obtained in their pure
forms, since they spontaneously react with C, B, O, N, and other nonmetals to form
stable interstitial compounds. The incorporation of small main group elements, with
large electron-rich refractory metals, results in solute hardening of the crystal lattice
through localized covalent bonding within the material. A recent example is the for-
mation of the refractory ceramic OsB,, which is possible since boron is significantly
smaller than Os (0.87 Avs. 1.85A, respectively).[4]

The incompressibility (bulk modulus) of a material is directly related to its valence
electron density, in units of electrons A3, For example, diamond, the hardest known
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Table 3.6. Properties of the Refractory Metals

Metal Density Melting Resistivity Thermal CLTE?
(Lattice) (kg m_3) point (°C) uQem~Y)  conduct. (um m_lK_l)
Wm~ 'K 1

Ti (HCP) 4,540 1,668 42.0 21.9 8.35
Zr (HCP) 6,506 1,852 42.1 22.6 5.78
Hf (HCP) 13,310 2,233 35.5 22.3 5.90

V (BCC) 6,110 1,915 25.0 30.7 8.40
Nb (BCC) 8,570 2,230 15.2 53.7 7.10
Ta (BCC) 16,654 2,996 13.2 57.5 6.60
Cr (BCC) 7,140 1,900 13.0 93.9 4.90
Mo (BCC) 10,220 2,610 5.70 139 5.43
W (BCC) 19,300 3,407 5.65 174 4.59
Re (HCP) 21,010 3,270 13.5 48.0 6.70

Ir (FCC) 22,650 2,410 5.30 146 6.40
Os (HCP) 22,590 3,054 8.12 87.6 4.57

4Coefficient of linear thermal expansion.

substance, has a high valence electron density (0.705 electrons A~3) and an excep-
tionally high bulk modulus (442 GPa). By comparison, osmium has one of the high-
est valence electron densities for a pure metal (0.572 electrons A=), resulting in an
accompanying large bulk modulus (ca. 400 GPa). However, while the bulk moduli
of diamond and osmium are equivalent, the hardness of diamond is more than an
order of magnitude larger than Os — a consequence of covalent vs. metallic bond-
ing. Upon doping Os with boron, the hardness improves dramatically, while retain-
ing a high valence electron density (0.511 electrons A~3). There are current studies
underway that are evaluating the hardness and bulk moduli of mixed solutions such
as Os;_yM,B,, which are likely harder than either OsB; or MB, compounds alone.
As we saw earlier, the facile reaction of Cr with oxygen is the acting principle
behind the anticorrosive property of Cr-containing steels. This analogous reactivity
also explains the high corrosion resistance exhibited by the refractory metals, espe-
cially those of Group 4 (Ti, Zr, Hf — often termed the “reactive metals”). Since refrac-
tories show a high reactivity toward constituent gases of the atmosphere, the metals
in their finely divided forms are highly pyrophoric and must be handled within an
inert-atmosphere glove box. In general, all metals that form stable oxides or nitrides
(e.g., iron, zinc, nickel, efc.) are dangerous as finely divided powders. The relatively
large surface area of individual crystallites leads to simultaneous oxide formations
(exothermic) that release enough heat to spontaneously catch the material on fire.
As one moves across the Groups of refractory metals, a number of trends are
noteworthy and greatly affect their materials applications. For instance, moving
left to right causes a decrease in atomic sizes due to ineffective shielding of the
nuclear charge by d-electrons. As additional d-electrons are added to the valence
shell, stronger metal-metal bonds are formed and the metals become increasingly
dense/harder, with higher melting points as illustrated in Table 3.6. Also noteworthy
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is the equal atomic sizes of 4d and 5d congeners due to the lanthanide contraction
effect.

Among the refractory metals, perhaps none are as widely exploited for commer-
cial applications as titanium. From golf clubs to shavers, titanium is now pervasive
throughout our modern world. Although some of the proposed applications may be
suitably classified as “hype,” the broad appeal for titanium alloys is due to its favor-
able properties such as high strength/weight ratio and superior corrosion resistance.
Titanium is also readily available from a number of mineral sources; it is the sixth
most abundant metal, behind Al, Fe, Cu, Zn, and Mg.

As you will note from Table 3.6, the density of titanium is significantly less than
the other refractories (midway between aluminum and iron); even so, the yield
strength ranges up to 1,800 MPa. To put this in perspective, this strength is of
the same magnitude as Ni-doped ultrahigh strength stainless steels — at a fraction
of the weight. The low density of Ti (and other metals such as Be and Mg) is due to
the hexagonal close-packed crystal structure which is much less dense than bcc or
fcc arrays (as discussed in Chapter 2).

Shape-memory alloys

As their name implies, shape-memory alloys are able to revert back to their original
shape, even if significantly deformed (Figure 3.24). This effect was discovered in
1932 for Au—Cd alloys. However, there were no applications for these materials until
the discovery of Ni—Ti alloys (e.g., NiTi, nitinol) in the late 1960s. As significant
research has been devoted to the study of these materials, there are now over 15
different binary, ternary, and quaternary alloys that also exhibit this property. Other
than the most common Ni-Ti system, other classes include Au—Cu—Zn, Cu—Al-Ni,
Cu—Zn-Al, and Fe-Mn-Si alloys.

The shape-memory effect is observed when the temperature of a piece of alloy is
cooled to below that required to form the martensite phase: My (initial martensite
formation) until M¢ (martensite formation complete), as seen in Figure 3.25. Upon
heating the martensitic material, a reformation of austenite begins to occur at Ag

Figure 3.24. Photographs of the shape-memory effect at varying temperatures for a Ni-Ti wire. Repro-
duced with permission from the real-time video clip made by Rolf Gotthardt (rolf.gotthardt@epfl.ch) —
found online at http://www.msm.cam.ac.uk/phasetrans/2002/memory.git
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Figure 3.25. Hysteresis loop associated with the phase transitions of shape-memory alloys.
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Figure 3.26. Unit cell representations of (a) the CsCl structure of austenitic TiNi and (b) the monoclinic
structure of martensitic TiNi.

until a final temperature, Ay, is reached (Figure 3.25). Since the martensite phase
is a highly distorted structure relative to fcc austenite (Figure 3.26), the alloy is
highly soft and ductile and may be easily deformed while in its low-temperature
phase. You may be thinking that this is the opposite of the Fe—C system that was
previously discussed. That is, the martensite phase that was generated through fast
quenching austenite resulted in an extremely hard material — much stronger than
the native austenite phase. However, in that system, the martensite is associated with
interstitially dissolved carbon that adds strength through solute hardening, but brittle-
ness through the introduction of additional grain boundaries. It should be noted that
there are 24 possible ways of accomplishing the austenite—martensite transformation.
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Figure 3.27. Deformation pathways for (a) shape-memory alloys, showing the reversible movement of
twin boundaries. Shown in (b) is the irreversible slip deformation of other alloys, such as carbon steels.

That is, austenite has six equivalent facial planes, and each of these may shear along
two perpendicular axes.

When austenite is cooled in the absence of applied stress, the material transforms
into a twinned form of martensite (Figure 3.27a). Since both austenite and twinned
martensite have the same macroscopic shape/size, reheating the material will not
result in any observable shape change. However, if the material is plastically def-
ormed through bending, efc. at low temperature, it will become detwinned and the
new shape will prevail. The Ni—Ti alloys are preferred since they have a greater
range of deformation (up to 8%), relative to other Cu-based alloys (4-5%). When
the material is reheated, the deformed martensite structure will be converted to the
original austenite phase with a different macroscopic structure. For comparative pur-
poses, Figure 3.27b illustrates the irreversible slip deformation that other types of
metals such as steel undergo as a result of the same stresses. Since these latter ma-
terials do not have suitable twin planes, shape-memory transitions are not possible
resulting in a permanent shape alteration of the metal.

It is also possible to apply a stress to the material in its high-temperature austenitic
phase. However, since the temperature is above Ag, the original shape will be
reformed immediately after the load is removed. Such an immediate shape change
is referred to as pseudoelasticity (or superelasticity), and is the active principle
underlying cellular phone antennae that may be greatly distorted only to immedi-
ately return to their original shapes.

In addition to temperature- or stress-induced transitions, there are now a number of
ferromagnetic shape-memory alloys that alter their shapes in response to a magnetic
field. Examples of these systems include Fe-Pd, Fe—Pt, Co-Ni—Al, Co-Ni—Ga, and
Ni-Mn—Ga. These materials are of great interest since the magnetic response time
is faster and more reliable than temperature-based transitions. Whereas traditional
alloys alter their structures as a result of the martensite—austenite transition, magnetic
analogues exhibit a change in structure while remaining in the martensite phase.
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The change in shape is a result of the detwinning of preferred planes based on their
orientations with the applied magnetic field.

As one would expect, there are a number of applications that currently use shape-
memory alloy materials; many more are projected for the future. The earliest appli-
cation was for greenhouse window openers, with the metal serving as an actuator
to provide temperature-sensitive ventilation. Some commercial faucets/showerheads
are already equipped with this material that shuts off the water if a certain tempera-
ture is reached, which effectively prevents scalding. An intriguing future application
will be for automobile frames; as we will see later, some plastics may also be des-
igned with shape memory. Someday soon, your car may reshape itself in front of
your eyes within minutes after an accident!

Since NiTi alloys have been shown to be biocompatible, perhaps the greatest
use for these alloys has been for medical applications. In particular, for minimally
invasive surgery where a metal wire is inserted through tiny incisions, and then
reshaped into the original form (e.g., tweezers, specialized probes, etc.) while inside
the patient due to an increase in temperature! Likewise, metal probes may be bent
into specific shapes for open surgeries and then returned to their original positions
afterward through the heating/sterilization process. Other widespread applications
include nitinol filters that are designed to trap blood clots in arteries, as well as suture
anchors that are inserted directly into bone to facilitate the attachment of soft tissue
such as ligaments and tendons.

Although we have not yet introduced nanotechnology, it is worthwhile to point
out that shape-memory behavior has also been discovered in single-crystalline Cu
nanowires.'5! This is interesting since this effect does not occur in bulk copper metal.
Due to the extremely high surface/volume ratio of nanowires relative to bulk struc-
tures, these materials show reversible strains of ca. 50% — an order of magnitude
larger than bulk shape-memory alloys. Further, the martensite—austenite transfor-
mation temperature changes dramatically with minute changes in nanowire diam-
eter. For instance, increasing the diameter from 1.76 to 3.39 nm causes a ca. 800 K
increase in the transition temperature! This will allow for the design of nanoscale
components of varying sizes that will be functional over an extremely wide temper-
ature range — not possible with bulk alloy systems. More importantly, the response
time for these materials is also orders of magnitude faster than bulk alloys due to the
extremely small dimensions of the nanoscale. We will see more of the “nanoworld”
in Chapter 6 — this intriguing example was inserted to wet your appetite a bit. ..

3.3. METAL SURFACE TREATMENTS FOR CORROSION RESISTANCE

The corrosive deterioration of metal surfaces incurs a great cost to the worldwide
economy. Accordingly, there have been many research efforts devoted to under-
standing the surface chemistry behind these reactions. As we have already seen,
this has led to the development of a number of useful alloys that are sufficiently
resistant to corrosion — through spontaneous formation of protective oxide layers.
However, for other less resistant metals such as carbon steels, a protective layer must
be postdeposited onto a metal surface in an effort to prevent corrosion. In this section,
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we will discuss three strategies that may be used to protect a metal surface from its
environment — inert-layer passivation (either native (e.g., CroO3 on Cr) or purpose-
fully deposited), sacrificial metal coatings (e.g., galvanized steel), and organic-based
coatings. It should be noted that a pretreatment process is often required for metal
surfaces to allow the coatings to be strongly adsorbed to the surface. These steps
effectively remove organic components such as oils, as well as inorganic species
such as welding flux. The most common methods are either mechanical descaling
(e.g., abrasive blast techniques) or chemical pickling (i.e., acid treatment).

The primary corrosive agents are oxidizing agents (e.g., moist air, HNO3z, HySO4),
or halogenated species (e.g., Clp, HCIl, HF, CFCs). These agents degrade the metal by
forming oxides, hydroxides, or halides that introduce embrittling grain boundaries on
the surface. Other particularly detrimental gases for corrosion of metal surfaces are
CO and H;S. Both of these gases exhibit dissociative adsorption on metal surfaces,
resulting in carbide or sulfide formation and concomitant embrittlement of the metal.
In the presence of H>S (or H>O) at elevated temperatures, the hydrogen atoms may
also interact with surface metal sites and cause surface cracking. Hydrogen-induced
cracking is especially detrimental for iron surfaces.

For carbonaceous gases such as CO and CHy at relatively high temperatures (ca.
>800°C), carburization of steel surfaces takes place in the form of brittle interstitial
carbides that may cause surface cracking. Cementite may also form on the surface of
steel; since its melting point is lower than the underlying metal, it may cause melting
of the steel surface that is subsequently eroded by the gas stream.

One simple method used to deter the onset of corrosion is phosphating. This
process is often used to chemically passivate a metal surface with a crystalline coat-
ing of zinc phosphate. The phosphating bath is an aqueous solution of dilute phos-
phoric acid, containing anionic and cationic elements that are capable of reacting
with the metallic surface to yield a crystalline film on this surface. Other components
of phosphating baths, known as accelerators, influence the kinetics of the reaction
process and permit the control of redox reactions at the interface. The most common
surface species present after phosphating are vivianite [Fe3(PO4); - 4H, O], hopeite
[Zn3(PO4), - 4H, 0], and phosphophyllite [ZnyFe(PO4); - 4H,O]. For more complex
substrates such as steel coated with Zn/Fe, Zn/Ni, Zn/Al, and Zn/Cr alloys, tricationic
phosphatings have been developed. For these systems, the surface is coated with
crystalline pseudophosphophyllite [(Zn, M, Ni)3(POy4), - 4H,0], where M = Fe, Al,
Cr, etc. For aluminum containing alloys, or hot-dipped galvanized steel (containing
Al>O3 on the surface), it is necessary to use fluoride-based additives to cause surface
crystallization.

Another useful passivation technique is anodizing or anodic oxidation. In this
method the metallic surface acts as an anode, being oxidized during an electro-
chemical event. The most common metals/alloys are those containing aluminum,
magnesium, and zinc. However, it is also possible to anodize other metals such as
copper, steel, and cadmium for protective and decorative applications. The anodiz-
ing electrolytic solution consists of strong acids, generally combinations of chromic,
sulfuric, oxalic, or boric acids. The anodic layer obtained in sulfuric acid baths con-
sists of a relatively thin barrier layer, overlaid with a porous array. The density and
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morphology of the pores may be varied through manipulation of the electrical current
or nature of the electrolytic solution. Although this presents a sufficient limitation re-
lated to corrosion resistance, dyes may be added to the ca. 10-20 nm diameter pores
to yield a colored film. However, for protective applications, hydration sealing is
often required which consists of steam treatment in the presence of chromate
or Ni/Co salts. In the case of aluminum, this post-treatment results in boehmite,
AlO(OH), that sufficiently seals the pores.

A variety of other nonmetallic coatings may be used to impart corrosion resistance
to the underlying metal surface. Common inorganic-based coatings include vitreous
enamels, ceramics, glass, cements, carbides, and nitrides. By contrast, organic-based
protectants are paint coatings, plastic coatings, adhesive tapes, and sheet linings.
Whereas the inorganic layers are often used to coat internal surfaces of piping
and reactors, organic films are most often used for external surface protection.
Refractory coatings such as carbides (e.g., TiC, B4C, WC, and WCO), nitrides (e.g.,
AIN and BN), oxides (e.g., Al2O3, BeO, Cr,03, ThO,, and ZrO»), silicides (e.g.,
NbSiy, WSip, and MoSiy), and borides (e.g., ZrB, and TiB,) impart both corro-
sion/abrasive wear and temperature resistance to the underlying substrate.

More recently, an even greater corrosion resistance has been generated through
use of composite coatings, comprising the above refractory compounds in associ-
ation with a metal powder (e.g., Cr + ZrB,, Cr 4+ HfO;, Al + SiC, Ti + TiB;, and
PtRh+ZrB,). For these coatings, the ceramic and metal powders are suspended in an
aqueous solution with the assistance of surfactants, and sprayed onto the metal sur-
face. This film is then allowed to dry at a temperature of ca. 70-90°C, and annealed
with an energetic laser source (e.g., Nd:YAG), resulting in formation of an interwo-
ven matrix of metal and ceramic species.

Without question, the easiest and most inexpensive method to protect metal sur-
faces from corrosion is through simple painting. Paints comprise finely divided solid
inorganic or organic pigments (Figure 3.28) that are suspended in association with
binder molecules within a volatile solvent. In paints/varnishes, the nature of the
binder defines the type of paint system such as oil or water based, epoxy, efc. By
contrast, varnishes do not contain light-scattering pigments, resulting in a transpar-
ent coating. The volatile medium comprises solvents that are used to solubilize the
binder and dilutants whose purpose is to place the paint at a suitable viscosity for
its application. Solvents and dilutants normally comprise organic compounds such
as hydrocarbons, alcohols, ketones, ethers, and esters. Additives such as antifungal
agents, driers, efc. are often used to broaden the application of the coating.

Contrary to popular belief, a paint coating will not be completely impervious to
environmental agents surrounding the material, though this may be limited through
use of structurally complex pigments such as graphite, mica, aluminum oxide, etc.
Due to the incomplete blockage of corrosive agents, sacrificially active paint pig-
ments are often chosen specifically based on the corrosive agents that they will be in
contact with. For instance, impeding the corrosive ability of oxidizing agents can be
achieved through use of Zn-rich pigments; likewise, pigments consisting of strong
oxidizing agents such as chromates or manganates will offset reductive corrosion
pathways.
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Figure 3.28. Scanning electron micrograph of TiO, particles, used as white pigments in paint
formulations.

Passivation and painting are only effective when the coating completely encap-
sulates the metal surface. Sacrificial metal coatings are also problematic, as the
protective metal will eventually degrade exposing the underlying substrate. Most
recently, an alternative strategy has been developed, referred to as photoelectrochem-
ical protection by semiconductor coatings. When photoactive semiconductor parti-
cles such as TiO; are deposited onto steel or copper substrates, the underlying metal
exhibits significant corrosion resistance upon exposure to UV irradiation. Although
the details of the photoactivity of semiconductor films will be discussed in Chapter 4,
it is important to note here that the exposure to light of the appropriate energy causes
electrons in the semiconductor to be excited. These electrons are transferred to the
underlying metal, which creates a potential that is more negative than its corrosion
potential.

Although photoelectrochemical effects will usually only occur in the presence of
UV light, there are recent reports of using complex multilayered or composite films
to yield anticorrosion properties even in the dark. Although the mechanisms are not
presently well known, the general principle behind these films is the use of films that
contain an intimate connection between semiconductor and electron-storage parti-
cles. After the UV light has been turned off, the stored electrons are injected to the
metal so it is still protected from corrosion (Figure 3.29).

3.4. MAGNETISM IN METALS AND ALLOYS

Even as young children, we become familiar with the intriguing magnetic properties
of iron, based on the strong attraction of the bulk material toward a permanent mag-
net. For instance, one of the most popular toys, MagnaDoodle™, operates solely
through the attraction of magnetic iron oxide (magnetite, Fe304) particles toward
a handheld stylus magnet. Regarding elemental Fe, not all allotropes are magnetic.
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Figure 3.29. Schematic of an anticorrosion system containing both semiconductor and “electron pool”
storage components. Reproduced with permission from Chem. Mater. 2001, 13(9), 2838. Copyright 2001
American Chemical Society.

That is, among the pure iron forms, only ferrite (o, bce) is magnetic. This is intrigu-
ing, as the 3-Fe form also exhibits a body-centered cubic crystal structure. This must
indicate that in addition to the simple 3D arrangement of lattice iron atoms, their in-
dividual magnetic dipoles must also be suitably aligned in order to yield a particular
magnetic behavior.

In contrast to diamagnetism, where all valence electrons of each atom are spin
paired, paramagnetism is found in solids where the constituent atoms contain an
unpaired valence electron(s). In a simple paramagnetic substance, the unpaired elec-
trons’ spins are randomly oriented within the solid. Upon exposure to an external
magnetic field, the spins become collectively oriented in a parallel direction to the
applied field. However, the dipoles re-randomize when the field is removed.

The magnetic responses of diamagnetic and simple paramagnetic substances are
small enough that a special instrument called a magnetic susceptibility balance is req-
uired to measure these effects. This technique measures the amount of repulsive (for
diamagnetic) or attractive (for paramagnetic) force between the sample and a per-
manent magnet within the instrument. For paramagnetic substances, the magnitude
of the attractive response is proportional to the number of unpaired electrons present
in the sample. Hence, this technique provides an efficient means to determine the
ground-state electron configuration of transition metal complexes.

As temperature increases, the magnetic susceptibility, y, of a paramagnetic sub-
stance decreases. The increasing thermal motion of atoms comprising the solid dis-
rupts the ordering among neighboring magnetic dipoles. Most often, the effective
magnetic moment, Uesr, 1S used to describe the paramagnetic behavior, since this
quantity is independent of both the temperature and the magnitude of the external
field. Qualitatively, the macroscopic magnetic moment of a solid may be thought of
as a vector summation of all the microscopic magnetic dipole moments of each atom.

In a ferromagnetic material, the magnetic dipoles generated from unpaired elec-
trons tend to align in the same direction, even in the absence of an external magnetic
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Figure 3.30. Representation of a Bloch wall expansion resulting from an applied magnetic field impinging
on a ferromagnetic material.

field. This phenomenon is aptly referred to as ferromagnetic coupling. It should be
noted that ferromagnetism is the direct opposite of superconductivity, where all elec-
tron spins pair to form a perfectly diamagnetic material. Examples of ferromagnetic
behavior may be observed in bulk iron, cobalt, and nickel. The regions containing
parallel-aligned magnetic spins are known as ferroelectric or Weiss domains, with a
Bloch wall providing an interface between two adjacent domains. When an external
magnetic field is applied, those domains that are aligned parallel to the direction of
the field are energy favored over those magnetized in opposing directions. The fav-
ored domain walls then expand at the expense of the unfavored, resulting in a net
magnetization (Figure 3.30).

The ground-state electronic configuration of iron in the solid-state metal lattice is
[Ar] 4s23d®. The magnetic moment per iron atom in a cm? solid is 2.2 x 10720 emu,
or approximately 2 Bohr magnetons (ug = 1 x 10720 emu). Therefore, there are
two unpaired electrons in each iron atom throughout the lattice. By comparison, the
up values for cobalt ([Ar] 4523d7) and nickel ([Ar] 4s%3d®) are 1.72 and 0.61, res-
pectively. Since there are five d orbitals and six d-electrons for iron, two separate d
orbitals must house the unpaired electrons. In the bec array of iron, two orbitals (d 2
and d,>_» — positioned along the cartesian axes), are not directed toward neighbor-
ing atoms in the lattice.l®! Hence, these orbitals will have nonbonding character, and
may therefore accommodate two unpaired electrons. The remaining four electrons
within dyy, dx;, and d,, orbitals (having lobes directed between the Cartesian axes)
participate in metallic bonding between neighboring iron atoms, forming a valence
band of paired electrons.

The magnetic response of a ferromagnetic material exposed to an external
field is typically represented by an S-shaped field-dependent magnetization curve
(Figure 3.31). By definition, the applied and induced magnetic fields are given
the symbols H and By, respectively. When the external magnetic field reaches a
maximum value (Hy), the material will form a single domain with a net saturation
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Figure 3.31. A B—H magnetization hysteresis curve for a ferromagnetic material. Reproduced with per-
mission from Cardarelli, F. Materials Handbook, Springer: New York. Copyright 2000 Springer Science
and Business Media.

magnetization (Bg) in a direction parallel to the applied field. Once the external field
is removed from the material, the domain walls spring back toward their original
positions, and the magnetization decreases to a value referred to as the remanence
(BRr). This is the operating principle of magnetic storage devices such as audio/data
cassette tapes. In order to remove the induced magnetism of the material, an opp-
osite magnetic field is applied, known as the coercive magnetic field (H.). If the
magnitude of the opposed field is increased to a maximum value (— Hy), a saturation
magnetization will again be found in the material, parallel to the new direction of
the applied field.

It is noteworthy that the bulk size and shape of a ferromagnetic metal may also
change as a result of reversible magnetization. This phenomenon, referred to as mag-
netostriction, is due to the coupling of electron spins between neighboring atoms,
which affects the delocalized electrons involved in metallic bonding. This effect is
responsible for the familiar hum of transformers and fluorescent lights, from the
vibration of the iron components within these materials.

At low temperatures, spontaneous antiferromagnetic coupling between neighbor-
ing atoms results in an equal number of magnetic dipoles in opposite directions.
However, as the temperature is increased, the dipoles are randomized resulting
in paramagnetic behavior. Primary examples of antiferromagnetic behavior in-
clude transition metal compounds such as MnO, NiO, MnS, FeCOs, MnF,, as well
as certain metal clusters (Figure 3.32b). In contrast to ferromagnetic behavior,
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Figure 3.32. Comparison of magnetic susceptibility profiles for (a) Naj[Co3W (H0)2(ZnW9O34)2] -
46H,0 and (b) Naj3[CozW(D70)7(CoWgO34),] - 46D,0. Whereas the profile of the Cos cluster is
indicative of ferromagnetic coupling between Co(II) ions, the trend for the Cos cluster is representative
of antiferromagnetic coupling between Co(II) centers. Reproduced with permission from Inorg. Chem.
2001, 40, 1943. Copyright 2001 American Chemical Society.

ferrimagnetic coupling results in magnetic spins in two opposite orientations, with
more in one direction than in the other. Commonly, ferrimagnetic materials crystal-
lize in a spinel lattice (e.g., Fe>" and Fe*T ions within ferrites).

Vibrational motion of the molecules can disrupt the domain structure. Hence, the
magnetic properties of ferro-, antiferro-, and ferrimagnetic materials are strongest
at low temperatures. At sufficiently high temperatures, no domain structure is able
to form, resulting in paramagnetic behavior. The cutoff temperature for the onset of
paramagnetic behavior is referred to as the Curie (1) or Neel (Tn) temperature for
ferro-/ferrimagnetic and antiferromagnetic materials, respectively. Curie tempera-
tures range from 16°C for Gd, to 770°C and 1, 115°C for Fe and Co, respectively.
By contrast, Neel temperatures range from —271°C for MnCl, - 4H,0 to 680°C for
o-Fe;03.

The larger the gap between By and Br, the more effective the material will be for
magnetic storage applications. Magnetically “soft” materials such as pure iron, low
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carbon steels, and alloys of ferromagnetic elements (e.g., Fe, Co, Ni), consist of an
ordered array of ferromagnetic atoms that easily revert back to their original domain
structures following the removal of the external field. In contrast, a large remanence
value indicates that the domain walls are not irreversibly transformed back to their
original position — known as “hard” magnetic materials. As one would expect, the
microstructure of the solid is paramount to the relaxation efficiency of the Bloch
walls. That is, the domain walls will be less likely to relax to their original posi-
tions if the lattice contains trace amounts of interstitial dopants such as Si, C, O, or
N, or dispersed particles from precipitation hardening processes (i.e., “domain-wall
pinning”). Such hard magnetic materials are known as permanent magnets, retaining
their magnetism over prolonged periods of time after the external field is removed. In
addition to high Bg, these materials also exhibit a relatively high coercive field, H..

Common examples of magnetically hard materials are high carbon steels, preci-
pitation hardened alloys (e.g., Alnico), and sintered or bonded fine-particle alloys
(e.g., ferrites, rare earth alloys). The earliest examples of rare earth magnets are
SmCos and SmyCoj7, with recent developments focused on the incorporation of
Fe rather than other costly transition metals. Whereas iron—rare earth alloys such as
R,Fe7 have relatively low operating temperatures, the addition of boron results in
the ternary compound Nd,Fe 4B with strong uniaxial magnetocrystalline anisotropy,
and a higher operating temperature. The absorption of nitrogen to yield SmyFe7N3
causes a further improvement in the magnetic properties; however, the applications
are limited by its complex synthesis. It should be noted that the partial substitution
of Co for Fe reduces the surface oxidation. This is important, since the processing
of rare earth magnets involves the compaction of finely divided powders, which are
more difficult to obtain through ball-milling if a hard oxide layer is present. Interest-
ingly, since the Curie temperature of Co greater than Fe, the T, of the ternary al-
loy Nd,(CoxFe;_,)B increases at a rate of ca. 10°C per at.% Co that is substi-
tuted.

The origination of the desirable magnetic properties within the complex structures
of rare earth alloys is not completely understood. Likely, the interaction of the 4f
electrons with neighboring lattice atoms results in a preferential alignment of the
rare earth magnetic moments along specific lattice directions. This allows for satu-
ration magnetization to be achieved with only relatively small applied fields. A high
intrinsic coercivity will also result, since significant energy is required to disrupt the
preferential alignment, known as the magnetocrystalline anisotropy energy.

3.5. REVERSIBLE HYDROGEN STORAGE

With rising gasoline prices and increasing awareness/research related to renewables,
mankind is facing an energy crisis, the likes of which could annihilate our entire
population. It is predicted that in the next few years, fossil fuel use could become
prohibitively expensive, leading to the necessity of using other fuel sources. Hydro-
gen is the most attractive alternative due to its nonpolluting nature, only yielding
water as a byproduct of its combustion. However, before widespread utilization of
this medium is possible, two key issues must be solved: hydrogen generation and
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storage. At present, the fuel used in prototype vehicles designed by BMW, Toyota,
and Honda is liquid hydrogen. Although H, contains more energy/mass than gaso-
line, a relatively large volume must be used due to its extremely low density. In
addition, there are prohibitive costs involved in H liquidification and cryogenic tank
production. We are all familiar with the dangers associated with the storage of lig-
uid and gaseous fuels. For instance, consider the major tragedies of the Challenger
and Columbia explosions, as well as leveling of the twin towers in New York City
on September 11, 2001 — all exacerbated by the presence of large volumes of liquid
fuels onboard. Hence, there continues to be much interest in the search for solid-state
materials that can reversibly store energetic fuels such as hydrogen.

Hydrogen combines with many elements to form binary hydrides, MH,,. There are
three general classes of hydrides:

1. Saline or Binary (involving Group 1 and 2 metals; may be envisioned as an ionic
lattice consisting of Mt and H™ ions, e.g., LiH, NaH, BaH>)

2. Covalent (molecules containing covalently bound hydrogen to nonmetals, with
individual molecules held together by intermolecular forces, e.g., CHa, SiHa)

3. Metallic/interstitial (hydrogen molecules are contained in vacant interstitial sites
of a transition-metal lattice, e.g., PdHg ¢)

To be successful for hydrogen storage in energy devices, the following five parame-

ters must be met:

1. The solid material must be able to adsorb/desorb at least 6.5 wt% and 65 g L™! of
hydrogen gas.

2. The decomposition temperature necessary for generation of hydrogen from the
material should be in the range of 60-90°C.

3. The absorption/desorption of hydrogen from the material should be reversible.

4. The material should be low cost, precluding the use of noble-metal alloys.

5. The storage solid should be nontoxic and inert under environmental conditions.

That is, the solid should not react with water, oxygen, nitrogen, etc.

Table 3.7 lists some important metals and alloys that have been studied for hydrogen
storage applications. To date, no material (neither metals nor nonmetals) has been
discovered that satisfies all of the above five constraints. Although hydrides exist for
most elements of the Periodic Table, only the light elements (e.g., Li, Mg, Al) are
able to meet criterion 1 above.

The most widespread application for hydrogen storage materials continues to be
for the negative electrode (cathode) in rechargeable alkaline nickel-metal hydride
(Ni-MH) batteries — used extensively in portable electronic devices and electric veh-
icles. The most common metal hydrides used for battery applications are intermetal-
lic species such as LaNis, LaMg;,, and complex AB; alloys (see Table 3.7). The
development of complex alloys was necessary to circumvent the high equilibrium
pressures that early batteries exhibited at room temperature. The composition of
metal hydrides may now be fine-tuned to offer low operating pressures, corrosion
resistance, and reversible Hy storage.

The decomposition temperature, Tgec, for binary metal hydrides (MH, ) is found
to correlate strongly with the standard reduction potential, E® (Figure 3.33). In parti-
cular, the easier it is to reduce the metal (i.e., a larger reduction potential), the lower
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Table 3.7. Comparison of Metals and Alloys for Hydrogen Storage

Metal/alloy Hyp Decomposition Reversible Hy

(MH2a4s) concentration temp. (°C) adsorption/desorption?

compound) stored (wt%)

Pd (PdHg ¢) 0.6 25 Yes

“ABp"2 1.7-3.3 <100 Yes

LaNis (LaNisHg) 2.5 25 Yes

FeTi (FeTiH; 7) 2.5 25 Yes

BaRe (BaReHy) 35 <100 Yes

Mg, Ni(Mg,NiHy) 3.6 25 Yes

Na (NaH) 4.2 425 Yes

LaMg,(LaH3, MgH5) 4.6 290 Yes

Ca (CaHy) 4.8 600 Yes

NaALTi (NaAlHy : TiOp) 5.5 125 Yes

LipN(Li,NH) 6.7 285 Yes

Mg (MgH,) 7.6 330 No

LiAl (LiAlHy) 8.0 180 No

LizBe;(Li3BeyH7) 8.7 300 Yes

LiB:Si (LiBHy4 : SiO,) 9.0 200400 No

NaB (NaBH4 : H>0) 9.2 25 No

Al (AlH3) 10.0 150 No

ALN ((NH3)AIH3) 12 150 No

Li (LiH) 12.6 720 No

NaB (NaBHy) 13.0 400 No

LiB:N (LiBHy : NH4F) 13.6 25 No

Be (BeH)) 18.2 250 No

LiB (LiBHy) 19.6 380 No

BeB,(Be(BHy)2) 20.6 40 No

Note: This table does not include important nonmetals such as carbon allotropes or boron
nitride compounds; These materials will be discussed in subsequent chapters.

A =V, Ti; B = Zr, Ni. Also includes complex combinations
(e.g., ZrNij 2Mn( 48Cr0.28V0.13)-

the temperature that is required to decompose the solid into the metal and hydrogen

gas (Egs. (16)—(18)).

(16) M"F + ne” — M°
(17) 2nH™ — 2ne” + nHy
(18) Overall : M"*+ +2npH~ — MO0 + nH,

Ternary hydrides of the general formula (MH,),(EH,);, where E is either a metal
or nonmetal, are also important candidates for hydrogen storage applications. For
example, some of the highest wt% storage values are exhibited by reducing agents
such as sodium metal or lithium borohydride — NaBH4 and LiBHy, respectively.
Relevant for materials design, the decomposition temperature of ternary hydrides
may be altered through choice of E’T. For example, the Tge. of LiGaHy is ca. 50°C
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Figure 3.33. Relationship between the reduction potential and decomposition temperature for binary
hydrides. Reproduced with permission from Chem. Rev. 2004, 104, 1283. Copyright 2004 American
Chemical Society.

higher than that of the binary GaHj3; on the other hand, the Tge. of BeHy is ca. 225°C
greater than that of Be(BHy),.

The trend in Ty may be rationalized by the relative difference in electronega-
tivities of M** and B> species. For LiGaHy, Ga’t isa stronger Lewis base than
Lit, indicating that electron density will preferentially flow away from the gallium
center, forming ionic Ga—H bonds. This causes a strengthening of the Li* .- H~
interactions through donation of H™ to Li™, resulting in a higher overall Tye.. In
contrast for Be(BHy);, the B-H bonds are covalent in nature, which causes H™ to
be withdrawn from Be”*. This results in a relatively low Tyec value that approaches
room temperature.

A number of molecular transformations take place during the formation of metal
hydrides. Once hydrogen gas is adsorbed on the metal surface, the diatomic hydrogen
molecule is dissociated — a process that requires a great deal of energy. At that point,
individual hydrogen atoms migrate from the surface to the bulk of the material where
nucleation/growth of the hydride phase begins.
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Among the possible ternary hydrides, NaAlHy is most attractive for hydrogen
storage applications due to its relatively low Hy desorption temperature (80°C vs.
300°C+ for magnesium compounds). The reactions involved in the thermal decom-
position of complex hydrides of the general formula MAIH4 (M = Li, Na) are shown
by Eqgs. 19-21. Whereas the first two reactions occur at temperatures around 200°C,
Eq. 21 only occurs at very high temperatures and is thus not considered a useful route
for Hy generation.

(19)  3MAIHs — M3AIHg + 2Al + 3H,
3
(20)  M3AlHs — 3LiH + Al + “H,

3
(21) 3LiH — 3Li+ ZH

There continues to be significant research efforts devoted to the design of suitable
catalysts that will improve the relatively slow kinetics associated with the reversible
H; storage of MAIH4 compounds. Intermetallic compounds doped with Ti and Zr
have been successfully used to improve the rate of hydride formation/release in
these compounds; typically, levels between 2-4 mol% Ti is sufficient to facilitate
reversibility. The catalytic mechanism may be rationalized by the donation of Hj s
electron density to empty d orbitals on the Ti, along with synergistic donation of elec-
trons from filled Ti d orbitals to the 6* orbital of H,. This two-way electron donation
weakens the H-H bond, while strengthening the H - - - Ti interaction (Figure 3.34).

Sometimes catalytic dopants do not alloy with the host metal; for example, the
addition of Nb and V to Mg form heterogeneous mixtures rather than intermetallic
compounds. A new generation of catalysts are being developed that deliver hydrogen
to the metal surface as HO radicals rather than H,. It may then be possible to com-
bine a high level of hydrogen storage with low Tgec, both associated with desirable
adsorption/desorption kinetics.

It has recently been discovered that decreasing the particle size of metal alloy
particles through ball-milling processes will increase the adsorption kinetics by an
order of magnitude. This enhanced activity is due to the increased surface area of the
ground particulates, and decreased surface reaction path length. For LiAlHy4, only
prolonged milling is of sufficient energy to desorb Hy. When grinding is coupled with
catalytic dopants, the Hj storage kinetics increases even further. Upon milling bulk
Mg, NiHy, the T4 decreases by ca. 40°C. Such mechanical processing has also been
used to synthesize Hp-storage compounds (e.g., La; sCap2Mg4Niz, LiyBeyHy 12y,
MAIH4; M-Mg, Ca, Sr) that consist of a metastable amorphous or nanocrystalline
structure.

IMPORTANT (AND CONTROVERSIAL!) MATERIALS APPLICATIONS
II: DEPLETED URANIUM

Due to the high radioactivity of the actinides, we would expect that their use for
materials applications would be limited. However, a relatively benign form of
uranium, known as depleted uranium (DU), has been widely used in applications
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Figure 3.34. The influence of Ti doping on the dissociation H, on a (100) Al surface. For clarity, Al atoms
from the layers below are shown as crosses. Reproduced with permission from J. Phys. Chem. B 2005,
109, 6952. Copyright 2005 American Chemical Society.

such as machinery ballast and counterweights, aircraft balancing/damping controls,!”!
radiation and penetration shielding, oil-well drilling equipment, and high-impact
weaponry.

Uranium is obtained from ores primarily located in New Mexico, Colorado,
Wyoming, Utah, and Arizona as well as many other locations throughout the world.
There are three isotopes of uranium — 99.28% of 238, 0.005% of 234U, and 0.71%
of 233U. Only the 233U and 23*U isotopes are used for nuclear power and weapon
manufacturing. When 23>U and 2**U have been extracted from natural uranium, the
remaining “depleted uranium” is primarily 233U. Although the 233U isotope of ura-
nium is 40% less radioactive than 23U, DU also contains ca. 0.3% 233U and traces
of other radioactive contaminants such as Np, Pu (yes, plutonium!), Am, and 97T,

The major use of uranium is for nuclear power generation, which uses “low-
enriched uranium” (LEU) of <20%?3U. To produce 1kg of 5% LEU requires
11.8kg of natural uranium; the remaining ca. 10.8kg is DU. Hence, depleted
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uranium is an extremely inexpensive waste product for which applications are ac-
tively sought to recycle the current stockpiles at enrichment plants. It is estimated
that the US alone has more than 560,000 metric tons of depleted uranium currently
stored as UFg in cylinders at various locations throughout the country.

When DU is alloyed with Mo or Ti and posttreated through heating/quenching
regimes, the material is as strong as quench-hardened steel with a tensile strength
>1,600 MPa. The combination of extreme hardness and density (19,050kg m™> —
1.6 times that of lead) makes DU very effective at piercing armor. This has resulted in
military applications such as kinetic energy penetrators and protective armor. In fact,
it has been reported that the US fired a total of 320 tons of DU projectiles during the
Gulf War.

Even though the density of DU is essentially identical to Ti, its destructive force
is much greater at a fraction of the cost. On impact with an armored target, the head
of the projectile fractures in such a way that it self-sharpens. The heat released from
its impact causes a disintegration of the surface resulting in the formation of pyro-
phoric dust, furthering its destructive ability. By comparison, tungsten penetrators
are nonpyrophoric, and form a dull mushroom shape as they penetrate a hard target.

As you might imagine, there has been much public outcries about DU applica-
tions. Depleted uranium has been linked to everything from Gulf War syndrome
to birth defects. Although these detrimental health effects have not been proven,
there are efforts in the US to develop alternatives to DU for penetrator applications.
Conventional tungsten-based projectiles comprise W particles embedded in a Ni al-
loy matrix. There is a focus to replace the Ni matrix with other metal alloys that
will promote localized plastic deformation, through properties such as high hard-
ness/density, low heat capacity, and low work hardening. However, none of the novel
tungsten composites have yet to equal the performance of DU alloys currently used
in ammunition.

Another!!! possibility for DU replacement materials is amorphous metal alloys.
Amorphous tungsten alloys share many of the desirable properties of DU such as
self-sharpening and pyrophoricity. Although preliminary studies show that fragments
of tungsten metal also present health problems such as tumors through skin contact
and inhalation hazards, these dangers are believed to be much less pronounced than
DU, without any further problems associated with radioactivity.
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Note: think of the atom in the middle of the bee unit cell — at lattice position (1/2, 1/2, 1/2). Since there
are no atoms on the unit cell faces in a bec array, there are no atoms that lie directly along the x, y, and
z axes emanating from this central atom.

Each Boeing 747 contains ca. 1,500 of depleted uranium for this application.

Topics for Further Discussion

1.

For iron allotropes, why is the solubility of carbon greater in the austenite phase, relative to the ferrite
phase?

Although iron is most stable in its bee form, why are heavier Group 8 congeners Ru and Os most
stable as hcp?

. What is the difference between substitutional and interstitial dopants? Provide examples for each

type.

4. Explain the atomic diffusion processes that occur when steel is heated and subsequently quenched
by cold water. Use diagrams to illustrate your rationale.

5. Name the three types of hydrogen-storage metals/alloys and describe the placement of hydrogen
within each lattice.

6. Consider the sintering process of compacted metal powders. Would the resulting sintered material be
more or less desirable (from a mechanical standpoint), if an excessive amount of metal oxides were
present in the presintered matrix? How would you design the sintering conditions (co-reactant gases,
temperature, etc.) for these matrices?

7. How does precipitation hardening work to strengthen the material?

8. For surface phosphating of aluminum-containing metals, fluoride-based additives are needed to cause
crystallization. Why?

9. Using redox potentials, explain the frequent occurrence of perforations in domestic hot tap water
pipes manufactured from galvanized steel.

10. Explain how shape-memory metals are able to manipulate their shapes in response to temperature
fluctuations. Are there other alloy candidates for this type of behavior?

11. Classify the various phases in the Fe—C system as type I or II alloys (or both).

12. For the density of states for transition metals (e.g., Figure 3.21), the d-band is much narrower than
the overlapping s/p band. Why is this so, and what physical properties does this govern?

13. Explain why many ferrimagnetic materials crystallize in a spinel lattice.

14. Why are finely divided metals pyrophoric?
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CHAPTER 4
SEMICONDUCTING MATERIALS

Our technologically advanced way of life would not be possible without the
semiconductor industry. The first semiconductor device known as a transistor was
discovered at Bell Labs in the late 1940s, and was widely used shortly thereafter
for radio electronics. Today, transistors are still pervasive in every microelectronic
component such as CD/DVD players, cellular phones, modes of transportation (€.g.,
planes, automobiles, €tc.), and computers. In fact, the dual-core chips released by
Intel in early 2006 feature over 1.7 billion transistors — all on a surface that is smaller
than a postage stamp!

This chapter will investigate the various types of semiconducting materials,
focusing on the influence of their structure on overall properties. We will also detail
the many applications for semiconductors, especially within the framework of micro-
electronic circuitry. It should be noted that nanostructural materials represent a new
realm of semiconducting materials that are currently being investigated. However,
these materials will not be considered in this chapter, but will instead be detailed in
Chapter 6 that focuses solely on nanotechnology.

4.1. PROPERTIES AND TYPES OF SEMICONDUCTORS

As their name implies, semiconductors possess electrical conductivity intermediate
between conductors such as metals and insulators such as ceramics. In Chapter 3, we
discussed the band structure for the molecular orbitals of infinite lattices of metal
atoms. The lack of an energy gap between the filled (valence) and empty (con-
duction) bands indicated that no thermal energy was required to facilitate electrical
conductivity. That is, metals are able to transport electrons through their lattices even
at absolute zero. By contrast, semiconductors possess a bandgap between valence
and conduction bands (Figure4.1). An appropriate amount of energy must be sup-
plied to the material in order to promote an electron from the valence band to the
conduction band where electron transport may occur. For semiconductors, any tem-
perature greater than 0 K is sufficient for such electron promotion; if the bandgap is
too large, the material is unable to conduct electricity, and is known as an insula-
tor. The bandgap for semiconductors are typically in the range 150-290kJ mol~!
(i.e, 1-4¢eV). Since the bandgap of Si is 1.12 eV, only radiation with wavelengths
ca. <1,100nm (near IR, visible, UV, X-ray, efc.) will be absorbed by silicon

153
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Figure4.1. Electronic band diagrams for silicon. Shown is (a) bands resulting from overlap of sp3 hybrid
orbitals and (b) bands resulting from overlap of molecular orbitals.

semiconductors, as the absorption of less-energetic radiation will place the electron
in the bandgap, where there are no available energy states.

Group 14 provides an interesting case-study for the most dramatic change in elec-
trical conductivity among its congeners. In fact, all types of conductors are present
in this group, from insulating carbon to metallic tin and lead. Since the electronic
configurations of these atoms are all ns? np?, the change in electrical conductivities
is related to the bond strength for the atoms comprising the crystal lattice. Recall that
the individual atoms in diamond, Si, Ge, Sn, and Pb are tetrahedrally linked through
the crystal lattice due to sp> hybridization. As the individual s and p orbitals that
comprise the hybrid orbital become more diffuse (e.g., Sn, Pb), the bonding elec-
trons are less tightly bound to individual atoms, and become more polarizable. This
results in delocalized metallic bonding in Sn and Pb relative to very strong localized
bonding in diamond. For intermediate Si and Ge, the bonding between individual
atoms is weaker than C, allowing the possibility for thermal motion to break bonds



4 Semiconducting Materials 155

Conduction Band

a) LA [l"'-;m Fermi Level

Conduction Band

b) ——=—=——<—+—<—<—<—-DonorElevel

Conduction Band

C) S e Acceptor E level

Figure4.2. Band diagrams for intrinsic and extrinsic semiconductors. Shown are (a) an intrinsic semicon-
ductor, with an equivalent number of free electrons and holes, (b) an n-type extrinsic semiconductor, with
a greater number of electrons, and (c) a p-type extrinsic semiconductor, with an excess of holes.

in the solid-state lattice, by promoting bonding electrons into the conduction band
and propagating electrical conductivity.

There are two types of semiconductors: intrinsic and extrinsic (Figure 4.2). Intrin-
sic semiconductors contain the same numbers of free bonding electrons, and “holes”
created from the migration of electrons from the valence to conduction bands. The
number of electrons that are able to traverse the bandgap is governed by the Fermi
function, which gives the probability of an electron occupying an available energy
state. The density of states (DOS), or number of available energy levels, is also
paramount for the promotion of electrons from valence-conduction bands. The DOS
begin at the bottom of the valence band and continue to the Fermi level — the highest
occupied state at absolute zero (i.e., —273.15°C). For metals that readily exhibit
electrical conductivity, the Fermi level lies within the conduction band due to the
lack of a bandgap. However, unlike metals, the DOS for conduction electrons in a
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semiconductor do not coincide with the Fermi level, but rather begin at the top of
the bandgap. Hence, the placement of the Fermi level represents the relative case at
which an electron is promoted from the valance band to the conduction band in a
bulk semiconductor. Quantitatively, the density of occupied states per unit volume
is the product of the DOS and the Fermi function, f (E); the density of holes is the
product of the DOS and [1-f (E)].

For extrinsic semiconductors, the Fermi level corresponds to a level slightly above
or below conduction or valence bands, depending on the dopants introduced into
the lattice — either an excess of electrons or holes (Figure 4.2b,c). Since our frame
of reference for semiconducting ability is the Group 14 element of Si, the terms
electron-deficient and electron-rich dopants refer to atoms possessing <4 valence
electrons (e.g., B, Al) and >4 electrons (e.9., N, P), respectively. By convention, if
additional electrons are introduced into the lattice, the semiconductor is designated
as n-type, whereas the doping of additional holes yields a p-type semiconductor desi-
gnation. From the convenient “n” and “p” notation, one may immediately recognize
whether there are excess negative or posmve carriers in the lattice.

As Figure 4.3 illustrates, when thermal energy promotes a bonding electron from
the valence band to the conduction band, the released electrons are free to migrate
throughout the lattice. However, the vacancies (i.€., holes) left behind are also free to
move — in the opposite direction as electrons. One may consider these holes as posi-
tively charged species formed from loss of an electron. Thus, electrons and holes
represent the two types of carriers that correspond to electrical conductivity in semi-
conductors.

Since an electron that has been promoted to the conduction band will have a
greater energy than those left in the valence band, there is a possibility for the
electron to lose this excess energy. The spontaneous return of electrons in the con-
duction band to the valance band is known as recombination, and is usually accompa-
nied by light emission and heat (Figure 4.4). This phenomenon happens all the time
for excited-state molecules. For instance, consider what happens when one supplies
sodium atoms with sufficient energy to promote an electron from the 3s energy level

Figure 4.3. Illustration of creation/migration of electrons and holes created through Si—Si bond thermo-
lysis. Shown are (a) the release of an electron and concomitant formation of a hole and (b) the migration
of an electron from a nearby bond to fill the vacancy.
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Figure 4.4. Schematic of recombination of electron-hole pairs generating either a photon of energy or
heat.

into an empty 3p, or 4s orbital. The electron does not stay in the higher energy level
very long (typically ca. 107%s) before it is spontaneously dropped to its original
ground state, releasing heat and/or light.

To understand the recombination process in more detail, we must first consider
some concepts of quantum physics. Recall that matter and light exhibit both wave-
and particle-like behavior. This duality may be expressed by the de Broglie equation,
which equates the wavelength and momentum, p, of a particle (Eq. 1). The poten-
tial energy of an electron in a crystal lattice depends on its location, and will be
periodic due to the regular array of lattice atoms. The periodic wavefunctions that
result from solving the Schrodinger equation are referred to as Bloch wavefunctions.
Each wavefunction represents the energy of an electron at a specific location in the
lattice, referred to as K-space. Hence, an E-k diagram may be constructed, with the
potential energy of the electron on the y-axis, and the wavevector, K, on the X-axis.
The wavevector represents lattice directions of the semiconductor crystal; changing
values of k represents a change in momentum of the electron. A comparison of the
E-k diagrams for Si or Ge and a compound semiconductor such as GaAs is shown in
Figure 4.5. For GaAs, the minimum of the conduction band (CB) is directly above the
maximum of the valence band (VB). Accordingly, we refer to such solids as direct
bandgap materials. In contrast, for Si and Ge, the CB minimum and VB maximum
are offset, resulting in an indirect bandgap.

1 A=—

) D
For Si, in order for an electron at the bottom of the CB to recombine with a hole
from the top of the VB, the momentum of the electron must shift from kg to Kyp
(Figure 4.5b). However, this is not allowed by the Law of Conservation of Momen-
tum. Instead, an indirect recombination mechanism must take place, wherein the
electron is captured by an interstitial defect with energy E,, which facilitates its
relaxation to the top of the VB. This process is accompanied by the emission of
phonons, or lattice vibrations rather than light emission.

For direct bandgap materials, the electron-hole recombination may occur without
any change in momentum, resulting in the emission of photons. We will describe
some important applications for direct semiconductors later in this chapter.
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Figure 4.6. Resistivity—temperature relationships for (a) metals and (b) semiconductors.

The temperature dependence for semiconductors is quite different for metals and
semiconductors. At a temperature of 0 K, a semiconductor will behave as a perfect
insulator. However, metals will exhibit electrical conductivity at absolute zero due
to the delocalized electron density and lattices described in Chapter 3. However, as
the temperature is increased, the respective conductivities of these materials will be
reversed, with metals showing a decrease and semiconductors an increase in conduc-
tivity (Figure 4.6). The thermal motion of metal atoms causes less efficient electron
mobility through the lattice, whereas a temperature increase causes the bandgap to
narrow for semiconductors, resulting in more effective electrical conductivity. As the
temperature continues to increase for semiconductors, the linear relationship does not
continue to hold, and the resistance begins to increase analogous to metals. Instead,
the atomic vibrations caused by the elevated temperatures begin to outweigh the
thermally induced decrease in bandgap.

4.2. SILICON-BASED APPLICATIONS

Silicon is the second most abundant element in the earth’s crust, next to oxygen. Due
to the stability of silicon oxide compounds, elemental silicon does not occur in its
free state in nature, but occurs as oxide (e.g., sand, quartz, amethyst, flint, opal, etc.)
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and silicate (e.g., granite, asbestos, feldspar, clay, mica, etc.) minerals. The wide-
spread availability of silicon-containing minerals is responsible for the ubiquitous
use of pottery, bricks, glass, and cement since the days of the earliest civilizations.

More recently, the applications for silicon now include electronics. A silicon-based
device is found in almost every consumer product available in our world today. Even
refrigerators now have extensive microprocessor controls, some fitted with televi-
sion screens! The popularity of flat-panel televisions has also employed silicon-based
technology, especially for thin-film transistor liquid crystal displays (TFT LCDs). In
addition to electronics, as the world looks for alternative sources of energy due to
dwindling petroleum reserves, silicon-based photovoltaic devices will represent an
increasingly important application for our society.

4.2.1. Silicon Wafer Production

The silicon employed for microelectronic and photovoltaic applications must first
go through extensive processing to ensure that the material is of utmost purity. This
section will describe these steps, with a discussion of perhaps the most intriguing
conversion in the realm of materials science: the synthesis of high-purity polished
silicon wafers from a naturally occurring form of silicon — sand.

Sea sand is primarily comprised of silicon dioxide (silica), which may be con-
verted to elemental silicon (96-99% purity) through reaction with carbon sources
such as charcoal and coal (Eq.2). Use of a slight excess of SiO, prevents silicon
carbide (SiC) from forming, which is a stable product at such a high reaction tem-
perature. Scrap iron is often present during this transformation in order to yield
silicon-doped steel as a useful by-product.

. 2,000—2,500°C .
2) Si0;(5) + 2Cs) ———— Si(5) +2CO(y)

. 300°C .
3) Sigs) + 3HC1(g) —— SiHCl3(g) + Ha(g)
@) 2SiHClyg 2% Sig) + 2HCl g + SiClyg)

The purity of silicon in this first step is only ca. 98%, and is referred to as metal-
lurgical grade silicon (MG-Si). In order for the silicon to be used for electronics
applications, additional steps are necessary to decrease the number of impurities.
Reaction of MG-Si with hydrogen chloride gas at a moderate temperature converts
the silicon to trichlorosilane gas (Eq. 3). When SiHCl; is heated to a temperature of
ca. 1,150°C, it decomposes into high-purity silicon and gaseous by-products (Eq. 4).
This reaction is typically performed in a bell-shaped Siemens-type reactor, where Si
is deposited onto heated electrodes.

Recently, a fluidized-bed approach has been developed wherein SiH4 and H; gases
are fed into the bottom of a vertical reactor held at a temperature >600°C. Silicon
seed crystals are suspended in the chamber due to the gas flow, and decomposition
of the gaseous precursor causes the nucleation/growth of silicon on the surface of the
seeds. When grown to large sizes, the particles no longer remain suspended and are
collected at the bottom of the reactor.
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Figure 4.7. Illustrations of the (a) Czochralski (CZ) and (b) float-zone (FZ) methods used to convert
polysilicon to single-crystal silicon.

These chemical processes result in electronic-grade silicon (EG-Si), with a purity
0f 99.999999999%; that is, only one out of every billion atoms in the solid is some-
thing other than silicon! To put this into perspective, imagine stacking yellow tennis
balls from the earth’s surface to the moon; replacing only one of these with a blue
ball would represent the level of impurities in EG-Si. Every year, between 15,000 and
20,000 tones of EG-Si is manufactured throughout the world for an ever-increasing
number of applications.

Though the purity of EG-Si is suitable for electronics applications, the atomic
structure must first be converted from its polycrystalline structure (polysilicon) to
a single crystal. There are two main methods used for this conversion: Czochralski
(CZ) and float-zone (FZ) techniques (Figure4.7). For CZ growth, silicon and any
desired dopants are molten together in a crucible at a temperature above the melting
point of silicon, 1,414°C. A rod fastened with a single crystal of silicon is positioned
on the surface of the melt, and is pulled upward while rotating (Figure 4.7a). This
results in a long cylinder of Si that is referred to as an ingot. Due to the surface tension
of the liquid, a thin film of silicon first forms on the seed crystal surface. Additional
silicon atoms orient themselves to the seed crystal; hence, the final ingot has the same
crystal lattice as the original seed. The diameter of the resulting ingot may be finely
controlled by manipulating the temperature and rate of pulling/rotation.

In order to ensure high purity of the ingot, this process is normally performed
in vacuo (ca. 10~ Torr), or under an inert atmosphere (€.g., 99.999% Ar) using an
inert chamber such as quartz. Even under these reaction conditions, the CZ method
technique suffers from O and C impurities that arise predominantly from the cru-
cible walls. It should be noted that small quantities of O impurities are actually
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desirable, as they may trap unwanted transition metal impurities, a process referred
to as gettering. The CZ technique is especially useful to yield doped semiconduc-
tors. For example, to yield p-doped Si, the desired concentration of pure Ga metal is
added to molten Si within the crucible.

The float-zone technique uses inductive heating to convert poly-Si into single-
crystal ingots of EG-Si. As a heating coil is slowly passed from one end to the other,
the impurities become concentrated in the moving molten zone, becoming concen-
trated at the finishing end of the cylinder (Figure 4.7b). The resultant cylinder is typ-
ically of greater purity than those using CZ growth, making this technique the most
heavily used for modern semiconductor processing. The single-crystal ingot is sliced
into thin wafers using a diamond saw, with resultant thicknesses of ca. 0.7 mm, and
diameters of 300 mm. The surface must be free of topographic defects, microcracks,
scratches, and other residual surface imperfections.

To ensure that the wafers remain free from dust and other airborne contaminants,
the finished wafers are only handled within a clean room. To control the particulate
contamination, clean rooms exhibit extensive use of stainless steel, perforated floors
and ceiling tiles to promote air circulation, and sloped surfaces to avoid dust accumu-
lation. Yellow lighting is used to prevent light-sensitive material from being exposed
to UV light, until desired as a part of chip fabrication (vide infra). Prior to entering
the clean room, personnel must cover their clothing with a white “bunny suit” made
of Tyvek®, a polymeric nonwoven fabric that is nonlinting, antistatic, and contains
few surface sites for particulate adhesion (Figure 4.8). En route to the clean room,
the worker must also walk over a sticky pad and pass through an air shower to re-
move dust particles from shoes and clothing. The ratings of clean rooms range from
Class 1 to Class 10,000 — an indication of the number of particles per cubic foot. As
a familiar reference, in uncontrolled environments such as a typical home or office,
the particle count is 5 million per cubic foot!

Figure 4.8. The evolution of semiconductor clean rooms from 1968 (left) to the present (right). Photos
reproduced with permission from Intel Corporation (http://www.intel.com).
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4.2.2. Integrated Circuits

An integrated circuit (IC), or chip, represents the brains behind all electronic devices.
An IC is a compilation of billions of complex subunits such as transistors, resistors,
capacitors, and diodes that are all interconnected in a specific manner depending on
the desired application. Incredibly, this minute world of microcircuitry is fitted onto
the surface of a thin silicon substrate about the size of a fingernail! Though ICs have
only been used since the early 1970s, consider some of the ways our lives have been
changed:

Lightweight laptop computers are easily taken with us while traveling;
Cars monitor their emissions and adjust engine conditions for maximum
gasoline efficiency;

Doctors are able to operate on patients from remote locations;

Answersto virtually all questions we may pose are available within minutes
via the Internet;

Televisions may be mounted on walls, with a clarity that rivals viewing
through a window;

Phones may be used from virtually anywhere on Earth to keep in touch or
check email;

GPSsystems tell us how to best arrive at our desired destination. ..

... What a world we live in —what will the next 50 years bring?. ..

Field-effect transistors: structure and properties

The workhorses of ICs are transistors, which act as electronic switches in digital
circuitry. Transistors were discovered by Bell Labs in the late 1940s as a replace-
ment for vacuum tubes, which were much larger and consumed significantly more
power. The earliest ICs utilized individual transistors; however, these circuits quickly
became too large and complex to assemble for all but the simplest applications. In
particular, computations were slow due to the long distances traversed by the electri-
cal signals. It was clear that the only way to make ICs behave faster was by increasing
the density of transistors. In 1965, Gordon Moore (a co-founder of Intel) predicted
that the number of transistors on a chip would double every 2 years. Moore's Law
has been upheld since this early prediction, with an impressive rise in the number of
transistors used in ICs from the first commercial release in the early 1970s, to the
latest dual-core processors that run both PC and Mac systems (Figure 4.9).

The first applications for transistors were radios, which utilized a small number
(i.e., <10) of transistors. It is hard to believe that current Intel chips, with a package
size of 10-20 mm?, now contain over a billion of individual nanoscopic transistors!
Such a technological advancement is only possible through an exponential decrease
in the price of single transistors. For instance, the first commercially available transis-
tor was the Raytheon CK703, priced at $18 in 1951. Taking inflation into account, the
price of a single transistor would be ca. $120 today, resulting in computers that would
be worth over $100 billion! Fortunately, developments in chip fabrication processes
have made it possible to reduce the production costs for a single transistor to less
than $0.000001.
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Figure 4.9. The number of transistors employed within Intel chips, as predicted by Moore’s Law. Repro-
duced with permission from Intel Corporation (http://www.intel.com).

The number of transistors within an IC is typically used to classify the complex-
ity of the circuits. For instance, the earliest ICs of the early 1960s were considered
small-scale integration (SSI), since they contained fewer than ten transistors. In the
late 1960s, ICs contained between 10 and 100 transistors, referred to as medium-
scale integration (MSI). Large-scale integrated circuits (LSI), containing 100—1,000
transistors, were prevalent in the early 1970s, responsible for the first handheld cal-
culators. The 1980s brought about very large-scale integration (VLSI), in which
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ICs contained more than 1,000 transistors. Although the current architectures with
greater than 1 million transistors are often referred to as ultralarge-scale integra-
tion (ULSI), the semiconductor industry still considers the latest ICs as being VLSI.
Though integrated circuits are our current means for calculations, this paradigm will
likely not be the last. As developments in nanotechnology continue, alternative tech-
nologies will likely replace transistor-based ICs (e.g., magnetic nanostructures!!!),
securing Moore’s Law well into the future (Figure 4.10).

The most important component within all transistors is the p—n junction, referring
to the interface between p- and n-type Si. This contact results in a concentration
gradient being established, where the density of electrons on the n-doped side is
much greater than in the p-doped region (vice versa for the hole concentration). As a
result, free electrons from the n-type Si readily diffuse to the p-doped Si nearest
the p—n junction. A significant number of free electrons will combine with holes
in the p-Si region, leaving behind positively charged n-dopant ions (e.g., Ast, P™).
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Figure 4.10. Upholding Moore’s Law through developments in computational paradigms. Adapted with
permission from the Wikipedia Creative Commons, Attribution License v.1.0 (courtesy of Kurzweil Tech-
nologies, Inc — http://www.kurzweilai.net/).
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Likewise, negatively charged p-dopant ions (e.g., B™) are also formed on the p-Si
side. Since the region in the vicinity of the p—n junction contains ions rather than free
electrons/holes, this is referred to as a depleted region. The presence of oppositely
charged ions within the depletion region forms an electric field (junction potential)
that opposes, and eventually ceases, the spontaneous movement of electrons/holes
from their respective n- and p-type Si regions. If an external voltage is applied that
exceeds the junction potential (forward bias), the electrons in the conduction band of
the n-Si side may diffuse through the p—n junction to the p-Si region. Analogously,
holes may also migrate freely from p to n regions. This electrically induced flow of
electrons in only one direction is referred to as a diode.

If a current is introduced to a simple configuration containing islands of n- or p-
type Si within a matrix of an oppositely doped Si substrate (i.e., p- or n-type Si,
respectively — Figure 4.11a), no electron flow will occur. This is because there is no
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Figure 4.11. Schematic of possible n—p transistor architectures. Shown are: (a) n—p junction not capable
of transporting an electrical current, (b) metallic connectivity between electron-rich reservoirs, and (c) an
n-channel MOSFET, which features controllable electrical conductivity.
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conduit between the electron-rich and electron-deficient regions. Electron flow will
occur if a metal is allowed to contact the doped-Si regions (Figure 4.11b); however,
there will be no control over the electrical current (analogous to the flow of water
through a fully opened water faucet). Hence, the most effective arrangement that will
allow for controllable electrical conductivity is shown in Figure 4.11c. This architec-
ture allows one to control the electron flow through a gate by varying the magnitude
of the applied external voltage on the metal (or polysilicon — the modern composition
of complementary metal-oxide-semiconductor (CMOS) gates). Such a configuration
is known as a metal oxide semiconductor field-effect transistor (MOSFET), where an
insulating layer known as the gate oxide is used to prevent uncontrollable tunneling
of electrons between the gate and doped-Si substrate. The term “field effect” refers
to using an electrical field to control the flow of electrons or positively charged holes.

Let us now consider how an electrical charge may be controlled using a MOSFET.
To simplify the discussion, we will first consider a metal-on-semiconductor (nMOS)
capacitor — an nMOSFET without source and drain contacts (Figure 4.12a). When a
negative bias is applied to the gate (Vgate), the positive holes are attracted from the
substrate, forming an accumulation layer of positive charge on the SiO;/Si inter-
face (Figure 4.12b). The increase in hole concentration on the Si surface causes the
conduction and valence bands to bend upward, increasing the gap between the Fermi
level and conduction band.

By comparison, if a positive bias is applied to the gate, the positive holes will be
repelled from the SiO,/Si interface leaving behind a depleted region (Figure 4.12c).
Since the number of holes and electrons is constant, the electron concentration inc-
reases near the silicon surface resulting in a downward bending of the conduction
and valence bands (i.e., narrowing the gap between Ep and E;). However, for p-
type silicon, the electron density is negligible for small positive biases. As a result,
the gate charges are balanced not by electrons, but by negative acceptor ions (e.g.,
B7) in the depletion layer. An increase in the gate bias causes the depletion layer to
widen, yielding more acceptor ions in order to balance the gate charge. The degree of
E. and E, band bending is directly related to the intensity of the positive gate bias.
At large positive gate biases, an inversion layer will form from the conduction band
lying closer to the Fermi level than E,. That is, at large applied voltages the surface
of the Si is inverted from p-type to n-type due to the generation of free electrons that
form a channel. In a MOSFET, the inversion-induced channel is located between the
source and drain. Accordingly, there are two types of MOSFETSs: n-channel (NMOS
or nMOSFET) and p-channel (PMOS or pMOSFET), where the substrate comprises
p- and n-type silicon, respectively.

It should be noted that early MOSFETSs used metallic gates; however, current chips
use polysilicon since it is chemically identical to the underlying substrate. An advan-
tage of polysilicon gates is a much smaller threshold voltage, V;, defined as the gate
voltage necessary to induce inversion in the channel region of the substrate. The
V is related to the difference in the work function (i.e., ¢ — the energy required to
remove an electron from the surface of a material) between the gate and channel
regions. The threshold voltage is especially relevant for current microscopic transis-
tors, which utilize significantly lower applied voltages relative to early MOSFETs.
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Figure 4.12. Charge distributions (left) and band diagrams (right) for an n-type metal-oxide-
semiconductor (nMOS) capacitor, with different gate bias modes. Shown are: (a) Vgate = VB, (b) accu-
mulation (Vgate < VFB), (c) depletion (VEg < Vgate < V), and (d) inversion (VT < Vgate). V1 and Vi
are threshold and flat-band voltages, respectively. The flat-band voltage is obtained when the applied gate
voltage equals the work function difference between the gate and the semiconductor.

That is, as V; is reduced a weak inversion layer is formed even when Ve = 0.
This problem is referred to as subthreshold leakage; when magnified over a billion
transistors, results in a large power dissipation of a modern-day chip. Some of the
methods used to address this problem at the nanoscale will be described in Chapter 6.

Nevertheless, the miniaturization of MOSFETS is desirable for a number of rea-
sons. Most obviously, smaller transistors may be more densely packed on ICs.
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The shrinking dimensions of individual transistors will shorten the distance from
source—drain, resulting in higher computational speeds. The high density of transis-
tors per chip is also essential to maintaining affordable ICs, since the cost of their
fabrication is directly related to the number of chips that may be contained on each
wafer. In addition to the density advantage, there is a significant operational benefit
of smaller MOSFETs. Since transistors may be considered as resistors in the on-
state, a smaller transistor will have less electrical resistance as well as lower gate
capacitance, allowing more current to pass through in a shorter period of time (i.e.,
higher processing speeds and less power). Equation 5 shows the dependence of vari-
ous transistor properties to its observed current.

(5 Ips #C(Vas — Vr)?

2L tox
Where Ipg is the drain current; W, the channel width; L, the channel length; to, the
gate oxide thickness; u, the channel carrier mobility; C, the capacitance density of
the gate oxide; Vgs, the gate voltage; and V7 is the threshold voltage.

Perhaps the most crucial component of the transistor structure is the gate oxide,
which serves as the insulator between the gate and channel. Ideally, the oxide layer
should be as thin as possible to increase the channel conductivity when the tran-
sistor is on, and reduce subthreshold leakage when the transistor is off. Since the
first MOSFETs were demonstrated, the gate length has steadily decreased to a cur-
rent size of less than 30 nm (Figure 4.13). For the current “65 nm technology node,”
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Figure 4.13. Scaling of transistor size. The top line indicates the technology node, whereas the bottom
line indicates the physical size of the gate. It should be noted that the “technology node” no longer refers
to physical dimensions of the transistor, but is rather an industry term related to a new fabrication process
every 2 years, in accord with Moore’s Law. By definition, the technology node refers to half the dis-
tance (half-pitch) between cells in a DRAM memory chip. It is noteworthy that the gate length, L, offi-
cially moved into the nanoregime in the year 2000. Reproduced with permission from Intel Corporation
(http://www.intel.com).
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Figure 4.14. Cross-section high-resolution transmission electron microscopy (HRTEM) images of gate
oxides for MOSFETs. Provided is an illustration of film thicknesses that result in identical capacitance for
SiO, (k = 3.8), relative to a high-x dielectric (x = 23.9) gate oxide. Hence, increased gate capacitance
will result from thinner films comprising high-x dielectric materials. Reproduced with permission from
Intel Corporation (http://www.intel.com).

Figure4.15. Cross-section HRTEM images of next-generation MOSFET gates. Reproduced with permis-
sion from Intel Corporation (http://www.intel.com).

this translates to a gate oxide thickness on the order of 1.2 nm, or approximately
five atomic layers (Figure 4.14a). Incredibly, transistors with a channel length of
15nm and SiO, thickness of only 8 A have already been proven in the laboratory
(Figure 4.15); channel lengths less than 10 nm may be realized as early as 2011!
This represents an entire order of magnitude decrease from only 30 years ago, when
the oxide layer thickness was ca. 100 nm.

As one can imagine, such a thin insulating layer is prone to electron tunneling
between the polysilicon gate and channel, leading to increased power consumption
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Figure 4.16. The trend of increasing leakage current density with decreasing gate length. Reproduced
with permission from Intel Corporation (http://www.intel.com).

and heat buildup. Current transistors exhibit a relatively high leakage current density,
on the order of 1-10 A cm~2 (Figure 4.16). Empirical and theoretical studies have
shown that the practical limit for dielectric effectiveness of the gate SiO; layer is
ca. 0.7-1 nm. It should also be noted that as the oxide thickness decreases, other
issues arise such as boron diffusion into the channel. This would significantly alter
the threshold voltage, and ultimate drain current, of the transistor.

In contrast to the high-performance microprocessor market, the rapidly growing
market of low-power applications requires transistors with much lower leakage cur-
rents (ca. 1073 A cm™2). One intriguing strategy that has been proposed by Intel
to minimize off-state leakage current is the design of nonplanar tri-gate transistors
(Figure4.17). Since electrical signals must move up and over the vertical gate, the
effective pathway for electrical current transmission is tripled relative to today’s
planar MOSFETs (Figure4.17a,b). Further on the horizon, this problem will be
circumvented through the use of entirely new paradigms (e.g., ballistic deflection
transistors2]) that employ a variety of nanoarchitectures, as we continue to push
Moore’s Law to higher limits.

Key features of next-generation designs that will help reduce gate and source/drain
leakage include the use of an alternate gate oxide (see below), a silicon-on-insulator
(SOI) substrate, and raised source/drain regions (Figure 4.18). The purpose of intro-
ducing source and drain cavities with greater thicknesses is rather intuitive. The elec-
trons will have more room to maneuver, resulting in less electron—electron repulsions
and lower overall resistance. This translates to a lower operating voltage for the tran-
sistor, which results in low power consumption with less heat generation during its
operation.

The presence of an insulating layer directly beneath a thin Si channel is reported
to reduce off-state leakage from source to drain regions by more than two orders of
magnitude. When the top of the buried oxide layer (BOyx) coincides with the bot-
tom of source/drain, the architecture is referred to as a fully depleted SOI; a small
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Figure 4.17. SEM image of a nonplanar tri-gate transistors. Also shown is the enhanced electron flow
(shown in red) of (a) tri-gate, relative to (b) standard planar MOSFETs. Reproduced with permission from

Intel Corporation (http://www.intel.com).
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Figure 4.18. Cross-section schematic of an advanced transistor design. Features illustrated are: (a) raised
source and drain contacts, (b) an SOI substrate that prevents off-state leakage from source to drain, and
(c) a high-x dielectric gate insulator. These three components employed in tandem are the basis of a faster
generation of transistors referred to as “terahertz transistors.”[3]

interfacial gap is known as partially depleted SOI, and will result in greater off-state
leakage current. Since depleted substrates feature a nonconductive barrier, the tran-
sistor is able to switch on/off faster due to more effective drive current while in the
on-state.

Another improvement to the transistor design that addresses gate leakage problems
is the replacement of the SiO, gate oxide with insulating films known as high-x
dielectrics, where x refers to its dielectric constant (Figure 4.14b). These materials
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Figure 4.19. Schematic of bound polarization occurring on capacitor plates due to polarization of the
dielectric medium. Reproduced with permission from Kasap, S. O. Principles of Electronic Materials and
Devices, 2nd ed., McGraw-Hill: New York, 2002.

have a larger dielectric constant than commonly used SiO; (x = 3.82), which allows
one to use thicker oxide layers for an identical gate capacitance (Eq. 6).

© Cuoxg
Here Cy, is the capacitance per unit volume; x, the dielectric constant (or, relative
permittivity); and t is the thickness of the dielectric medium.

Materials that exhibit a high dielectric constant are strongly polarizable. That is,
when exposed to an electric field, the dipole moments of the constituent molecules
and atoms of the dielectric material will become aligned. This results in the buildup
of electrical charges on the surface of the capacitor plates (Figure 4.19). In general,
inorganic materials with ionic or partial ionic interactions will possess a relatively
large dielectric constant (high-x), whereas organic molecules with nonpolar bonds
are typically low-K materials. Materials containing relatively large atoms will be
most useful as dielectrics, since they exhibit greater polarizabilities due to valence
electrons being situated farther from the nucleus.

Analogous to ferromagnetic materials discussed in Chapter 3, ferroelectric crys-
tals exhibit a permanent polarization even in the absence of an applied electrical
field. As an example, let us consider the pyroelectric crystal BaTiO3. Above the
Curie temperature (T;) of 130°C, BaTiOs3 is cubic — refer back to Figure 2.18. Since
the positions of the positive and negative charges balance one another, there is no
net polarization. However, as the crystal is cooled to temperatures below T, the unit
cell becomes distorted into a tetragonal array where the Ti**ion is moved from its
central position. This yields a finite polarization vector, resulting in ferroelectricity.
It should be noted that all ferroelectric crystals are piezoelectric (see Chapter 2), but
the reverse is not necessarily true.

In addition to being polarizable, it is also paramount that the dielectric medium
be of low conductivity (i.e., have a large bandgap — an offset with Si of >1eV),
to minimize carrier injection into its bands. For example, although the dielectric
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constants for Ta;O5 and TiO; are sufficiently large for high-x gate oxide applications

(see below), both of these materials have small bandgaps (4.5 and 3.5 eV; relative to

8.9 eV for Si0O,), which will result in high leakage currents. On the other hand, more

promising candidates include Al,O3, HfO,, and ZrO,, with bandgaps of 8.7, 5.7, and

7.8 eV, respectively. Other properties that must be inherent in the high-x dielectric

layer include thermodynamic and kinetic stabilities with the Si channel (especially

under high-temperature processing conditions), and little/no electrically active defect
sites.

The longevity of the dielectric material is dependent on the exposed voltage. When
too high a voltage is introduced between the electrodes, dielectric breakdown of the
solid may ensue. The solid-state structure, presence of impurities or microstructural
defects (e.g., cracks/voids), and ambient conditions (e.g., temperature, humidity) are
all paramount in assessing the dielectric strength (i.e., resistance to breakdown) of an
insulating material. As you might imagine, these factors become even more relevant
when considering the 0.8—1 nm SiO; layers found in modern MOSFETs.

There are three types of high-x dielectrics (measured dielectric constants in paren-
theses):

1. Materials with 4<x <10 (i.e, relatively weak polarizability) such as: Al,O3 (7.5—
10), Si3N4 (7.9-8.1), sodalime glass (7.2), AlgSixO13 (mullite, 6.3), MgAl,O4
(spinel, 8.6), MgSiO, (forsterite, 6.2), MgO (9.65), ZnO (8.15), BN (4.15), BeO
(6.8), CaF, (6.8), BaCOs3 (8.5), SrCO3 (8.85), (KAI[Si3019(OH)2]) (mica mus-
covite, 6.5-8.7), and organic polymers (polyurethane: 7.1, polyvinyl fluoride: 7.4,
polyvinylidene fluoride: 6.4).

2. Materials with 10<x <100 such as: MnO; (pyrolussite, 12.8), ThO, (18.9),
TapOs (27.6), UO, (24), NbyOs (67), HfO, (25), ZrO, (12.5-24.7), Zr(Hf)O,
(25), Y203 (15), Lay O3 (25), Gd203 (23), PryO3 (25), and BaZrO3 (43).

3. Materials with x > 100 (i.e, strongly polarizable) such as: TiO, (rutile, 85-170),
PbZrO3 (200), Pb(Zro.SzTio_48)O3 (“PZT,” 1,800), SI’TiO3 (2,080), Ba(Sr0,52
Tip 48)03 (3,000), Pb(Ni 33Nbg 67)O3 (5,500), and BaTiO3 (6,000).

Silicon (oxy)nitride dielectrics are touted as the near-term alternative for SiO,.
Though this would result in only a marginal increase in the dielectric constant relative
to other high-x candidates, the attractiveness of these films is related to their mature
deposition techniques, and more desirable electronic barrier properties (i.€., reduced
boron diffusion). Not unlike its SiO, predecessor, SizN4 films reach a functional
limit of 1.2 nm; hence, there is ongoing research for the development of alternative
gate oxide materials (and compatible gate stacks — for example, polysilicon gates
are not suitable for ZrO, and HfO,) that will be useful in the long-term to keep pace
with ensuing transistor improvements.

Two factors are responsible for increasing the speed of transistor switching —
the channel length between source and drain, and the speed of electron transport
through the channel. Since it is becoming increasingly more difficult to shrink
MOSFET dimensions, materials scientists are searching for new ways to address
the latter consideration. In 2002, Intel first reported the use of “strained Si” in their
90 nm technology node, in which the silicon lattice in the channel region is strained
through compression or expansion. It has been shown that electrons flow through
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strained silicon 70% faster than in nonstrained silicon. For ICs, this translates to a
17% increase in speed at the same power, or 35% reduction in power consumption
at the same speed.

To understand this effect, we need to consider the Si—Si bonding within the bulk
crystalline solid. As we discussed earlier, electrons are promoted from valence to
conduction bands due to thermal excitation. The valence band of the extended solid
is formed from the overlap of sp® hybridized orbitals residing on each Si atom. When
an electron migrates from valence to conduction bands under normal circumstances,
there is no directional preference. However, when a strain is introduced along a spe-
cific direction of the lattice, the energies of the hybrid orbitals along this direction
are altered.

A stretching, or tensile, strain will cause the orbitals between neighboring Si
atoms to be expanded that weakens Si—Si bonds along the strain direction. Hence, it
becomes easier for an electron to be thermally promoted from the valence to conduc-
tion band, corresponding to greater electron mobility. This effect is more pronounced
for n-channel MOSFETs; the strain-expanded hybrid orbitals between neighboring
Si atoms are able to accept electron density with less electron repulsion. By con-
trast, compressive strain is typically used for p-channel MOSFETs, where the pres-
ence of holes is able to offset the electron—electron repulsion within the compressed
hybrid orbitals. More simplistically, crystal strain increases the free mean path of
electrons (i.e., less scattering through electron—lattice interactions), which increase
their velocity under a given field.

Compression strain of p-doped Si is most often accomplished by carving trenches
on opposite ends, and filling these with a material with greater lattice spacing
than Si. This is typically a material such as Sij_xGex(x=0.1-0.3) solid solutions
(Figure 4.20); since the lattice constants of Si and Ge are 5.43 and 5.66 A, respec-
tively, the lattice constant of the solution is [5.43(1 —X) + 5.66x A]. A common
method used to induce tensile strain is the deposition of a dense ceramic SizNy
film on top of the channel. Both of these methods result in uniaxial strain, which
is preferred since localized regions may be altered rather than the entire wafer. In
fact, these techniques may be used to modify both nMOSFETs and pMOSFETSs on
a single chip. By contrast, biaxial strain is induced through the deposition of a Si
thin film on top of a GeSi substrate that acts as an atomic template for film growth
(Figure 4.21). The amount of strain and mobility enhancement depends on the ger-
manium content of the SiGe layer.

Integrated circuit fabrication

From the dawn of civilization, no other field has progressed as rapidly as microelec-
tronics. Gordon Moore, an integrated circuit pioneer and co-founder of Intel stated
(in 1998): “If the auto industry advanced as rapidly as the semiconductor industry, a
Rolls Royce would get a half a million miles per gallon, and it would be cheaper
to throw it away than to park it.” The computers we purchase today are almost
immediately out-dated, due to constant improvements of microprocessor speeds and
memory/storage abilities. A tiny integrated circuit (IC) lies beneath the protective
packaging material of virtually any modern electronic device, acting as its nerve cen-
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Figure 4.20. Cross-section HRTEM image of a transistor containing a compression-strained channel.

Reproduced with permission from Intel Corporation (http://www.intel.com/research/downloads/Strained-
Si-paper-IEDM-1203.pdf).

Strained Silicon

E_Eimxial Growth

SiGe

Figure 4.21. Formation of strained silicon from the epitaxial growth of lattice mismatched Si onto a SiGe
substrate.

ter. Like any other advanced technology, we take these feats of modern engineering
for granted. Beneath the familiar black plastic casing of a computer chip are billions
of complex transistor subunits, along with additional components and circuitry, to
offer precise control over the flow of electrons.

The major class of digital ICs is the CMOS. The most familiar CMOS applications
include microprocessor and RAM chips. As its name implies, CMOS technology
involves the complimentary operation of interconnected nMOSFET and pMOSFET
pairs (Figure 4.22). Relative to NMOS or PMOS integrated circuitry, CMOS is the
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A PASSIVATION 2

Figure 4.22. Cross-section illustration and SEM image of an integrated circuit. Reproduced with permis-
sion from Plummer, J. D.; Deal, M. D.; Griffin, P. B. Slicon VLS Technology, Prentice-Hall: New York,
2000. SEM image Courtesy of Chipworks, Inc., Ottawa, Ontario, Canada.

design-of-choice for the majority of ICs due to distinct advantages in overall design
simplicity and reduction in power.

There has also been an increased interest in SOI chips,!#! comprising transistors in
which a thin insulating layer lies between a thin layer of Si (in the channel region) and
the bulk Si substrate (revisit Figure 4.18). This technology is not new; in fact, SOI ICs
have been used since the 1960s for military and space applications. As the relatively
high cost of production continues to decrease, SOI substrates will undoubtedly be
important for CMOS ICs within future commercial electronic devices. The insulation
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Figure 4.23. Two methods used to fabricate silicon-on-insulator (SOI) wafers. Illustrated are the (a)
Smartcut procedure where two oxidized wafers are bonded together and (b) SIMOX procedure where
oxygen ions are implanted into a bulk Si wafer.

between source and drain cavities allows the threshold voltage (also decreasing the
supply voltage) of the SOI CMOS device to be extremely low, with minimal off-
state (i.e., subthreshold) leakage. It is reported that this simple substrate alteration
results in chips that operate more than 30% faster, and use ca. 20% less power than
standard CMOS analogs. The use of less power per chip is important for extending
the battery life of portable electronics, as well as dealing with the heat generated by
ICs. If one extrapolates the enormous heat generated from high-density bulk Si chips
into the near-future, it may be necessary to use liquid coolants within the IC package
— clearly not a desirable (or feasible) option.

Without question, the fabrication of modern ICs from grains of sand is one of the
greatest feats ever accomplished. More than 300 carefully designed processing steps
are used to form a dense packing of nanoscale objects onto a thin wafer of silicon.
The silicon wafers used for IC fabrication are obtained through precise slicing of
high-purity ingots using a diamond saw. The wafer edges are ground to a round
finish polished until they have a defect-free mirrored finish. In order to reduce the
cost/transistor, there has been a shift to larger wafers that may hold a greater number
of ICs — from diameters of 200 to 300 mm (i.e., 12”). Should a SOI substrate be
desired, two methods are typically used for its fabrication (Figure4.23). A bulk Si
wafer may be exposed to high-energy beam of oxygen atoms that diffuse below the
surface. Also, two wafers — a bulk Si and one coated with a SiO; film — are bonded
together using specialized techniques.

Whether the substrate is bulk Si or SOI, the most critical step in IC fabrication is
the initial cleaning of the wafer. The RCA clean procedure is the industry standard,
consisting of the following complex treatment to remove both organic and inorganic
contaminants. It should be noted that these procedures are performed within a clean
room, to avoid particulate contamination:

(i) SC-1clean
— The wafer is degreased using acetone, isopropyl alcohol, and ultrapure water
(UPW) rinses.
— The native SiO; layer is removed from the surface by exposing the wafer to a
50:1 UPW:HF solution for 30 s, followed by a prolonged UPW rinse.
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— The wafer is exposed to a 10:2:1 DIW:H;O2 NH4OH solution at 75°C for
10 min, followed by a final UPW rinse. This effectively removes particulate
contamination from the surface.
— nitrile gloves and Teflon tweezers are used to handle the wafer during treat-
ments.
(ii)) SC-2clean
— Remaining surface oxides and hydroxides are removed by exposing the wafer
to a 50:1 UPW:HF etching solution for 15, followed by a prolonged UPW
rinse.
— The wafer is exposed to a 10:2:1 UPW:H,Ox H>SO4 solution at 75°C, foll-
owed by a UPW rinse. This effectively removes metals/ions from the surface.
— The wafer is rinsed with DIW for ca. 20 min., followed by drying under N,
flow.
— When finished, the polished wafer surface should be reflective with no observ-
able residues.
Since we are considering the starting wafer, it should be noted that often the substrate
consists of an epitaxially grown doped Si film on the surface of a more heavily doped
bulk Si wafer. If the film is of the same composition of the underlying substrate,
this process is referred to as homoepitaxy, or simply epi. By contrast, heteroepitaxy
refers to a Si film grown onto a different substrate such as sapphire (oi-alumina).
Using epi wafer substrates is generally more expensive than bulk analogues, but
offers the advantage of fine-tuning the conductivity of the channel region for optimal
operation of the CMOS IC. Through careful film deposition methodology, it is also
possible to eliminate O and C impurities resulting in further improvements in device
performance.

Regardless of bulk, epi, or SOI substrates, a key consideration that is paramount
toward subsequent processing steps is the crystal orientation employed. Three imp-
ortant crystal planes for silicon include Si(100), Si(110), and Si(111) — Figure 4.24.
The surface atomic densities increase in the order Si(100) < Si(110) < Si(111).
Empirically, this translates to available Si—Si bond densities of 6.77 x 104, 9.59 x
10'4, and 11.76 x 10" cm™2, respectively.[®] Hence, the rates required to remove
(etch), or react with, surface atoms (e.g., thin-film deposition) should follow the
reverse order as above. However, the Si(110) orientation etches fastest due to its more

Figure 4.24. Unit cell representations of silicon showing the (100), (110), and (111) planes, respectively.
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corrugated structure, relative to the other atomically flat surfaces. To illustrate this
effect, exposure of a wafer to a 40% alcoholic KOH solution results in Si etching at
rates of 13,000, 6,000, and 90 A min_l, for the Si(110), Si(100), and Si(111) planes,
respectively.

The fabrication of a CMOS IC involves a repeating sequence of film deposition,
patterning, and dopant implantation procedures (Figure 4.25). The initial step inv-
olves the deposition of SiO; onto the wafer surface. You may be wondering why this
is necessary, since the cleaning procedures were designed to remove the native silica
layer. However, this procedure involves the controlled deposition of an amorphous
SiO, coating of known thickness onto the wafer surface.[®] By definition, such a
coating is referred to as a thin film, since its thickness is less than 1 um. Two reac-
tions are responsible for the formation of SiO; (Egs. 7 and 8; dry and wet oxidation,
respectively). A variety of factors govern the resultant thickness of the silica film,
such as temperature and pressure/flowrate of O,.
700—1,200°
>

(7 Si+0, S sio,
1,100°C

(8)  Si+2H,0 —— Si0, + 2H,

It should be noted that SiO; deposition does not occur through simple addition to the
wafer surface. Rather, as the surface becomes oxidized, oxygen atoms are also able to
diffuse from the surface to react with underlying Si atoms. The incoming O, or H,O
molecules adsorb dissociatively to the Si surface, resulting in the O/OH groups being
either attached to dangling Si bonds, or inserted between Si—Si bonds of the same
layer. As the temperature is increased, there is a greater degree of oxygen insertion
into Si—Si bonds of underlying layers, which adds to the thickness of the SiO, film.
A chlorine containing coreactant gas such as HCI or CoHCI3 is often present during
Si oxidation to stabilize the Si/SiO; interface. It has been shown that small amounts
(<5%) of chlorine in the gas phase helps to tie up sodium or potassium ions that
may be present as contaminants, as well as strengthening the growing oxide film by
preventing oxidation-induced stacking faults.!”!

Following oxidation, it has been shown that 0.001% of the silicon atoms in the
region immediately surrounding the Si/SiO, interface remain unsaturated. This is
likely an artifact of incomplete oxidation during the transition from Si to SiO,. The
presence of these defects results in a layer of positive charge that is located within
+2nm from the interface, which may affect the V1 of the MOSFET, and perfor-
mance of the IC as a whole. Although these effects are minimized by using Si(100)
substrates, additional processing steps also address this issue; for instance, passiva-
tion through high-temperature annealing in the presence of hydrogen.

Largely due to the desirable electrical properties of the Si(100)/SiO, interface, the
majority of ICs utilize a Si(100) substrate. That is, since the Si(100) surface is the
least dense, there will be a relatively low number of coordinatively unsaturated (i.e.,
dangling) Si bonds at the surface. As you might imagine, the presence of dangling
bonds on a surface greatly affects its reactivity. One way to remove these defects is
through passivation. For example, a large number of dangling bonds are tied up by
H atoms during HF etching to remove native SiO; (the RCA clean procedure above).
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Figure 4.25. The steps involved in fabricating a CMOS

IC. Reproduced with permission from Plummer,

J. D.; Deal, M. D.; Griffin, P. B. Slicon VLS Technology, Prentice-Hall: New York, 2000.
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Figure 4.25. Continued

In addition, neighboring unsaturated Si atoms may recombine in a number of ways
(surface reconstruction), which minimizes the overall energy of the surface.

Also shown in step (a) of Figure4.25 is the deposition of silicon nitride, SizNy
over the SiO; layer. The nitride film is generated through a high-temperature reaction
between ammonia and silane gases (Eq.9). The thicknesses of the SiO, and Si3Ny
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Figure 4.26. Schematic of photolithography and the chemical (“wet”) and “dry” methods used to etch
patterns in an oxidized Si wafer.

films are typically on the order of 15 and 75 nm, respectively. Since the density of
silicon nitride is sufficiently greater than SiO, (3.3 gcm™3 vs. 2.6 g cm™3, respec-
tively), Si3Ny is used as an effective passivating layer to prevent oxidation of under-

lying SiO; and Si regions.

(9)  3SiHs 4+ 4NH; 225 SisNy + 12H,

The patterning steps are based on photolithography (Figure 4.26). In this proce-
dure, a photosensitive compound known as a photoresist is first spin-coated onto the
surface of the wafer. Frequently, the wafer is pretreated by a “dehydration bake” (to
remove adsorbed water) and application of an adhesion promotor (€.9., hexamethyl
disilazane, HMDS — used to maintain a strong interaction between the photoresist
and SiO; surface — Figure 4.27).

A circuit pattern of the microscopic IC known as a mask is placed over the
wafer, and the uncovered molecules that are exposed to high-energy UV light exhi-
bit a chemical change (Figure4.28). Negative tone photoresists undergo photo-
induced crosslinking mechanisms upon UV exposure. The ensuing polymerization
reaction is due to the presence of photosensitive groups such as epoxy, vinyl,
or aryl halides on the photoresist backbone. Accordingly, they become insoluble
during subsequent contact with a basic developing solution (e.g., MOH, tetramethyl
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Figure 4.27. The reactions involved in the adhesion of HMDS to a SiO; surface. Attachment occurs
through available surface hydroxyl groups, with the release of ammonia.

ammonium hydroxide). In contrast, use of positive tone photoresists results in the
exposed-polymer regions becoming preferentially soluble in the developing solu-
tion. Although early photolithographic applications used negative tone photoresists
exclusively, the organic matrices of these materials caused swelling, which results in
pattern distortion during development. In order to reproduce line features below 3 um
present in today’s electronic devices, aqueous base-soluble positive photoresists are
most commonly employed. However, aqueous negative tone photoresists have now
been developed with line resolutions below 1 um.

In order to improve the line resolution of photoresists, a technique known as
chemical amplification (CAM) is often used for photolithographic applications. The
enhancement of quantum efficiency and sensitivity results from a photogenerated
acid that will either catalyze a crosslinking (negative photoresists), or deprotection
(positive photoresists) mechanism. To facilitate water solubility, modern photoacid
generators (PAGs) are typically aryl sulfonium triflate salts (Figure 4.28). Comp-
ounds such as 0O-nitrobenzyl tosylate or organic/inorganic onium salts are commonly
used as PAGs within organic solvents.
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Figure 4.28. Molecular structures and photoinduced reactions of common photoresists. Shown (top) is
the positive tone resist containing the active diazonapthoquinone (DNQ) chromophore group. Chemical
amplification (CAM) reactions are illustrated in (i)—(iii). Reaction (i) represents photoinduced acid gen-
eration; step (ii) is an acid-catalyzed deprotection mechanism (positive tone resist); and step (iii) is an
acid-catalyzed crosslinking mechanism (negative tone resist).
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Figure 4.29. Tllustration of (a) isotropic etching evidenced by severe undercutting and (b) anisotropic
etching with 90° sidewall channels (or vias).

Once the pattern in the photoresist layer is formed, a variety of chemical or high-
energy plasma techniques may be used to remove exposed underlying layer(s) — a
process referred to as etching. It should be noted that “wet” etching, or dipping the
wafer in an acidic solution, typically results in isotropic etching (Figure 4.29a), and
a line resolution of >2um. By contrast, “dry” etching which uses a plasma (8]
generally results in anisotropic conditions (Figure4.29b), and line resolutions
<0.25um. It has been shown that the pre-application of an adhesion promotor
results in greater anisotropic etching (less undercutting), since the photoresist and
wafer surface are in closer contact with one another.

The specific etching conditions used will depend on the surface to be removed.
For instance, Figure 4.26 lists the wet and dry etching conditions to preferentially
remove SiO; from a Si surface. Other plasmas used for selective SiO, removal inc-
lude CF4/H; and C,Fg/CHF3. In order to remove Si rather than SiO,, one would
use either a wet etch containing HNO3, HF, and CH3COOH (or KOH solutions), or a
dry etch using plasmas such as CF4/0;, SF¢/O3, C2F6/02, or Cly/CyF¢ (for n-type
Si; Cla/Argon is used for undoped Si). The addition of oxygen to a fluorocarbon
plasma increases the amount of free F through the formation of oxyfluorides from
fluorocarbons (Eq. 10).[°1 However, if more than 10% O is added to the plasma, a
decrease in the Si etching rate will result. Most likely, this is due to the competition
between O and F atoms for active sites on the silicon surface. Plasma systems used
to remove Si3N4 layers include CF4/H; or NF3/Cl; combinations (Eq. 11). It should
be noted that a O, /H,O plasma and/or high-temperature annealing step is typically
used to remove the photoresist that remains following the wet/dry etching.

plasma

(10) CFs+0 ™2™ COF, 4 2F
1
(11)  SisNg + 12F 22 36iF, + 2N,

In current semiconductor fabrication, photolithography with 193 nm UV irradi-
ation is able to pattern features that are 37 nm wide. However, the rapid miniatur-
ization of ICs demands improvements in photolithography in order to sharpen the
line resolution at size regimes far below 37 nm (Figure 4.30). Although immersion
lithography has been suggested as a candidate for sub-50-nm line resolution, there
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Figure 4.30. The trend of shrinking feature size, which is outpacing the decrease in wavelength currently
used for photolithography. Reproduced with permission from Intel Corporation (http://www.intel.com).

are significant technical challenges that must first be addressed. As its name implies,
this technique consists of surrounding the lithographic lens with a fluid of greater
refractive index (e.g., water: # = 1.47 at 193 nm; air: # = 1.0). Since the refractive
index of the medium is directly proportional to the aperature (NA), an improvement
is made to the imaging resolution (Eq. 12).

0.614

(1) R=--=

Where R is the resolution limit and NA is the numerical aperature of the exposure
tool.

Also evident from Eq. 12 is that decreasing the wavelength of exposure will also
improve the resulting line resolution. Table 4.1 lists the wavelengths and optimum
resolution values for various lithographic techniques. Perhaps the best opportunity
to image small features is the use of extreme UV light (EUV), which is actually
in the range of soft X-rays (ca. 4 = 13.5nm). A decrease in exposure wavelength
translates to new types of photoresists that will be stable upon contact with higher
energy radiation. Whereas the DNQ photoresist system is effective in the MUV
range, photoresists that contain CAM moieties are used exclusively for DUV and
shorter wavelengths.

So far, we have progressed through steps (a)—(c) of the stepwise CMOS IC process
(Figure 4.25), with patterning and sequential selective etching to yield a channel
(referred to as a via) through both the protective oxide/nitride layers and the un-
derlying Si substrate. The resulting trench will be eventually back-filled with SiO;
(Figure 4.25, step e), which serves to electrically isolate individual devices on the
chip from one another. This process, referred to as shallow trench isolation (STI), is
the method-of-choice for modern CMOS fabrication since it allows the deposition of
smaller insulating regions resulting in greater device density, in accord with Moore’s
Law.
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Table 4.1. Resolution Limits for Various Lithographic Techniques

Lithographic technique Exposure Resolution
wavelength (nm)

Photolithography? mid-UV (MUV) 350450 0.35-3 um
Photolithography deep-UV (DUV) 248 >0.25 um
Photolithography deep-UV (DUV) 193 <70 nmP
Photolithography extreme-UV (EUV) 13.5 <65nm
Electron-beam lithography® ca l <50 nm
X-ray lithographyd 0.4-20 <50 nm

4Using a standard chrome-on-glass photomask.

bUsing advanced photomask techniques such as phase-shift masks (PSMs,

Figure 4.32).

€Using a photomask of Si3N4 membrane and Cr/W patterned regions.

dUsing a photomask of Si/Si3N4/SiC/BN membrane and Au/W patterned regions.

Step (d) of Figure 4.25 illustrates the deposition of a thin film (ca. 10-20 nm) of
SiO, onto the trench sidewalls and bottom. This is used to establish an effective
Si0,/Si interface prior to the deposition of the thick (ca. 500 nm—1 pm) back-filled
SiO, layer. That is, to ensure that the SiO, conforms to the entire channel surface,
leaving no voidspaces that would decrease the effectiveness of the isolation trench.
Once the thick oxide is deposited into the trench, chemical mechanical polishing
(CMP) is used for planarization of the surface prior to subsequent layering steps
(Figure 4.25, step f). The silicon nitride layer acts a polishing stop, and is subse-
quently removed through plasma etching.

The next steps (Figure 4.25g—i) involve the placement of n- and p-type dopants
onto the top of the silicon surface. A technique known as ion implantation involves
the acceleration of B (p-type) or Sb/As/P (n-type) ions to very high kinetic energies
(ca. 50-200keV), which then collide with the Si lattice. The chosen energy must
be sufficient to penetrate through the SiO; layer and a desired depth of Si substrate,
but not the exposed photoresist layer that defines the dopant region. For the same
accelerating voltage, ions of smaller mass will penetrate to deeper/broader regions
of the solid relative to heavier ions (Figure 4.31), due to differences in their kinetic
energies and concomitant collisions with Si atoms.

An energy on the order of 15 eV is enough to dislodge a Si atom from its crystalline
lattice, forming a Frenkel defect. However, the energies of the impinging dopant ions
are an order of magnitude larger, which will cause significant damage to the Si crys-
tal structure. For instance, bombardment of a Si surface with a single arsenic ion with
an energy of 30 keV will displace 1,000 Si atoms — all on a timescale of ca. 10713 s
Multiply this by thousands of bombarding ions during the implantation process, and
one has a picture of a highly perturbed Si crystal. Amazingly, thermal annealing
is able to cause the dislodged Si atoms to find vacant sites, removing the Frenckel
defects and thus repair the damage. Prolonged high-temperature annealing at temper-
atures of 1,000-1,100°C is subsequently used to further restore the periodicity of the
Si crystal lattice, and diffuse the n- and p-dopant wells (i.e., the substrates for pMOS
and nMOS devices, respectively) to their desired Si depths of ca. 2 um. It should be
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Figure 4.31. Comparison of the Si depth penetration of various n- and p-dopant ions. Reproduced with

permission from Plummer, J. D.; Deal, M. D.; Griffin, P. B. Slicon VLS Technology, Prentice-Hall: New
York, 2000.
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noted that the above ion bombardment processes are repeated using an appropriate
masking photoresist to introduce a higher concentration of dopants near the surface
of the n and p wells. This is done to adjust the threshold voltages (V) of the nMOS
and pMOS devices (Figure 4.25, step 1).

Steps j—k of Figure4.25 illustrate the formation of the gate electrodes onto the
nMOS and pMOS devices. This consists of the deposition of a ca. 500 nm thick
polysilicon film onto the wafer surface, and subsequent photolithography/etching
steps. The specific methodologies used for thin-film deposition will be described
in the next section of this chapter. The source and drain of the complimentary MOS
devices are shown in step [; this is performed through careful ion bombardment using
an appropriate photolithographic mask. Also shown in step 1 is the deposition of
insulating SiO; on the sidewalls of the polysilicon gate.

For memory chips and removable flash drives, a gate stack structure known as
SONOS (polysilicon/SiO, /Si3N4/SiO, /Si substrate) are typically used. The device
is programmed by applying a voltage to the gate to inject charge into the conduc-
tion band of the Si3Ny layer, resulting in a change in the threshold voltage. When
the voltage is removed, the charge remains trapped within the SizNy layer. High-x
metal oxides such as ZrO, and HfO, are also capable of trapping injected electrons;
if these replace Si3N4, the memory device is known as SOMOS (where M refers
to metal oxide). The charge-trapping ability is most pronounced for materials that
exhibit a high dielectric constant (i.e., are nonconducting and polarizable), and have
sufficient density to prevent tunneling to surrounding layers. To erase the device, a
reverse bias voltage is applied that removes the trapped charge from the Si3Ny reg-
ion. Typically, the SiO, adjacent to the polysilicon gate is thicker than the SiO,/Si
interface, resulting in charge injection occurring through the bottom SiO; layer.

Now that the source/drain and gate electrodes have been formed for nMOS and
pMOS complimentary devices, the remaining steps involve metalation — the selec-
tive deposition of metals that form the interconnection between the active devices
on the IC. Step m of Figure 4.25 shows the deposition of titanium onto the IC sur-
face, followed by annealing at a temperature of 600°C under a nitrogen environment.
Although Ti will readily react with the ambient N; to form TiN, titanium will also
readily react with Si atoms to form TiSi; in the regions where a Ti/Si interface exists
(at the top of the polysilicon gate, and source/drain cavities). The dark regions illus-
trated in step n of Figure 4.25 indicate the regions of TiSiy, with TiN formed in all
other areas. Metal silicides are used to reduce the resistivity of the polysilicon gate;
in addition to TiSi,, other analogues such as WSi,, and CoSi, are frequently utilized.
The exposed TiN is subsequently patterned using a photolithographic mask, and is
etched using a 1:1:5 NH4OH:H, 0, : H>O wet etching solution (step o).

A thick layer (ca. 1 um) of insulating oxide is then deposited onto the evolving
IC, which serves as the interconnect dielectric medium. Although SiO; was typically
used for this purpose, the latest ICs utilize a high-x dielectric such as carbon-doped
SiO, (Figure 4.33) that is reported to decrease the capacitance by up to 20% rela-
tive to undoped media. This improvement translates to higher performance at lower
power consumption — paramount for high-density modern ICs. Following planariza-
tion of the oxide layer (Figure4.25, step p), selected regions are patterned/etched
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Figure 4.33. Cross-section TEM image of the placement of a carbon-doped oxide (CDO) dielectric
between metal interconnects. Reproduced with permission from Intel Corporation (http://www.intel.com).

using our workhorse of photolithography (Figure 4.25, step q). The etched regions
are then back-filled with another metal (usually W or Co); however, to improve the
adhesion and electrical properties of the interface, a thin buffer layer of TiN is first
deposited (Figure 4.25, step r). Subsequent planarization results in a flat surface con-
taining isolated regions of tungsten.

The final steps involve deposition of the interconnect metal (Figure 4.25, step s).
Copper is now the metal-of-choice due to its more desirable electrical resistivity,
relative to Al (1.7 uQ cm vs. 2.7 uQ cm, respectively) that was exclusively used in
earlier ICs. Due to its low resistivity and high density, titanium nitride is an efficient
barrier level that prevents surface oxidation of Cu, as well as the interdiffusion of Cu
into adjacent layers. To yield the final multilayer IC shown in step t of Figure 4.25,
steps p—s are repeated. Indeed, a long complex process that took weeks in the making.

Perhaps a topic that has been overshadowed by the previous detailed discussion of
high-« dielectrics is the use of materials at the other end of the capacitance spectrum:
low-x dielectrics. In ICs, insulating dielectrics separate the conductive portions (e.g.,
wire interconnects and individual transistors) from one another. In order to fabricate
chips with higher speeds, the transistors must be placed closer and closer together,
thus resulting in a thinner insulating layer. This leads to charge buildup and crosstalk,
which adversely affects the maximum operating speed and performance of the chip.
The use of low-x dielectrics is important to reduce the parasitic capacitance, hence
enabling faster switching speeds and lower heat dissipation. Doping SiO, with flu-
orine reduces the x from 3.9 to 3.5; other approaches that yield values of ¥ < 1.5
involve the use of nanoporous dielectrics based on poly(amidoamine-organosilicon)
(PAMAMOS) films (see Chapter 5).

One has to remember that these multistep processes were not performed from
start to finish, one IC at a time. If that were the case, each chip would cost millions
of dollars! Instead, a large polished wafer that is currently 300 mm in diameter is
used as the base to assemble hundreds of ICs (called dies when they are perforated
from the large wafer). It is easy to see why the semiconductor industry has shifted
to larger-diameter wafers; though the fabrication facility (known as a fab) costs
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billions of dollars to establish, the price/chip is miniscule since one is essentially able
to assemble hundreds of chips at once (ca. 700 chips/wafer using 300 mm wafers
(Eq. 131191 — an increase of over 200% relative to 200 mm). It has been proposed
that the industry will shift to 450 mm wafers in the near future; however, this will
dramatically increase the costs associated with single-crystal ingot processing.
) m (wafer diameter/2)?  « (wafer diameter)
(13) Dies/wafer = - — -
die area +/2(die area)

It is interesting to note that although each wafer goes through the entire CMOS fab-
rication pathway, all of the completed chips/dies may not be equal. That is, micro-
processor chips running at 700 and 900 MHz may have been produced on the same
wafer! From our detailed discussion of CMOS fabrication, it is not hard to see how
neighboring chips may have slight variations in layer thicknesses/composition, con-
taminants, etc. that will significantly alter their ultimate performance. As you might
expect, it is typical for companies to sell the fastest of the fabricated chips at a pre-
mium price, and decrease the price accordingly for slower ones.

Thin-film deposition methodol ogies

The previous section described the deposition of a number of films onto the growing
IC — from insulating SiO; layers to the copper interconnects. As you might imagine,
a number of growth strategies are employed to yield the most desirable films for the
particular application. In IC fabrication, individual layers are deposited with varying
levels of thicknesses. For instance, relatively thick layers such as photoresist and
interconnect dielectrics may be deposited with a higher variability in film thickness.
However, for layers such as gate oxide and TiSi,, techniques that are able to deposit
films a monolayer at a time are required.

In addition to the application of adhesion promotors and photoresists during IC
fabrication, “bulk” deposition techniques such as dip- or spin-coating are commonly
used for decorative and/or protective coating applications. Films of organic or
inorganic (e.g., sol—gels) materials are also spin-coated onto a desired substrate, air-
dried to remove the solvent, and postannealed (if desired) to yield the appropriate
morphology/porosity of the final film.['!] It is possible to control the film thickness
during spin-coating through varying the solvent, spin rate, drop height, etc. How-
ever, this technique is not suitable for the growth of thin films where control over
film-thickness homogeneity, morphology, composition, conformality, and selectivity
are paramount to resultant performance.

As we mentioned in the Introduction, the “bottom-up” approach to materials
design, or building the structure one molecule/atom at a time, provides the ultimate
in control over the final properties of the material. For thin-film growth, this cor-
responds to vapor deposition techniques, rather than the “top-down” approaches of
dip- and spin-coating.

Vapor deposition techniques feature the introduction of gaseous molecular/atomic
subunits that self-assemble on the surface of the substrate to yield the desired
film. The rate of deposition is on the order of A min~', which allows for intimate
control over the properties of the growing film. There are two types of vapor
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Figure 4.34. Schematic of physical vapor deposition apparati. Shown are: (a) an evaporation system and
(b) a sputtering system.

deposition methods: physical vapor deposition (PVD) and chemical vapor deposition
(CVD). Both methods may be used to grow thin films of metals, alloys, oxides,
nitrides, carbides, silicon, or amorphous/graphitic carbon. PVD may occur through
the evaporation of atoms/molecules from a precursor solid in vacuo (evaporation,
Figure 4.34a), or through use of a high-energy Ar plasma source that causes the
vaporization of atoms from a solid target (sputtering, Figure 4.34b). Since all atoms
of the solid in both techniques will enter the gas phase, the resultant film is only as
pure as the solid precursor that is used. As a result, high-purity precursors must be
used for PVD; for example, a piece of gold foil of purity >99.99999% is typically
used as a target for Au sputtering.
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In general, coatings produced by the PVD process are hard, with a high atomic
density due to slow and efficient nucleation/growth. Depending on the exposure time
of the substrate with the plasma, the thickness of PVD coatings ranges from a few
angstroms to >30 um. Since the substrate is maintained at room temperature, there
are no limitations related to the thermal stability of the substrate. This is an important
consideration for coating materials that will decompose at high temperatures such as
plastics, paper, €etc.

Two methods for the evaporation of precursors may be employed — resistance heat-
ing and electron beam collision. The first method employs a simple alumina crucible
that is heated by a W filament. Temperatures as high as 1,800°C may be reached in-
side the chamber, which is enough for some metals or metal salts to vaporize. Depo-
sition rates for this method are 1-20 A s~!. The use of an electron beam to assist
in the precursor evaporation results in temperatures on the order of 3,000°C, being
more suited for the deposition of refractory metals/alloys and metal oxides such as
alumina, titania, and zirconia. Since the temperature of the chamber interior is much
higher than the walls, the gas-phase ions/atoms/molecules condense on the sidewalls
as well as the substrate; this may lead to film contamination as the nonselective coat-
ing flakes off the chamber walls.

For high-purity metal or carbon films, an ultrahigh vacuum (UHV) environment
(typically < 1 x 10~° Torr) must be used during PVD. This is necessary in order to
prevent the gas-phase reaction of metal/carbon atoms with atmospheric gases (e.g.,
H0, 07, N») that would preferentially form metal oxides, hydroxides, or nitrides
rather than the desired film. If mixed phases such as nitrides or oxides are desired,
purified nitrogen or oxygen is introduced into the chamber, respectively. For carbide
films, targets of both the metal and carbon are placed together within the vacuum
chamber. As one would expect, since such a high-purity metal and high vacuum
chamber must be used, PVD is relatively quite expensive. Another limitation is the
selectivity and conformality of the procedure. While PVD works well to deposit
material on surfaces in line-of-sight of the source, nonconformal deposition of com-
plex or rough surfaces (e.g., fibers) is a critical limitation. This issue becomes more
important for integrated circuits with feature sizes less than 100 nm, often with high
aspect ratios (height/width ratio of the surface feature, Figure 4.35).

By contrast, CVD is a process in which gaseous precursors are reactively trans-
formed into a thin film, coating or other solid-state material on the surface of a cat-
alyst or substrate. It should be stressed that CVD is no longer limited to thin film
growth; this method is now the preferred route to generating fiber-optic preforms, 12!
as well as an increasingly diverse nature of nanostructural architectures, especially
carbon nanotubes (CNTs) that will be detailed in Chapter 6. The CVD procedure
is often denoted as metal-organic CVD (MOCVD), which more accurately speci-
fies the use of an organometallic precursor, containing a central metal and ancillary
ligands.

The steps involved in the growth of thin films by CVD are shown in Figure 4.36.
Once the gas-phase precursor molecules enter the deposition zone (a), they are
physisorbed to the substrate surface through weak van der Waals interactions (b).
The ancillary ligands are removed through thermolysis, leaving the desired residual
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Figure 4.35. Illustration of conformal thin-film growth for (a) trench filling and (b) step coverage.
The line-of-sight limitation of PVD, relative to a conformal CVD technique, is shown in (b).
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Figure 4.36. The important steps involved in CVD using the thermolysis of precursor molecules.

species on the surface (c), and ligands being removed from the deposition chamber
via the carrier gas flow (d). Strong covalent interactions are then formed between the
surface and adsorbed species, resulting in chemisorption. The surface-bound species
may migrate along the surface and/or react with other surface species, eventually
nucleating on thermodynamically favored positions (¢) en route toward thin-film
growth. Since film growth occurs through surface migration of intermediate species,
CVD is the method-of-choice for depositions onto irregular surfaces where confor-
mality is not possible using PVD techniques (Figure 4.37). Though the substrate is
often placed horizontally in the CVD chamber, it is often more desirable to tilt the
substrate in order to increase the deposition rate and film density. As the substrate
is tilted, the precursor vapor is blocked from quickly passing overhead and spends a
greater amount of residence time near the substrate surface (Figure 4.38).

In addition to the surface governed reactions described above, there are also
gas-phase reactions that may take place between precursor/intermediate molecules.
Although these reactions may also be important in the growth mechanism (e.g., for
plasma-enhanced CVD), significant gas-phase reactions will result in less desirable
impure, granular, nonadhering, and nonconformal films. At relatively high tempera-
tures, the gas-phase precursors may preferentially react with one another rather than
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Figure 4.37. SEM images of an electroluminescent phosphor particle, ZnS (used in backlight displays for
cell phones, watches, €tc.), before (a) and after (b) the deposition of an aluminum oxide thin film. This film
is a transparent coating that prevents the phosphor particle from undergoing humidity-accelerated decay.
A technique known as fluidized-bed CVD was used, where a carrier gas both delivered the precursors to a
vertically aligned CVD chamber, and dispersed the powdery sample in order to expose all surface regions
to the precursor vapors.
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Figure 4.38. Molecular dynamics modeling of the flowrate in the vicinity of a tilted substrate.[13] Shown
is the extreme case of a 90° tilt, that is suspended in the chamber to allow for maximum turbulent flow.
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adsorbing to the substrate surface (b’, d’). The gas-phase nucleation causes granules
to form and fall to the substrate surface due to gravitational forces (¢’). Typically,
these reactions may be minimized by lowering the deposition temperature, which
will facilitate the surface-bound growth route. Though gas-phase growth is generally
not desired for thin-film applications, this technique has recently been applied for the
synthesis of nanoparticles.!4!

By definition, CVD is a nonequilibrium process. Although thermodynamics may
provide useful information about the overall energetics of the growth process,
kinetics must be used to provide information regarding reaction pathways or the
transformation rates of the gaseous precursors. The kinetic description of CVD is
divided into two parts: mass transport and the rates of the specific chemical reactions
involving the precursor and intermediate species. Since the growth rate for CVD is
relatively slow, the differences in forward and reverse reaction rates for interfacial
events are much smaller than the absolute rates themselves.l'5! Thus, CVD is fre-
quently treated as a pseudoequilibrium system, considering only the vapor and solid
immediately adjacent to the interface, the boundary layer.

At the microscopic level, there are a few key stages of thin-film growth. From
adsorbed monomers and surface migration, the first stage is formation of subcriti-
cal embryos of varying sizes. These particles will further nucleate while taking on
more precursor adsorption, forming a supercritical sized cluster. These clusters will
coalesce into growth islands, which will expose new regions of the substrate that
serve to adsorb additional precursor species. Isolated surface islands eventually grow
together, leaving holes and channels that are filled by adsorbing precursor molecules
to form a continuous thin film.

Two general types of reactors are used in CVD processes. In a hot-walled reactor
(Figure4.39), a tube furnace completely surrounds the deposition chamber con-
taining the substrate. The desired deposition temperature depends on the thermal sta-
bilities of the substrate to be coated, and the reactor (i.e., glass (T < 600°C) or quartz
(T <1,100°C)). Hot-walled reactors are used extensively for laboratory studies,

purifier

scrubbers

precursor

Furnace

Turbo Pump

Rough
Pump

Figure 4.39. Schematic of a horizontal hot-walled CVD reactor. Shown is a two-precursor system, where
the water sensitive precursor contacts water vapor directly over the heated substrate.
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and also in industry for the CVD of semiconductors and oxides. These reactors are
often preferred due to the simplicity of setup, while being able to maintain a uniform
temperature over a large number of substrates. However, secondary coating of the
reactor walls is unavoidable; frequent cleaning of these reactors is therefore neces-
sary, as deposits may easily flake off these surfaces and contaminate the growing
film. To prevent such problems, cold-walled reactors may also be used for a CVD
process, wherein only the substrate is heated. This focuses the surface and gas-phase
reactions to a region immediately surrounding the substrate surface. However, this
reactor type generally results in narrower deposition zones and slower growth rates
than hot-walled analogues.

Perhaps more than any other materials synthesis technique, semantics becomes a
challenge due to the plethora of acronyms that are used to describe a specific CVD
process. In particular, it is not sufficient to simply cite “CVD” alone in an article title;
a more explicit acronym must be used that states the type of deposition chamber and
precursor decomposition methodology employed. If no prefix is affixed to CVD, it
usually denotes simple thermolysis of a precursor within a standard cold- or hot-
wall reactor. However, if more energetic sources of energy are used to degrade the
precursor such as laser, plasma, or microwave plasma, the acronyms laser-assisted
CVD (LACVD), plasma-enhanced CVD (PECVD), and microwave plasma CVD
(MPCVD) are used, respectively. Rather than using high-energy plasma sources, a
relatively new CVD technique uses a heated filament to degrade precursor gases and
form reactive intermediates. This technique is referred to as either catalyzed CVD
(Cat-CVD) or hot-wire CVD (HWCVD, Figure 4.40).16]

The pressure of the reactor must also be defined, and acronyms APCVD, LPCVD,
and SCF-CVD are used to denote ambient, in vacuo, and supercritical pressure
conditions within the deposition chamber, respectively. In general, the resultant
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Figure 4.40. Schematic of a hot-wire CVD system. Reprinted from Povolny, H. S.; Deng, X. Thin Solid
Films 2003, 430, 125. Copyright 2003, with permission from Elsevier.
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film conformality of a CVD process follows the order LPCVD > APCVD, due to
the relative migration rates of intermediate species along the surface of the substrate.
However, it has recently been shown that conformal thin films of metal oxides may
be deposited on nonplanar substrates such as carbon fibers under APCVD, even at
low temperature.!!7]

While plasma-enhanced methods are very useful to lower the substrate temper-
ature, the as-deposited films are typically less conformal and often contain more
surface impurities than competing methods. In this method, reactive radicals, ions,
and atoms/molecules are formed in the gas phase that interact with the relatively
low-temperature substrate to generate a film. Some of the more recent applications
for plasma CVD include growth of cubic boron nitride (c-BN) thin films.[18]

In recent years, a complementary process known as atomic layer deposition (ALD)
has been widely utilized.!'°! In contrast to CVD, ALD features the sequential expo-
sure of a substrate to two or more precursors. The precursor vapors are pulsed into the
reactor one at a time, often being separated by inert-gas purges (Figure 4.41). This
establishes user-controlled deposition cycles, each comprising an adsorbed layer of
one precursor, followed by the selective surface reaction of a second precursor. Since
film growth occurs submonolayer at a time, ALD allows for an unprecedented con-
trol over the resultant film thickness, conformality, homogeneity, and stoichiometry.
This strategy will become most useful for the deposition of the thin high-x gate oxide
layers (e.g., HfO,, ZrO;) required for next-generation CMOS devices.

Oftentimes, the deposition mechanisms between ALD and CVD are quite dif-
ferent, even for identical precursor combinations. In particular, it is well known that
thin-film growth by CVD is heavily influenced by side reactions — not as problematic
for ALD. A CVD process often generates reaction products such as CO, RH, or HCI
that may be preferentially adsorbed onto the substrate surface. This will cause film-
growth termination unless the competitive adsorbents are removed through purging
with inert gas or introduction of a reducing gas such as Hj.

The chemical nature of the precursor represents the most critical component of a
CVD/ALD process. Generally speaking, the choice of a particular precursor is gov-
erned by the relative stabilities of the precursor and substrate, as well as the volatility,
cost, and hazards of the precursor. The coordination sphere of ligands surrounding
the central metal is extremely important; the organic ligands in these precursors may

A B A B
Pulse Pulse Pulse Pulse

Purge Purge Purge
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Figure 4.41. Tllustration of atomic layer deposition (ALD).
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lead to contamination of the films if they are not completely removed through a
combination of pyrolysis, reduction, or oxidation processes. Some precursors pose a
high risk when being used. For example, Ni(CO)4 has a very high toxicity, Al(Me)3
is pyrophoric, BoHg is explosive, and chloride-containing species are corrosive. In
general, organometallic precursors pose lower hazards than hydrides and halides, but
are much more costly.

Although it was once essential that volatile precursors be used, this is no longer
a synthetic limitation. Within the last decade, the gas/liquid properties of supercriti-
cal fluids (e.g., CO;) have been used to solvate certain precursors, facilitating their
use for CVD.[201 Two variations of this technique may be used; supercritical fluid
transport (SFT), using the fluid as an aerosol-like delivery vehicle, or in Situ thin-
film growth within a high pressure reactor, known as supercritical fluid deposition
(SFD). In these methods the precursor must be soluble in CO,, which is analogous
in solvating ability to hexane with an enhanced fluorophilic character.

A CVD process may involve the use of either single or mixed precursors. The best
precursor is a molecule that has sufficient volatility (or CO; solubility), and contains
labile ligands that will leave no organic residue behind during its surface-catalyzed
decomposition. In general, volatile liquids and oils are attractive CVD precursors
due to the relative ease of vapor transport through simple carrier-gas bubbling or
direct liquid injection (DLI) techniques. However, low-melting powders with high
volatilities and low decomposition temperatures are regarded as the best candidates
for CVD, as they are often less susceptible to premature hydrolysis during transfer to
the CVD system. Co-reactant gases such as NH3, H», H,S, H>O, €tc. are often added
in order to assist the removal of organic moieties from the organometallic precursor
molecule, preventing their incorporation in the growing film.

The use of mixed precursors adds complexity to the control over film stoichio-
metry. The different volatilities of the precursors often lead to irreproducible vapor-
phase concentrations. As a result, flow rates have to be carefully controlled to give
films of a desired composition. Another problem that is posed by the use of mixed
precursors is the variable rate of hydrolysis/oxidation, resulting in morphologically
varied films. Hence, it is most preferable to use a precursor that contains as many de-
sired building blocks of the thin film as possible (Figure 4.42). For the films deposited
during IC fabrication, common precursors include silane (SiH4) with co-reactant
gases of Hy (for polysilicon films), NH3 (for SizNy), and O3 (for SiO»). For tungsten
films, a 1:3 WF¢:H; precursor mixture is used; TiN is deposited using a TiCly /NH3
combination (Eq. 13).

(13)  6TiCls + 8NH; ~ S 6TiN + 24HCI + N,
Prior to CVD studies, it is essential that the potential precursor undergo thermogravi-
metric analysis (TGA) to determine the most suitable temperature regime for thin-
film growth (Figure 4.43). A sharp TGA curve with no remaining residue indicates
that the precursor vaporizes without significant ligand decomposition — most desir-
able for CVD applications. A large mass loss at low temperature also indicates that
the compound will be transported into the reactor with minimal gas-phase decompo-
sition. The volatility of the precursor is directly related to its molecular structure;
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Figure 4.42. Molecular structures of commonly used CVD precursor classes. Shown are: (a) metal [3-
diketonate (acetylacetonate, acac) complex to grow a metal oxide film (H, as the coreactant gas yields a
metal film); (b) a heteroleptic (more than one type of ligand bound to the metal) B-diketonate complex to
yield a Cu film; the ancillary ligand helps prevent oligomerization, enhancing volatility; (c) various types
of complexes to deposit metallic, oxide, nitride, or oxynitride films (depending on coreactant gas(es) used
— respective ligands are B-ketoiminato, B-diketiminato, amidinato, and guanidinato; (d) a metal azolato
complex commonly used to deposit lanthanide metal thin films.

large molecular weights and/or extensive intermolecular forces will significantly
decrease its volatility. An effective method to enhance precursor volatility is to incor-
porate partially and fully fluorinated ligands. The enhancement may be rational-
ized either by an increased amount of intermolecular repulsion due to the additional
lone pairs or that the reduced polarizability of fluorine (relative to hydrogen) causes
fluorinated ligands to have less intermolecular attractive interactions.
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Figure 4.43. Thermogravimetric analysis of organomagnesium CVD precursors, indicating the depen-
dence of molecular structure on its decomposition temperature. The ligand abbreviations are: dpm =
2,2,6,6-tetramethyl-3,5-heptanedionate, TMEDA = N, N, N’, N’-tetramethylethylenediamine, hfa =
1,1,1,5,5,5-hexafluoro-2,4-pentanedione, HTEEDA = H(N, N, N’, N’-tetracthylethylene diamine).
Reproduced with permission from Chem. Mater. 2005, 17(23), 5697. Copyright 2005 American Chemical
Society.

It is often desirable to deposit films that possess more complex stoichiometries.
These films may include mixed-metal, and binary/ternary metal oxides and sulfides
that are of importance for emerging applications for catalysis and microelectronics.
Although these materials may be generated through use of individual species, such
as Y, Ba, and Cu B-diketonates for YBa; Cu3O7_s superconductor films,[21] it is most
advantageous to use a single-source precursor for these applications. The fixed ratio
of component metals in the individual precursor molecules offers a unique route
toward stoichiometric control over thin-film and nanoparticulate growth. Further,
lower deposition or postannealing temperatures are often required for single-source
precursors relative to their co-reactant analogs.

Perhaps the greatest “Achilles heel” of using single-source precursors is the com-
plex and expensive synthetic procedures that are often required. Although this is
usually overcome in laboratory-scale processes, this represents a major limitation
for industrial scale-up considerations. Recently, a one-step reaction scheme was des-
igned to yield a host of single-source precursor molecules that were suitable for
the CVD growth of I-III-VI semiconductors (Figure 4.44).1221 Subsequent CVD
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Figure 4.44. Synthetic pathway for single-source precursor design. Reproduced with permission from
Inorg. Chem. 2003, 42, 7713. Copyright 2003 American Chemical Society.

studies using the ternary sulfide precursors were performed using an aerosol delivery
methodology, with films of comparable purity to those generated by highly expensive
procedures such as PVD from co-evaporation of source metals.

4.3. LIGHT-EMITTING DIODES: THERE IS LIFE OUTSIDE
OF SILICON!

Thus far, we have considered the structure and applications of Si — the most heavily
employed semiconductor. It should be noted that gallium arsenide (GaAs) is also
widely used for FET applications; since GaAs does not form a natural protective
layer analogous to SiO; onto Si, CVD is used to grow films such as GaS for surface
passivation. Many other direct bandgap semiconductors such as 1I-VI (eg., ZnS,
ZnSe) and I1I-V (e.g., GaN, GaP) are widely used for optoelectronic (light emission)
and photonic (light detection) applications. The most important applications for non-
Si semiconductors are light-emitting diodes (LEDs) and solid-state lasers. Unlike
Si-based devices, the bandgap of compound semiconductors may be significantly
altered by varying the stoichiometry of the composite elements.

At present, the applications for LEDs have been centered on commercial elec-
tronic displays such as clock radios, microwave ovens, watches, etc. However, the
availability of LEDs in a spectrum of colors has opened the floodgates for new
applications. The greatest breakthrough was realized in the 1990s with the dis-
covery of wide bandgap blue LEDs, making it possible to create any color of
light (Table4.2). Approximately 10—-15% of the traffic lights in the United States
have now been replaced with LED-based lamps. New automobiles also utilize this



4 Semiconducting Materials 203

Table 4.2. Comparison of the Observed Colors of LEDs

Observed color Wavelength of Semiconductor
emission (nm)
(Infrared) 880 GaAlAs/GaAs
Red 660 GaAlAs/GaAlAs
Red 633 AlGalnP
Orange 612 AlGalnP
Orange 605 GaAsP/GaP
Yellow 585 GaAsP/GaP
Green 555 GaP
Blue 470 GaN/SiC
Ultraviolet 395 InGaN/SiC
White — InGaN/SiC

lighting for ultrabright brake and turn-signal lighting. The higher initial cost of the
LEDs is quickly recovered due to their greater efficiency in converting electrical cur-
rent to light emission relative to incandescent lighting. That is, whereas LEDs con-
sume 10-25 W, an incandescent bulb of similar brightness consumes ca. 50-150 W.
Indeed, once an inexpensive white LED becomes commercially available, our society
will forever change as we shift from our longstanding reliance on inefficient and
short-lived incandescent bulbs. The light emission from LEDs is classified as a type
of luminescence, which is different from incandescence — the generation of light
from a material as a result of its high temperature. Since LEDs glow as a result of
an electrical current, this emission is referred to as electroluminescence. Two other
common types of luminescence include chemoluminescence (induced by a chemi-
cal reaction(s); e.g., “glow sticks”), and photoluminescence (induced through photon
excitation; e.g., vaseline glass discussed in Chapter 2). If the emission is prolonged,
lasting long after the stimulation source is removed, it is known as phosphorescence;
otherwise, the short-lived process is termed fluorescence.

As we saw earlier in this chapter, the wavelength (and color) of light emitted by
a direct bandgap material through electron-hole recombination is influenced by its
bandgap. In order to change the wavelength of emitted radiation, the bandgap of the
semiconducting material utilized to fabricate the LED must be changed. For instance,
gallium arsenide has a bandgap of 1.35eV (Table4.3), and emits in the infrared
(ca. 900 nm). In order to decrease the wavelength of emission into the visible red
region (ca. 700 nm), the bandgap must be increased to ca. 1.9eV. This may be
achieved by mixing GaAs with a material with a larger bandgap, such as GaP
(Eg = 2.35eV). Hence, LEDs of the chemical composition GaAsxP;_x may be
used to produce bandgaps from 1.4 to 2.3 eV (and varying colors), through adjust-
ment of the As:P ratio.

The bandgap and concomitant wavelength of light that is emitted from LEDs is
related to the bond strength between atoms in the lattice. For these compounds, as
the bond strength increases, there is more efficient overlap between molecular orbi-
tals that gives rise to a larger bandgap between bonding and antibonding MOs (i.e.,
valence and conduction bands of the infinite lattice, respectively). For a particular
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Table 4.3. Bandgaps of III-V Semiconductors

Semiconductor Bandgap (eV)
AIN 6.02
AlP 2.45
GaN 3.50
GaP 2.35
GaAs 1.35
GaSb 0.67
InN 1.95
InP 1.27
InAs 0.36

Group 13 metal, as one moves down the Group 15 Period, the bonding interaction
between III-V elements will become weaker through the interaction of more dif-
fuse atomic orbitals. For instance, the bond strengths of Ga—N and Ga—As bonds are
98.8 and 50.1 kcal mol™!, respectively. The larger bandgap for GaN relative to GaAs
translates to a short wavelength (blue color) of emitted light that is observed.

Most white LEDs employ a semiconductor chip emitting at a short wavelength
(blue), and a wavelength converter that absorbs light from the diode and undergoes
secondary emission at a longer wavelength. Such diodes emit light of two or more
wavelengths, that when combined, appear as white. The most common wavelength
converter materials are termed phosphors (e.g., ZnS — Figure 4.38), which exhibit
luminescence when they absorb energy from another radiation source. Typical LED
phosphors are present as a coating on the outside of the bulb, and are composed
of an inorganic host substance (€.g., yttrium aluminum garnet, YAG) containing an
optically active dopant (e.g., Ce). Use of such a single-crystal phosphor produces
a yellow light, upon combination with blue light gives the appearance of white.
A similar result has recently been produced through use of CdSe nanoparticles (see
Chapter 6).123] White LEDs may also be made by coating near ultraviolet (NUV)
emitting LEDs with a mixture of europium-based red and blue emitting phosphors,
plus green emitting copper- and aluminium-doped zinc sulfide (ZnS:Cu,Al). It is also
possible for LEDs to emit white light without the use of phosphors. For instance,
homoepitaxially grown ZnSe crystals simultaneously emit blue light from the film,
and yellow light from the ZnSe substrate.

Recently, there has been much interest in organic light-emitting diodes (OLEDs).
Flat-panel televisions, cellular phones, and digital cameras are already beginning
to employ this technology; it is only a matter of time before the “holy grail” of
flexible display screens and luminous fabrics are produced. OLED displays offer
many benefits relative to standard CRTs and LCDs such as enhanced brightness,
lower power consumption, and wider viewing angles.

The multilayered structure and electroluminescent mechanism of OLEDs is illus-
trated in Figure 4.45. Depending on whether small organic molecules or long repeating-
unit polymers are used (Figure 4.46), the diodes are referred to as OLEDs or PLEDs,
respectively. Under positive current, electrons and holes are injected into the emissive
layer from opposite directions — from the cathode and anode, respectively. The metal
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Figure 4.45. Multilayered structure of OLEDs/PLEDs. Also shown are the relative energy levels for
individual layers; light is emitted as a result of the radiative recombination of electron-hole pairs.

cathode is usually an alkaline earth or Al, which readily release a valence electron
(i.e., possess a low work function). The holes that migrate from the anode are blocked
from further transport to the cathode by an organic layer of BCP (Figure4.46c),
which has a relatively low-lying HOMO.

In contrast, the anode is usually tin-doped InyO3 (ITO, typically 1:9 Sn:In), since
this material is transparent and highly conductive (ca. 1 x 10* W—! cm~"). The sub-
stitutional replacement of In®* ions with Sn** ions results in n-doping of the lattice,
injecting electrons into the conduction band. The doping of Sn into the In,O3 lat-
tice may also result in SnO sites; this introduces holes in the lattice that reduces its
conductivity. The conductivity of ITO is due to both Sn dopants and O vacancies, as
represented by the general formula Iny_yxSnyxO3_7x. Since the organic hole-transport
polymer is in direct contact with ITO in an OLED, the surface properties of ITO is
important for effective hole injection. It has been shown that surface treatments such
as UV ozone cleaning or Ar/O; plasma treatments, result in an increase in the work
function of the ITO surface as the Sn:In ratio is decreased (and O concentration is
increased).
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Figure 4.46. Molecular structures of commonly used OLED/PLED materials. Shown are: (a) Alqs
(tris(quinoxalinato)Al (III)) used as an electron-transport material; (b) DIQA (diisoamylquinacridone)
used as an emissive dopant; (¢c) BCP (2,9-dimethyl-4,7-diphenyl-1,10-phenanthroline) used as an exciton/
hole blocking agent; (d) NPB (1,4-bis(1-napthylphenyl amino)biphenyl); (¢) PFO (9,9-dioctylfluorene)
used as an emissive polymer in PLEDs; (f) PEDOT-PSS (poly-3,4-ethylenedioxythiophene—polystyrene
sulfonate) used as a hole transport material in PLEDs.

The recombination of a hole and electron creates a quasiparticle known as
an exciton, which releases a photon of energy. Organic molecules in the emis-
sive layer facilitate exciton formation — likely through hole-trapping, followed
by Coulombic attraction to the free electrons. A challenge in OLED design is
to ensure that an equal number of holes and electrons meet in the emissive
layer. This is not trivial, since holes migrate much slower than electrons in con-
ductive organic molecules. The organic molecules used in OLEDs/PLEDs are
7 -conjugated, meaning that p, orbitals on adjacent (-C=C—-C=), units overlap,
resulting in 7 valence and ©* conduction bands. The observed color will depend on
the HOMO-LUMO gap of the molecule, which may be fine-tuned by altering the
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length of the conjugation, or nature of the molecular backbone (e.g., substitution of
electron withdrawing/donating groups, €fc.).

A limitation of traditional OLEDs/PLEDs is their relatively poor quantum effi-
ciency. An exciton may exist in either a singlet (total spin, S=0) or triplet state
(S=1), with the triplet outweighing the singlet by a 3:1 ratio. The molecules in the
emissive layer are referred to as fluorophores, which yield fluorescent radiation only
when a singlet exciton is formed. Hence, the theoretical maximum efficiency that
is possible is only 25%. In an effort to improve the efficiency, a number of recent
studies have been devoted to using organometallic compounds (transition metals
with organic ligands), which allow for rapid intersystem crossing (ISC) from the
excited singlet to light-emitting triplet states (Figure 4.47). The process of collect-
ing the excitons in the lowest excited triplet state is referred to as triplet harvesting,
and results in a 100% quantum efficiency of the OLED.[>#] This effect is most pro-
nounced for complexes of 4d and 5d transition metals with well-shielded valence
electrons, which exhibit large spin—orbit coupling!?*! and concomitant mixing of
singlet and triplet states.

4.4. THERMOELECTRIC (TE) MATERIALS

As our society attempts to wean itself from a dependence on fossil fuels, many alter-
native energy sources are being investigated. One interesting potential is from the
conversion of waste heat (e.g., vehicle engine heat) into electricity. This conversion
is due to the thermoelectric effect, first discovered for junctions (or thermocouple)
of two dissimilar metals. When metals are welded together, free electrons are able
to drift across the junction in a preferential direction, based on the different atomic
lattice structures of each metal. The migration of electrons effectively leaves one
metal electron-deficient (positively charged), and the other metal negatively charged.

If the two metals are held at different temperatures, a voltage will result that is
proportional to the AT. The ratio (AV/AT) is referred to as the Seebeck coefficient,
a, related to the band structure of the materials involved. The a value for semi-
conductors is at least two orders of magnitude larger for semiconductors relative to
metals, giving rise to much greater voltages. Contrary to the Seebeck effect, when a
current is passed through a closed circuit of the two metals, heat is produced at one
of the junctions and is absorbed at the other. Since the latter junction is cooled, this
Peltier effect has been largely exploited for thermoelectric cooling applications (e.g.,
auto seat coolers, computer component cooling).

A TE device consists of a heat source and sink, joined together via n-type and
p-type semiconductor materials (Figure 4.48). The figure of merit, ZT (Eq. 14), of
the device is useful to determine its suitability for power generation or refrigera-
tion — a means to describe the transport properties of the TE material. An effective
TE material should have a high Seebeck coefficient (heat conversion efficiency) and
electrical conductivity, as well as low thermal conductivity to maintain thermal isola-
tion in the device. The thermal conductivity is related to the transfer of heat through
a material through either electron transport or quantized lattice vibrations (phonons).
Hence, the ideal TE material has been described as a phonon-glass/electron-crystal,
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Figure 4.47. Illustration of triplet harvesting. In the absence of a triplet emitter, the triplet excitation
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Figure 4.48. Schematic of a thermoelectric device, which may be used for power generation or refrige-
ration.

having the electrical properties of a crystalline lattice, and thermal properties of an
amorphous/glass-like solid.

0(20'

(14) ZT=—=

Where a is the Seebeck coefficient (uV/K; 1-10 for metals, 150-250 for semicon-
ductors); the g, electrical conductivity; and /4 is the thermal conductivity.

Semiconductors are much more effective TE materials (greater ZT values) than
metals due to their significantly greater Seebeck coefficients and lower thermal con-
ductivities. A barrier toward higher ZT values for semiconductors is their relatively
small electrical conductivity, especially at low temperatures. In order to overcome
this limitation, the chemical composition of the semiconductor may be fine-tuned to
yield a small bandgap material, or one that is sufficiently doped with a low concen-
tration (ca. 10'8-10'° cm?) of electronic/thermal carriers exhibiting high mobility
through the lattice.

The most widely studied TE material is BiyTes, consisting of a hexagonal unit
cell with repeating. . .[Te-Bi-Te—Bi-Te. .. Te-Bi—Te—Bi—Te]... units (Figure 4.49).
Whereas Te-Bi layers are bound by strong covalent interactions, the bonding bet-
ween adjacent Te layers is through weak van der Waals interactions. This results in
bulk anisotropic electrical and thermal conductivity, being most pronounced along
planes that are perpendicular to the c-axis of the unit cell. To further improve ZT
values, BipTes crystals may be doped with n- or p-type dopants, with most desired
compositions of Biy Tes 7Seq 3 (n-type) and Big 5Sb; sTes (p-type), yielding ZT =1
at room temperature. This improvement results from a decrease in thermal conduc-
tivity of the lattice, brought about by phonon scattering by the dopant atoms (i.e., per-
turbing the symmetry of the lattice, affecting the organized lattice vibration modes).
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Figure 4.49. Unit cell of BiyTez — a widely studied thermoelectric material. The blue atoms are Bi, and
the pink atoms are Te. Reproduced with permission from Tritt, T. M.; Subramanian, M. A. MRS Bull.
2006, 31, 188. Copyright 2006 Materials Research Society.

The following list represents the primary materials classes that have been designed
in an effort to optimize ZT for thermoelectric applications.!?¢! The general strategy
is to dope the lattice with sufficient carriers (n- or p-dopants), while also interrupting
the phonon transport through the solid through the introduction of large interstitial
atoms.

(1)

(ii)

(iif)

Complex Solid-State Inorganic Lattices (e.g., CsBisTes, Bir_xSbxTe;_ySey,
ZrTes, Ag,PbmMnTemon(M = Sb, Bi), AgPb,,SbTey,, “Half-Heusler alloys”
MNiSn (M = Zr, Hf, Ti), Zro sHfy sNig.sPdy.5Sng.99Sbg o1). For half-Heusler
alloys, the unit cell is a combination of a NaCl lattice of two metals, with the
third metal occupying tetrahedral interstitial sites. For instance, for TiNiSn, the
Ti and Sn form the NacCl lattice, with Ni occupying 1/2 of the available tetra-
hedral interstitial sites (i.€., Ti:Ni:Sn = 4:4:4 atoms per unit cell). This combi-
nation offers a great deal of control over electronic/thermal conductivity of the
solid. While the introduction of Sn (p-doping) increases electrical conductivity,
heavy metal atoms such as Ti and Ni cause a decrease in thermal conductivity
through phonon scattering.

Crystal Structures with “ Rattlers’ (e.g., MSbs-based skutterudites, clathrate
architectures — Figure 4.50). In these structures, the dopant atoms are weakly
bound to the cage, and “rattle” in response to increasing temperature. As the
atom within the cages becomes smaller/heavier, the amount of structural dis-
order will increase causing a larger decrease in lattice thermal conductivity.
Oxides (e.9., NaCo,04, CazCo409, Alg 92Zng930). These structures consist of
Co0, layers, which serves as an effective electronic transport medium within
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Figure 4.50. Crystal structures of an unfilled IrSbs skutterudite (top — Sb atoms shown in black) and
Type I/Type 1I clathrates (bottom). In the skutterudite structure, a void is present in the center of the unit
cell, surrounded by 12 Sb atoms. For the clathrate structures, tetrahedrally bound framework atoms (e.g.,
Ge, Sn, Si) are illustrated in blue, and guest atoms within the various cages are shown in orange and
pink. Reproduced with permission from (i) Nolas, G. S.; Poon, J.; Kanatzidis, M. MRS Bull. 2006, 31,
199, Copyright 2006 Materials Research Society and (ii) Chem. Mater. 2000, 12, 697. Copyright 2000
American Chemical Society.

the lattice. A variety of oxide layers (MO, M = Na, Ca, Sr, Bi) are placed in
between the Co oxide layers to serve as phonon scatterers (Figure 4.51).

(iv) Nanoarchitectures(e.g., nanotubes and other nanostructures — described in more
detail in Chapter 6).

The comparison of ZT values for a host of the above materials is displayed in
Figure 4.52, along with the variation of ZT with temperature. The search for new
TE materials continues to be an extremely active area of research; recent work has
resulted in suitable TE components at virtually all temperature regimes. However,
the search continues for materials with ZT values in excess of 2.0; most materials
exhibit figure-of-merits <1.0.

IMPORTANT MATERIALS APPLICATIONS III: PHOTOVOLTAIC
(SOLAR) CELLS

The increasingly volatile prices and availability of gasoline and natural gas has
brought about a heightened awareness of our dependence on nonrenewable re-
sources. Currently, over 90% of the US electricity supply comes from the combus-
tion of fossil fuels (i.e., coal, oil, and natural gas) and nuclear power generation.
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Figure 4.51. Crystal structure schematic of CoOj-based TE oxides. Shown are (a) NaxCoO,, (b)
Ca3Co409, and (c) BipSrpCopOy. Reproduced with permission from Koumoto, K.; Terasaki, I.;
Funahashi, R. MRS BUII. 2006, 31, 206. Copyright 2006 Materials Research Society.

While the US coal reserve is estimated at 290 billion tons (enough to last another
230 years at current production levels), there is an increased concern about the adv-
erse environmental effects associated with its combustion, namely SOy, NOy, and
CO, emissions. With the energy needs of our world likely to double within our gen-
eration, there continues to be active development of alternative renewable energy
sources. In an earlier chapter, we dealt with hydrogen-based fuel cells; we now will
describe another extremely attractive option — harvesting the unlimited power from
the sun.

The majority of commercial photovoltaic cells utilize silicon-based technology.
When sunlight comes in contact with a p—n diode, the absorbed energy causes promo-
tion of electrons from valence to conduction bands, generating additional electron-
hole pairs. The most noticeable result of this excitation is an effective increase in the
number of electrons in the conduction band of p-Si (or holes in n-Si, referred to as
the minority-carrier concentration). As a result, electrons in the p region will diffuse
into the depletion region, where the junction potential propels them back into n-Si
(vice versa for holes; Figure 4.53a).

In the design of solar cells, a small bandgap semiconductor is desirable since it
requires less energy to promote electrons from valence to conduction bands. How-
ever, though the resultant photovoltage of the solar cell is directly proportional to
the bandgap, higher energy photons would be converted to heat rather than electrical
energy. The use of a higher bandgap material would result in a lower photocurrent
since only high-energy photons (E > Eg) would be absorbed. The bandgaps of Si
and GaAs (1.1eV (1,127 nm) and 1.4 eV (886 nm), respectively) are able to absorb
a broad range of electromagnetic radiation; however, the efficiencies of Si or GaAs
based solar cells are only 20-25%. Thin-film solar cells that utilize amorphous sili-
con (a-Si) are also currently under investigation. Since Si atoms do not form a con-
tinuous crystalline array, surface sites contain significant numbers of dangling bonds,
which are easily passivated through reaction with hydrogen (yielding hydrogenated
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Figure 4.52. The temperature dependence of ZT values for various TE materials. TAGS refers to
(GeTe)g g5 (AgSbTe,)g 35. Reproduced with permission from Tritt, T. M.; Subramanian, M. A. MRSBull.
2006, 31, 188, and Chem. Mater. 2006, 18, 1873. Copyright 2006 American Chemical Society.

amorphous silicon, a-Si:H). The larger bandgap of a-Si (1.7 eV) is more effective at
capturing broadband solar energy; however, the best efficiencies to date are less than
10% for this technology.

In order to capture a larger range of photon energies, multijunction photocells have
recently been introduced. This method consists of a stack of semiconductor layers
with decreasing bandgaps (Figure 4.53b). Top layers have higher bandgaps, and are
able to absorb higher energy photons; lower layers of the cell absorb the transmitted
lower energy wavelengths. The multijunction solar cell shown in Figure 4.54b has
resulted in an efficiency of 34%, the highest value reported for all photovoltaic cells
to date.[27! It has been proposed that replacement of GaAs with a material with an
E; of 1.25 eV would result in a higher overall efficiency, since more photons would
be collected by the second layer and fewer would be transmitted to the bottom Ge
substrate. With additional tweaking such as altering the number of layers, individual
layer thicknesses/stoichiometries, it is expected that multijunction photocells with
efficiencies of 45-50% and higher will soon be realized.
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Figure 4.53. Schematic of (a) a single-junction and (b) multijunction photovoltaic cell.

While it is important to control the stoichiometry of each layer to adjust their
bandgaps, it is equally important to have as few interfacial mismatches as possible.
That is, each layer must be epitaxially grown to ensure that the lattice constants
are perfectly matched. It has been shown that a lattice mismatch of only ca. 0.01% is
enough to cause significant electron-hole recombinations, resulting in lower cell effi-
ciency. CVD is the method of choice for the fabrication of these multilayer devices;
as you might expect, cells of this variety are relatively quite expensive.
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Figure 4.54. Schematic of a dye-sensitized photovoltaic cell. The TiO,-bound dye molecules act as the
light harvester. Electrons are injected into TiO», flow to the collector electrode and through the circuit to
the counter electrode. The dye is regenerated by electron donation from the I3~ /31~ couple (0.536 V).
Reproduced with permission from Inorg. Chem. 2005, 44, 6841. Copyright 2005 American Chemical
Society.

In an effort to decrease the cost of production for solar cells, new architectures
known as dye-sensitized solar cells (DSC) are of increasing interest. Instead of light
being absorbed by inorganic semiconductor layers, absorption occurs in an organic-
based film that comprises light-harvesting dye molecules bound to a TiO, surface
(Figure 4.54). When the dye absorbs a photon, the resultant excitation injects elec-
trons into the titanium, which transports them to the negative electrode, with the
positive electrode attached to the electrolyte.!28] To date, the maximum efficiency of
DSCs is only ca. 11%; however, it is likely that this value will significantly improve
as alternate nanomaterials are utilized (see Chapter 6). There are already commercial
products that contain DSC technology.!2%]

The TiO, used in DSCs is not present as a smooth film, but as a porous nanostruc-
tural sponge, with a very high surface area. This improves the number of active sites
that may absorb light, analogous to the stacked structure of leaves that convert light
to energy using the light-harvesting molecule chlorophyll. The oxide nanoparticles
are carefully prepared to preferentially expose the (101) face of anatase, which is the
lowest energy surface — providing the lowest LUMO level to accept electron density
from the sensitizer. It should be noted that other wide bandgap semiconductor oxides
such as SnO, and ZnO have also been employed within DSCs.

Not unlike their inorganic semiconductor counterparts, the light-harvesting mole-
cule is perhaps the most important component of a DSC. The dyes employed for this
application are ruthenium complexes that feature highly conjugated ligands similar
to those employed for OLED applications. The absorption of UV-Visible radiation
causes T — 1* and metal-to-ligand charge transfer (MLCT) electronic transitions.
The latter transition is quite pronounced for ruthenium, since its valence d-electrons
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Adapted with permission from Inorg. Chem. 2005, 44, 6841. Copyright 2005 American Chemical Society.

are heavily shielded from the nuclear charge and are more easily promoted to lig-
and unoccupied orbitals. The donation of electron density from the bound sensi-
tizer is due to MLCT which results in the oxidation of the Ru(II) metal center.
(Figure 4.55a). The design of sensitizer ligands is not trivial; the ©* LUMO of the
ligand must be of appropriate energy to allow electron transport to flow to the
TiO, surface from the metal ion. However, it is also possible for an electron to be
injected back to the sensitizer from the conduction band of the TiO; (Figure 4.55a).
By designing the sensitizer appropriately, the rate of electron flow from the dye to
TiO, will be much faster than the reverse reaction. An intriguing way to accomplish
this is through the incorporation of a hole-trapping group attached to the ligands
(Figure 4.55b). After MLCT takes place and the electron is injected into the TiO;
layer, the positive charge is transferred to the hole-trapping moiety. This increases
the distance of the hole from the surface, which slows the rate of TiO;-sensitizer
back-donation considerably.
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Topics for Further Discussion

1.

If a circular silicon wafer, with a diameter of 300 mm and thickness of 0.5 mm, is 99.9999999% pure,
how many impurity atoms are present in the wafer?

. What is meant by “density of states,” and how does this influence the electrical conductivity of a

semiconductor?

Your supervisor has asked you to deposit the following thin films; what transition metal/main group
complexes would you employ that would impart a high volatility of the overall complex, and low C
incorporation in the growing film? Also, think of what coreactant gas(es) would be most appropriate
for CVD. (a) ZrO, (b) Zr3Ny4 (c) ZrxHf1 _x O, (d) PZT (e) Mg () Alqs (i.e., Figure 4.46a).

Explain how LEDs/OLEDs operate, and think of some intriguing applications for these types of
materials.

Why is TiO; used in dye-sensitized solar cells (DSCs)? What other oxides would possibly be useful?
As discussed in this Chapter, next-generation CMOS ICs will employ high-x dielectric films as the
gate insulator. A potential roadblock to this replacement is the possible incompatibility with current
gate stacks — explain this problem, with possible solutions.

Explain the differences between ALD, CVD, and PVD. Which one provides the greatest control over
the properties of the growing film?

In this Chapter, there was a lot of discussion related to silicon-based devices and applications. As we
attempt to continue Moore’s Law into the future, how likely is it that Si will be replaced entirely? If
this paradigm shift was proposed, what would be some negative consequences associated with such
a move?
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9. Why are chlorinated coreactants used during the initial oxidation step of CMOS fabrication, and
what are the mechanisms involved with its reactive participation?

10. How are the bandgap (Eg) and dielectric constant (x) of a thin film determined experimentally?
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CHAPTER 5
ORGANIC “SOFT” MATERIALS

Take a minute to look at the room and furnishings around you. Virtually everything
you will see is at least partially comprised of organic-based building blocks. From the
plastics that surround electronic components to individual carpet fibers, no other type
of material is as heavily utilized in our society as organic-based polymers. As first
defined by Staudinger in 1920, a polymer is any material that is comprised of an
extended structure of small chemical repeat units, known as monomers. For sim-
plicity, the monomeric unit is almost always clearly identified within the polymer
name (i.e., “poly(monomeric unit),” Figure 5.1). A polymer is generally comprised
of more than 100 repeat units; structures with lower numbers of chemical repeat units
are known as oligomers. Strictly speaking, all solid-state materials with an infinite
structural array are classified as polymers — even inorganic structures such as metals,
ceramics, and glasses. However, since we have described inorganic-based materials
in previous chapters, we will focus our present discussion on polymeric materials
that feature a carbon-containing backbone.

Organic-based materials are generally associated with “soft” characteristics —i.e.,
relatively low-melting and undergo facile plastic deformation. Though this is gene-
rally the case for popular commercial polymers such as plastics and rubbers, there
are numerous other polymer classes that exhibit hardness and thermal stabilities
that even rival inorganic ceramics. Although polymeric materials have long been
used in packaging and other consumer product applications, recent developments
have extended the utility range to now include microelectronics, photovoltaics, self-
healing materials, and drug-delivery agents that were not envisioned a short time
ago. As a testament to the importance of polymers in our world, the current volume
of polymers used for commercial and industrial applications already exceeds the vol-
ume of steel and aluminum combined. In our era of soaring gas prices, automobile
manufacturers are also scrambling to add more plastics to their vehicles. In addi-
tion to fabrication cost savings and enhanced design flexibility relative to steel, it
is estimated that every 10% of weight reduction will yield a 5% increase in fuel
economy.
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Figure 5.1. Molecular structures of the chemical repeat units for common polymers. Shown are
(a) polyethylene (PE), (b) poly(vinyl chloride) (PVC), (c) polytetrafluoroethylene (PTFE), (d) polypropy-
lene (PP), (e) polyisobutylene (PIB), (f) polybutadiene (PBD), (g) cis-polyisoprene (natural rubber),

(h) trans-polychloroprene (Neoprene®

rubber), (i) polystyrene (PS), (j) poly(vinyl acetate) (PVAc),

(k) poly(methyl methacrylate) (PMMA), (1) polycaprolactam (polyamide — nylon 6), (m) nylon 6,6,
(n) poly(ethylene teraphthalate), (o) poly(dimethyl siloxane) (PDMS).



5 Organic “ Soft” Materials 223

5.1. POLYMER CLASSIFICATIONS AND NOMENCLATURE

The most fundamental classification of polymers is whether they are naturally occur-
ring or synthetic. Common natural polymers (often referred to as biopolymers)
include macromolecules such as polysaccharides (e.g., starches, sugars, cellulose,
gums, €fc.), proteins (e.g., enzymes), fibers (e.g., wool, silk, cotton), polyisoprenes
(e.0., natural rubber), and nucleic acids (e.9., RNA, DNA). The synthesis of biode-
gradable polymers from natural biopolymer sources is an area of increasing interest,
due to dwindling world petroleum supplies and disposal concerns.

Synthetic polymers may be classified under two general umbrellas: thermoplastics
and thermosets. As their names imply, this definition is illustrative of the properties
exhibited by these materials under elevated temperatures. For instance, thermoplas-
tics consist of long molecules with side chains or groups that are not connected to
neighboring molecules (i.e., not crosslinked). Hence, both amorphous and crystalline
thermoplastics are glasses at low temperature, and transform to a rubbery elastomer
or flexible plastic at an elevated temperature known as the glass-transition temper-
ature (Tg; Figure5.2). The T, is the most important property of polymers, being
analogous to the melting point of low molecular weight compounds.'! In contrast
to thermoplastics, thermosets are initially liquids and become hardened by a ther-
mally induced crosslinking process known as curing. Also, unlike thermoplastics,
since the crosslinking process yields a stable 3D network, thermosets may not be
remelted/reprocessed. Thermoset polymers are usually synthesized within a mold
to yield a desired shape/part; once the polymer cures, the only way to reshape
the material is through machining processes (€.g., drilling, grinding). The most

Semicrystalline polymer
atT<T

Semicrystalline polymer
atT>T

Stress

(o)

Rubber

Strain
()

Figure 5.2. Stress Vvs. strain curves for various polymers around its glass-transition temperature. The
maximum in the curve that occurs at Ty is referred to as the yield point (onset of plastic deformation).
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Figure 5.3. Illustration of a hardening mechanism responsible for epoxy resin curing.

common type of thermosetting polymer is epoxy resin, widely used for adhesives
and paints/coatings, which harden through crosslinking reactions with a curing agent
such as primary and secondary polyamines (i.€., containing reactive -NH, groups;
Figure 5.3. Once the polymer has cured, the only way to reshape the part is by
machining (e.9., grinding, drilling, etc.).

Regarding the overall structure of polymers, there are five classes of macromolecu-
lar architectures, ranging from simple linear arrays to megamers— complex structures
built from ordered hyperbranched (dendritic) polymers (Figure 5.4). As you might
imagine, linear chains are best able to pack into a regular crystalline array; how-
ever, as the degree of chain branching increases, only amorphous phases are formed.
Due to the pronounced length of polymer chains, it should be noted that regions
of crystallinity generally form where only a portion of the polymer chains are reg-
ularly organized, while others remain disordered. This structural diversity directly
affects physical properties such as tensile strength, flexibility, and opaqueness of the
bulk polymer. This chapter will delve into various polymer classes, with a detailed
examination of the structural influence on resultant properties.

As a more general structural definition, a polymer synthesized from only one
type of monomer is referred to as a homopolymer. In contrast, a polymer that is
formed from more than one type of monomer is known as a copolymer. The terms
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Figure 5.4. The five major structural classes of polymers. Reproduced with permission from Frechet,
J. M. J.; Tomalia, D. A. Dendrimers and Dendritic Polymers, Wiley: New York, 2001.

terpolymer, tetrapolymer, pentapolymer, €fC. are used to designate a polymer derived
from three, four, five, etc. co-monomers. Although homopolymers contain only one
repeating chemical unit in their structure, this distinction is not always clear. For
instance, polyethylene polymers often contain short-chain branched impurities as a
consequence of the polymerization process. However, since this unintentional struc-
tural deviation results from a polymerization process involving only one type of
monomer, the term homopolymer is still most appropriate.

There are four types of copolymers: random, alternating, block, and graft, each
exhibiting varied physical properties. In contrast to block copolymers, which
contain long adjacent sequences of A and B monomers, the chain of an alternat-
ing copolymer is comprised of the sequence (—A—B-)n. A random copolymer is
formed from the random linkages of A and B monomers along the chain (e.g.,
—AAABAABBBAAB-). Graft copolymers may be considered as another type of
block copolymer, which feature one long chain of one monomer with offshoots of
a second monomer emanating along its length (Figure5.5). The structure, length,
and placement of the copolymer units directly affect physical properties such as
crystallinity, density, strength, brittleness, melting point, and electrical conductivity
(for conductive polymers).

Each carbon within the polymer chain may be considered as a chiral center. As a
result, a parameter referred to as the tacticity may be defined that describes the
stereoregularity of adjacent carbon centers (Figure 5.6). A polymer that contains sub-
stituents on the same side of the polymer chain is referred to as isotactic, and often
exhibits some degree of crystallinity. In contrast, if adjacent substituents are arranged
on alternating sides of the polymer chain, a syndiotactic polymer is formed. Unless a
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Figure 5.6. The tacticity of polymer chains. Illustrated are (a) isotactic, (b) syndiotactic, and (c) atactic

polymers.
polymerization scheme uses a catalyst that confines the nucleation/propagation site,
the substituents will be randomly organized — either disordered throughout the entire
polymer chain (atactic) or along every other repeat unit (hemiisotactic). Due to the
structural randomness, atactic polymers are almost always entirely amorphous.
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Figure5.7. Illustration of sequence isomerization exhibited by polymer chains. Shown are (a) head-to-tail
and (b) head-to-head/tail-to-tail sequencing.

Another form of isomerism that exists for polymers is the arrangement of adjacent
repeat units. For an individual monomeric unit, the subsequent monomer may add in
a head-to-tail or head-to-head/tail-to-tail fashion (Figure 5.7). The sequence is often
determined by the substituents; for instance, sterically bulky groups (e.g., phenyl)
dictate a head-to-tail array for polystyrene. On the other hand, polymers that feature
halide substituents (e.g., poly(vinyl fluoride)) contain significant numbers of head-
to-head/tail-to-tail sequences.

Thus far, we have considered the organization and composition of the main
polymer chain, held together through covalent bonding of neighboring carbons.
However, the physical properties of a particular polymer are more strongly affected
by the intermolecular forces that exist between individual polymer chains. For ins-
tance, crosslinking through covalent bond formation is responsible for vulcanization
of rubber (Figure 5.8a). In contrast, the greater flexibility of nylon is due to the
relatively weaker interchain hydrogen bonding interactions (Figure 5.8b). Other
types of inter- or intrachain interactions include dipole—dipole and van der Waals
(induced dipole) forces (Figure 5.8¢,d).

5.1.1. Polymerization Mechanisms

Polymers may be synthesized by two general mechanisms: step-growth (condensa-
tion) and chain (addition) polymerizations. Step-growth is the least limiting desig-
nation, relative to condensation, since the former is also appropriate for polymeriza-
tions that do not eliminate water during the reaction (Eq. 1). Table 5.1 lists the im-
portant distinctions between addition and step-growth polymerization schemes. As
its name implies, step-growth involves the reactions of functionalized monomers to
build up polymer chains through dimers, trimers, €fc., en route toward oligomers, and
polymers. The acid/base catalyzed synthesis of SiO, networks by sol-gel (Chapter 2)
is a widely used application of step-growth polymerization. In contrast, addition
polymerization involves the activation/addition of unsaturated monomers, yielding a

) NXRX + nHYR'YH — X(RYR'),YH + nHX
(where X = OH, Cl, etc.; Y = NH, O)
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much higher MW polymer in a relatively short period of time. Since step-growth pro-
ceeds through the reaction of neighboring complementary functional groups, small
molecular byproducts such as HX, H;O, etc. are generated; addition reactions do not
yield such elimination products.

The molecular weight of a polymer may be generally described as the molecular
weight of the monomer(s) multiplied by the degree of polymerization (DoP) or the
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Table 5.1. Features of addition and condensation polymerization schemes

Addition (chain growth) Condensation (step-growth)

1. Unsaturated monomers Monomers contain > 2 functional groups

2. No products are eliminated Elimination of HyO, HCI, etc.

3. Only monomer and polymer are Monomers and polymer are accompanied

present during polymerization by dimers, trimers, and oligomeric
species

4. Only monomers add to the growing All intermediate species are reactive, and

polymer contribute to the growing polymer

5. Mechanism involves reacting with Involves simple elimination reaction

double bond by active species like free between monomer functional groups

radicals or ions

6. Rapidly yields a high MW polymer; Molecular weight is typically lower than

crosslinking is achieved through use of addition polymerization. The presence of

monomers with two double bonds (e.g., small amounts of multifunctional

divinylbenzene) monomers results in extensive
crosslinking (gels)

7. Examples: polyolefins, polydienes, Examples: polyesters, polyamides,

vinyl polymers, acrylic polymers polycarbonates?, epoxies

(fun fact) a polycarbonate layer is used between glass panels to absorb the energy of a bullet
blast — “bullet-proof™ glass.

number of repeat units. If all of the individual polymer chains were equivalent in
length and composition, this would yield an exact molecular weight value analogous
to molecular or ionic solids. However, due to the variance in polymer chain lengths,
the best we can attain is to assign a molecular weight distribution, characterized by
using an empirical technique known as gel-permeation chromatography (GPC).12 A
broad peak indicates that a greater variance in molecular weight is present, which is
not desirable for most applications.

The range of the molecular weight distribution is referred to as the polydispersity,
given by the polydispersity index (PDI). This value is calculated from the weight
average molecular weight, Xy, divided by the number average molecular weight,
Xn (Eq.2). The PDI will always be >1; however, as the polymer chains approach
a uniform length, the PDI will approach unity. The types of polymerization used,
as well as experimental conditions (e.g., temperature and nature of the catalyst),
are paramount in generating a polymer with a narrow polydispersity. For instance,
typical addition polymerization, results in PDI values of ca. 10-20, compared to
2-3 for step-growth polymerization. However, using precise temperature control
to limit termination mechanisms, PDIs of <1.5 may be generated for both techniques.

X

w

Xn

(2) PDI=

i

where

_ X NME g 2N
2. NiMi 2iNi

(N is the number of molecules with molecular weight M;)

Xw
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Not surprisingly, nature is far ahead of human ingenuity — biopolymers have PDI val-
ues very close or equal to one, indicating that only one length of polymer is present —
directly responsible for the high specificity and efficiency of complex living systems.

Addition polymerization

Addition polymerization involves three steps: initiation, propagation, and termina-
tion. During initiation, either radicals (Figure 5.9) or ionic species are generated from
the controlled decomposition of an initiator molecule. The reactive intermediates are
then sequentially added to the C—C bonds of monomers to propagate the growing
polymer chain. Free-radical polymerization is the most common method currently
used to synthesize polymers from vinyl-based monomers.

Due to the high reactivity of the radical fragments, facile chain-transfer may
occur (Figure 5.9d i,ii), whereby the radical end of the growing chain abstracts an

O
" L_O—O_CO —b @ o
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CH, CH, CHy
A N ~
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CN CN LN
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Figure 5.9. Reactions involved in free-radical addition polymerization. Shown are (a) (i)—(iii) generation
of free radicals from a variety of initiators, (b) initiation of polymer chain growth through the combination
of a free radical and unsaturated monomer, (c) propagation of the polymer chain through the combination
of growing radical chains, (d) chain-transfer of free radicals between the primary and neighboring chains,
and (e) termination of the polymer growth through either combination (i) or disproportionation (ii) routes.
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atom from another molecule/chain. The second molecule may be monomer, solvent,
initiator, or other polymers that exist in solution. As a result, the growth of the pri-
mary chain is terminated, and a new radical capable of propagation/polymerization
is generated. Oftentimes, chain-transfer results in hydrogen abstraction from the sec-
ond molecule, which causes branching (Figure 5.9d ii). The second molecule may be
totally unreactive or moderately reactive with the monomer (i.e., relative to normal
propagating radicals). Hence, a deliberate addition of these molecules may be used
to inhibit or slow the polymerization process.

Although free-radical polymerization is highly susceptible to chain-transfer, it is
possible to suppress these side reactions — resulting in living polymerization. By
definition, a living process will result in a linear increase in the polymer molecular
weight with monomer consumption. In order to gain strict control over the polymeri-
zation process, a number of approaches have recently been designed:

(i) Nitroxide-Mediated Polymerization (NMP). A stable free radical (eg., I,
2,2,6,6,-tetramethyl-1-piperidinyloxyl (TEMPO)) is added to the solution,
acting as a radical scavenger. The TEMPO radical is exceedingly stable due
to the nearby methyl groups that supply electron density and help stabilize
the unpaired electron that is delocalized over the N—O bond. The coupling of
TEMPO with the polymeric radical is reversible, which allows one to control
the molecular weight and polydispersity of the resultant polymer by varying
the monomer: TEMPO ratio.

Me

(ii) Atom-Transfer Radical Polymerization (ATRP). A halogenated organic and
metal complex are added to the solution, which generate a radical initiator
(Figure 5.10). As the monomer reacts with the initiator, the halide moiety pref-
erentially terminates the chain. This process is considered redox-controlled
polymer growth, since the polymer chain may grow only as additional atom-
transfer reagents are added to the solution.

(iii) Reversible Addition Fragmentation Chain-Transfer Polymerization (RAFT).
This process features the addition of RAFT agents, containing thiocarbonyl-thio
groups. The reaction of radicals with the C—S bond forms a stabilized radical
intermediate. In an ideal system, these intermediates do not undergo termination
reactions, but rather reintroduce a radical capable of reinitiation or propagation
with monomer, while they themselves reform their C—S bond (Figure 5.11).
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Figure 5.10. Mechanism of atom-transfer radical living polymerization. In this process, addition of atom-
transfer agents results in initiating radicals that react with monomers. Rather than terminating polymer
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Figure5.11. Illustration of the general reaction scheme responsible for RAFT polymerization.

The cycle of addition to the C—S bond, followed by fragmentation of a radical,
continues until all monomer is consumed. Termination is limited in this system
by the low concentration of active radicals.
A recent development in living polymerization are iniferters — a single molecule
that is capable of initiating, transferring, and terminating the radical polymeriza-
tion process (Figure 5.12). Upon absorption of UV light, an iniferter generates a
carbon radical and sulfur-based dithiocarbamyl radical. Whereas the carbon radi-
cals are extremely reactive toward the monomer, the dithiocarbamyl radical is not
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Figure5.13. Reactions involved in cationic addition polymerization. Shown are (a) generation of a carbo-
cation intermediate from a Lewis acid initiator, (b) propagation of the polymer chain through the combi-
nation of the carbocationic polymer chain and additional monomers, and (c) termination of the polymer
growth through either proton abstraction (i) or anionic attachment (ii) routes.

sufficiently reactive toward propagation. Termination in iniferter systems may take
place through either carbon—carbon or carbon—dithiocarbamyl bimolecular radical
termination. The former route results in a dead unreactive polymer, whereas the lat-
ter route forms another iniferter species that may reinitiate upon UV light irradiation.

In addition to radicals being generated from initiators, cationic species may also
be formed in an addition polymerization process (Figure 5.13). In these systems, a
Lewis acid (e.g., AlCl3, BF3, efc.) must also be accompanied by a protic Lewis base
(e.0., NH3, H>0), which renders the proton as the actual initiator (Figure 5.13a).
By contrast, anionic polymerization routes utilize organolithium compounds (e.g.,
butyllithium) or alkali metal amides (e.9., NaNH>) as initiators (Figure 5.14). In these
ionic systems, propagation occurs through the combination of additional monomer
with carbocationic/carbanionic intermediate species. For cationic polymerization,
termination may occur through either proton or hydroxyl abstraction from the
counteranion. By contrast, anionic polymerization is a “living” process; termina-
tion does not occur spontaneously, and is controlled through the addition of a Lewis
base.

Heterogeneous catalysis

Thus far, we have considered the case for radical polymerization for the conversion
of unsaturated monomers into polymer chains. However, none of the aforementioned
techniques offer stereoselective control over the growing polymer chain, resulting
in purely atactic polymers. In order to gain such control, it is necessary to spatially
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Figure 5.14. Reactions involved in anionic addition polymerization. Shown are (a) generation of a
carbanion from a Lewis basic initiator, (b) propagation of the polymer chain through the combination
of the carbanionic polymer chain and additional monomers, and (c) termination of the polymer growth
through the addition of a Lewis base. Unlike the other addition polymerization schemes, termination does
not occur in situ, but must be initiated deliberately.

confine the reactive site to control the direction of incoming monomer/growing poly-
mer. The most common method used to control the tacticity of the resulting polymer
is Ziegler—Natta polymerization.

Ziegler—Natta polymerization is an example of heterogeneous catalysis — a dual-
phase system where polymerization occurs on the surface of the catalyst. A crys-
tal of TiClz or TiCly is used in association with an aluminum alkyl co-catalyst
(Figure 5.15). Since the Ti sites on the surface are co-ordinatively unsaturated,
monomer may attach along a controlled direction. The aluminum (Lewis acidic)
complex acts as an initiator, facilitating monomer coordination through abstraction
of a Cl group from the Ti coordination sphere. The Lewis acidic Al site also assists
in the intramolecular rearrangements that are essential for chain propagation.

If TiCl3 is used as the catalyst surface, an isotactic polymer is formed. However,
changing the surface to VCl3 yields a syndiotactic product. This difference may be
explained by looking at the relative sizes of Ti** and V3*. Due to an increase in the
effective nuclear charge (Zcf) as one moves from left to right of the Periodic Table,
the V3* center is smaller which creates more steric hindrance among the coordinated
polymer and incoming monomer. As a result, there is less room for the ligands to
undergo an equatorial—axial shift for V3*, and the incoming monomer may approach
in two directions. Since this spatial ligand shift readily occurs for the larger Ti*T, the
monomer approaches along a single direction, resulting in an isotactic polymer. The
decrease in reaction rate and polymerization efficiency upon substitution of Ti with
V is likely an artifact of electronic differences. Since V3* has an extra d-electron
relative to Ti*t (d? vs. d'), there is added Coulombic repulsion with the m-electrons
of the incoming olefin.
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Homogeneous catalysis

Although separation of products from catalyst is easily accomplished within a hetero-
geneous system, the polydispersity of the product will be relatively high due to
multiple reaction sites on the catalyst surface. In order to improve the overall
selectivity, a variety of single-phase homogeneous catalytic routes have also been
developed. Although the polydispersity of the products are much narrower using
homogeneous catalysts, the primary limitation is the difficulty in separating prod-
ucts from reactants/catalyst. However, supercritical fluids (e.g., CO, at ca. 40°C
and 2,000 psi) are now commonly used as the solvent in these systems in order
to facilitate product separation. Supercritical fluids have properties intermediate
between gases and liquids; minute changes in pressure/temperature of the fluid near
its critical point result in dramatic changes in its density and solubility characteristics.

Homogeneous polymerization catalysts (“Kaminsky type”) are based on Group
4 metallocene molecules that contain bulky ligands (Figure 5.16). Based on their
sterically encumbered metal site, it is easy to see how stereocontrol over the polymer
is obtained — through limiting the path of approach for the incoming olefin. A more
recent technique to offer further stereoselectivity is “heterogenizing” the catalyst by
incorporating the metallocene structure into a solid support such as silica or alumina.

In order to obtain catalytic activity in the system, a co-catalyst featuring an
electron-deficient center (€.9., B, Al) must also be present in the solution. The mecha-
nism for activity of aluminum oxide cocatalysts, referred to as methyl alumoxanes
(MAOs — formed from the controlled hydrolysis of AIMe3), has recently been eluci-
dated — to abstract an alkyl or chloro group from the metallocene structure. For
aluminum cocatalysts, this yields a [(cp)oMX]* - - - [(!Bu),AlX]™ cation/anion pair
(X=R, Cl). This activates the metallocene structure toward polymerization, since
the M site more readily accepts electron density from the alkene monomer. In
order for the ion pair to be active toward polymerization, the anion must be non-
coordinating to ensure a high Lewis acidity toward the incoming olefin. Accor-
dingly, one of the most effective cocatalysts is B(CgFs5)3 — a very strong Lewis

Figure 5.16. Molecular structures of common metallocene homogeneous polymerization catalysts (M—
Zr, Hf, X=Me, Cl). The cyclopentadienyl ligands may be abbreviated as “cp” in the molecular formula
(g, (cp)2HiMey).
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acid due to highly electronegative fluorinated substituents that pull electron density
away from the central B atom. Upon abstraction of Me or Cl groups, the result-
ing anion [BX(CgFs)3]~ (II) is noncoordinating toward the metallocene struc-
ture which freely allows the catalyst to accept electron density from the incoming
monomer.
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Since the Lewis acidity of the co-catalyst is most important toward its activity,
it was first thought that three-coordinate Al complexes (Figure 5.17) would be most
effective for activating the metallocene structure, relative to coordinatively saturated
four-coordinate Al compounds. However, it has been shown that the latter structures
{(CH3)Al(u-O)}n, N=6-12}, which exist as complex caged structures, are most
effective for activating the metallocene catalyst. The term “latent Lewis acids” has
been coined for these structures by Barron,3) indicating that the isolated caged struc-
tures do not themselves possess acidity, but become activated due to a cage-opening
mechanism upon contact with the metallocene catalyst (Figure 5.18). The magnitude
of Lewis acidity is directly related to the cage strain; as one would expect, metal-
locene activation is more pronounced with increasingly smaller cages.

Three mechanisms have been proposed to explain metallocene-based homo-
geneous and Ziegler—Natta polymerization schemes. The Cossee—Arlman mechanism
(Figure 5.19a) proposes the coordination of the olefin to the vacant metal site,
with its subsequent migratory insertion into the M—-P (P = growing polymer)
bond. The insertion step likely proceeds through a four-membered cyclic transition
state. Another mechanism proposes an initial o-hydride shift, resulting in a metal
hydride species that may add an olefin and form a growing polymer chain through
migratory insertion (Figure 5.19b). The last mechanism that involves c-agostic Ti—-H
interactions (Figure 5.19¢) is generally accepted as being an important part of the
Cossee—Arlman mechanism, serving to slow down the insertion reaction and favor
the approach of incoming ligand.
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Figure 5.17. Molecular structure of [(tBu)zAl(u-O)Al(t Bu), ], featuring three-coordinate, unsaturated
Al centers.

It should be noted that early transition metals (Group 4 or 5) are most favorable
for transition metal-catalyzed living polymerization. Since these metals have few
d-electrons in their valence shell, there is a lesser chance for B-hydride elimination
(polymer termination) to occur.[*! In order to purposely terminate chain growth,
either the M—C bond may be broken through reaction with hydrogen gas
(Figure 5.20a) or thermally induced B-hydride elimination. Whereas the first termi-
nation route results in low polydispersity, the latter method results in terminal olefin
(Figure 5.20b) that may insert into a neighboring polymer chain yielding a branched,
low-density product.

Sep-growth polymerization

Thus far, we have considered addition polymerization routes — either catalyzed or
uncatalyzed. Although this is sufficient to describe the synthesis of common pack-
aging materials such as polyethylene, polypropylene, polystyrene, €tc., other classes
of polymers such as nylon, PETE, and polyacrylamide are generated through step-
growth mechanisms. Although the synthetic pathway for these polymers is more
straightforward than addition polymerization, there are many intricate considerations
that affect overall polymer properties.

The general types of step-growth polymerizations are shown in Figure 5.21. Since
the resulting polymers contain reactive functional groups on either/both ends, it is
referred to as a telechelic macromolecule. Although water is typically released as a
byproduct of these polymerizations, other small molecules such as alcohols and alkyl
halides may also be generated based on the monomers that co-condense. In its most
simplest form, condensation reactions result in linear polymers from the reaction of
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Figure 5.18. Molecular structure of [MeyAlO]g, and schematic of the cage-opening mechanism of the
alumoxane co-catalyst during metallocene-catalyzed polymerization.

bifunctional monomers (Figure 5.22a, where A and B indicate complementary func-
tional groups such as -COOH and —OH). For example, one of the most common lin-
ear step-growth polymers is poly(ethylene terephalate) (PET; commonly denoted by
the trademarks Dacron or Mylar), used for soft drink bottles due to its impermeabil-
ity toward liquids and gases. This polymer is obtained through a two-step reaction
between ethylene glycol (HO—C,H4—OH) and the dimethyl ester of terephthalic acid
(CH30-C(0O)-benz—C(0O)—-OCH3). Both methanol and ethylene glycol byproducts
are evolved during the condensation reaction.

In contrast, if the monomers are multifunctional rather than difunctional, a
branched polymeric structure will result (Figure 5.22b). For instance, consider either
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Figure 5.20. Schematic of (a) hydrogenolysis termination of a polymer chain and (b) B-hydride elimina-
tion termination, which results in an olefin-terminated polymer chain.

the “Ay + By” or the “(ABj)n” systems, where A and B refer to the monomers (sub-
scripts indicate the number of reactive functional groups). In describing branched
step-growth polymers, it is generally assumed that:[?]

(i) A and B endgroups react only with each other.

(i1) All endgroups of a given type are equally reactive.
(iii) Intramolecular cyclization reactions do not occur.
(iv) Probability of A-B reactions is independent of molecular size.
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Figure 5.21. Reaction schemes for the most common types of step-growth polymerization. Shown are
(alc) polyester formation, (b/d) polyamide formation, (¢) polyamide formation through reaction of an
acid chloride with a diamine, (f) transesterification involving a carboxylic acid ester and an alcohol, (g)
polybenzimidazole formation through condensation of a dicarboxylic acid and aromatic tetramines, and
(h) polyimide formation from the reaction of dianhydrides and diamines.
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It is interesting to note that whereas Ay + By hyperbranched systems have both A
and B endgroups, ABx-based hyperbranched polymers contain only B endgroups.
This leads to the discrepancy between the two systems in forming infinite networks
(gels). The Ay + By system results in gel formation if X > 2 and y > 3, whereas
it is not possible to form a gel via the ABy system. Though the polydispersity of
hyperbranched polymers is typically quite large, there is increasing interest for a
number of blends/coatings applications due to the high density of peripheral groups,
and resultant enhanced solubility/surface adhesion, relative to linear analogues. As a
more recent extension, network structures that consist of interwoven hyperbranched
polymers may also be synthesized (Figure 5.23), which have been proven useful for
lithographic applications.

Thus far, we have only considered step-growth polymers obtained through ran-
dom condensation reactions of multifunctional monomers. The pioneering work of
Nobel Laureate Flory!®! in the 1940s helped the polymer community understand
the kinetics of branched polymer growth, and suggested that control over sequential
step-growth should be possible. However, this was not proven empirically until the
work of Vogtle!”! and Tomalial®! in the late 1970s—early 1980s. Vogtle developed
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synthesis.

a repeatable “cascade” route to produce low molecular weight amines (Figure 5.24).
However, due to cyclization side reactions, successful polymer growth via the Vogtle
approach was not possible — finally being realized in 1993 for the synthesis of
poly(propyleneimine) (PPI). The work of the Tomalia group at Dow Chemical
was the first to yield a perfectly defined dendritic polymer structure, with an ex-
tremely low polydispersity (ca. PDI of 1.00—1.05; Figure 5.25).11 These polymers
were coined starburst dendrimers, referring to the star-branched architecture and the
Greek word “dendra” for tree. Not unlike other major scientific discoveries, the first
report of the dendritic architecture was riddled with skepticism by the scientific com-
munity. Shortly thereafter, Newkome helped silence the critics with his publication
of branched dendrimers that he called an arborol (Figure 5.26).[10]

The earliest syntheses of dendritic polymers were divergent in nature; with growth
initiating from a core, and outward propagation. The terminal groups of the core are
reacted with complementary groups on the monomer, which forms a new branching
point for subsequent branching reactions (Figure 5.27a). Most importantly, the ter-
minal functional groups on the monomers are designed to be reactive with only the
outwardly growing polymer, which prevents random hyperbranched growth. Such
a repetitive procedure results in an exponential increase in reactions that occur
on the periphery of the growing polymer, requiring a large excess of reagents.
Though this technique is used for the large-scale synthesis of many dendrimers (e.9.,
poly(amidoamine) — PAMAM), a leading drawback is the relatively high number
of defect structures — especially for higher generations (a term used to describe the
sequential branches emanating from the core of the dendritic structure). With each
generation, there is an increased probability for incomplete/side reactions, which are
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Figure 5.25. Illustration of resultant polymers through varying the degree of control of step-growth poly-
merization. Each successive growth layer is referred to as a generation (G). Reproduced with permission
from Frechet, J. M. J.; Tomalia, D. A. Dendrimers and Dendritic Polymers, Wiley: New York, 2001.

not easily removed from the solution due to their structural similarity to the final
product.

In order to circumvent the purity issues associated with divergent syntheses,
Frechet and coworkers designed a convergent approach in the late 1980s.[11] In
contrast to the divergent approach, growth initiates from the exterior of the mole-
cule progressing inwardly by coupling endgroups to each branch of the monomer
(Figure 5.27b). The functional group at the focal point of the wedge-shaped dendritic
fragment (known as a dendron) may be reacted with additional monomers to build up
higher-generation dendrons. When the desired generation dendron is reached, these
units are then attached to a polyfunctional core to form the final dendrimer. This route
drastically increases the purity of higher-generation dendrimers relative to divergent
syntheses, as there are much fewer reactions per molecule.

In addition, the reactions only require a slight excess of reagent, in contrast to the
large excesses that were essential for divergent growth. However, this technique is
not useful for commercial large-scale dendrimer synthesis, as the mass of the sam-
ple decreases with additional generation growth, and low yields of higher-generation
dendrimers due to steric crowding around the focal point of the growing dendron.
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Figure 5.26. The Newkome approach for the sequential step-growth of arborols.

Nevertheless, this is the only route that offers precise structural control over the grow-
ing dendrimer, such as being able to modify the focal point/chain ends to yield well-
defined unsymmetrical dendrimers. This strategy is being developed to synthesize
“bowtie” dendrimers containing both target and drug-delivery agents (Figure 5.28).
As an alternative strategy for drug delivery, surface modification of PAMAM with
cancer targets and anticancer drugs (Figure 5.29) has also been proven successful in
preliminary trials.

To date, the PAMAM dendrimer remains the most heavily utilized for applica-
tions, due to its facile scale-up and commercial availability. The first “copolymer
dendrimer” was developed by Dvornic and coworkers, which featuring both a
hydrophilic PAMAM core and a hydrophobic organosilicon shell (Figure 5.30).[12]
Among many other possible applications, this structure proves extremely useful for
the encapsulation of air-sensitive polar species within organic solvents (Chapter 6).
Due to the water-sensitive alkoxysilyl groups (e.g., Si—-OCH3), facile network for-
mation may also take place (Figure5.31) via the analogous hydrolysis reactions
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Figure 5.27. Comparison of (a) divergent and (b) convergent dendrimer synthetic routes (adapted with
permission from Grayson, S. M.; Frechet, J. M. J. Chem. Rev., 2001, 101,